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ABSTRACT 

 

Recommender systems have grown to be a critical research subject after the emergence of the first paper 

on collaborative filtering in the Nineties. Despite the fact that educational studies on recommender systems, 

has extended extensively over the last 10 years, there are deficiencies in the complete literature evaluation 

and classification of that research. Because of this, we reviewed articles on recommender structures, and 

then classified those based on sentiment analysis. The articles are categorized into three techniques of 

recommender system, i.e.; collaborative filtering (CF), content based and context based. We have tried to 

find out the research papers related to sentimental analysis based recommender system. To classify 

research done by authors in this field, we have shown different approaches of recommender system based 

on sentimental analysis with the help of tables. Our studies give statistics, approximately trends in 

recommender structures research, and gives practitioners and researchers with perception and destiny 

route on the recommender system using sentimental analysis. We hope that this paper enables all and 

sundry who is interested in recommender systems research with insight for destiny. 
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1. INTRODUCTION 
 

We currently live in an era of information. We are surrounded by a plethora of data in the form of 

reviews, blogs, papers and comments on various websites. The number of people around the 

world who use the internet has witnessed an increase of approximately 40% since 1995 and 

reached a count of 3.2 billion. The increased information flow has opened more avenues, but it 

has also led to added confusion for the user. Amidst this huge amount of data, the task of making 

certain decisions becomes difficult. It is rightly said that one should make an informed decision, 

but too much information can also hinder the decision-making process. Thus, in order to save a 

user from this confusion and make the experience of surfing the internet a pleasurable one, 

recommender systems were introduced. Francesco Ricci, LiorRokach and BrachaShapira define 

the recommender systems as software tools that make relevant suggestions to a user [1], [2]. 

Depending upon the user profile and the product profile, which are formed using various 

techniques and algorithms, suggestions are made. More than 32% of consumers rate a product 

online, over 33% writes reviews and nearly 88% trust online reviews [14]. Thus, reviews play an 

essential role in affecting the sales of a commodity or a service. Each review posted on the web 

consists of the user’s sentiments (positive or negative) and preferences. Sentiment analysis helps 

in determining the attitude of the writer by computationally dividing opinions in a piece of text 

into positive, negative or neutral [11]. Extracting the sentiments in reviews can largely contribute 

to the quality of the recommender system by incorporating in it valuable information present in 

the reviews and also help in the understanding that how a particular review affects the consumer  
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[11], [13]. Different techniques such as the weighted algorithm are used to produce scores for 

different texts [13].The usage of the process of sentiment analysis paves the way for the 

development of personalized recommender system. Extensive research has been done in this field 

of recommendation systems. Recommendation systems have been broadly divided into three 

categories. These categories are collaborative filtering, content based and context based 

recommendation systems. 

 

The rest of the paper is organized as follows: Section 2 gives a brief overview of various types of 

Recommender systems. Section 3, 4 and 5 gives a detailed overview about the types of 

recommender systems with related work carried out by researchers in tabular form.Finally, 

section 6 concludes this paper. 
 

2. TYPES OF RECOMMENDER SYSTEM 
 

Over the years, recommender systems have been studied widely and are divided into different 

categories according to the approach being used. The categories are collaborative filtering (CF), 

content based and context based. 
 

2.1 Collaboration filtering 
 

Collaborative filtering (CF) uses the numerical reviews given by the user and is mainly based 

upon the historical data of the user available to the system [4], [5]. The historical data available 

helps to build the user profile and the data available about the item is used to make the item 

profile. Both the user profile and the item profile are used to make a recommendation system. The 

Netflix Competition has given much popularity to collaborative filtering [7], [5]. Collaborative 

filtering is considered the most basic and the easiest method to find recommendations and make 

predictions regarding the sales of a product. It does have some disadvantages which has led to the 

development of new methods and techniques. 
 

2.2 Content Based Recommender System 
 

Content based [9] systems focus on the features of the products and aim at creating a user profile 

depending on the previous reviews and also a profile of the item in accordance with the features it 

provides and the reviews it has received [8], [5].It is observed that reviews usually contain 

product feature and user opinion in pairs [5], [9], [10]. It is observed that users’ reviews contain a 

feature of the product followed by his/her opinion about the product. Content based 

recommendation systems help overcome sparsity problem that is faced in collaborative filtering 

based recommendation system. 

 

2.3 Context Based Recommender System 
 

Extending the user/item convention to the circumstances of the user to incorporate the contextual 

information is what is achieved in context-based recommender systems [15]. This helps to 

abandon the cumbersome process of making the user fill a huge number of personal details. 

 

 

 
 



3. COLLABORATIVE FILTERING

 

Collaboration filtering is a technique for predicting unknown preferences of people by using 

already known preferences from many users [6

and the other is the item. It uses cosine and Pearson correlation s

main challenges that Collaborative Filtering deals with are data sparsity, scalability and cold start 

problem. CF introduces three main algorithms: memory

which are used to combine CF with oth

with the challenges [5]. 

 

Cosine similarity 
 

Given two vectors of attributes, A and B, the cosine similarity, cos(

product and magnitude as[25]. 

 

 

Pearson correlation similarity
 

 

Where(x, y) refers to the data objects and N is the total number of 

 

3.1 Memory-Based Collaborative 

 
People with similar interests are combined to form a group and every user is a part of that 

[36]. User –based CF and Item-

implement and scales well with correlated items. There is no need 

items being recommended. There are many limitations of memory

problem, sparsity and their dependencies on human ratings [37].
 

3.2 Model-based CF 

 
Complex patters which are based on training data, are 

the models (such as data mining algorithms, machine learning) and then intelligent predictions are 

made for CF tasks for the real world data which are based on learnt models[38,39]. It 

intuitive rationale for recommendations. Model

disadvantage of model-based CF is that it loses useful information for dimensionality reduction 

techniques [37]. 
 

ILTERING 

Collaboration filtering is a technique for predicting unknown preferences of people by using 

already known preferences from many users [6]. It computes similarity on two basis:

and the other is the item. It uses cosine and Pearson correlation similarity approach [19]. The 

main challenges that Collaborative Filtering deals with are data sparsity, scalability and cold start 

problem. CF introduces three main algorithms: memory-based, model-based, and hybrid CF, 

which are used to combine CF with other recommendation techniques and their power to deal 

Given two vectors of attributes, A and B, the cosine similarity, cos(θ), is represented using a dot 

 

similarity 

 

) refers to the data objects and N is the total number of attributes [25].  

Based Collaborative Filtering (Neighborhood Based) 

People with similar interests are combined to form a group and every user is a part of that 

-based CF are used to represent memory-based CF. It is easy to 

implement and scales well with correlated items. There is no need of considering the content of 

items being recommended. There are many limitations of memory-based CF like cold start 

problem, sparsity and their dependencies on human ratings [37]. 

Complex patters which are based on training data, are recognized by designing and developing 

the models (such as data mining algorithms, machine learning) and then intelligent predictions are 

made for CF tasks for the real world data which are based on learnt models[38,39]. It 

recommendations. Model-building is an expensive procedure. Other 

based CF is that it loses useful information for dimensionality reduction 
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Collaboration filtering is a technique for predicting unknown preferences of people by using 

]. It computes similarity on two basis: one is user 

imilarity approach [19]. The 

main challenges that Collaborative Filtering deals with are data sparsity, scalability and cold start 

based, and hybrid CF, 

er recommendation techniques and their power to deal 

), is represented using a dot 

People with similar interests are combined to form a group and every user is a part of that group 

based CF. It is easy to 

of considering the content of 

based CF like cold start 

recognized by designing and developing 

the models (such as data mining algorithms, machine learning) and then intelligent predictions are 

made for CF tasks for the real world data which are based on learnt models[38,39]. It gives an 

building is an expensive procedure. Other 

based CF is that it loses useful information for dimensionality reduction 
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3.3 Hybrid Collaborative Filtering Techniques 
 

In hybrid recommender system, different techniques of collaborative approaches and other 

recommender techniques (usually content based approaches), combined to get better results. 

Various problems like cold-start, data sparsity and scalability can be avoided by using hybrid 

approach [40].There are different ways of combining CF with other recommender techniques 

which are following: 

 

• Hybrid Recommenders Incorporating CF and Content-Based Features 

• Hybrid Recommenders Combining CF and Other Recommender Systems 

• Hybrid Recommenders Combining CF Algorithms [37]. 
 

Fig. 1. illustrates the flow chart of Collaborative Filtering Recommender System. It shows how 

collaborative filtering considers only numerical reviews given by different users and then gives 

recommended products as result. The user reviews are stored in a database to make further 

refrences and predictions.  In the figure User 1 and User 6 show similar behaviour and thus their 

profiles lie in the same neighborhood which indicates similar interests. Using this similarity, 

review about a product not rated by User 6 can be predicted using the reviews of User 1 that are 

available. Thus, a prediction regarding product C’s review by User 6 is made using the available 

data. From these predictions, recommendations are extracted and suggested to the user. 

 
Figure 1. Collaborative Filtering Recommender System 
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Table 1 shows different collaborative filering methods based on sentimental analysis for 

recommendation system. These methods are based on a variety of different models. Over the 

yaers, different models are combined with collaborative filtering technique of recommender 

systems in order to increase the accuracy of the predictions given by the results. J. Wang et. Al. 

developed the unified relevance model based recommendation system while Parlov et. Al. used 

maximum entropy approach and both these models helped reduce data spartsity problem, one of 

the commonly faced problem in collaborative filtering based recommendation systems. 
 

Table 1. Collaborative Filtering Methods 

 

Method Description References 

Unified relevance 

model 

It is a probabilistic item-to-user relevance 

framework which uses  Parzen-window 

method for  density estimation. This approach 

reduces  data sparsity problem. 

J. Wang, A. P. de 

Vries, and M. J. T. 

Reinders[28] 

Hybrid CF model It introduces effective recommender system 

using  sequential mixture CF and joint mixture 

CF. It also implements advanced Bayes belief 

networks. 

X. Su, R. Greiner, 

T. M. 

Khoshgoftaar[27] 

Fuzzy Association 

Rules and 

Multilevel 

Similarity 

(FARAMS) 

It uses fuzzy association rule mining to extend 

the existing techniques. FARAMS achieved the 

task of generating more qualitative predictions. 

C. W. K. Leung, S. 

C. F. Chan, and F. 

L. Chung[29] 

Flexible mixture 

model (FMM) 

Simultaneous creation of user and item clusters. 

It introduces preference nodes to study a 

dramatic variation of the rating among users 

with similar tastes. 

L. Si and R. Jin[26] 

Maximum entropy 

approach 

 

Clustering of items based on user access path in 

order to reduce the apriori probability. This 

helps in addressing sparsity and dimensionality 

reduction. 

D. Y. Pavlov and 

D. M. Pennock 

[30] 

 
 

4. CONTENT-BASED RECOMMENDER SYSTEM 
 

It is a technique where individual user profiles are taken into account. It enhances the user’s 

interest and predicts whether the user would be interested in eating at any particular restaurant or 

interested in seeing any particular movie [22]. It is also known as adaptive Filtering as it provides 

suggestions according to user's field of interest and adapts user’s likes and dislikes. It represents 

the comparison between the content contained in the item with the content of items of user's 

interest. By using Bayesian hierarchical model, better user profiles for upcoming users is made by 

collecting feedbacks from the old users [20]. Content based collaborative filtering is more widely 

used to compare pure CF and pure Content-base. In CF the problem of sparsity is overcome 

(converting sparse user filled matrix into full user rating matrix) by using content-based 

prediction [21]. Fig.2 displays the flow of information in a content based recommendation 

system. Relevant entities of an item and relations are kept together as input. Main features of 

items are extracted from item ontology. Features of items, user's ratings and user modeling data 
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are applied to content based recommender system. After applying, various recommended items 

are given as output. 
 

 
 

Figure 2. Content-Based Recommender System 
 

Table 2 shows different content based methods using sentimental analysis for recommendation 

system. These methods are based on a variety of different models. Different researchers have 

studied the relevance of various techniques that can be implemented in content based 

recommendation systems. Accuracy and relevance of the recommendation systems have become 

better by extensive research. Content-Boosted Collaborative filtering technique was implemented 

by Prem Melville et. Al. Recommendation system using content based technique and Bayesian 

Hierarchical Model (BHM) was built by Marko Balabanovic. 
 

Table 2. Content-Based Recommender System 
 

Method Description References 

Content-Boosted 

Collaborative Filtering 

It gives an approach to combine 

content and collaboration to enhance 

existing user data and to give better 

performance than a pure content 

based predictor. 

Prem Melville, Raymond 

J. Mooney, 

RamadassNagarajan[21] 

FAB Technique An adaptive recommendation service 

for collection and selection of web 

pages. It makes the system more 

personalized and combines the 

benefits of content analysis with the 

shared user interests. 

Marko Balabanovic [24] 

 Bayesian 

hierarchical 

model(BHM) 

Proposes a faster technique to gather 

a huge number of individual user 

profiles even if feedbacks available 

are less. It uses various parameters of 

BHM for optimization of joint data 

likelihood. 

Yi Zhang , Jonathan 

Koren 

[20] 
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Keyword Map 

Algorithm 

It captures the relations between 

conditions that the learner has been 

exposed to, which are used to 

represent the knowledge of the 

learner. The relevance and 

complement of learning resources 

recommendation are increased by 

keyword map. It is better suited for 

e-learning settings and achieves 

higher accuracy than common 

recommender methods. 

Xin Wan, Neil 

Rubens,Toshio Okamoto 

and Yan Feng 

[23] 

 

5. CONTEXT-BASED RECOMMENDER SYSTEM 
 

Recommender systems which use collaborative filtering technique or which are based on the 

contents and features of items have achieved great success but can be further improved. The 

Higher level of personalization is required in recommender systems to give more appropriate 

suggestions. In order to achieve this, the contextual information of users is also taken into 

consideration while designing a recommender system. Context refers to the time, location, area 

and environment of the user which define a user’s status. Incorporating contextual information in 

a recommender system helps to get a clear picture of the situation of any individual, place or 

object which is of relevance to the system for prediction [17], [18].  

 

It aids in extracting information about a particular community of individuals and this information 

proves to be of high importance to improve the suggestions provided to a user and makes the 

system more efficient. Recommender systems require situational information of the user and 

context based recommender system accesses this information directly using various techniques 

(such as GPS) [16] and does not bother the user with this. Fig. 3 displays the flow of contextual 

information in a context based recommender system. The user's location data, social data, current 

time, weather data is taken into consideration as the contextual data and is given as input to the 

system. An approximate address of the user is determined and the location is saved. Social data of 

a user can be accessed by requesting permission to a social account of the user.  

 

The device the person is using can be used to get the time of the day which play a role in finding 

suitable recommendations for the user. Accessing the location can also help in finding the 

weather of the place. All the information gathered is processed in a system and sentiment analysis 

is done. After processing the system gives an output of a list of attractions for the user. Depending 

on the application of the system, desired results are produced. If the application is for a tourist, 

destinations or shortest routes or hotels might be given as recommendations. 

 

Contextual factors are of two types: Dynamic and static, depending on whether they change with 

time or not. . 

 

1. Dynamic: When the contextual factors change over time and hence unstable. They may 

change by explicit user feedback. User feedback is generally used for refining the profile 

of user to get better results of recommendations. The biggest challenge is that if a system 

is considered to be dynamic then the system should be able to find out when to switch to 

a different underlying context model. 
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2. Static: The contextual factors don’t change over time and hence stable. For e.g. to buy a 

cell phone the contextual factors can be Time, purpose of purchasing and only them while 

entire purchasing purpose recommendation application runs. 

 

 
Figure 3.  Context-Based Recommender System 

 

Contextual factors are of three types: Fully observable, partially observable and Unobservable, 

depending on what is being observed (or what system exactly knows). 

 

1. Fully observable: Complete structure and values of contextual factors are known 

explicitly, at the time when recommendations are made.  

2. Partially observable: Some of the information is known explicitly about the contextual 

factors. 

3. Unobservable: There is no information of contextual factors explicitly available in 

it.[34]. 
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Figure 4. Contextual Information Dimensions 
 

Table 3 shows different context based methods with sentimental analysis for recommendation 

system.The table gives recommender system by Norma Saiph Savage in which context based 

technique using Hidden Markov Model is used. It helps improve location 

recommendations.Maciej Baranski et al. used a multidimensional database to help increase 

credibility of a system.  Gediminaset. Al. used Fuzzy Bayesian Networks. . Human memory 

model was used as the base for a context based system by Sarabjot Singh Anand et al. 

VíctorCodina et al. created a recommendation system based on Matrix-factorization Predictive  

Context Model and observed more accurate results. 
 

Table 3. Context-Based Recommender System 

 

METHOD DESCRIPTION REFERENCES 

Hidden Markov Model Improved version of a location 

recommender system by 

implementing Decision Tree (DT) 

along with discrete Hidden Markov 

Model (HMM).Together HMM and 

DT differentiate between transport 

modes and reduce noise. 

Norma Saiph Savage 

 Maciej Baranski 

 Norma Elva Chavez 

 Tobias Höllerer[34] 

 

Multidimensional 

approach 

It provides additional contextual 

information on user and item, and 

also supports multiple 

Dimensions, profiling information, 

and hierarchical aggregation of 

recommender system. 

GediminasAdomavicius 

Ramesh  

Sankaranarayanan 

Shahana Sen 

Alexander Tuzhilin 

[31] 

Fuzzy Bayesian 

Networks 

It gives a recommender system 

which exploits the fuzzy system, 

Han-SaemPark,Ji-Oh 

YooSung-Bae Cho 
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Bayesian Networks in order to get 

appropriate recommendation with 

respect to the context. 

[33] 

Human memory model A recommender system is proposed 

which retrieves relevant preference 

information from long term 

memory and uses 

it in conjunction with the 

information stored in short term 

memory. 

Sarabjot Singh Anand 

and BamshadMobasher 

[32] 

Matrix-factorization 

Predictive  Context 

based 

Model 

Distributional-Semantics Pre-

filtering (DSPF) approach is used 

to build more precise context aware 

rating prediction models, by 

exploiting, in a novel way, the 

distributional Semantics of 

contextual conditions. It also shows 

how DSPF can be improved by 

using clustering techniques. 

Víctor Codina 

FrancescoRicci 

LuigiCeccaroni 

[35] 

 

  

6. CONCLUSIONS 
 

Recommender structures are proving to be a useful device for addressing a part of the records 

overload phenomenon from the internet. Its evolution has followed the evolution of the internet. 

The primary technology of recommender system used conventional web sites to gather 

information from the following sources: (a) content material-primarily based records (b) 

demographic statistics, and (c) memory-primarily based information.  

 

Latest research shows the use of Sentimental Analysis in developing of more accurate 

recommender system. These types of methods are commonly used in e-commerce business. In 

this paper we have classify various approaches of recommender system that are based on 

Sentiemental analysis.  

 

Future research will deal with advancing the prevailingtechniques and algorithms to enhance the 

nice of recommenderstructures predictions and hints. 
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