
Advanced Computing: An International Journal (ACIJ), Vol.7, No.1/2, March 2016 

DOI:10.5121/acij.2016.7205                                                                                                                          39 

 

SEGMENTATION USING ‘NEW’ TEXTURE FEATURE 

 
 S.Md.Mansoor Roomi

1
  M.Mareeswari

2  
G. Maragatham

3 

 

1
Assistant Professor, Department of Electronics and Communication Engineering, TCE, 

Madurai                     
2
Project Associate, Department of Electronics and Communication Engineering, TCE, 

Madurai 
3
Assistant Professor, Department of Electronics and Communication Engineering, 

University College of Engineering, Dindigul 
 

 
                            

ABSTRACT 
 

Color, texture, shape and luminance are the prominent features for image segmentation. Texture is an 

organized group of spatial repetitive arrangements in an image and it is a vital attribute in many image 

processing and computer vision applications. The objective of this work is to segment the texture sub 

images from the given arbitrary image. The main contribution of this work is to introduce “NEW” texture 

feature descriptor to the image segmentation field. The NEW texture descriptor labels the  neighborhood  

pixels of a pixel in an image as N,W,NW,NE,WW,NN  and  NNE(N-North, W-West).To find the prediction 

value, the gradient of the intensity functions are calculated. Eight component binary vectors are formed 

and compared to prediction value. Finally end up with 256 possible vectors. Fuzzy c-means clustering is 

used to segment the similar regions in textural image Extensive experimentation shows that the proposed 

methodology works better for segmenting the texture images, and also segmentation performance are 

evaluated. 
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1. INTRODUCTION 
 

With advances in digital imaging, digital photography collection there is an explosive growth of 

image databases. Searching of an image in such large collections take enormous amount of time. 

Typically, the simplest way to manage the large image collections is conventional database-

management systems like relational databases or object-oriented databases. In this type of 

systems, images are annotated with keywords. But these kinds of system have failed when the 

collection of images growing larger. To overcome this problem, Content Based Image Retrieval 

(CBIR) has been emerged. In CBIR, images are indexed by their own visual contents.  
 

Image classification is necessary for CBIR to classify the visual contents of images. Feature 

extraction is one the techniques used to classify the images. Features such as texture, color and 

shape are commonly used in state of art methods. In the literature, most of the attention has been 

focused on the texture features. 
 

Texture is a key characteristic of an image helps to identify objects or regions of interest in the 

image. Texture gives information about the spatial arrangement of intensities in an image (Jain 

1998). Haralick et al (1973) mentioned that textures can be fine, coarse, smooth, rippled, 

irregular, lineated etc. An example of textures is shown Figure 1. 
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Figure 1 Sample texture images Source: Brodatz  texture dataset 

 

For texture feature extraction various methods like model based, statistical and single processing 

methods are used (Zhang et al 2006).  Model based methods describe the texture images based on 

the probability distribution. In model based technique, number of random field models such as 

fractals, autoregressive models, fractional differencing models, and Markov random fields (MRF) 

have been used for modeling and synthesis of texture. MRFs are widely used because it yields a 

local and economical texture description. Zi (1995) defines a MRF on a discrete lattice with 

respect to a neighbourhood system by local conditional probabilities. Efficient parameter 

estimation scheme is must for a model based approach to be successful.  

 

In statistical methods, textures are characterized using statistical measures, such as co- occurrence 

or spatial autocorrelation of the gray levels. Haralick et al (1973) proposed a Grey Level Co 

occurrence Matrices (GLCM) to extract geometrical features like energy, entropy, correlation, 

etc. By estimating pair wise statistics of pixel intensity, GLCM is built from the image. The 

problem is co occurrence matrix is calculated based on the displacement vector. In statistical 

method, when the order of statistics (k) is large (k >2) it is hard to handle because enormous 

amount of data are involved. 

 

Most recently the signal processing methods using multi resolution and multi channel are 

introduced for texture analysis and classification. In this method, by using bank of filters such as 

Gabor (Jain et al 1997), neural network (Karu et al 1996), wavelet based filters (chen et al 1997), 

a textural image is decomposed into feature images. Smith et al (2005) proposed a method to 

extract the texture feature from the mean and variance of wavelet sub bands. Later, to perform 

texture analysis wavelet Transform together with KL expansion and kohenon maps was 

developed by Cross et al (2007), Bourchani et al (2005) combine the wavelet transform with co 

occurrence matrix to get the advantages of statistics based and transform based texture analysis. 

Tree structured wavelet transform and Gabor wavelet transform is introduced by W.Y Ma et al 

(2008) to perform texture image annotation. As a result, with help of set of well selected filters a 

high dimensional textural pattern can be extracted. Therefore, the major issue of this method is 

the selection of good set of filters. 
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In this paper we concerned with the task of proposing a method to compute NEW texture 

descriptor. Context Adaptive Lossless Image Compression (CALIC) scheme is used for image 

compression. This scheme calculates a prediction value of a current pixel based on the 

neighbourhood pixels which forms  eight component binary vector after that a context is 

constructed for compressing the given image. The author mentions that the eight component 

binary vector is a texture descriptor [ ]. We have used this texture descriptor for image 

segmentation with the help of Fuzzy C-Means algorithm. The texture is determined by labeling 

the neighbourhood pixels as North, East and West. So, we named the texture feature as NEW 

texture descriptor. 

 

The main contributions of this paper include: 

 

A novel ‘NEW’ texture feature is introduced to extract the texture information from the texture 

image A methodology to segment and classify the texture image into four regions Fuzzy C-Means 

algorithm is used to segment the texture image based on ‘NEW’ texture feature Extensive 

experiments are carried out to prove the efficiency of the proposed methodology The rest of this 

paper is organized as follows: Section II explains about the proposed methodology. The 

experiment results are reported in Section III, and Finally, section IV presents conclusion. 

 

2. PROPOSED METHODOLOGY 
 

2.1. Feature extraction using ‘NEW’ texture descriptor 

 
This section discusses about a novel framework to extract the NEW texture descriptor for 

classification of images. Figure 3 shows the overview of the proposed NEW feature extraction. 

 

Consider a pixel marked as X in an image label, the top pixel of X is denoted as N, left pixel as W 

, likewise all the  neighborhood pixels  of X are labeled as shown in Figure 3 

Figure 2 Labeling the neighbors of pixel X 
 

 

 

 

 

 

 

                                     

 

 
 

Fig.2 labeling the neighbors of pixel 

 

The information about the neighborhood pixels are quantified by forming the eight component 

vector   as N, W, NW, NE, NN, WW, 2N-NN and 2W-WW. Depending on the vertical and 

horizontal edges of the neighborhood of the pixel X may give the best prediction value denoted 

as
^
X . How close the prediction value is purely depends on the surrounding texture. The 

information about the kind of boundary can be calculated from the gradients of the intensity as 

shown in equation 1 and equation 2. 

 

dh=|W-WW|+|N-NW|+|NE-N|                                           (1) 

dv=|W-NW|+|N-NN|+|NE-NNE|                                        (2) 
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The prediction value is computed from the intensity gradients  dh and dv. If the value of dh  is 

much higher than the value of dv (dh >>dv), there will be a horizontal variation. So N is selected 

as the prediction value. Vertical variation will be found, if the value of the dh is much smaller 

than the value of dv (dh <<dv), and the prediction value is assumed to be W. If the difference of  

dh and dv is moderate then the weighted average of neighboring pixels is assigned to prediction 

value. 
 

Pseudo code for finding prediction value is given below: 
 

 if dh-dv > 80 

  
^
X =N 

 else if dv-dh >80 

 
^
X =W  

 else 

 { 

  
^
X = (N+W)/2+(NE-NW)/4 

   if dh-dv >32 

    
^
X =(

^
X +N)/2 

   else if dv –dh>32 

    
^
X =(

^
X +W)/2 

   else if dh –dv>8 

    
^
X =(3

^
X +N)/4 

   else if dv –dh>32 

    
^
X =(3

^
X +W)/4 

 } 

 

 

 

 

 

 

 

 

   

 

 

 

 

 

 

 

       

 

 

 
Fig.3 Overview of NEW texture  descriptor extraction 
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After finding the prediction value, eight component binary vectors is constructed. To do so, each 

component of eight component vector formed by neighbors of x is compared with the prediction 

value
^
X . If the value of component is less than the 

^
X  then replace the value with 1 else 0. 

Thus, eight component binary vectors created is called NEW texture descriptor. 

 

2.2. Texture image segmentation 
 

In this paper, Fuzzy C-Means algorithm [18] is used to cluster the image into multiple segments 

using ‘NEW’ texture feature. Fuzzy C-Means clustering algorithm segments the image based on 

the distance between cluster center and other feature domain.This features are clustered by 

minimizing the objective function (3) 

 

∑∑
= =

=

r

i

n

p

ip

q

ipFCM duJ
1 1

2

                                                    (3) 

 

Where ‘r’ represents number of clusters , i=1, 2,…,r and p is the number of pixels p=1,2….n, 

ipd
is the distance and ipu

is the updation of cluster centers . 

 

Fig. 4. Shows the proposed approach to segment the image into multiple regions. Initially, the 

input image is divided into 32x32 overlapping blocks. ‘NEW’ texture feature is extracted from 

each block to segment the region. This segmentation algorithm requires user interaction to assign 

number of clusters (K) for segmenting the image. To circumvent this problem, this paper uses an 

automatic assigning of number of labels for segmentation algorithm using the number of peaks 

estimated from the histogram of the input texture image after smoothing the histogram using 

Gaussian filter[17]. 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig.4 Flow diagram for image segmentation 
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Histogram of the grayscale image is calculated as 
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Where ‘K’ is Gaussian smoothing kernel [19] and ‘H’ is the histogram of the image and p=0, 1, 

2,…… 255. 

 

2.3. Experimental results and discussion 
 

In this section, the efficiency of the proposed methodology is analyzed and results are shown. 

 

2.4. Data description 
 

In this area 12 different texture images are taken by brodatz dataset. The images are available in 

online. Fig.5 shows the combination of 4 different texture images. 

 

  
  

Fig. 5. Texture image from brodatz dataset 

 

2.5. Results on Texture image Segmentation 
 

In this paper fuzzy c means clustering used to segmenting the texture image. The image is divided 

into 32x32 overlapping blocks to segment the image as pixel wise segmentation. From each 

blocks ‘NEW’ texture descriptor is extracted to cluster the image using Fuzzy C-means clustering 

algorithm. To choose the K value automatically, first input image converted into gray scale and 

the histogram is calculated. This histogram contains more number of unwanted peaks because of 

the some percentage of noise and a considerable level of uncertainty. Hence, histogram is 

smoothened using Gaussian filter and the number of peaks detected. Fuzzy C-Means clustering 

algorithm clusters the texture image. Fig.5 (a) the original texture image; fig.5 (b) histogram of 

the original image; fig.5 (c) the number of peaks detected is four (K=4). So the segmented 

regions are four; segmented image is shown in fig.5 (d). Four different texture images segmented 
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with four different colors. Blue color shows the texture 1 and red color shows the texture 2 and 

pink, green shows the texture 3 and texture 4. (e) Input four texture image with different size (f) 

clustered region using Fuzzy C-Means algorithm. Same method applied into K means clustering 

algorithm. K means clustering clusters the texture image.Fig.6 (a) the original texture image; fig.6 

(b) histogram of the original image; fig.6 (c) the number of peaks detected is four (K=4). So the 

segmented regions are four; segmented image is shown in fig.6(d). Four different texture images 

segmented with four different colors. Blue color shows the texture 1 and green color shows the 

texture 2 and pink, red shows the texture 3 and texture 4. (e) Input four texture image with 

different size (f) clustered region using K-Means algorithm 
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                                       (c)                                                                     (d) 

 

                                                 
                                       (e)                                                                     (f) 

 

Fig. 5. (a) Input four texture image with same size (b) histogram of the image (c) Peaks detection 

after smoothing the histogram (d) clustered regions using Fuzzy C-Means algorithm (e) Input 

four texture image with different size (f) clustered region using Fuzzy C-Means algorithm 
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Fig. 6. (a) Input four texture image with same size (b) histogram of the image (c) Peaks detection after 

smoothing the histogram (d) clustered regions using K-Means algorithm (e) Input four texture image with 

different size (f) clustered region using K-Means algorithm 

 

Fig.7 (a) shows the bipolar plate samples, and same methodology applied for this image. Green 

color shows the presence of carbont in the image, blue color shows the presence of epoxy in the 

image. 
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                          (a)                                            (b)  

                 

  
           (c)                                                                   (d) 

 

Fig. 7. (a) Bipolar plate samples (b) Microscopic image (c) SEM image (d) clustered image using 

Fuzzy C-Means algorithm based on ‘NEW’ texture descriptor 

 

2.6. Performance Analysis 
 

To test the performance of the algorithm we have used three measurement parameters viz: 

Accuracy, Precision and Recall. These are calculated from confusion matrix. 

 

2.6.1 Precision  
  

Precision is defined the ratio of the number of relevant records retrieved to the total number of 

irrelevant and relevant records retrieved. It is usually expressed as a percentage.  

                                               pp

p

ft

t
ecision

+
=Pr

                                             (7) 

Where tp - true positive, tn is true negative, fp is false positive and fn is false negative 

 

2.6.2 Recall 

 

Recall is defined as the ratio of the number of relevant records retrieved to the total number of 

relevant records in the database. It is also expressed interms of percentage. 

                                                np

p

ft

t
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+
=Re

                                                  (8) 
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2.6.3 Accuracy 
 

Accuracy gives the measure of overall correctness of the proposed work, and is calculated as the 

sum of correct clusters divided by the total number of clusters. 
 

                                    npnp

np

fftt

tt
Accuracy

+++

+
=

                                          (9) 
 

 

Table 1 feature relevance 

 

      Features      Classifier Accuracy (%) 

   NEWfeature K-means              46% 

FCM            60.12% 

 

3. CONCLUSION 
 

In this paper an effective method to segment the texture image based on texture feature. In the 

proposed method, ‘NEW’ texture feature descriptor is used to extract the texture feature. It allows 

the system to segment the texture image using Fuzzy C-Means algorithm. For noiseless images, 

Fuzzy C-Means algorithm produced the best results compared to K-Means algorithm. Selection 

of  K value by automatic system. Finally, experimental results are reported and investigate the 

effectiveness of the proposed methodology. 
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