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ABSTRACT
This paper presents an improved ant system algorithm for path planning of the mobile robot under the complicated environment. To solve the drawback of the traditional ant colony system algorithm (ACS), which usually falls into the local optimum, we propose an improved ant colony system algorithm (IACS) based on chaos. Simulation experiments show that chaotic ant colony algorithm not only enhances the global search capability, but also has more effective than the traditional algorithm.
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1. INTRODUCTION
The swarm intelligence algorithm (SIA), which is a new evolution algorithm, has increasingly attracted more and more researchers [1-4]. Among the SIA, ant colony system (ACS), which was created from the enlightenment from the nature world, in fact, is a positive feedback method of studying the real swarm ants which look for foods in the nature: the more heuristic is in the road when more ants have got through the road, so the latter ants are more impossible to select the road. The ant can cooperate and communicate with other ants, and in this way the ant system can find the shortest road from their nest to the foods.

ACS, which has the more quick convergence speed and more accurate solution than the simple ant colony optimization algorithm, is one of the best ant colony optimization algorithms [1]. So, this paper is based on the ACS to solve the path planning of the robot.

The rest of the paper is outlined as follows. Sect.2 briefly addresses the concept of ACS and briefly reviews the work of ACS about robot. Sect.3 describes the improved ACS based on chaotic (IACS) for the problems of path planning of robots. Sect.3 presents the experimental results and it shows that IACS is beneficial for ACS algorithm when applied on the path planning of the robot.

2. ACS
In the way of the real ant system in the nature world to look for the food, ant colony system algorithm (ACS) is being used to find the optimum. Artificial ant will not only find the way to the food in oneself, but accumulate with other ants by their means also [5].

Path planning is one of the most important techniques for the mobile robot. As mobile robot is in the way with barriers, we want to find the best path from the start point to the object point according some evaluation criterions, such as the shortest road and the safest road [6]. The traditional ACS algorithm includes state transition and updating pheromones.

When the ant select the next city in the path planning of the ACS algorithm, the ant will select according to the amount of the road’s pheromones and generally there are more possibilities to
select the road of having more pheromones. In particular, the norm with which ant k, currently at 
city i, chooses to go to city j is

\[
j = \begin{cases} 
\arg \max \left\{ \tau_{ij}(t) \mid \eta_{ij}(t) \right\}, & q \leq q_0 \\
J \left( p_{ij}^k \right), & q > q_0 
\end{cases}
\]  

(1)

Where the \( \tau_{ij}(t) \) is the existing pheromone trail between the city i and city j in the time t, \( \eta_{ij}(t) \) 
is the heuristic information on the path from city i to city j, \( q = \text{rand}(q), q \in (0,1) \), \( q_0 \) is a 
parameter available a priori \( 0 \leq q_0 \leq 1 \). While ant k select the next city, there is a random figure 
\( q \), and if \( q \leq q_0 \), the ant will select the next node according the equation (1), otherwise 
according the equation (2).

\[
p_{ij}^k = \frac{[\tau_{ij}]^\alpha [\eta_{ij}]^\beta}{\sum_{i \in N_i^k} [\tau_{ij}]^\alpha [\eta_{ij}]^\beta}
\]  

(2)

Where \( \eta_{ij} \) is the heuristic information on the path from city i to city j, which is defined as \( 1/d_{ij} \), 
where \( d_{ij} \) is the distance between city i and city j. \( N_i^k \) denotes the neighborhood of cities of ant k 
when being on city i. Parameter \( \alpha \) determines the relative influence of the pheromone trail and the 
parameter \( \beta \) determine the relative influence of the heuristic information. In the way of the 
ACS, the pheromone on the path city i to city j will update after the ant k march up from the city i 
to city j according above the rule and the process conform to the equation(3).

\[
\tau_{ij}(t) = (1-\varphi)\tau_{ij}(t) + \varphi \Delta \tau_{ij}(t)
\]  

(3)

\[
\Delta \tau_{ij} = \sum_{k=1}^{n} \Delta \tau_{ij}^k
\]  

(4)

Where \( 0 < \varphi \leq 1 \) is the rate of the evaporation. In general, lowering the pheromone values enables 
the algorithm to forget bad decisions made in previous iterations, \( \Delta \tau_{ij}(t) \) is the pheromone 
produced by the ant k after passing the road from the time t to time t+1. After all of the ant get to 
the end from the start, only the road (may be not only one) of the best ant will update the 
pheromone according to the rule, and in one point, the rule is accelerating the convergence speed 
of algorithm. This process is subjected to rule as follows:

\[
\Delta \tau_{ij}^k = \begin{cases} 
\frac{1}{L_k}, & \text{arc}(i,j) \text{ belong to best loop} \\
0, & \text{otherwise} 
\end{cases}
\]  

(5)

Where \( Q \) denotes the intensity of the pheromone, and \( L_k \) denotes the length of the best ant in 
this iteration.
3. IACS FOR PATH PLANNING OF ROBOTS

Recently, the path planning of the mobile robot has attracted a great deal of researchers. Paper 6 has been proposed an ant colony algorithm about rolling planning. An improved ant colony algorithm of differential evolution based on chaotic has been improved in paper 7. The results of their experiments have revealed that the improved algorithm can still find the safe better path even in a very complex environment. With the help of the map created under the start point and the end point, the algorithm add the local path information of the environment to the step of initializing pheromone trails and the step of selecting the next city, and have a operation to select and crossover with adapt the values of $\alpha, \beta$ and $\phi$, which make the algorithm have more capabilities to flee the local optimum [8]. To improve the performance of the results of the traditional ACS applied in the mobile robots, we investigate improved ACS called IACS algorithm, which is based on the conception of logistic mapping to modify the rule of updating pheromones that it will escape from the local optimum in the early.

3.1 Improvement of the Local Updating Pheromone

The main characteristic of the chaotic is pseudo randomness, ergodic property, sensibility to the condition of the start [9]. In consideration of chaotic characteristic, change the rule of local updating pheromone, which may be improving diversity of the algorithm so as to avoid fall into the local optimum in the early time. We have using the mapping of logistic in this paper, and the rule as follows:

$$x_{k+1} = \mu(1-x_k), k = 0,1,2,...; x_0 \in [0,1], \mu \in (3,4]$$  \hspace{1cm} (6)

We will get a series of values of $x_1, x_2, ..., x_k$ while the value $k$ changes. Through testing the value $\mu$, it concludes that the dynamic system is simple displaying a litter change or complicated displaying periodicity chaotic while $0 < \mu \leq 1$ and $3 \leq \mu \leq 4$ respectively. Then we design two simulation experiments by means of mapping logistic on Matlab, and initialize value m as 0.5, the number of iteration as 500, and the value $\mu$ as 2, 3, 3.3, 3.6. The result of different value $\mu_k$ is given in the Fig.1 - Fig.4.

![Fig.1 Chaos While $\mu = 2$](image-url)
Fig. 2 Chaos While $\mu = 3$

Fig. 3 Chaos While $u = 3.3$

Fig. 4 Chaos While $\mu = 3.6$
The parameter $\mu$ is changeable. There is the situation of complete chaotic for the mapping logistic when $\mu = 4, 0 \leq x_0 \leq 1$. To avoid the algorithm drop early into a local premium and improve its diversity, this paper propose a algorithm called IACS which change the rule of updating the local pheromone based on the chaotic performance and different from the formula (3) it do as follows:

$$
\tau_{ij}(t+1) = (1-\varphi)\tau_{ij}(t) + \varphi \Delta \tau_{ij}(t) + qx_{ij}
$$

(7)

Where chaotic variable $x_{ij}$ is produced from the formula (6) and $q$ is a rate.

3.2 The Framework of the IACS

The IACS algorithm and its path planning experiment of the robot as follows:

Step1: initialize parameters and set the data structure for saving the results, generate chaotic values from formula (6) and put it to $(\tau_{ij})_{N \times N}$, initialize the matrix of pheromone;

Step2: ant $k = 1, 2, ..., m$ set out from the point $g_{start}$, and write $g_{start}$ into the ant memory $tabu_k$ which contains the cities already visited, and find the available next cities;

Step3: select a path from the start to the end according to the pheromones of the available road and heuristic information;

Step4: after every period of searching process, count and compare every ant road’s path. Create a series of chaotic values according to the formula (6) and update the pheromone according to the formula (7). $n = n + 1$ and continues the next loop;

Step5: clear up the ant memory when $n > N_{max}$ and back to the Step2.

4. SIMULATION EXPERIMENTS

In order to investigate the performance of improved ant colony system algorithms for the path planning of the robot, we have had several simulation experiments. In this paper, the simulations are based on a map of 20*20. The parameter $\alpha = 1, \varphi = 0.1, Q = 3, q_0 = 0.15$.

Fig.5 Diversity of Results and the Convergence of the Algorithm
Fig. 6 The Best Road of our Algorithm Under the Complicated Environment 1

Fig. 7 The Best Road of Our Algorithm Under the Complicated Environment 2

Fig. 8 The Best Road of Our Algorithm Under the Complicated Environment 3
Fig. 9 The Best Road of Our Algorithm Under the Complicated Environment

Fig. 10 The Best Road of Our Algorithm Under the Complicated Environment

Fig. 5 shows the diversity of the results and the convergence of the algorithm. The line in Fig. 6-Fig. 10 is the best road of our IACS algorithm under the complicated environment. The experiment has proved that our IACS algorithm can find the best path with a quicker convergence speed.

5. CONCLUSIONS AND FUTURE WORK

This paper has proposed an improved ant colony algorithm based on chaotic which improve the algorithm diversity by changing the updating local pheromone for path planning of robots, so it has improved the accuracy of the best road. Simulation experiments show that the IACS is better to solve the path planning of the robot under the complicated environment.

In future, we should research the impact of the parameter in our algorithm to improve the algorithm performance.
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