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Preface 
 

The 8th International Conference of Security, Privacy and Trust Management (SPTM 2020) June 13 
~ 14, 2020, Helsinki, Finland, 6th International Conference on Image Processing and Pattern 

Recognition (IPPR 2020), 6th International Conference on Artificial Intelligence and Soft Computing 

(AIS 2020), 7th International Conference on Computer Science and Information Technology (CSIT 

2020), 6th International Conference on Data Mining (DaMi 2020), International Conference on 
Advanced Machine Learning (AMLA 2020) was collocated with 8th International Conference of 

Security, Privacy and Trust Management (SPTM 2020). The conferences attracted many local and 

international delegates, presenting a balanced mixture of intellect from the East and from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from academia 
and industry to focus on understanding computer science and information technology and to 

establish new collaborations in these areas. Authors are invited to contribute to the conference by 

submitting articles that illustrate research results, projects, survey work and industrial experiences 
describing significant advances in all areas of computer science and information technology. 
 

The SPTM 2020, IPPR 2020, AIS 2020, CSIT 2020, DaMi 2020 and AMLA 2020 Committees 

rigorously invited submissions for many months from researchers, scientists, engineers, students and 

practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed 
submissions from an unparalleled number of internationally recognized top-level researchers. All the 

submissions underwent a strenuous peer review process which comprised expert reviewers. These 

reviewers were selected from a talented pool of Technical Committee members and external 
reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, 

technical content, originality and clarity. The entire process, which includes the submission, review 

and acceptance processes, was done electronically. 
 

In closing, SPTM 2020, IPPR 2020, AIS 2020, CSIT 2020, DaMi 2020 and AMLA 2020  brought 
together researchers, scientists, engineers, students and practitioners to exchange and share their 

experiences, new ideas and research results in all aspects of the main workshop themes and tracks, 

and to discuss the practical challenges encountered and the solutions adopted. The book is organized 
as a collection of papers from the SPTM 2020, IPPR 2020, AIS 2020, CSIT 2020, DaMi 2020 and 

AMLA 2020. 
 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 
sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond the 
event and that the friendships and collaborations forged will linger and prosper for many years to 

come. 

 

David C. Wyld  

Dhinaharan Nagamalai (Eds) 
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ABSTRACT 

 
Malicious software are rampant and do great harm. The present mainstream malware detection 

technology has many disadvantages, such as high labour cost, large system overhead, and 

inability to detect new malware. We propose a novel fusion method based on convolutional 

neural network for malware detection (FCNNMD). For the sample imbalance problem faced by 

the convolutional neural network malware detection method, the non-malicious sample is added 

by means of generating anti-network generation, etc., to achieve the same number as the 

malicious sample. For the problem of low accuracy of single model detection, high false 
positive rate and false negative rate, a malware detection model is constructed by means of 

model fusion. The model combines four classical convolutional neural network structures. 

Experiments show that this method can effectively improve the accuracy and robustness of the 

model. Our method does not need actual running software and has high detection efficiency. 

 

KEYWORDS 

 
Malware Detection, Grayscale Image, Convolutional Neural Networks, Model integration  

  

1.     INTRODUCTION 
 

In recent years, the Internet security reports of major security manufacturers at home and abroad 

show that viruses, worms, trojans and other malicious software are ram-pant and do great harm. 
In addition, the number of malware and variant malware is still growing rapidly, and the network 

security situation is still very serious. The present mainstream malware detection technology has 

many disadvantages, such as high labour cost, large system overhead, easy to be bypassed by 

malware, and inability to detect new malware. 
 

We propose a novel fusion method based on convolutional neural network for malware detection 

(FCNNMD). The basic idea is to use the grayscale image generation algorithm to convert the 
executable file into grayscale images firstly, and then use the convolutional neural network to 

build a grayscale image classification model. By classifying grayscale images, the purpose of 

detecting malware is achieved indirectly. 
 

The detection method of malware based on convolutional neural network cannot only reduce 

human cost and system overhead, improve detection efficiency, but also detect new types of 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N06.html
https://doi.org/10.5121/csit.2020.100601
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malware. In addition, the detection method of malware based on convolutional neural network 
does not need to rely on artificial features. The main work of this thesis includes: 

 

 For the sample imbalance problem faced by the convolutional neural network malware 

detection method, the non-malicious sample is added by means of generating anti-network 
generation, etc., to achieve the same number as the malicious sample. Experiments show that this 

method can effectively improve the accuracy of the model, reduce the false positive rate and 

false negative rate of the model. 
 

 For the problem of low accuracy of single model detection, high false positive rate and false 

negative rate, a malware detection model is constructed by means of model fusion. The model 
combines four classical convolutional neural network structures. Compared with the single 

model detection, the accuracy of the model is further improved, and the false alarm rate and the 

false negative rate are further reduced. 

 
 Aiming at the shortcomings of high complexity and low detection efficiency of model fusion 

method, a detection model with low complexity and high detection efficiency is designed and 

implemented. The accuracy, false positive rate and false negative rate of the model are passed. 
The model obtained by the model fusion method is basically the same, but the detection 

efficiency is improved by 3.15 times. 

 
The malware detection method proposed in this paper can achieve an accuracy rate of about 

97%, which is about 18% higher than the detection method based on texture fingerprint for 

malicious code variants. The detection method of malware based on convolutional neural 

network does not need actual running software, has high detection efficiency, does not rely on 
the construction of feature database, etc., and can greatly reduce labour cost and maintenance 

cost. 

 
The rest of this paper is organized as follows: we briefly review the related work in Section 2, 

and we describe the proposed method in Section 3. The experimental results and discussion are 

presented in Section 4. Finally, we give conclusion and future work in Section 5. 

 

2.    RELATED WORK 
 

In essence, malware detection technology is divided into two categories: static analysis and 

dynamic analysis. At present, most security manufacturers still rely on signature for malware 
detection, which belongs to static analysis [1]. This method can efficiently detect known 

malware, but it cannot detect new malware [2-4]. Dynamic analysis [5] is mainly based on the 

behaviour of software to detect malware. It usually need to actually run software to determine 

whether a software is malware, the most common practice is to rely on sandboxing programs. 
This detection method [6] has the disadvantages of high overhead, easy to be discovered by the 

defence detection mechanism of malware, and easy to be bypassed by malware. 

 
Detection techniques based on machine learning and deep learning can detect new malware [34-

36]. The detection method based on machine learning [7-9] mainly starts with the text structure 

of malware and extracts artificial features from many angles. [10] mainly identified malware by 
clustering, it first analysed the API of a large number of malware calls and used these API to 

form the dataset, then it extracted the subject from this dataset to cluster, and identified malware 

similar to known malware in the dataset. This method is obviously powerless against new 

malware [16]. Hyrum S et al. constructed an open source, large-scale PE format file data set, 
modeled and analysed the data set with the methods of machine learning and deep learning. The 

accuracy is about 95% [11]. The accuracy of detection method based on machine learning is 
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usually low, and the number of samples used is very small, mostly between hundreds and 
thousands, and the robustness of the model is not high. 

 

Deep learning [18] outperforms machine learning in many fields. In recent years, many 

researchers at home and abroad have shifted their research focus to malware detection based on 
deep learning [12-14]. Most of these methods are based on convolutional neural network [19-21] 

and recurrent neural network. Among them, the detection methods based on recurrent neural 

network structure are mostly based on software API call sequences to construct data sets. The 
accuracy of this kind of detection method is about 97%, but this kind of detection method has the 

problem of low detection efficiency, at the same time, because the sample is difficult to collect, 

most of them have the problem of small number of samples and low robustness of the model. 
The approach of [15] is to obtain the API call sequence of the software and consider the return 

value of each API. Finally, the classification model is established using the recurrent neural 

network. In [16], it obtains the API call sequence of the software and the API call sequence of 

the C language library, and then uses the recurrent neural network and echo state network to 
establish the classification model. The approach of [33] converts binary executable file into 

grayscale image, then extracts texture fingerprint based on grayscale image, it proposes a 

malicious code variant detection method based on texture fingerprint. Edward Raff et al. use 
convolutional neural network model that based on the bytecode sequence of the whole 

executable file, and a relatively high detection rate is also obtained, but the main problem is that 

the hardware requirements are too high, the computation is very large, and the model is relatively 
simple [17]. 

 

We propose a novel fusion method based on convolutional neural network for malware detection 

(FCNNMD). This method does not need to construct the malicious code feature library, but 
trains a grayscale image classification model through convolution neural network, which greatly 

reduces the labour cost and maintenance cost. Importantly, our model can detect new viruses. 

Compared with other methods of using machine learning to detect malware, the method does not 
need to rely on artificial features, but rely on convolutional neural network to automatically slave 

image species to extract features. This method does not need the actual running software, the 

detection efficiency is high, and the accuracy rate is about 97%. At the same time, samples are 

relatively easy to collect. This method can improve the accuracy and robustness of the model 
based on large sample training model. 

 

3.     PROPOSED METHODOLOGY 
 
The overall process of our method consists of two parts: the classification part and the detection 

part (see Figure 1). First, we need to collect a large number of executable files containing 

malicious programs and a large number of executable files that do not contain malicious 

programs to build an executable file set. Then all files in the executable file set are converted to 
grayscale images using grayscale image generation algorithm to get a grayscale image set, and 

then we use convolutional neural network to train a classification model based on this grayscale 

image set, which can then be used in the detection process to detect whether an executable file 
contains malicious programs. 
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Figure 1. The overall flow of malware detection based on convolutional neural networks 
 

3.1 Grayscale Image Conversion 
 

Among the malware detection methods based on convolutional neural network, the executable 

file should be converted to grayscale image first, then the malware is detected based on the 

texture features in the grayscale image. B2M grayscale image generation algorithm is usually 
used when converting an executable file to a grayscale image [33]. The algorithm is to read any 

binary file every 8 bits as an unsigned integer (range between 0~255), and then set a fixed row 

width directly according to experience, so that after the whole file reading is finished, a two-
dimensional array of unsigned integers will be obtained. Grayscale images of executable files 

containing the same family of malicious programs have similar texture features. Grayscale 

images of different executable files contained in the same software have similar texture features. 
The previous work does not specify the height and width of the grayscale image. This paper 

proposes that the form of the grayscale image should meet the following two conditions: 

 

 The width of grayscale images should not be greater than the input width of convolutional 
neural networks. This ensures continuity of the header information and information of the 

executable file as much as possible while training the model. The header of the executable file is 

a key part of judging whether an executable file contains malicious programs. Experiments show 
that the accuracy can be increased about 2 percentage points by ensuring that the header 

information of the executable file is not lost. 

 

 Grayscale images corresponding to executable files of similar size should also have similar 
image sizes. Executable files containing the same family of malicious programs are usually 

similar in size, because these executable files have similar functions, there is a great similarity 

between files. When converting these executables into grayscale images, it is ensured that the 
grayscale images have similar sizes, which ensures that the corresponding grayscale images of 

these executables have similar textures. 
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3.2 Sample Imbalance 
 

In order to solve the problem of sample imbalance, after we get the grayscale image set, we 

adopt the following two ways to increase the number of grayscale image corresponding to the 

executable file without malicious program in the grayscale image set: 
 

By cutting, flipping, flipping, etc. It is a more common method of data enhancement and can play 

a role on most data sets; 
 

We use the grayscale image corresponding to the executable file without malicious program to 

train a generative adversarial network [32] model that can generate the grayscale image 

corresponding to the executable file without malicious program. First, we create a set of 
executable files that do not contain malicious programs, and convert all executable files into 

grayscale images to get a grayscale image set, then we select the image from the grayscale image 

set and input it into discriminator to let the discriminator judge whether the picture is generated 
by the generator. In addition, we randomly generate a set of noise data and input noise data into 

the generator to generate the image, then we input generated image into the discriminator to let 

the discriminator judge whether the image is generated by the generator. Finally the model 
adjusts the parameters in the generator and discriminator according to the judgment result of the 

discriminator, and continuously improve the generator's generating ability and discriminator's 

discriminant ability. After training, we use the generator to generate images to add to the dataset. 

Figure 2 shows the images of generator generated. 
 

 

 
 

Figure 2. The images of generator generated 

 

The structure diagram of the generator and discriminator in the generative adversarial network is 

shown in Figure 3. 
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Figure 3. Generator structure diagram (a)   Discriminator structure diagram (b) 
 

Through the above two ways, we increase the original grayscale image set without malicious 
program executable corresponding to the number of grayscale image set to get the new grayscale 

image set, we delete part that contains malicious program executable file corresponding to the 

grayscale image, so that the number of two kinds of images in the data set is the same. 

 

3.3 Model fusion 
 
The model based on VGG16 [25], Inception-v3 [26-29], Xception [31] and ResNet50 [22] [30] is 

analyzed in detail by experiments (section 4). The following conclusions were drawn: VGG16 

can effectively improve the accuracy of the model and reduce the false alarm rate; deep separable 

convolution layer in Xception can effectively reduce the failure rate of the model; the model with 
the least time overhead is the Incepiton-v3 model and its detection efficiency is highest. Based on 
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the above conclusions, this paper designs and implements a complete model from bottom up, as 
shown in Figure 4. 
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Figure 4. Custom model structure diagram 
 
The input of the model is a grayscale picture, and a preprocessing layer is added after the input 

layer. The preprocessing layer is responsible for filling the grayscale picture with height or width 

less than 512 pixels, while scaling all the pixel values in the picture to between 0 and 1. 
 

The main part of the model is mainly composed of 4 convolution pooling modules, each 

convolution pooling module is composed of multiple convolution layers and 1 pooling layer, the 

size of the convolution kernel of all convolution layers is 3*3, the step size is 1 and the padding 
mode is same padding. This part mainly takes into account that the accuracy and false positives 

of VGG16 in all single models are the lowest, so the trunk part adopts a structure similar to the 

VGG16 to ensure that the model has high accuracy and low false alarm rate. 
 

The left branch of the model is mainly composed of 4 deep separable convolution layers, it 

mainly takes into account that the missing rate of Xception in all single models is the lowest, and 
then it is speculated that the Xception deep separable convolution structure has a role in reducing 

the missing rate of the model. At the same time, to reduce the complexity of the model, multiple 

deep separable convolution layers are used as branches to further extract features based on the 

first three convolution pooling modules of the trunk part, it is expected to reduce the missing rate 
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of the model. Finally, the batch standardization layer is added to the left branch to accelerate the 
model convergence and prevent overfitting. 

 

The right branch of the model contains multiple branch structures, it mainly draw lessons from 

the idea of Inception Module. First, 1*1 convolution is used in multiple branches .1*1 
convolution can organize information across channels. Secondly, after each 1*1 convolution 

operation, the convolution results are nonlinearly calculated using the ReLU activation function. 

More nonlinear operations are introduced for the model to enhance the fitting ability of the 
model. Using this structure can also further increase the width of the model and the adaptability 

to the scale of the network, so there is multi-scale information inside. Moreover, the efficiency of 

this structure is relatively high. The whole right side branch of the model is mainly responsible 
for extracting more features in a more efficient way to further improve the performance of the 

model. 

 

Finally, both the trunk part and the left and right side branches obtain a one-dimensional vector 
through a global average pooling layer. These three one-dimensional vectors are connected, then 

the grayscale image through the output layer is the probability of the grayscale image 

corresponding to the executable file containing the malicious program. 
 

4.    EXPERIMENTS 
 

4.1. Experimental Settings 
 

4.1.1. Datasets 

 
We collect a large number of executable files containing malicious programs and executable files 

without malicious programs through various channels. Executable files that do not contain 

malicious programs are mainly from the mainstream Windows operating system, and executable 

files that contain malicious programs are mainly from sites that specifically collect malware. The 
composition of the data sets is shown in Figure 5: 

 

verification set V  training set A  training set B

2000 7822 5000 2000 8000 5000

9822 grayscale images 15000 grayscale images

9822 executable files  without malicious 
programs

15000 executable files  with malicious 
programs

generation

 
 

Figure 5. The division of data sets 
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Figure 5 shows that a total of 9822 executable files without malicious programs and 15000 
executable files containing malicious programs participated in the construction of the data set. 

First, all the executable files are transformed into grayscale images using the improved B2M 

grayscale image generation algorithm. Then, based on 9822 grayscale images corresponding to 

executable files that do not contain malicious programs, 5000 grayscale images are generated 
using the method mentioned above. Then 9822 grayscale images of executable files that do not 

contain malicious programs were divided into two parts, one containing 2000 and the other 

containing 7822. Meanwhile, 15000 grayscale images of executable files containing malicious 
programs are divided into 3 parts. Finally, the verification set V, training set A and training set B 

are constructed according to the graph. 

 

4.1.2. Metrics 

 

For evaluating the performance of each model on the verification set V, the main evaluation 

indexes are accuracy, false alarm rate, missing report rate and time overhead. Time overhead is 
the time taken by each model to evaluate 4000 grayscale images V the validation set. 

Accuracy: 

 

 cc= 100%



  

TP TN
A

TP TN FN FP
                                              (1) 

 

False alarm rate: 
 

                  100% 


FN
False alarm rate

TP FN
                                             (2) 

 
Missing report rate: 
 

    100% 


FP
Missing report rate

FP TN
                                           (3) 

 

4.1.3. Detailed Implementation 

 

In this paper, the operating system used in the experiment is Linux system (Ubuntu 16.04), the 
width and height of grayscale images are defined as 512 pixels. DCGAN [32] is adopted in this 

paper. In our model, batch size is 8, epoch number is 20, and Adam is the optimization algorithm 

used. In order to prevent overfitting, the early stop strategy is also used. 
 

4.2. Performance Comparison 
 

4.2.1. Single Model Comparison 

 

VGG, Inception, ResNet, Xception are four classical convolutional neural network structures. 
Most of the convolutional neural network structures are based on the further combination and 

improvement of these network structures, so in this paper, we first select these four classical 

convolutional neural networks to evaluate the performance, then we try to construct a better 

model based on the performance of these four convolutional neural networks. 
 

We have modified the network structure by adding a preprocessing layer before the input layer, 

which will fill images with height and width less than 512 pixels in the form of nearest neighbor 
interpolation. The preprocessing layer will also scale all pixel values of images to between 0 and 

1, which can accelerate model convergence. 
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(a) VGG                                                (b) Inception 

 

   
 

(c) ResNet                                             (d) Xception 
 

Figure 6. Loss curve (training set A, verification set V) 

 

 
 

(a) VGG                                                (b) Inception 

 

   
(c) ResNet                                             (d) Xception 

 

Figure 7. Loss curve (training set B, verification set V) 
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Table 1. The evaluation result of each model on training set A and verification set V 
 

Model accuracy 
false  

alarm rate 

missing  

report rate 
time overhead 

VGG16 95.92% 3.46% 4.59% 58s 

ResNet50 94.40% 6.26% 4.94% 54s 

Xception 95.16% 6.87% 2.80% 62s 
Inception-v3 94.20% 5.95% 5.65% 47s 

average 94.92% 5.64% 4.50% / 

 
Table 2. The evaluation result of each model on training set B and verification set V 

 

Model accuracy 
false  

alarm rate 

missing  

report rate 
time overhead 

VGG16 96.85% 2.80% 3.47% 58s 

ResNet50 95.34% 5.02% 4.30% 54s 
Xception 96.64% 3.97% 2.75% 62s 

Inception-v3 96.30% 3.80% 3.42% 47s 

average 96.28% 3.90% 3.49% / 

 
The following conclusions can be drawn by observing the above figure and tables: 

 

 The evaluation results of the four models on the validation set V using the training set B are 

better than that using the training set A. This proves that the scheme used in this paper can 
improve the model performance and enhance the generalization ability of the model. In order to 

solve the problem of sample imbalance, we use the generative adversarial network generation 

network as one of the ways to expand the data set, and the generative adversarial network 
generates samples with similar distribution but not exactly the same as the original sample, so we 

can consider using the generative adversarial network to further expand the data set. 

 
 For VGG16, the false alarm rate is the lowest and the accuracy is the highest, which shows 

that the VGG16 structure can effectively improve the accuracy of the model and reduce the false 

alarm rate of the model; 

 
 Whether using training set A or training set B training model, the underreporting rate of 

Xception validation set is obviously lower than that of other models, which indicates that the 

deep separable convolution layer in Xception can effectively reduce the missing rate of the 
model. 

 

 The model with the least time overhead is the Incepiton-v3 model, which shows that the 

Inception-v3 model is the most efficient. 
 

4.2.2. Fusion Model Comparison 

 
First, we design a simple model fusion method. Using previously trained network structures 

VGG16, Xception, ResNet50 and Inception-v3 to extract features, a one-dimensional vector of a 

certain length can be obtained through a global average pooling operation after passing through 
the intermediate structure of each network, then all one-dimensional vectors are connected into a 

long vector as the input of the fully connected layer. The output layer outputs the probability that 

if the grayscale image corresponds to the executable file containing the malicious program. 
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The model FCNNMD was finally trained on the training set B and the model performance was 
evaluated on the validation set V. 

 

 
 

Figure 8. Loss and accuracy curve of custom model (training set B, verification set V) 
 

The left figure of Figure 8 shows that with the increase of the number of epoch, the loss value of 

the model on the training set B and the verification set V shows a downward trend. From the 

right figure, we can see that the accuracy of the model on the training set B and the verification 
set is increasing with the increase of the number of epoch. In the 16th epoch, the model has the 

lowest loss value and the highest accuracy. 

 
Table 3. The evaluation result of fusion model on verification set V 

 

Metric training set A training set B 

accuracy 96.65% 97.70% 

false alarm rate 3.21% 3.06% 

missing report rate 3.49% 1.54% 

time overhead 230s 230s 

 

The comparison with the results of single model shows that the performance of the model can be 
further improved by model fusion (Table 3), and the generalization ability of the model can be 

enhanced. The model obtained by model fusion has higher accuracy rate, lower false alarm rate 

and missing alarm rate. 

 
Table 4. The evaluation result on training set B 

 

Metric Simple Fusion FCNNMD 

accuracy 97.70% 97.8% 

false alarm rate 3.06% 3.05% 

missing report rate 1.54% 1.35% 

time overhead 230s 73s 

 

As can be seen from Table 4, the simple fusion model has high complexity and low detection 
efficiency, and the time overhead of the model is basically equal to the sum of the time overhead 

of the four single models. FCNNMD complexity is greatly reduced, and the detection efficiency 

of the model is greatly improved, and the overall improvement is 3.15 times. The reason why the 
efficiency of model detection is greatly improved is that the number of parameters in the model 

is greatly reduced and the model is simplified by optimization.  
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In our method, when adjusting parameters in reverse, only the parameters in full connection layer 
are adjusted without changing the parameters in each network structure, which weakens the 

effect of model fusion. Sufficient hardware resources allow all models to be loaded into memory. 

When adjusting parameters in reverse, the parameters of some layers in each network structure 

can be fine-tuned according to the results of model fusion. 
 

5.     CONCLUSION AND FUTURE WORK 
 

In this paper, we propose a novel fusion method based on convolutional neural network for 
malware detection. The model combines four classical convolutional neural network structures 

and its experimental results show that this method can effectively improve the accuracy and 

robustness of the model. The malware detection method based on convolutional neural network 

can avoid complex feature code extraction work, reduce labor costs, reduce system overhead, 
improve detection efficiency and detect new viruses. The training of the generative adversarial 

network in our model is difficult. In the future, we would like to research a more structured 

generation adversarial network training model to generate higher quality data. 
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ABSTRACT 
 
The need for secure data systems has prompted, the constant reinforcement of security systems 

in the attempt to prevent and mitigate risks associated with information security. The purpose of 

this paper is to examine the effectiveness of trusted computing in data science as a 

countermeasure in risk management planning. In the information age, it is evident that 

companies cannot ignore the impact of data, specifically big data, in the decision making 

processes. It promotes not only the proactive capacity to prevent unwarranted situations while 

exploiting opportunities but also the keeping up of the pace of market competition. However, 

since the overreliance on data exposes the company, trusted computing components are 

necessary to guarantee that data acquired, stored, and processed remains secure from internal 

and external malice. Numerous measures can be adopted to counter the risks associated with 

data exploitation and exposure due to data science practices. Nonetheless, trusted computing is 
a reasonable point to begin with, in the aim to protect provenance systems and big data systems 

through the establishment of a ‘chain of trust’ among the various computing components and 

platforms. The research reveals that trusted computing is most effective when combined with 

other hardware-based security solutions since attack vectors can follow diverse paths. The 

results demonstrate the potential that the technology provides for application in risk 

management. 

 

KEYWORDS 
 

Trusted Computing, Security, Data, Data Science, Provenance, Risk Management, Big Data, 

Trusted Platform Module, Platform Computation Register  

 

1. INTRODUCTION 
 

The constantly growing need for information has prompted data scientists to create more 

advanced models that can improve the gathering and analysis of big data. However, as stated by 

FOX [10], most technological developments come along with numerous risks that impact 
significantly on the information systems of companies. As a result, not only may the companies 

fail to achieve the intended results but also risk losing significant information including its big 

data. Faced with these increasing threats, cyber security teams and data scientists have sought 
refuge in trusted computing that creates a ‘chain of trust’ among the various computing 

platforms. The trusted computing block is enforced with numerous chained signatures and 

encryptions that attempt to prevent the successful malice that would appear to be successful in 

their absence [5]. Since data is such a critical resource, companies lack the freedom to expose it 
recklessly to agents of malice due to the costs that would be incurred. These costs can come in 

the form of customer loyalty, lawsuits, loss of competitive edge, and loss of revenue among 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N06.html
https://doi.org/10.5121/csit.2020.100602
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others. The costs are adequate to hamper the growth of the company. This paper proposes a 
feasible risk management plan that utilizes trusted computing technologies to protect the 

company information during the utility of data through various data science approaches. This 

paper also reveals pertinent features of TC that makes it a viable countermeasure for inclusion in 

Risk Management Plans for organizations. It helps in the generation of cryptographic keys that 
prevent the modification of the software or the software data where it is applied. TC can be used 

as a component of other recognized security countermeasures, including authentication, IDS, 

firewalls, access controls, and VPN through software modifications and enhancements to the 
hardware. 

 

2. TECHNICAL SURVEY 
 

2.1. Trusted Provenance 
 

Data integrity is a primary goal for information security systems. To achieve this objective, one 
of the primary approaches is to guarantee the reliability of provenance systems. Provenance 

systems are centered on the concept that the original data used in the formation of certain 

systems should be safeguarded for auditing and reference. When faced with security challenges, 

system auditors can always retreat to the original framework that created a system with code and 
infrastructure to understand the actual source of the problem. This concept brings to light the 

necessity of trusted computing in provenance systems. Since provenance systems have such 

value when addressing security challenges, Lyle and Martin [6] explain that failure to have 
‘trusted pervasive hardware infrastructure’ would only lead to increased susceptibility of the 

information systems to attackers. Lyle and Martin [6] adds that malicious agents, target the 

provenance system since they can best inform them of the details of the specific infrastructural 
system. Hence, maintaining secure provenance systems is critical towards the protection of the 

data systems within any organization. 

 

Companies are over-relying on external data for their information. This trend is evident from the 
unmatched utility of big data and analytics tools in the management’s decision-making 

engagements. However, cyber threats evolve with evolving technologies and business needs. In 

this way, cyber-attacks target company information either in its storage form, which Bao, Chen, 
and Obaidat [9] refer to as ‘data at rest’, data being processed, or data at transit. While these 

threats are evident, data scientists and security teams have the task to ensure that their data is safe 

from attacks. One of the simplest ways for attackers to successfully infiltrate information 

systems, according to Hu et al. [4], is to gain access to provenance information. This information, 
as explained by Hu et al. [4], gives hackers the root resources about the target system paralleling 

their knowledge of their target system with that of the system owners. Problematically, the stakes 

that hackers with provenance information will not just steal information but overrun a system or 
obliterate its resources, are rather high [6]. In this respect, the risk factors for data loss or 

obliteration when provenance information is stolen are significantly critical that the best or 

possibly the only solution would be to prevent successful infiltration.  
 

2.2. Security Risks in Data Science 

 
Security in data science can take various forms. The basic security approaches include security 

on the software resources, hardware or infrastructural resources, data protection as a security 

concept independent from the former two, and data anonymization. Gordo [2] explains that 
security in data science would also include information warfare due to the increasingly high rates 

of availability of strategically deceptive data meant to promote misinformed moves by various 

corporations and institutions. It has taken new approaches that include significant turns of events 
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since the birth of psychologically deceptive approaches such as social engineering. In this 
context, information warfare has been one of the most significant challenges in data science 

leading data scientists, to get misinformed patterns about the data available. Moreover, the 

correctness of data can also render it obsolete when its usability is compromised by hackers. 

Hence, having the right information must always be paired with reliably secure systems to make 
viable use of any type of data.  

 

The challenges and solutions to data security revolve around the physical infrastructure, software 
infrastructure, the data, and people within and around an organization. Physical infrastructure 

security protects data from technical failures and physical and virtual malice agents. While data 

scientists have the task to remain vigilant, infrastructure resources are managed by the 
information security teams. The security of the infrastructure is a primary factor to guarantee the 

security of the data within its systems. Software infrastructure focuses on the vulnerabilities that 

could be exploited by hackers. It supplements hardware infrastructure by creating frameworks 

using which virtual attacks can be detected, prevented, and repelled. In other cases, the software 
can take the usual task of informing the computer security incident response team to include 

human decisions in the process. Data security is another issue outside the ordinary context of 

information security fostered by infrastructural components. However, data scientists with 
security skills can identify anomalies in data that alert them of falsifications [3]. Such trends can 

protect data scientists from the risk of using false information that should also alert them of a 

security challenge in their information systems. Moreover, encryption promotes data anonymity 
regardless of the security standards applied by an organization. Finally, the people in any 

organization determine significantly the security of data within the data systems. Essentially, the 

organizational culture based on its dedication to follow the set policies explains the 

accountability to protect data resources and prevent insider threats. Nonetheless, all these 
components of information security must be effective to establish the chain of trust among them 

and achieve the necessary security standards. 

  

2.3. Specific Data Science Challenges 
 

Privacy and security remain the topmost challenges in data science. Cai and Zhu [7] explains that 
the bigger the data a company holds, the more susceptible it is to attackers. This susceptibility 

raises the question of the privacy of information stored within the information systems. Notably, 

while confidential information often revolves around customer information, data science 
confidentiality may take a slightly different perspective and focus on the quality of information 

achieved from interpreting the data. Most decisions are made based on the information available 

which they would like to conceal. Notably, this information also forms part of their competitive 

advantage, which, if adequately sustainable, would lead other companies to target competitors 
with better selling propositions for the market. Regardless of the type of data used, privacy must 

be guaranteed to prevent lawsuits which can lead to significant losses in revenue and tainting of 

the brand image. 
  

The increasing significance of data in corporate decision-making processes has made the use of 

data compulsory. According to Ingrams [1], big data utility is not only fostered by the need for 
competitive advantage but also the opportunity costs of ignoring its utility. In explanation, 

improved security has been achieved through the analysis of big data that provides proactive 

insights into the security issues that could be affecting other companies and could happen at a 

specific company. Ignoring such aspects keeps the company away from information leading 
them to make uninformed security decisions that could risk the data of the company. However, 

while this opportunity cost is irresponsible for any security teams to incur, data science practices 

such as data collection, evaluation of its validity, data analysis, and decision making are, by 
itself, a complex and costly engagement. The resources required are overly expensive, and the 
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information may not necessarily be useful as to cover the costs if the process is not well-
informed. For such reasons, Data Scientists employed must be well trained and experienced 

professionals, to keep cost within considerable limits. 

 

By contrast, increasing challenges in the area of data science have been caused by the nature of 

data used, the tools, or the skills. Essentially, before data scientists can assume that the data  
 

 
 

Fig. 1 Significance of Challenges in Data Science [11] 

 

will give the right results, they need to ensure the data itself is the right one. Fig 1, highlights the 

danger posed by disorganized, inaccurate, and incoherent data. Bad data not only costs the 
company the resources consumed but also the misinformed decisions that will be made. 

Moreover, the company is more likely to fall behind competition due to the failure to draw 

correct business insights [7]. Bad analytics, on the other hand, results in the misinterpretation of 

data. Bad analytics can take the form of using the wrong tools or using the right tools without the 
foreknowledge of the best data science practices. The consequence is the derivation of wrong 

patterns or their misinterpretation. Similarly, the risk, in this case, is still the lagging behind the 

competition. 
 

3. METHODS 

 

The Risk Management Plan (RMP) will be implemented similarly to any other security approach. 

As trusted computing pertains more to the individual components, scholarly works will be used 
to assess the effectiveness of the approaches.  

 

3.1. Risk Identification  
 

The first process in risk planning is the identification of the risk aspect. The risk factor associated 

with data science with regards to computing has been identified by numerous scholars to be 
highly significant [7]. The infrastructural, data, and people-related security aspects, for instance, 

would have a considerable impact on the risk positioning of the company when considered. If 

ignored, data science practices could be rendered not only obsolete but also expensive. 
Additionally, issues with big data pose a significant risk since they can foster bad decisions when 
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analyzed incorrectly or when the data is not right. Such instances can pose a dangerous cost risk 
should the misinformed decisions affect crucial operations of the company. Moreover, according 

to Bilić [8], data science is at such risks from the falsification of information by intentional 

agents to mislead their competition into arriving at the wrong conclusions. Hence, the 

identification of these risks is the first step in creating sufficient countermeasures in trusted 
computing with regards to data science.  

 

3.2. Risk Assessment  
 

The assessment of a risk factor helps teams to substantiate its threat and determine the weight of 

the associated risk. Three common risk factors are assessed that include threats, malware, and 
anomalies. In the context of data science, some aspects of assessing anomalies use trusted 

computing principles that seek to find consistency between data sets such as information stored 

in the PCRs [6]. By contrast, anomalies can arise from the data itself due to falsifications or 
decreased security. When the software components identify such anomalies, trusted computing is 

compromised since the chain of trust no longer exists. Similarly, malware risks can be assessed 

to confirm the risk factors they pose. Notably, while machine learning has been improving the 
utility of big data, cyber threats have increased as they attempt to use the same principles such as 

dynamic code analysis to compromise the effectiveness of the data science machine learning 

algorithms. The risk, in this case is so significant that it can threaten the company’s sustainability 

as it lags behind competition due to ill-informed decisions. Trusted computing also aims at 
identifying threats, such as logs of failed and successful authentications and be able to explain 

the incidents. The assessment of such incidents can explain how targeted the company is and the 

risk posed by any threats.  
 

3.3. Risk Control  
 

The final process in the risk management plan is the control of the identified risks. The risks are 

diverse and numerous approaches must be applied to fully address the challenges. Provenance 

systems can expose the company considerably. The chain of trust between the computing 
systems in the data science computing environment would require subtle implementations, such 

as the use of endorsement keys stored in the TPM, memory curtaining that isolates critical 

memory components from the less sensitive ones, sealed storage that binds information to its 

infrastructural components, a remote attestation that connects with legitimate parties remotely, 
and trusted third party that is based on the security measures of a remote computing base [5]. 

However, other than having these security solutions in place, ethical data scientists with adequate 

skills and resources are also at the bottom line of controlling the risks, otherwise, the costs would 
be dire. Overall, the risk control process is a collaborative effort between all stakeholders to 

guarantee the achievement of the desired outcomes. Fig. 2 depicts the process flow in RMP. 

 

 
 

Fig. 2 RMP Flow 
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3.4. Trusted Computing 
 

Trusted Computing (TC) is a hardware-based method that enforces the integrity of software or 

platforms. It protects a system from software-level attacks [19]. It operates on two principle 
ideas, namely remote attestation and sealed memory [12]. Remote attestation is concerned with 

the identification and declaration of the software that runs on a remote computer while sealed 

memory authorizes specific software stacks to access stored secrets. Maene et al. [12] explained 
that TC provides both local and remote attestation. Through sealing, TC wraps data in a manner 

that prevents unwrapping without the decrypting key. From these two foundational ideas, TC 

enables the development of security protocols, including authentication, encryption, and the 

management of digital rights. The simple framework for achieving trust using TC is as depicted 
in Fig. 3. 
 

 
 

Fig. 3 Trust development framework based on TC 

 

With the proliferation of mobile devices that rely heavily on digital data, TC provides an 

effective scheme for securing the data in applications installed on various smartphones. Using a 
Trusted Execution Environment (TEE), Fan et al. [13] applied the TC framework to minimize 

data losses from mobile devices. The TEE enabled the authors to divide sensitive files into file 

slices, encrypt the individual file slices/parts, and map individual file parts to whole files in cloud 

computing [13]. They further reported that the scheme thus developed was highly efficient and 
secure. According to Maene et al. [12], the trusted computing architecture guarantees users the 

protection against software-level attackers, thereby acting as a countermeasure against the 

exploitation of software vulnerabilities. The most practical use of TC is found when it is 
integrated with other security protocols. 

 

4. DISCUSSION  
 

Risk management teams have no option but to include IT security comprehensively into their 
plans. The risk factor with data science is rather critical that the failure to promote trusted 
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computing among data-handling components can render the data science operations obsolete. In 
explanation, trustworthy behaviour is enforced through the use of standards that ensure a ‘chain 

of trust’ between the hardware and software components that have security roles to play. The 

Trusted Platform Module (TPM), for instance, stores isolated encryption keys that are used by 

the users to authenticate various processes and platform computation registers which hold 
integrity registers [6]. The TPM, essentially, guarantees that records are maintained regarding the 

various computing processes that are necessary for auditing to confirm that the normal processes 

have not been compromised. However, trusted computing uses backup values about processes to 
validate the processes such as that any inconsistencies between the data would require an 

explanation. Hence, trusted computing can ensure that anomalies are addressed when 

components do not function as expected.  
 

4.1. Efficacy of Trusted Computing 
 
Trusted Computing, in the context of data science, can be used as a countermeasure in Risk 

Management. Trusted Computing (TC) is effective in securing data, making it an instrumental 

technology in data science. In mobile technologies and cloud computing, Trusted Computing 
enables the minimization of data losses through file slicing and slice encryption and allows for 

the mapping of file slices to cloud computing environments [13]. The technology is also effective 

in securing applications that reside on mobile devices from unauthorized access. Trusted 

Computing also provides an effective solution for promoting the privacy and security of data 
stored in cloud infrastructure through the use of technologies such as Intel Software Guard 

Extensions (SGX) [15]. Thus, organizations that provide Software-as-a-Service (SaaS) cloud 

solutions can effectively implement TC-based privacy and security policies. When used along 
with hardware-based solutions such as TEE and other security systems, Trusted Computing 

becomes an effective security solution. Its effectiveness has been proved for protection against 

unauthorized access, man-in-the-middle attacks, and password guessing attacks [14]. 
 

The practicable solutions that TC offers, based on its integration with other security technologies, 

makes it useful in RMP countermeasures in the contexts of data science, cloud computing, 

Internet of Things (IoT), and blockchain applications. In IoT solutions, TC provides a platform 
for addressing the challenge of users’ loss of control over data, as evidenced by the HyperNet 

framework [16]. In blockchain applications, Trusted Computing can be used to promote user 

control over their data through the Proof-of-Credibility option that it offers [17]. Furthermore, 
Trusted Computing principles allow for the development of various trust enhancement 

frameworks that are a necessity in blockchain applications [18]. Thus, Trusted Computing finds 

applications in technologies that inform the future of the data science landscape. 

 
While it protects specific applications from attacks, Trusted Computing is not an effective 

countermeasure against attacks that target other sections of a computing system. The attacker 

model it adopts assumes the ability of the cybercriminal to tamper with the OS, launch malicious 
software, sniff the network, perform MITM attacks, modify traffic, break network-based 

cryptographic primitives, and launch denial-of-service (DoS) attacks [12]. Consequently, Trusted 

Computing is not an effective countermeasure against the threats facing an information system 
unless it is used along with other hardware-based security solutions that protect the OS, network, 

and traffic. 

 

4.2. Trusted Computing Viability in Risk Management  
 

From literary research, trusted computing is a significant aspect of IT security. It promotes the 
availability of mutually secure systems due to the increased security in each specific component. 

One of the most significant benefits of trusted computing is the capacity to protect data systems 



24   Computer Science & Information Technology (CS & IT) 

through the presence of built-in processes. These processes revolve around encryptions and 
hashing preventing successful attacks. Notably, data encryption and hashing is an added layer of 

security that ensures that information remains confidential even in the event of successful 

infiltration. This way, the data is protected from compromise.  

 
Being an approach for establishing trust between components, trusted computing also guarantees 

that other systems are secure. In explanation, trust can only be established between the 

components when each of them is secure from malice. In this way, the approach seems to play 
the same role in promoting the security of all infrastructural components in a distributed 

computing environment. This aspect is a limitation since it seems to give trusted computing a 

broad connotation as an umbrella term, which it is not. Moreover, trusted computing acts as a 
facilitator for creating a safer environment even when resources are decentralized from the main 

systems.  

 

4.3. Challenges 

 

Trusted computing works at a rather low level of computing. Although it is one of the best ways 
of protecting data systems, trusted computing on its own may not be able to guarantee that 

security will be achieved. For instance, trusted computing can perform the best task to promote 

the security of provenance systems. However, attack vectors do not necessarily follow that path. 

Other approaches such as social engineering have been used extensively that organizations can 
only focus on trusted computing alone as the viable countermeasure to mitigate the risks 

associated with threats in data science.  

 

4.4. Verdict 

 

The presence of a plethora of vectors posits that companies cannot focus on one of them. 
However, the significance of any of them should not be overlooked since they add up to the 

overall security of the data systems within any organization. Trusted computing offers significant 

advantages for its users concerning data science. With the basic security challenges having been 
solved, the additional approaches can guarantee a comprehensive and adequate addressing the 

security concerns that revolve around the use of data within and external to a company. For this 

reason, trusted computing is a viable countermeasure in risk management planning but can only 

be applied as a complementary strategy reinforcing other security mechanisms.  
 

5. CONCLUSION  
 

Trusted computing is one of the primary approaches that use security methods outside the 
common software-related mechanisms. The understanding of the significance of trust in security 

begins with the foreknowledge of the risk impacts of not improving the effectiveness of 

the various security and protection of information systems. Trust is established when all 

components can guarantee the security that the data being stored, processed, or in transit 

in these systems is secure from both internal and external threats. With this security 

guaranteed, the remaining risk mitigation measure would be the assurance that the data 

scientists perform the right tasks correctly and with the right tools. In this way, the 

countermeasures for the risk management plan would be viable. 
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ABSTRACT 
 

Non-orthogonal multiple access (NOMA) can support massive accesses in 5G. Sparse code 

multiple access (SCMA) is a typical NOMA technology. Basic principle of SCMA is that multi-

user bit data directly map into multi-dimensional complex sequences through codebooks. Grant-

free SCMA allows users to select codebooks from codebook pool to send data instantly, 

reducing the cost of overhead and delay of granting process. When the receiver and the sender 

use same codebook information, the data can be transmitted correctly. But in current SCMA 

researches, the problem of asymmetric codebook information between sender and receiver 

caused by the intrusion of codebook pool is not considered. In this paper, abnormal codebook 

detection is proposed in the grant-free SCMA. Because most of intrusion is unknown, initial 

detection is realised by comparing characteristics of tested codebooks with those legal ones 

concluded during codebook design process. In this paper, tested objects in the test process can 

include but not limit to codebook structure, constellations, distribution of constellations, overall 

feature of codebook pool. Test is executed until discovering error states or accomplishing all 

tested contents. Inspired by the distinction between self and non self in the artificial immune 

system, tested abnormal codebooks are saved to act as detectors. To take full advantages of 

known non-self codebooks, saved detectors are further evolved, and future detection can do 

match with detectors which are evolved from those known abnormal codebooks to discover 

some kinds of unknown abnormal codebooks. 

 

KEYWORDS 
 

Grant-free SCMA, SCMA codebooks, abnormal codebooks detection, artificial immune system, 

abnormal codebook evolution 

 

1. INTRODUCTION 
 

The requirements in 5G include high spectrum efficiency, low latency and massive access. Non-

orthogonal multiple access (NOMA) [1-3] allows massive users to share same resources to 

satisfy these requirements. NOMA is an alternative access technique in 5G. And Sparse Code 

Multiple Access (SCMA) is a typical example of NOMA. It is able to be demodulated with 

reasonable complexity by message passing algorithm (MPA) [4]. The principle of SCMA is that 

multi-user binary data directly maps to multidimensional sparse codewords of SCMA codebooks, 

where each codeword represents a spread transmission layer, and different layers transmit on the 

same time-frequency resources. The feature of SCMA multi-user codebooks is one of the keys 

deciding system performance [5]. The codebooks used for demodulation by the receiver is 

exactly the same as those used for modulation by the transmitter, which is the necessary 

prerequisite for correct transmission. In order to save the extra overhead and latency with 

granting, grant-free SCMA allows users to do data transmission instantly. But the receiver does 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N06.html
https://doi.org/10.5121/csit.2020.100603
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not know about which users are currently transmitting data. Because of the instant transmission, 

all users are less likely to send data at the same time. If each user is assigned a fixed codebook, it 

will reduce utilization of codebooks. Therefore, in grant-free SCMA, the active users who need 

to send data select codebooks randomly from the codebook pool for data modulation. The 

receiver determines the codebook information of active users through corresponding relationship 

between pilots and codebooks [6]. 

 

When problems about security of codebook pool occur, there will be some abnormal codebooks 

in the codebook pool that the receiver does not contain. If active users select abnormal 

codebooks for data modulation, receiver will not be able to complete the data demodulation 

correctly. Therefore, this paper proposes an abnormal codebook detection mechanism. After a 

user selects a codebook and before modulation, the validity of the codebook is tested firstly. One 

of the major algorithms to discriminate self and nonself within field of artificial immune systems 

(AIS) [7] is Negative Selection Algorithm [8]. In NSA, initial detectors are generated randomly 

and practised by self tolerance to turn into mature detectors. If data matches a detector, it can be 

seen as abnormal. Because the system is unknown for most abnormal codebooks, the known 

legal codebook design is prior information in the detection process. A codebook test and detector 

generation method based on codebook features is proposed, avoiding random detector generation 

and self tolerance with low efficiency. The test contents can include but not limit to codebook 

structure, codebook constellations, correlation between constellations. When error states are 

detected or all contents are completed, the current detection is stopped. If error states are 

detected, the tested codebook is determined to be abnormal codebook and added to the detector 

set. To cover the shortage that information of known non-self ones are not taken full advantages 

of in the conventional NSA, on the premise that a codebook which is very similar to the 

abnormal codebook can be seen as an abnormal one, the malicious codebook is evolved and 

stored as detector. The similarity concludes that close Euclidean distance between constellations, 

or the codebook structure is similar and so on. When the user selects a codebook next time, a 

tested codebook can match with detectors firstly. If the matching is successful, the codebook will 

be determined as an abnormal codebook. If the number of detectors does not meet the 

requirements, codebook test based on codebook features and detector generation are executed 

continuously.  

 

2. SYSTEM MODELS 
 

2.1. SCMA Modulation 
 

A SCMA [9] encoder can be seen as a mapper from log
2
M bits to a K-dimensional sparse 

codeword of a codebook and the size of the codebook is K × M. There are Z (Z < K) non-zeros 

elements in a codeword. Each codeword represents a spread transmission layer. There are J 

layers, where the j-th layer is expressed as xj=[xj(1), xj(2),…, xj(K)]
T
, and E [‖xj(k)‖

2
] =1. The 

received signal vector y over all the subcarriers can be expressed as: 
 

y= ∑ diag(hj)xj+n
J
j=1                                                                  (1) 

 

Where hj=[hj(1),hj(2),…,hj(K)]
T
 is the channel gain for the j-th layer. And diag(∙) refers to a 

diagonal matrix, in which the k-th element on the diagonal is ℎ𝑗(𝑘). The process of SCMA is 

shown in Figure.1 with M=4, K=4 and Z=2.  

 

The received signal in the k-th subcarrier resource is: 
 

𝑦(𝑘) = ∑ ℎ𝑗(𝑘)𝑥𝑗(𝑘) + 𝑛(𝑘)𝑗∈𝜑𝑘
                                               (2) 
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Where ℎ𝑗(𝑘) is the channel gain for the j-th layer in the k-th resource and n(k) is complex 

Gaussian noise in the k-th resource. 𝜑𝑘 is a set made up with all the layers in the k-th resource 

and its cardinality is 𝑑𝑓, which means 𝑑𝑓 layers occupying the k-th resource. 

 

 
 

Figure 1. The process of SCMA (J = 6, K = 4, Z = 2). 

 

2.2. SCMA Demodulation 
 

Message Passing Algorithm (MPA) is usually used to do SCMA decoding. MPA is an iterative 

detection algorithm with optimal BER (Bit Error Rate) performance and acceptable 

computational complexity. MPA estimates the transmitted vector �̃�𝑗through the received signal y. 

The initialization of confidential information in the k-th resource of MPA can be written as: 
 

Φ𝑘 =
1

√2𝜋𝜎2
exp (−

1

2𝜎2 ‖𝑦(𝑘) − ∑ ℎ𝑗(𝑘)𝑥𝑗(𝑘)𝑗∈𝜑𝑘
‖

2
)                                       (3) 

 

Where 𝜎 refers to the noise variance. Each MPA iteration consists of two steps: i) passing 

confidential information from resource nodes to user nodes; ii) information exchange from user 

nodes to resource nodes. Then, a posteriori probability for the corresponding codeword xj. The 

binary log-likelihood ratios (LLRs) is used to decide what the log
2
M bits are. 

 

The basic condition for correct SCMA transmission is keeping equal codebook information 

between transmitter and receiver. 

 

2.3. Grant-free SCMA 
 

In grant-free transmission, terminals will not wait for a transmission grant from the base station, 

which saves a lot of overhead and latency with granting. We defined users doing the transmission 

as active users, and others having no transmission as inactive users. When an active user needs to 

send message, it randomly selects a codebook from the codebook pool to modulate bit data. 

There are N codebooks totally. Active users select codebooks randomly from N codebooks to 

modulate data. The receiver can do active user detection and confirm codebooks being selected 

through active pilots detection based FOCUSS or EM algorithm [10]. It is possible that different 

active users select same codebook. But the receiver still can demodulate data with inferior but 

not nonlethal performance, as long as information of codebook pool saved by receiver is same as 

that in transmitter. 

 

3. SCMA CODEBOOKS 
 

The SCMA codebook structure can be represented by factor graph or mapping matrix. The edge 

between layer node and resource node in factor graph or the non-zero element in k-th row and j-

th column of mapping matrix means that the k-th resource is occupied by the j-th layer. Mapping 

matrix of a simple codebook example, where M=4, J=6, K=4, 𝑑𝑓=3, Z=2 in [11] is shown as: 
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F4×6 = [

1 0 1
0 1 1

0 1 0
0 0 1

1 0 0
0 1 0

1 0 1
1 1 0

]                                                              (4) 

 

A layer is equipped with a complex constellations set 𝑆𝑢 (u = 0, 1, · · · , 𝑑𝑓 − 1) in one-

dimensional resource. The cardinality of 𝑆𝑢 is M. All elements in 𝑆0 are reals and other 𝑆𝑢 =

𝑒𝑗𝜃𝑢𝑆0. The factor graph of the codebook example in [11] is shown in Figure.2 and 𝑦(𝑘), ℎ𝑗(𝑘), 

𝑥𝑗(𝑘) express same meanings as Eq. (2). The overload rate is λ = J/K = 150%. Besides, 𝑥1(1) ∈

𝑆0, 𝑥3(1) ∈ 𝑆1, 𝑥5(1) ∈ 𝑆2. And constellations points in Fig.2 express that 𝑆1 = 𝑒𝑗𝜃1𝑆0 and 𝑆2 =

𝑒𝑗𝜃2𝑆0, 𝜃1 < 𝜃2 … < 𝜃𝑑𝑓−1. Besides, the combination {𝑆0, … ,   𝑆𝑑𝑓−1} is reused in every 

resource, which means an example of constellations allocation in all resources based on Eq.(4) 

can be expresses as: 
 

F4×6 = [

𝑆0 0 𝑆1

0 𝑆2 𝑆0

0 𝑆2 0
0 0 𝑆1

𝑆1 0 0
0 𝑆0 0

𝑆0 0 𝑆2

𝑆2 𝑆1 0

]                                           (5) 

 

 
 

 Figure 2. Factor graph of a SCMA codebook (J = 6, K = 4, 𝑑𝑓 = 3, Z = 2). 

 

In the iterative process of MPA demodulation, after calculating the confidential information of 

all codeword symbols on each resource separately, the confidential information is transferred 

between different resources and users. So, when considering the problems about constellation 

points, such as extraction of codebook feature and codebook design, it is feasible to be focus on 

those of one-dimensional resource. And when considering problems about codebook structure or 

constellations allocation in entire codebook, it is still necessary to think about all resources. 

 

4. SAFE-SCMA DETECTING UNKNOWN ABNORMAL CODEBOOKS  
 

In the condition that most of intrusion is unknown, useful prior information is normal features in 

the codebook design. After a user selects a codebook from codebook pool, the codebook should 

be estimated its validity. Obviously if normal codebooks are much more than abnormal 

codebooks, the probability that an abnormal one is selected is fairly low. It can satisfy high-

reliability requirements in 5G. So, it is necessary to have a detection with large number of normal 

codebooks and acceptable complexity of computation. AIS has nature advantages in unknown 

intrusion detection because of self renewal and evolution. But discrimination between self and 

nonself in the typical algorithm NSA spends high computation complexity in random initial 

detector generation and tolerance with self set. It will have a strong impact on low-latency 

business in 5G. In the initial codebook test without detectors we propose a method based on 

codebook feature extraction. And tested abnormal codebooks are saved and evolved to act as 

detectors, which overcomes the shortcomings with aimlessness of detector generation and 

insufficient use of known abnormal data in the traditional NSA. 
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4.1. Initial Codebook Test and Detector Generation 
 

Initial codebook test and detector generation based on codebook features are proposed, avoiding 

random generation and matching with all self codebooks. The test contents are based on the 

extraction of normal codebook features. The test process is carried out until the abnormal state is 

detected or all test steps are completed. A codebook with abnormal states can act as a detector. 

The following contents are about some codebook features for test. 

 

4.1.1. Codebook Structure 

 

There is a 𝐾′ × 𝑀′ tested codebook. It is set of 𝐾′-dimensional sparse codewords. There are Z’ 
(𝑍′ < 𝐾′) non-zeros elements in a codeword. And a normal codebook should be a 𝐾 × 𝑀one 

with Z non-zeros elements in a codeword. We can compare 𝐾′ and 𝐾, 𝑀′ and 𝑀, 𝑍′ and 𝑍. If 

results are not all equivalence, the tested codebook is judged as an abnormal one. When 

comparison results are coincident, positions of non-zero elements in each codewords should be 

same and conform to one column of the mapping matrix (Eq. (4) is an example) in the codebook 

pool. 

 

4.1.2. Values of Constellations 

 

There is a 𝐾′ × 𝑀′ tested codebook. It is a set of 𝐾′-dimensional sparse codewords. Extract non-

zero elements from one resource and note as {𝐶1, … , 𝐶𝑀′}. Firstly, detect whether these elements 

are on a straight line in the complex rectangular coordinate system. If so, then see whether the 

angle corresponding to this line belongs to {𝜃1, … , 𝜃𝑑𝑓−1} decided in the codebook design. If the 

tested codebook cannot meet these conditions, it is an abnormal one. 

 

4.1.3. Power of Codewords 

 

The m-th codeword in the tested codebook is noted as xm=[xm(1), xm(2),…, xm(K')]
T
. To keep 

the fair of power allocation, different codewords should have the same average power, which 

means E[‖xm(k)‖2]=1. 

 

4.1.4. Distribution of constellations 

 

Non-zero elements on one resource form a straight line in the complex rectangular coordinate 

system. It can be found that 𝑍′ lines can be extracted in a tested codebook. And there are 𝑍′ 
angles {𝜃′1, … , 𝜃′𝑍′}. We can determine constellation distribution of the tested codebook should 

belong to which column in Eq. (5). Because it is decided that 𝑆𝑢 = 𝑒𝑗𝜃𝑢𝑆0, 𝜃1 < 𝜃2 … < 𝜃𝑑𝑓−1, 

and differences between 𝜃𝑢in codebook design, we can judge whether the distribution of 

constellations meets the criterion in Eq. (5) through the difference between angles. 

 

4.2. Detector Evolution 
 

In conventional AIS, when a new detector generates, the process of random generation and 

tolerance with large self set are repeated. Previous detection information is not used for detector 

generation. It causes poor efficiency and waste of previous work. If an abnormal codebook that 

has been detected is evolved, the evolved results can be seen as a detector that can highly match 

with abnormal codebooks on a high probability.  
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All of detected abnormal codebooks and evolved ones are saved as detectors. The criterion of 

evolution can include but not limit to close Euclidean distance between constellations, the similar 

codebook structure, or exchange of constellation position. When the next codebook 

selection occurs, tested codebook is taken to match with detectors firstly. If the matching is 

successful, the codebook will be determined as an abnormal codebook. When matching fails, a 

detection based on legal codebook features is carried out. If the number of detectors evolved 

from one known codebook is meet the requirements, it is considered that a kind of unknown 

abnormal codebooks can be detected only by detectors. But it is still needed to regularly update 

detectors. 

 

5. CONCLUSIONS 
 

When there is a malicious codebook unknown to the receiver in the codebook pool of grant-free 

SCMA, it will seriously affect correct demodulation of data. Most malicious codebooks are 

unknown, and AIS can do unknown data detection because of its adaptability and evolutionary 

ability. In this paper, we do initial abnormal codebook test based on legal codebook features, that 

are concluded during the process of codebook design. If a codebook has abnormal features, it is 

an abnormal one. And tested abnormal codebooks can be used to generate detectors. That avoids 

low efficiency caused by random generation and direct tolerance with large self set in the typical 

algorithm NSA. To take advantages of existing detectors, part of new detectors can be generated 

through evolution of existing detectors. That improves deficiencies about waste of previous 

detector’ information. In the subsequent detection, codebooks to be tested can be matched with 

detectors or tested by using normal codebook features. When existing detectors can cover most 

kinds of abnormal states, we can consider that we will get a responsible result only by detectors. 

To keep adaptability of detectors, regularly update of detector set is necessary. 
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ABSTRACT 
 
Inexperienced drivers always suffer from limited spatial information coming from side and review 

mirrors to complete parking tasks. The major obstacle is that they cannot easily estimate relative 
position of the parking space with respect to their vehicles. Therefore, this paper aims to develop 

a parking assistance display system that can continuously provide the top view of both the vehicle 

and the parking space for drivers. The system applies two wide-angle cameras mounted at the 

rear of the vehicle. In order to search for two farther corners of the parking space with efficiency, 

the FAST corner detection technique is employed. Three dimensional spatial coordinates of those 

corners can therefore be determined by the stereo vision framework. As a result, the position of 

the parking space relative to the vehicle can be estimated. To verify the effectiveness of the 

proposed parking assistance display, actual parking experiments with a golf cart were conducted. 

Experimental results demonstrate the parking tasks can be successfully accomplished with the 

help from the presented assistance display. 

 

KEYWORDS 
 
Parking Assistance Display, Stereo Vision, Corner Detection, Parking Space Estimation 

 

1. INTRODUCTION 
 
Parking is always a great challenge for drivers and strongly requires not only matured driving 

skills, but also accumulation of parking experience. Traditional parking assistance device 

consists of only the review and side mirrors. Based on the images from those mirrors, human 

drivers can approximately estimate environment including the parking space around the vehicle. 
Because of highly development of microelectronics, most parking information for drivers now 

comes from rear parking sensors, which give warning signal by detecting rear distance and is 

quite useful for parking tasks including parallel parking and garage parking. Recently, the active 
parking assist relying on supersonic sensor technology becomes more and more popular and the 

parking task can almost be accomplished without the help from drivers [1]. However, unexpected 

road conditions may occur anytime, human drivers still need to play the role of a supervisor 
especially when manual intervention on the automatic system is necessary. 

 

The difficulty of parking stems from a number of inevitable facts. The major constraint is that the 

driver sits inside the vehicle’s body and the clues about the environment can only be achieved by 
putting together pieces of image information gathered from review and side mirrors as well as 

visual impression from looking out of the window. Although each visual image provides partial 

three-dimensional environmental information, it is difficult for drivers to realize what the actual 
environment is based on those discontinuous and incomplete visual data. 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N06.html
https://doi.org/10.5121/csit.2020.100604
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Due to rapid progress on imaging technology, electronics fabrication, and computational 
capability, machine vision has been widely applied to many manufacturing areas including the 

automotive industry. Currently, the category of vision-based studies on automobiles probably is 

one of the popular research fields regarding applications of machine vision. For the purpose of 

preventing difficulty from parking in dark indoor site, a parking space recognition method with 
the light stripe projection approach was presented in [2]. To automate the target position 

selection of an automatic parking assist system, a parking-slot-markings recognition algorithm 

using two seed-points, end-points of two line segments separating the target parking slot from 
adjacent ones, was proposed to reduce the search range and memory requirement 

[3].Incorporating an around view monitor (AVM) system with a hierarchical tree structure 

approach, various parking slot markings can be almost fully automatic recognized [4]. 
Continuing from previous research, in [5], a vacant parking slot detection and tracking system 

using the sensor fusion technology combing an AVM system and an ultrasonic sensor was 

developed in 2014. 

 
In order to offer extensive visual information about the surroundings of the vehicle, a composite 

top-down view of 360° of the vehicle was synthesized in [6] by combining images taken from 

four to six wide-angle cameras mounted around the vehicle. Similarly, an automatic parking 
framework based on a bird’s eye vision system using four on-board fisheye cameras around the 

vehicle with the double circular trajectory planning and a preview control strategy was also 

presented [7]. In [8], a portable real-time informational bird’s eye view system for the advanced 
driver assistance system was actually implemented. Furthermore, a parking assistance system 

with the depth map of the observed environment computed from dense motion-stereo was 

proposed to allow drivers to be able to visualize the environment around the host vehicle [9]. 

Compared with the ultrasound approach, the proposed approach demonstrated better accuracy 
and reliability in terms of both quantitative and qualitative results. Although vision-based 

approaches for automatic parking tasks in the field of intelligent vehicles gain interests from both 

academic institutions and automotive industry, there was no public benchmark dataset available 
for evaluation of parking-slot detection algorithms. Fortunately, a large-scale parking-slot image 

database comprising 8600 surround-view images collected from indoor and outdoor parking sites 

was established [10]. Besides, at the same time, a learning-based parking-slot detection approach 

was also proposed. 
 

If estimated position of the park space relative to the vehicle can be displayed for the drivers 

using extra cameras, it would be helpful for drivers to conduct parking tasks since human drivers 
are aware of where the parking space is located. The stereo vision system is able to offer the 

depth information of objects in three-dimensional scene and has the cost effective advantage than 

other vision devices such as 360-degree panorama cameras. Besides, although the 360-degree 
panorama cameras are capable of delivering whole visual information around the vehicle, images 

for objects in the environment always suffer from severe distortion and poor image quality. 

Consequently, a binocular vision system installed on the back of the vehicle will be applied for 

position estimation of the parking space with respect to the vehicle in this study. 
 

2. CORNER DETECTION FOR PARKING SPACE 
 

In order to provide the position information for the parking space, an effective image processing 
algorithm for locating the parking space plays a crucial role. The algorithm needs to be 

computational efficiency to meet the requirement of fast estimation for parking tasks. 

 

The parking space for regular cars has a shape of rectangular with the length of 5~5.7 meters and 
the width of 2~2.5 meters. The best feature for parking space detection should be its four corners. 

The FAST (Features from Accelerated Segment Test) method developed by Rosten and 
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Drummond in 2006 provides a time efficient algorithm for corner detection [11]. This approach 
starts with examining intensity difference between 16 adjacent pixels around a mask e.g., 7x7 

over the target point. If the number of pixels that fulfil a given threshold value is greater than a 

certain number, e.g., 9, then the target point should be considered as a point at the corner. The 

OpenCV (Open Source Computer Vision Library), an open source computer vision and machine 
learning software library, offers a number of different masks for high-speed corner detection 

according to the FAST concept. 

 
Since the stereo cameras are installed on the back of the vehicle, estimation of the parking space 

will be achieved by examining those two corners of the parking space far away from the vehicle 

due to the fact that they are easily captured by the cameras. The TYPE_7_12 FAST function, a 
5x5 mask with 7 out of 12 pixels as depicted in Figure 1, was chosen for corner detection in 

small area. Furthermore, detection sensitivity is improved by applying 5 out of 12 pixels instead 

of regular 7 out of 12 pixels to prevent from unsuccessful detection for the left corner being an 

obtuse angle. After the FAST corner detection algorithm, Figure 2 demonstrates pixels for corner 
candidates. 

 

In order to select appropriate inner corner point among many corner candidates from the FAST 
corner detection algorithm, three criteria are established. Take the right corner as an example 

shown in Figure 3. The first criterion is that if the point P is an inner corner point, the following 

conditions have to be satisfied. 
 

G3> GP  and G3> G9 , 

 

Where Gi represents the gray scale of the i-th pixel. The second criterion is that the points with 
significantly different angular style need to be removed. Figure 4 illustrates a right corner 

described by pixels 69 and 89 in a 112-pixel circular mask. With ±4 pixels tolerance, only points 

within the ranges of 65-73 and 85-93 will be reserved for further inner corner verification. After 
passing the first two criteria, the remaining pixels are always located around the inner corner. 

The unique inner corner pixel can be easily obtained with the final criterion of the smallest 

included angle. 

 
While the driver is performing the parking task, the scene grabbed by the cameras is always 

different from that taken at previous time instant. In order to enhance computational efficiency 

for corner detection, the detected inner corner from previous time instant will be applied as the 
center of ROI (Region of Interest) for searching for inner corners of the parking space at the 

current time instant. Besides, the angular style solved from criteria 1 and 2 at previous moment 

will be directly used as the initial condition for the current instant. 
 

 
 

Figure 1. TYPE_5_8 and TYPE_7_12 masks in OpenCV for FAST corner detection 
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Figure 2. Corner candidates after FAST corner detection algorithm 

 

 
 

Figure 3. The first criterion for inner corner detection 

 

 
 

Figure 4.The second criterion for inner corner detection 
 

3. ESTIMATION OF THE PARKING SPACE 
 

After successful corner detection described in previous section, the three-dimensional 

coordinates of the parking space will be determined by a binocular vision framework. The 
binocular vision framework provides two images at the same time and is able to solve depth 

information of the target point using the clue of disparity defined as the difference between 

project points on two image planes. 
 

Let two identical cameras be placed laterally with a baseline distance D and their optical axes are 

parallel with each other as illustrated in Figure 5. Based on the model of the stereo vision, the 

projection points (uR, vR) and (uL, vL) on the right and left image planes respectively can be 
expressed by 
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𝑢𝑅 = 𝛼𝑅
𝑥𝑅

𝑧𝑅
+ 𝑢0𝑅  , 𝑣𝑅 = 𝛽𝑅

𝑦𝑅

𝑧𝑅
+ 𝑣0𝑅 , 

 

𝑢𝐿 = 𝛼𝐿
𝑥𝐿

𝑧𝐿
+ 𝑢0𝐿  ,  𝑣𝐿 = 𝛽𝐿

𝑦𝐿

𝑧𝐿
+ 𝑣0𝐿 , 

 

Where αi and βi are products of the focal length and the aspect ratio in horizontal and vertical 

directions due to non-square pixels, respectively. Besides, (u0R, v0R) and (u0L, v0L) stand for the 
offsets between the image center and the principal point because of imperfect assembly of image 

sensors. Those intrinsic camera parameters can be solved by standard calibration procedures. 

 
After a number of mathematical manipulations, the target position (xR, yR, zR) with respect to the 

right camera can be obtained as 

 

𝑥𝑅 =
𝛼𝐿𝐷(𝑢𝑅 − 𝑢0𝑅)

−𝛼𝐿(𝑢𝑅 − 𝑢0𝑅) + 𝛼𝑅(𝑢𝐿 − 𝑢0𝐿)
, 

 

𝑦𝑅 =
𝑣𝑅−𝑣0𝑅

𝛽𝑅
∙

(𝛼𝑅−𝛼𝐿)𝑥𝑅−𝛼𝐿𝐷

𝑢𝑅−𝑢0𝑅−(𝑢𝐿−𝑢0𝐿)
 , 

 

𝑧𝑅 =
(𝛼𝑅 − 𝛼𝐿)𝑥𝑅 − 𝛼𝐿𝐷

𝑢𝑅 − 𝑢0𝑅 − (𝑢𝐿 − 𝑢0𝐿)
 

Similarly, the same target position but in the left camera coordinate system (xL, yL, zL) can also be 

derived as 

 

𝑥𝐿 =
𝛼𝑅𝐷(𝑢𝐿−𝑢0𝐿)

−𝛼𝑅(𝑢𝐿−𝑢0𝐿)+𝛼𝐿(𝑢𝑅−𝑢0𝑅)
 , 

 

𝑦𝐿 =
𝑣𝐿−𝑣0𝐿

𝛽𝐿
∙

(𝛼𝐿−𝛼𝑅)𝑥𝑅+𝛼𝑅𝐷

𝑢𝐿−𝑢0𝐿−(𝑢𝑅−𝑢0𝑅)
 , 

 

𝑧𝐿 =
(𝛼𝐿−𝛼𝑅)𝑥𝑅−𝛼𝑅𝐷

𝑢𝐿−𝑢0𝐿−(𝑢𝑅−𝑢0𝑅)
 . 

Ideally, xR = xL − D, yR = yL, and zR = zL. Due to limited image resolution and inevitable noises, 

those ideal equations cannot be perfectly satisfied. But the target position can still be successfully 
estimated. For future implementation, a new reference system with its origin at the middle point 

of origins of both right and left camera coordinate systems is established. Then the target point 
(𝑥𝐶 , 𝑦𝐶 , 𝑧𝐶) with respect to the new reference system as illustrated in Figure 5 can be simply 

formulated by 

 

𝑥𝐶 =
𝑥𝑅+𝑥𝐿

2
 , 

 

𝑦𝐶 =
𝑦𝑅+𝑦𝐿

2
 , 

 

𝑧𝐶 =
𝑧𝑅+𝑧𝐿

2
 . 
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In addition, for the purpose of covering the parking space on the ground, both cameras need to be 

pointed downwards with an inclination angle  with respect to the horizontal level as shown in 

Figure 6. In order to determine the relative location of the parking space with respect to the 
vehicle in the global reference frame, the position information extracted by the cameras need to 

be transformed to a reference system (X, Y, Z) using 

 

[
𝑋
𝑌
𝑍

] = [
1 0 0
0 cos  sin 𝜃
0 − sin 𝜃 cos 

] [

𝑥𝐶

𝑦𝐶

𝑧𝐶

] . 

 

 

Figure 5. Reference frames for the binocular system 

 

The origin of the reference system (X, Y, Z) coincides with that of the reference system 

(𝑥𝐶 , 𝑦𝐶 , 𝑧𝐶), but with its Y-axis pointing downwards, and both X and Z axes parallel with the 

ground. It is possible all four corner points may not be captured by the cameras during the 

parking process especially when the vehicle is close to the parking space. Fortunately, since the 
dimension of the parking space can be already known, estimation of the parking space can still 

be accomplished by only two farther corner points. 

 

 
 

Figure 6. The camera pointing downwards with an inclination angle 

 

4. PARKING EXPERIMENTS 
 

In order to verify performance of the proposed parking assistance display, actual parking 

experiments with a golf cart were conducted in the campus. The golf cart shown in Figure 7 is 

equipped with a laptop computer, which generates the parking assistance display to drivers, and a 

dual-camera system on its back. The golf cart has a length of 240 cm and a width of 102 cm. The 

 

 

Ground 

Left image plane 
Right image 

plane 
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cameras are installed on top of the vehicle with a height of 160 cm and an inclination angle of 30 
degrees downwards. The baseline between those two cameras is 20 cm. The camera chosen for 

experiments is a Widecam 1050 by Genius, which is a CMOS device that owns the advantage of 

low energy dissipation for portable applications. The camera has a resolution of 640x480 pixels 

and a wide view angle so that the parking space can be easily captured. All image processing 
algorithms and the assistance display were performed by a Lenovo t530 laptop computer 

accompanied with Visual Studio and OpenCV as software development tools. The target parking 

space is 475 cm long and 214 cm wide. 
 

Actual parallel parking experiments were conducted to examine the parking performance with 

the help from the proposed parking assistance display. For the purpose of preventing the driver 
from acquiring information around the vehicle using eyes, a black curtain covering the vehicle’s 

body was applied to block the view of the driver. The only clue for performing the parking task 

was the assistive display shown on the screen of the laptop as depicted in Figure 8. Figure 9 

illustrates responses of the relative distance and orientation angle between the vehicle and the 
parking space, which are defined in Figure 10, for a parking experiment. Figure 11 presents the 

relationship between the estimated and the actual parking space at 5.8 second. Apparently, 

position error existed due to imperfect estimation of the location of the parking space. The 
deviation mainly came from the error caused by inaccurate depth estimation. Furthermore, during 

parking experiments, the driver seemed being disturbed by inconsistent images of the parking 

space. Although the location of the parking space could not be exactly estimated, the proposed 
parking assistance display still provided important information regarding relative position of the 

vehicle with respect to the parking space. In addition, the estimation accuracy improved when the 

vehicle got closed to the parking space. As a result, the driver was able to accomplish the parking 

task just relying on the parking assistance display proposed by this research. 
 

 
 

Figure 7. The golf cart with stereo vision for actual parking experiments 

 

 
 

Figure 8. The parking assistance display shown on the screen 
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Figure 9. Distance and orientation responses of a parallel parking experiment 

 

 
 

Figure 10. Illustrative distance and orientation for parking experiments 

 

 
 

Figure 11. Estimated and actual parking space for a parking experiment at 5.8 second 

 

5. CONCLUSIONS 
 

The key issue for drivers to complete the parking mission is that they need to know the 

surroundings around the vehicle especially for the parking space as accurate as possible. For 
inexperienced drivers, it is very difficult to combine incomplete and fragmented images from 

side and review mirrors to establish spatial representation for the environment of the vehicle. 

Therefore, a parking assistance display based on stereo vision by two wide-angle cameras 

mounted at the rear of the vehicle is proposed to help drivers conducting parking tasks. Based on 
images from those two cameras, the relative position of the parking space with respect to the 

vehicle can be calculated. Furthermore, an inside-out display to show the top view of visual 

information about the parking space can therefore be drawn. Actual parking experiments with a 
golf cart were conducted to examine parking performance with the presented assistance display. 
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Experimental results clearly demonstrate drivers are able to accomplish parallel parking tasks 
only with the visual information from the parking assistance display. 

 

For future works, a number of research directions need to be deeply explored. The proposed 

approach has to extend to garage parking or reverse parking tasks in the near future. Obviously, a 
more accurate estimation algorithm for position of the parking space is required to provide 

consistent estimation results. In addition, the estimation algorithm for parking space has to be 

robust enough to overcome the difficulty caused by its corner features occluded by other objects 
such as adjacent vehicles. 
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ABSTRACT 
 
Histopathological images are widely used to diagnose diseases such as skin cancer. As digital 

histopathological images are typically of very large size, in the order of several billion pixels, 

automated identification of abnormal cell nuclei would be very helpful for doctors to perform fast 

diagnosis. In this paper, we propose a technique, using deep learning algorithms, to first segment 

the cell nuclei in Hematoxylin and Eosin (H&E) stained images and detect the abnormal 

melanocytes on the histopathological images. The cell segmentation is done by using a novel 

Convolutional Neural Network (CNN) architecture. The segmented cells are then classified into 

melanoma and other nuclei using a Support Vector Machine classifier. Experimental results show 

that the CNN can segment the nuclei with more than 90% accuracy. The proposed technique has a 

low computational complexity. 

 

KEYWORDS 
 
Histopathological image analysis, Nuclei segmentation, Melanoma Detection, Deep learning. 

 

1. INTRODUCTION 
 

Melanoma is an abnormal growth of melanocytes which mainly occurs on the skin and it can 
transfer to any part of the body and destroys the tissue. About 7,800 Canadians have been 
diagnosed with melanoma skin cancer in 2019 and 1,300 of them would be in a fatal stage [1]. 
The early diagnosis of melanoma is very important as it helps to increase the chances of 
successful treatment and the survival rate. The Computer-aided diagnosis (CAD) techniques can 
effectively help doctors to diagnose and detect the melanoma in early stages [2]. The digitized 
histopathological slides, which are typically obtained by staining and scanning the biopsy slides 

of the skin tissue, can provide the cell morphological features with a high resolution. The 
digitized slides are known as Whole Slide Images (WSIs) and with help of CAD techniques that 
will permit the pathologist for precise diagnosis [3]. Pathologists usually use H&E stained 
images, because the morphological features of the melanocytes and other cells become vividly 
clear. In H&E stained image, the cell nuclei contain chromatin and that can be observed in blue 
shade while the cytoplasm and other connective tissues are observed with varying shades of pink. 
Fig. 1 shows the section of skin tissue divided into three layers: epidermis, dermis and 

subcutaneous layer. Due to the large density of cell nuclei in the epidermis layer, the tissue 
appears in dark purple color. Fig. 1 shows skin tissue image and zoomed patch obtained with 
H&E stain, where the abnormal melanocytes appear with irregularity in shape and color intensity 
[4,5]. 
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Several techniques have been proposed to segment the cell nuclei in histopathological images [6-
11]. Xu et al. [6] proposed an automated technique (henceforth referred to as the 
Watershed+Voting technique) to segment the cell nuclei in H&E stained images. The technique 
detects the nuclei seeds by using voting areas and segments the nuclei cells using marked 

watershed algorithm. The technique provides a good performance with high computational 
complexity due the seed detection algorithm. Xu et al. [11] also proposed cell nuclei 
segmentation technique (henceforth referred to as the gLoG+mRLS technique) using generalized 
Laplacian of Gaussian (gLoG) filters to detect the seeds nuclei and multiple Radial Lines 
Scanning (mRLS) algorithm to segment the cells. The mRLS uses high gradient pixel locations 
and shape information to accurately segment the cell nuclei. 

 

 
 

Figure 1.  Example of digitized biopsy images of skin tissue image with H&E stain. 

 
The techniques [6-11] mentioned above are generally based on extracted hand-crafted features 
that require significant time to process. The deep learning algorithms using CNN have been 
widely used successfully in medical image analysis. The CNN models can train the feature 
extraction process to provide high performance with low computational complexity in many 

different tasks (e.g.  classification, detection or segmentation [12-13]). Basrinarayanan et al. [14] 
proposed the SegNet architecture for object segmentation. The architecture uses a number of 
sampling and upsampling layers for extracting the features in hierarchical levels. Ronneberger et 
al. [15] proposed the U-Net architecture for biomedical image segmentation. The U-Net 
architecture has encoder and decoder sides with number of sampling and upsampling layers, 
respectively. The upsampling layer outputs are enhanced by concatenating them with features 
from the encoder side. 

 
In this paper, we proposed an automated technique to segment the cell nuclei and classify them 
into melanoma and other nuclei using a Support Vector Machine (SVM) classifier. The technique 
uses a CNN architecture to segment the cell nuclei on H&E stained images. The proposed CNN 
used several convolutional layers with different size of filters. Experimental results demonstrate 
high accuracy and low computational complexity of the proposed technique compared to the 
state-of-the-art techniques. 
 



Computer Science & Information Technology (CS & IT)                               47 

 

The organization of the paper is as follows. Section 2 describes the dataset used to train and 
evaluate the proposed technique. Section 3 describes the proposed technique in detail. Section 4 
presents the performance evaluation, followed by the conclusion in Section 5. 
 

2. DATA DESCRIPTION 
 

In this section, the nuclei segmentation and cell classification will be evaluated based on digitized 
biopsy slides generated at the University of Alberta. The biopsies were collected at the Cross 

Cancer Institute, Edmonton, Canada in accordance with the protocol for the examination of 
specimens with skin melanoma. The formalin-fixed paraffin-embedded tissue blocks of these 
biopsies were cut into thin slices (e.g., 4μm for light microscope). These slices were then 
mounted to glass slides and stained using H&E stain [5]. The WSIs were obtained by scanning 
the H&E slides using aperio scanscope scanning system under 40X magnification. The size of a 
WSI is typically around 40,000×60,000 pixels (in color) and each WSI contains thousands of cell 
nuclei. The image dataset consists of 64 WSIs for skin tissue and 9 WSIs for lymph node tissue. 

 

3. PROPOSED TECHNIQUE 
 

The schematic of proposed technique is shown in Fig. 2 which consists of two modules: CNN-
based nuclei segmentation and nuclei classification. The details of each module are presented in 
the following. 
 

 
 

Figure 2. Schematic of a melanoma detection technique. 

 

3.1. CNN-Based Nuclei Segmentation 
 

In this module, the input H&E stained images are segmented into cell nuclei and background. 
The nuclei segmentation is done by using the proposed CNN architecture, henceforth referred to 
as the NS-Net architecture (Nuclei Segmentation Net). The NS-Net architecture, shown in Fig. 3, 
consists of five convolutional layers (shown in gray color) and one softmax (shown in pink) 
followed by the pixel classification layer (shown in blue). The convolutional layer in the NS- 

architecture consists of three operations: convolution, batch normalization [16], and Rectified 
Linear Unit (ReLU) activation [17]. A brief description of each operation is presented in the 
following: 

(i) Convolution: In this layer, the input image I is convolved with filters jF
: 

 
, 1, 2,.., (1)j jR I F j N  

 

 where N is the number of filters, jR
 is the output corresponding to the jth convolution 

filter, and jF
  is the weights of the jth filter. 
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(ii) Batch normalization: This operation is used to normalize the convolutional layers output 

to zero mean and unitary variance across a current mini-batch. The normalized 
ˆ

iR
 output 

will be scaled with    and shifted by 


 as follows: 
 

ˆ (2)i iy R  
 

(iii) ReLU: It is an activation function that will output the input values y that are greater than 
zero using the following equation 

: 

max(0, ) (3)f y  
 
where f is output of the activation function ReLU. 
 

In this architecture, the features are extracted in hierarchical levels by using convolutional filters 
of different sizes. The change on the convolutional filters can precisely locate the object 

boundaries that need to be segmented. Most existing CNN architectures include pooling layers. In 
our experiment, it has been found that the pooling leads to loss of the spatial information that 
carries important texture and shape features of the nuclei. Therefore, the pooling layer has been 
omitted in the proposed architecture. Table 1 shows the number and the size of filters in each 
layer of the NS-Net architecture. The NS-Net architecture is trained and evaluated using a dataset 
of 24 high resolution H&E stained images (1920×2500 color pixels). Each image is divided into 
overlapping blocks of 64×64 color pixels to obtain 458 block-images. The block-image dataset is 

divided into 70% for training, 15% for testing and 15% for validation. The entropy loss function 
with the stochastic gradient descent with momentum (SGDM) optimizer is used to train the NS-
Net architecture [18]. Fig. 4 (a) shows an input H&E stained image and (b) shows the masked 
nuclei image obtained using the NS-Net architecture. 
 

 
 

Figure 3. The NS-Net architecture for nuclei segmentation (with 5 convolutional layers). 

 

Table 1. Details of the NS-Net architecture with 5 convolutional layers. 

Input image size: M×N pixels (color). Number of classes: C. 

 

 Number of 
Filters  

Number of 
Channels 

Output Image 
size 

Filter 
size 

Layer-1  64 3 M×N×64 3×3 

Layer-2  64 64 M×N×64 5×5 

Layer-3  64 64 M×N×64 7×7 

Layer-4  64 64 M×N×64 9×9 

Layer-5  C 64 M×N× C 11×11 

Softmax layer - C M×N×C  
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(a)                                         (b) 

 
Figure 4. Segmentation results. (a) Input image (b) Segmented image obtained using the NS-Net 

architecture. 

 

3.2. Nuclei Classification 
 

In this module, the segmented nuclei obtained using the NS-Net architecture is classified into two 
classes based on hand-crafted features. The feature vector consists of 18 first-order features, 9 
Histogram of Oriented Gradient features, 24 Haralick texture features and 3 Morphological 
features. The features are extracted for each pre-segmented nuclei and described briefly as 
follows:  
 

(i) First-order features: It includes histogram-based features such as the mean, standard 
deviation, third moment, smoothness, entropy, and uniformity for 3-channels (R, G 

and B) to obtain 18 features (6×3). 
 
(ii) Histogram of Oriented Gradient features: It measures the gradient of (9) orientations 

in localized portions of the segmented nuclei image. 
 
(iii) Haralick texture features: It is calculated from a Gray Level Co-occurrence Matrix, 

(GLCM). It includes six GLCM features (correlation, energy, homogeneity, contrast, 

entropy, and dissimilarity) in 4 directions (i.e., 0°, 45°, 90° and 135°) to obtain 24 
features (6×4). 

 
(iv) Morphological features: It includes the eccentricity, solidity, and the ratio of major 

and minor axes of the cell nuclei to obtain (3) features. 
 

The extracted feature vector (size 54) of each cell nuclei are then classified into normal and 

melanoma using SVM classifier [19-20].  The SVM is a very efficient supervised classifier that 
can handle even a non-linearly separable features and create hyperplane to separate melanocyte 
from other cells. In the proposed technique, the SVM model is trained and tested on 800 cell 
nuclei (70% for training and 30% for testing). In this technique, the SVM classifier is applied 
with different kernels and it shown that the Gaussian kernel provides the best classification 
results (see Table 4 in section 4). 
 
After the nuclei in the lymph node are classified in the lymph node, the staging of melanoma is 

done based on the number and size of melanocytic clusters present in the lymph node image. 
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4. RESULTS AND DISCUSSIONS 
 

In this section, we present the performance of the proposed technique using the dataset mentioned 
in Section 2. 
 
The segmentation performance is evaluated and compared with handcrafted feature-based 
algorithms such as gLoG+mRLS and Voting+Watershed techniques and with trained CNN 

features techniques such as SegNet and U-Net architecture. The segmentation performance is 
evaluated using Accuracy, Precision, Recall and BF-score [21] measures defined as follows: 
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where TP, TN, FN and FP denote the number of true positives, true negatives, false negatives and 
false positives, respectively. Table 2 shows the segmentation performance of different 
techniques. It is observed that the deep learning algorithms provide excellent performance 
compared to the classical feature-based algorithms. This is because the classical features are less 

sensitive to the diversity of the cell nuclei in the skin tissue. For example, the abnormal 
melanocytes tend to have light and inhomogeneous color (see Fig. 5) and that causes miss 
detection of the melanocytes in the gLoG+mRLS and Voting+Watershed techniques.  
 

Table 2. Segmentation Performance of the deep learning algorithms and the classical feature-based 

algorithms. 

 
In this work, the NS-Net, SegNet and U-Net architectures are trained with the same number of 
training images. The NS-Net architecture is also evaluated with CNN architecture in terms of the 
required parameters need to be train as shown in Table 3. 
 

Figs. 6 (b)-(f) shows the subjective segmentation performance of SegNet [14], U-Net [15], 
gLoG+mRLS [11], Voting+Watershed [6] and the NS-Net architecture, respectively. It is 
observed that the NS-Net architecture provides excellent nuclei segmentation, whereas 
gLoG+mRLS, Voting+Watershed techniques miss a few cell nuclei due to the inhomogeneity in 
the cell nuclei color. It is also observed that the U-Net architecture does not perform well 

Technique: Accuracy Precision Recall BF-Score Execution 

time (in s) 

Voting+Watershed [6] 83.64 78.24 84.64 81.31 143.71 

gLoG+mRLS [11] 76.67 79.27 60.25 68.46 128.57 

SegNet [14] 87.84 84.16 87.53 85.81 15.37 

U-Net [15] 78.79 87.41 57.87 69.63 20.82 

NS-Net 90.21 87.20 89.90 88.52 14.27 
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compared to the other techniques because the overfitting due the large number of the filters that 
are used in the cell nuclei segmentation. 
 

Table 3. Properties of CNN architectures used in performance evaluation. 

 

CNN 
Architecture 

Convolutional 
layers 

No. of Trained 
parameters 

Filter size No. of Filters 

SegNet [14] 8 225,542 3×3 64 

U-Net [15] 11 905,472 3×3 (64, 128, 256) 

NS-Net 5 150,336 (3×3)- (11×11) 64 

 

 
 

Figure 5.  Subjective comparison of cell nuclei segmentation results (contoured in blue color) (a) original 

test image, (b)-(f) Segmentation results for SegNet [14], gLoG+mRLS [11], Voting+Watershed [6], U-Net 

[15] and NS-Net techniques, respectively. 
 
The classification performance is evaluated in terms of the Accuracy, Precision, Recall and BF 

Score measures. The SVM classifier has been evaluated with different kernels (such as Gaussian, 
linear and polynomial kernels [18]). The results are shown in Table 4. It is observed that the 
SVM classifier with Gaussian kernel provides the best performance for the dataset. Fig. 6(a)-(b) 
shows the nuclei classification results obtained using Gaussian kernel, where the melanoma and 
other nuclei are contoured in red and blue colors, respectively. 
 

Table 4. Performance of the nuclei classification using different SVM kernels. 

 

Evaluation  
Measures 

SVM Kernel 

Linear Polynomial Gaussian 

Accuracy 80.52 57.28 85.72 

Precision 77.43 57.28  80.04   

Recall 93.14 96.65 97.42 

BF Score 84.56 71.93 87.87 
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Figure 6. Example of classification results. (a) NS-Net input image (b) NS-Net segmented output image (c) 

Classified image obtained using SVM, where melanoma and other cell nuclei are contoured with red and 

blue color, respectively. 
 

5. CONCLUSION 
 
This paper proposes an automated technique for melanoma detection on the skin/ lymph node 
histopathological images. The technique segments the cell nuclei in H&E stained lymph node 
image using the NS-Net architecture. The NS-Net architecture segments the image into 
background and cell nuclei regions. The proposed CNN architecture provides an excellent 
segmentation performance with a low computational complexity. The segmented cell nuclei are 
then classified into melanocytic and other cell nuclei using an SVM classifier with Gaussian 
kernel. After the nuclei classification, the staging of melanoma can be done by the doctors based 

on the number and size of melanocytic clusters present in the image. 
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ABSTRACT 
 
The Hierarchical Temporal Memory Cortical Learning Algorithm (HTM CLA) is an algorithm 

inspired by the biological functioning of the neo-cortex, which combines spatial pattern 

recognition and temporal sequence learning. It organizes neurons in layers of column-like units 

built from many neurons such that the units are connected into structures called regions (areas). 

Layers can be hierarchically organized and can further be connected into more complex 

networks, which would allow to implement higher cognitive capabilities like invariant 

representations. However, a complex topology and a potentially high number of neurons would 

require more computing power than a single machine even with multiple cores or a GPU could 

provide. This paper aims to improve the HTM CLA by enabling it to run on multiple nodes in a 

highly distributed system of processors; to achieve this we use the Actor Programming Model. 

The proposed concept also makes use of existing cloud and server less technology and it enables 
easy setup and operation of cortical algorithms in a distributed environment. The proposed 

model is based on a mathematical theory and computation model, which targets massive 

concurrency. Using this model drives different reasoning about concurrent execution and 

should enable flexible distribution of cortical computation logic across multiple physical nodes. 

 

This work is the first one about the parallel HTM Spatial Pooler on multiple nodes with named 

computational model. With the increasing popularity of cloud computing and serverless 

architectures, this work is the first step towards proposing interconnected independent HTM 

CLA units in an elastic cognitive network. Thereby it can provide an alternative to deep 

neuronal networks, with theoretically unlimited scale in a distributed cloud environment. This 

paper specifically targets the redesign of a single Spatial Pooler unit.  

 

KEYWORDS 
 
Hierarchical Temporal Memory, Cortical Learning Algorithm, HTM CLA, Actor Programming 

Model, AI, Parallel, Spatial Pooler. 

 

1. INTRODUCTION 
 
Currently more and more popular Artificial Neural Networks employ supervised learning based 

on strong mathematical principles. These principals are efficient to solve specific kind of 

problems, but they operate in a way, which is not very well aligned with the way the brain might 
work. 

 

Similarly, Recurrent Neural Networks are increasingly closing in to model of the biological 

functioning of parts of the brain. Unlike the brain, which typically operates in an unsupervised 
way, concepts like RNN and DNN apply supervised learning techniques. 

http://airccse.org/cscp.html
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Hierarchical Temporal Memory Cortical Learning Algorithm (HTM CLA) [1] is an algorithm 
aiming to replicate the functioning of neocortex [2]. It incorporates a spatial pooler algorithm 

capable of learning spatial patterns by using simple Hebbian learning rules [3]. Every time the 

same or a similar input recurs, synapses between the input and columns strengthen their 

permanence (weight) value [4]. Similarly, synapses can “forget” a learned pattern if it does not 
occur for a long enough time. 

  

Such hierarchically organized structures can also be connected into networks, which provide 
more cognitive capabilities like invariant representation, pattern- and sequence-recognition.  

The original HTM CLA was implemented in Python as a part of the NUPIC framework 

developed by Numenta [5]. C++ and JAVA implementations of HTM CLA are also available.[6] 
Because many of the modern enterprise applications are typically implemented in .NET with an 

increasing demand for cross-platform (Linux, Windows and MacOS) support, an implementation 

of this algorithm is required in the software industry to avoid inefficient and costly bridging 

between frameworks. As a preceding part of this work, HTM CLA was ported to C# .NET Core. 
[7] The current C# .NET Core version of HTM CLA aligns with JAVA implementations (which 

aligned with the original Python version [1]). It supports the singe-core Spatial Pooler and 

Temporal Memory algorithms, which are limited in some ways. Processing of information in 
neurons inside of HTM is sparsely encoded as in biological neuronal circuits [8]. HTM CLA, in a 

nutshell, uses Hebbian learning rules [9] on binary sparse arrays represented as sequence of 

integers (0/1). In the context of memory consumption, the current representation of binary values 
in the form of integers is not the most efficient. Improving this is still work in progress and this 

kind of optimization is not in the focus of this paper. The assumption in the present work is 

rather that the current algorithm, when used with a high number of neurons, is highly CPU and 

RAM intensive. The simple Hebbian-Rule makes internal calculations efficient in comparison to 
other algorithms (i.e. back-propagation). However, the complex topology of the Spatial Pooler 

(SP) and the Temporal Pooler (TP) in HTM CLA with a high number of neurons and synaptic 

connections, internal inhibition, and boosting–algorithms, requires significantly more computing 
power and memory than available on a single commodity machine with multiple core processors 

and a GPU.  

  

Current implementations across the mentioned frameworks maintains internally several matrices 
and maps (key-value pairs). For example, there is a matrix of synaptic connections between input 

neurons and cortical columns. To create a Spatial Pooler instance with 128x128 sensory neurons 

and 1024x1024 columns, the framework will have to create this matrix with 16,384 x 1,048,576 
= 17,179,869,184 elements. In a .NET framework using a 64bit architecture operating system, 

the maximum possible array size of integers (32 bits) is 2,147,483,591, calculated as: 

 

 
 

 
 

(1) 

This is a half of the maximal integer value on 64 systems subtracted by 56, which is an internal 

framework overhead to hold an array. This limit depends on many factors and fortunately, can be 
optimized. Nonetheless even with a very efficient optimization, the limitations from using a 

single node only will remain. 

 

The current architecture of HTM CLA has, in this context, two limitations of interest: a 
limitation of the synaptic matrix size by available memory and long calculation times required 

for operations on synapses. Most papers related to HTM CLA indicate experimental work with 

1024, 2048, 4096 (see [10] ) and 16384 columns. As an example, in a case of 4096 columns and 
sensory input of 1024 neurons, which corresponds to an input image of 32x32 pixels, the SP 

algorithm will create 4,194,304 synapses when using global inhibition. The goal is therefore to 
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design a distributed HTM CLA, which can run on multiple nodes and operate with any number 
of columns (i.e. >100,000). HTM CLA is redesigned for flexible horizontal scale in highly 

distributed systems by using an actor model. Moreover, the concrete implementation should 

make usage of modern container serverless technologies. Such a model should enable the flexible 

distribution of computation inside of a single HTM CLA unit or connecting multiple independent 
HTM CLA units in collective intelligence networks and provide an alternative to deep neuronal 

networks. This work is the first one about the parallel HTM Spatial Pooler on multiple nodes 

with the Actor Programming Model. With the increasing popularity of cloud computing and 
serverless architectures, this work is the first step towards proposing interconnected independent 

HTM CLA units in an elastic cognitive network and can provide an alternative to deep neuronal 

networks, with theoretically unlimited scale in a distributed cloud environment. This paper 
specifically targets the redesign of a single Spatial Pooler unit. 

 

Section 2 in this paper describes the current state of the Actor Programming model and the 

Spatial Pooler. Sections 3 and 4 describe how the Spatial Pooler was improved for scale with 
help of Actor Model reasoning. 

 

2. ACTOR PROGRAMMING MODEL AND CURRENT STATE OF THE SPATIAL 

POOLER 
 

2.1 Actor Programming Model 
 

The Actor Programming Model [11] is a mathematical theory [6] and computation model, which 
addresses some of the challenges posed by massive concurrency. In this theory, the Actor is 

treated as the universal primitive of concurrent computation. An Actor is a computational unit 

that, in response to a message it receives, can concurrently run code. Motivation for this 

programming model in this work is the simple reasoning about concurrent computation. 
Moreover, both the HTM CLA and the Actor Model are biologically inspired models. 

 

Designing distributed systems with this model can simplify compute balancing between actors 
deployed on different cores and physically distributed nodes. In this paper, a node is defined as a 

physical machine, which hosts multiple actors. 

 
Because this work is related to the C# .NET Core implementation of Spatial Pooler and Temporal 

Memory, the Actor Model implementation must support the .NET Core platform. Following a 

review of several actor programming model frameworks, including Orleans Virtual Actors [12], 

Service Fabric Reliable Actors [13], and Akka.NET [14], it became apparent that none of them is 
suitable for this task. While they are very powerful, such solutions do not offer custom 

partitioning functionality [12] [13], or they rely on some corporate-specific cluster [13]. As a 

result, the approach taken was to design and implement a lightweight version of the actor model 
framework.  The most promising framework was Akka.NET [14], but it has shown insufficient 

results when it comes to networking under high CPU consumption. The Actor Model Framework 

proposed by this paper combines RPC and API style messaging to enable an easy and intuitive 

implementation. Message API style is used to physically decouple nodes in the cluster, which 
enables easier addition of new nodes while the system is running.  

 

Immediately after start of the application, the actor local system is instantiated. This system 
drives the calculation and plays a role of scatter and gather. Then the reference to the remote 

instance of the Actor is created, which typically implements the calculus code. The reference 

behaves as a proxy to the actual implementation, which is running elsewhere in the cluster. 
Finally, the remote calculation is started by using a generalized Ask method. This method routes 
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the request to the Actor running on some node in the cluster, requests the calculation and awaits a 
result. The implementation of all distributed calculations is grouped together in a class called 

HtmActor; calculations are triggered by appropriate messages, i.e. CalculateOverlap, 

AdaptSynapses, etc. More details about calculus? can be found in section 3. The ‘cluster’, which 

hosts the actors, is built in a generalized manner, with no knowledge of HTM CLA, and can be 
used for any other kind of distributed calculation. The logic inside the cluster is used to receive 

messages, find actors with appropriate calculus, execute calculus and send back the result of 

calculation. The same code with the same configuration executes on every physical node in the 
cluster. 

 

2.2 Current State of the Spatial Pooler 
 

The original implementation of the Spatial Pooler (SP) and the Temporal Memory (TM), as 

originally migrated from JAVA, supports in .NET Core the single threaded execution of calculus 
of both algorithms. To be able to support parallel execution of HTM on multicore and multimode 

infrastructures, the SP algorithm was initially redesigned to support multiple cores on a single 

machine. Note that the optimization of the TM algorithm is work in progress and it is beyond the 
scope of this paper. The sensory input is defined as a set of neurons by input topology; Spatial 

Pooler uses an internally flattened version of input vector mapped to sensory neurons. Every 

input is represented as a set of values (0/1), where N is the number of all sensory neurons. This 

number is also known as the number of features. A flattened version of the input vector is 

defined as: 

 

 

 
(2) 

 

Columns are defined as a set of grouped cells, represented as a flat column array, where M is the 

total number of columns: 

 

 

(3) 

Most other neuronal networks typically connect every column to every input neuron. The Spatial 

Pooler connects to a subset of input neurons. This subset is defined by receptive field (RF) of the 

column. RF-array is defined as a subset of all column’s synapses: 

 

|  {0, ..., N-1} (4) 

The original design of SP maintains a single instance of the connection matrix . This matrix 

specifies whether the column Ci is connected to the sensory neuron Ij. Indexes i and j are in the 

flattened versions of columns and sensory neurons respectively. 
 

 
 

 

 

(5) 



Computer Science & Information Technology (CS & IT)                               59 

 

Note, that the Ci column is connected to the sensory neuron Ij if the synapse permanence value is 
higher than the proximal synapse activation threshold. More details about the mathematical 

formalization of HTM CLA can be found in [15]. 

 

3. PROPOSED SPATIAL POOLER FOR PARALLEL EXECUTION WITH ACTOR 

MODEL 

 
To be able to save memory and partition calculus of entire column space, This matrix has been 
was removed from original version of SP and semantically restructured as a graph of columns, in 

order to be able to save memory and partition calculus of the entire column space.  

Figure 1 shows a single column inside of the column graph. 

 

 
 

Figure 1 

Representation of a single column, which can be calculated on any node in the cluster. Every column holds 

its own dendrite segment with a set of synapses connected to sensory input defined by its Receptive Field. 

 

Removal of this matrix enabled easier reasoning about single column calculus, as proposed by 

the Actor model approach. With this, it is possible to partition columns and to share memory 

across multiple nodes without of need to use distributed locks, which must be used to coordinate 
distributed calculation. Right now, three implementations of SP are implemented and considered: 

 

 Spatial Pooler single threaded original version without algorithm specific changes. 

 SP-MT multithreaded version, which supports multiple cores on a single machine and  

 SP-Parallel, which supports multi-core and multimode calculus of spatial pooler.  

 
The Spatial Pooler algorithm consists in general of two stages inside of an application:  

 Initialization  

 Learning  

 

Every named stage runs several specific calculations shown at  
Figure 2. For example, the Initialization stage performs a few initialization tasks internally. The 

Columns and synapse initialization stage creates a graph of columns with all required artefacts. 

The initialization stage is typically running once, and the learning stage is running for every input 

sample (online-learning). SP-MT and SP-Parallel versions of SP hold the parallel implementation 
of all listed algorithms as shown in  

Figure 2 at the right. 
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Figure 2 : Spatial Pooler internal calculations shared across Initialization and Learning stage (left). Every 

stage consists of multiple calculations steps (right). 

 

Apart from Column Inhibition, which is currently shared across all three implementations, all 

other calculations are SP-version specific. In some future versions of SP, Column Inhibition and 
some other smaller algorithmic parts (not listed here) might also be redesigned. Redesign of SP 

targets two major tasks: partitioning of memory and partitioning of CPU usage. Memory 

consumption inside of SP is defined as follows: 
 

 

     (6) 

 
 

 

    (7) 

where: 

 
m – Overall memory consumption of a single SP instance, while a calculation is running. 

ik – Input vector sample:   

m(ik) - Memory occupied by an input sample. 

mc(u)- Memory occupied by a single column. 
ms0 - Memory occupied by column, excluding synapses. This memory is nearly the same across 

all columns. The difference is mainly influenced by holding references to a different number of 

synapses. 
ms(w)- Memory inside of a column occupied by single instance of a synapse. Sum fraction of 

equation  

    (7) corresponds to memory occupied by the proximal dendrite segment of a column with S 

synapses.  
 

The original SP implementation and SP-MT both consume all memory m inside of a single 

process and it is therefore limited by physical memory of the hosting machine (node). For this 
reason, the first HTM Initialization step (see  

Figure 2) shares the same technique to allocate required memory in both named algorithms. SP-

MT algorithm runs all calculations of every column on a single core by using C# technique called 
task/await. 
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4. THE PARTITION CONCEPT 

   
The SP-Parallel algorithm performs partitioning of the column graph and distributes columns 

across multiple nodes. A partition is defined as a unit of computation with occupied memory. 

 

 

 
(8) 

Creating of partitions can be expressed by the following pseudo code:  

 
createPartitions(numElements, numOfPartitions, nodes) 
 
   destNodeIndx = 0 
 
   numPerPart =  
   round(1+numElements /     
   numOfPartitions); 
 
   FOR partIndx = 0 to numOfPartitions     
   OR min>=numElements 
 
min = numPerPart * partIndx; 
 
   maxPartEl = numPerPart *   
  (partIndx + 1) - 1; 
 
IF maxPartEl < numElements 
     max = maxPartEl  
    ELSE 
     max = numElements - 1; 
 
   destNodeIndx =  
   destNodeIndx % nodes.Count; 
 
   destinationNode =     
   nodes[(destNodeIndx++ %    
   nodes.Count)]; 
  placement =  
  (destinationNode,    
   partIndx, min, max) 
 
  map.Add(placement) 
ENDFOR 
 
return map; 
 
This code ensures that all columns (numOfElements) are uniformly shared across specified 

numOfPartitions and second, that all partitions are shared uniformly across all specified nodes. 
For example, if numElements = 90000 (columns), nodes = 3 and number of partitions = 35 then 

34 partitions will contain 2572 elements and the last partition will be filled up with the remaining 

2552 elements. 
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To understand how SP is changed to fulfil parallelization requirements, the following SP pseudo 

code must be refactored: 

 

compute(input, learn) 

   overlap = calculateOverlap(input) 

   if(learn) 

      boostedOverlap = boostFactors*overlap 

  else 

       boostedOverlap = overlap 

 

  activeCols = inhibitColumns(boostedOverlaps) 

 

  adaptSynapses(input, activeCols) 

 

  activateInactiveCols() 

 
To solve this, several parallelization approaches [16] have been analysed. As a result, a dedicated 
and simple HTM column placement (distribution) algorithm has been designed based on the 

described partitioning mechanism. 

 

Ideally, like neural parallelism [16] in the context of node parallelization, calculus for every 
column could be executed on a single core. For various practical reasons, placing of single 

column calculation on a core is understood as a special case. The partitioning algorithm rather 

places a set of columns in a partition, which is calculated on a single core across all nodes. In a 
generalized and simplified form, the overall calculation time can be defined as follows: 

 

 +  

(9) 

Equation (9) states that the theoretical amount of time required to calculate any step (see  

Figure 2) is defined as the sum of scatter time  needed to remotely dispatch calculation, the 

sum of all column-specific calculations  divided by the number of cores  and gather time  

needed to collect results. Note that the calculation time for every column  is statistically 
different, depending on the number of connected synapses on the dendritic segment. 

 

This equation holds as long overall memory consumption on the node does not exceed the 
maximally allowed threshold mθ. If this limit is exceeded, the operation system will generate 

hard-page faults, which would cause memory reallocation to disk. Because this operational state 

would dramatically slow down performance, algorithms should take care of proper configuration 

to avoid this state. 
 

Calculation time in such a distributed system is more complex as shown in the previous equation 

(9). 
 

 

(10) 

trcv: Time for receiving of the message, which triggers calculation 
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tsched: Time required by system to schedule calculation. This is usually not a trivial task to 
coordinate lifecycle of partitioned calculations of columns in distributed system. All messages 

must be ordered and when possible, distributed locks shell be avoided. To solve this problem, 

already named a dedicated Actor Programming Framework was implemented on top of 

Microsoft Azure Service Bus [17], which provides messaging platform with many features 
required for this task. In this case message-session is used to ensure that all messages are ordered 

and dispatched to a single location, where calculation is performed. With this, no distributed 

locks are possible, and every partition calculation is running on a single thread. Because of this, 
tsched is taken out of algorithm and it remains a part of messaging system. 

 

In this concept, one partition is defined as an Actor, sometimes called partition Actor. It  
hysically owns 1-N columns (as shown in  

Figure 1) and it performs calculus over space as defined by equation (4) owned columns only 

(see Figure 3). This space is much smaller than space defined by equation (5). 
 

| <=IN (11) 

The Actor Model guarantees that there is only one calculation running on a single column 

partition across all cores in the cluster. Every partition Actor also holds the potential pool array 
as defined by the equation (4) and is capable of calculating the algorithm listed in  

Figure 2. 

 
The distributed HTM algorithm SP-Parallel performs partitioning of Actors inside of the 

orchestrator node, which plays the role of a scatter operation. Running of calculations in actors 

on remote nodes is started and awaited on multiple threads inside of the orchestrator. Finally, the 
Actor model executes actors on nodes in the cluster and results are collected by the orchestrator 

node, which now plays the role of a gather operation. 

 

 
 

Figure 3 : Partitioned column space. Every partition is implemented as an Actor, which owns subsets of 

columns from the entire column graph. By providing the number of columns and nodes, the number of 
partitions can be automatically calculated or explicitly set. 

 
To recap, in this partitioning concept the number of partitions and the number of nodes are 
known. That means, the SP-Parallel orchestrator code, which initiates placement of partitions 

must know nodes and can explicitly place a partition to the dedicated node. With this, the Actor 

model framework can ensure that full calculation is executed as a sticky session on an initiated 
node. This improves performance and does not require a durable persistence of the calculation 

state, because the state is kept in the cache. 
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There is also another approach, which was tested, but it was excluded from this paper. In this 

(second) approach the orchestrator node does not have any knowledge about the number of 

nodes. This enables a simpler architecture of the system, but it requires to durably store the 

calculation state because, after every calculation step, the next step can be initiated on another 
node. For this reason, nodes must be able to save and load the state to and from durable storage, 

which adds significant performance costs. The second approach would perform better for shorter 

calculations with less memory 
 

5. EVALUATION 
 

In this work several experiments have been created, which evaluate the performance of the 

modified Spatial Pooler algorithm. For all tests MNIST images of 28x28 pixels have been used. 
First, a single-threaded algorithm was compared against SP-MT (multicore single node SP) on 

different topologies (results shown for 32x32 columns).  

 
Then the compute time of SP-Parallel was tested for a column topology 200x200 on one, two and 

three physical nodes. Finally, the performance of several column topologies was tested in a 

cluster of three physical nodes. 
 

All tests have been executed on nodes with following “commodity” configuration on virtual 

machines in Microsoft Azure cloud:OS: Microsoft Windows Server 2016; 

 
Processor: Intel(R) Xeon(R) CPU E5-2673 v4 @ 2.30GHz, 2295 MHz, 2 Core(s), 4 Logical 

Processor(s); Physical Memory (RAM):16.0 GB. 

 
The first experiment was designed to demonstrate performance improvements of the SP-MT 

versus single-threaded algorithm. Remember, both algorithms were running on a single node. As 

input, MNIST test images with 28x28 pixels were used, and a cortical topology of 32x32 
columns. Figure 4 shows the resulting sparse representation of the MNIST image. 
 

 

 
 

Figure 4: Sparse representations of an MNIST digit with different sparsity in column topologies 32x32 
(top-left), 64x64 (top-right) and 128x128 (bottom). As an example, SDR on the top-right with column 

topology of 64x64 (4096 columns) occupies 2% (81) columns only. 
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Results shown in Figure 5 indicate that SP-MT is approximately twice faster than SP single-

threaded on the indicated VM configuration. 

   

 
 

Figure 5 : Performance results, SpatialPooler single-core (SP) versus Spatial Pooler multicore (SP-MT) on 

a single machine. Tested on Surface Book2 with Microsoft Windows 10 Enterprise, Processor Intel(R) 

Core(TM) i7-8650U CPU @ 1.90GHz, 2112 MHz, 4 Core(s), 8 Logical Processor(s). MNIST 28x28 test 

image used 32x32 columns. 

 
In the same experiment, the memory consumption (see  

Figure 6) and processing time in milliseconds in dependence of column topology were measured 

(see Figure 7). 

 

 
 

Figure 6 : RAM memory in MB, occupied during execution of the SpatialPooler-MT  

algorithm on a single node. 

 
By using the same experiment with SP-Parallel instead of SP-MT, topologies with a higher 

number of columns and multiple nodes were tested. In this experiment learning of the MNIST 

image was measured on 1, 2 and 3 nodes. As shown in Figure 8 SP-Parallel on a single node 
needs nearly the same time as SP-MT. This is a good result because it approves that the Actor 

model framework does not spend significant time on the internal messaging mechanism. 
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Figure 7 : Spatial Pooler-MT compute time in milliseconds in dependence of column topology. 

 
By adding more nodes to the cluster, performance increases as expected. The optimal number of 

partitions still must be investigated. As for now, to ensure that calculations on multiple partitions 

can run in parallel, it should be 2 or 3 times higher than the number of cores on all nodes.  

 

 
 

Figure 8 : Learning time in [ms] of a MNIST image 28x28 with 200x200 Columns. Performance on a 

single node corresponds nearly to performance of SP-MT algorithm. 

 
Figure 9 shows memory and CPU consumption on a single node, while calculation is running on 

multiple nodes. Independent of column topology, both memory and CPU consumption are shared 

across nodes in the cluster. As shown by the figure, during initialization time (step 1) memory is 
increasing, while allocating space for the columns and then it gets stable across the remaining 

repeating steps 2, 3 and 4 during the iterative learning process.  

 

 
 

Figure 9 : Process memory on a node while the computation of SP-Parallel is running. At the beginning 1 

initialization stage is running, which allocates the required memory. Subsequently, stages 2,3 and 4 are 
related to overlap, synapse adaption and activation of inactive columns. 
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Finally, the system was tested to run up to 250000 cortical columns. This configuration allocates 
196000000 synapses to sensory input (28x28 sensory neurons) on a proximal dendrite, by used 

global inhibition of the Spatial Pooler in this experiment. 

  

In this experiment, every column connects to all sensory neurons, which corresponds to a 
potential connectivity radius of 100%. Topologies 200x200, 300x300 and 500x500 (250000 

columns) columns were compared. 

 
Additionally, the initialization time (see  

Figure 11) of the Spatial Pooler should not be underestimated. Allocating cortical columns and 

corresponding synapses takes significantly more time than compute time. Note that compute 
times for topology 200x200 with 20 and 15 partitions do not indicate significant differences. This 

is because the number of partitions is higher than the number of cores (3 nodes with 4 logical 

processors) in both cases. 

 

 
 

Figure 10 : Compute time of SP-Parallel on three nodes in dependence of column topology. 

 

Having a lower number of partitions than the number of cores would not use available 

CPU power and having a too high number of partitions would generate too many context 

switches and slows down the performance. 

 

 
 

Figure 11 : Initialization time in milliseconds of SP-Parallel in a cluster of 3 nodes in dependence of 

column topology. Used topologies are 200x200 with 20 partitions, 200x200 with 15 partitions etc. 
 

All presented results were tested with the Actor model implementation, which sticks calculation 
to specific nodes without state persistence. Persistence of calculations would slow down 

calculation time. Some additional experiments show (not presented in this paper) that a single 

column takes approx. 700kb space persisted as JSON. Persisting of partitions described in this 
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paper with thousands of columns would take gigabytes of space and would require a 
sophisticated algorithm to save and load such state in a very short time. This is one of the future 

tasks in this context. 

 

6. CONCLUSIONS 
 

Results in this paper show that HTML CLA can efficiently be scaled with an Actor programming 
model by using higher-level programming languages. Proposed algorithms SP-MT and SP-

Parallel can successfully run on multicore and multi-node architectures on commodity hardware, 

respectively. SP-MT executes on a single node multicore architecture without the Actor 
Programming Model, which is rather used by SP-Parallel. The modified version of the Spatial 

Pooler can observe calculations for a high number of cortical columns in the simple Actor model 

cluster on commodity hardware. The building of algorithms natively in hardware by using lower-
level programming languages might show better performance. However, using widely industrial 

accepted and extremely productive higher-level programming languages enable easier use of 

compute power of modern cloud environments and enables this technology for use in a wide 

community of developers. The current version of SP-Parallel and SP-MT rely on the same code 
base, which will be step by step optimized, for example, in the way how internal sparse 

representations are implemented, especially when it comes to memory consumption. The goal of 

this work was to redesign Spatial Pooler for the Actor Programming Model by enabling it for 
easy horizontal scaling of the multiple nodes. The current implementation supports Windows, 

Linux and macOS on almost any kind of hardware.  

 
With this approach, cortical regions can be widely distributed across many machines with 

acceptable costs and performance. Scaling of the Spatial Pooler algorithm is the first step in this 

research. Spatial Pooler produces sparse representations of inputs in the form of active columns. 

By following findings in neurosciences, generated sparse representation can be used as an input 
for the Temporal Memory algorithm. A next step in this research is the design of a highly 

scalable parallel version of the Temporal Memory algorithm and the design of a cortical network 

with the used Actor Programming Model approach. Such cortical networks will be capable to 
build highly interconnected cortical regions distributed in cluster. The high degree of connections 

should enable powerful sequence learning and more cognitive capabilities. 
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ABSTRACT 
 
Since the success of SpaceX’s reusable launch system program, there has been a massive 

resurgence in interest in space, hundreds of companies and startups are racing to develop 

cheaper ways of venturing into the vacuum of space. As a result, the sustainability of the space 

environment will be put under great danger and pressure, threatening all other future space 

activities. In the study, we attempt to quantify the chain effect of various forms of space 

activities and orbital debris using Unity3D, followed by proposing the plan to use NASA’s 

simulation software Orbital Debris Engineering Model (ORDEM) 3.0 and Debris Assessment 

Software (DAS) 3.0.  
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1. INTRODUCTION 
 
The space environment is experiencing the rapidly growing threat of orbital debris, defined by 

NASA as any object in orbit that does not serve any useful purpose. Examples include 

nonfunctional spacecraft, spent rocket upper stages, discarded hardware, and fragments from 

uncontrolled chemical explosions. Debris comes in a wide range of sizes, from less than 1 mm to 
larger than 40 cm in diameter; orbit, from circular LEO (low Earth orbit) to highly eccentric orbit 

that reaches beyond GEO (geostationary orbit); and velocity, from less than 3 km/s to 20 km/s. 

At such high velocity, impact with even minuscule debris can cause devastating damage to any 
spacecraft, an object with a diameter of 1 cm traveling at a relative speed of 10 km/s contains 

more kinetic energy than a .50 BMG bullet. As of January 2019, 94% of all catalogued man-

made objects in space are debris, over 34,000 are larger than 10 cm, 900,000 are between 1 cm to 
10 cm, 128 million from 1 mm to 1 cm, and likely many trillions that are smaller than 1 mm 

(ESA, 2019). 

 

The danger of orbital debris comes from several factors, unpredictability, detection difficulty, 
large population, and exponential growth. First, debris is affected by minor forces such as 

atmospheric drag and gravitational perturbations that will slowly alter their orbit, the resulting 

orbit is difficult to calculate into the far future, making avoidance maneuvers tighter on time than 
maneuver with an object whose orbit is known ahead of time. Secondly, due to the tiny sizes of 

debris, most of them (under 1 cm) cannot be tracked by either ground telescopes nor satellite 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N06.html
https://doi.org/10.5121/csit.2020.100607
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detectors, effectively rendering them invisible and impossible to avoid (Watson, 2015). Thirdly, 
the multitudinous distribution of debris surrounding Earth means that the collision rate is much 

greater since there are debris in wildly chaotic orbits, coupled with the fact that they are hard to 

detect and prone to unforeseeable changes, most spacecraft are sitting ducks. Finally, the 

problem is exacerbated by exponential growth, specifically, this phenomenon is known as the 
Kessler Syndrome, which describes the cascading growth of debris due to random collisions 

between the debris themselves. Models have shown that a relatively small amount of debris with 

very little inclination difference can spread out over time to become a massive band of debris 
encapsulating the entirety of Earth’s celestial sphere (Rex, Eichler, Soppa, Zuschlag & Bade, 

1989, p.107-120). Unfortunately, we may have already crossed the point of no return, the amount 

of debris in orbit has already passed the critical density for uncontrollable growth, meaning that 
even if we stop putting anything into space, the problem will continue to get worse. The Kessler 

Syndrome will be a key interest point throughout this paper. 

 

Satellite operation within this dense sphere of debris is incredibly risky, yet in a modern world 
where society is so dependent on space technology, most are completely oblivious to the fact that 

the space environment has never been more at risk. The overcrowding of the space environment 

would greatly hinder human activity and the development of science in space. In this paper, we 
attempt to quantify these impacts using the Unity3d engine. 

 

We used Unity to replicate a space debris simulation by using game objects to represent debris. 
The simulation contained a horizontal, vertical and diagonal band of space debris that copied the 

physics of outer space. Space debris spawns at a random location within their band space and its 

speed acts accordingly. The closer the debris is to Earth the faster it orbits and the further away it 

is the slower it orbits. We can see the effects of space debris incrementing by instantiating new 
debris every time the user left-clicks on their mouse. Each debris contains a box collider that 

helps us detect the number of close collisions. This number of close collisions can help us 

determine space activity.  
  

2. RELATED WORK 
 

2.1 Current situation 
 

To understand the full scope of things, it is necessary for this literature review to first introduce 

the current scale of the problem. In the research compendium Limiting Future Collision Risk to 

Spacecraft (2013), a number of space organizations examine the complex situation of the future 
of space debris and its effect on space activities. By studying current data, future technological 

trends, launch schedules, modeling, and simulations, the current collision rate for a single 

satellite is around 1 in 1000 per its 15-year life cycle. This means that approximately two 
operational satellites and three defunct satellites are destroyed every year. However, these 

supposed collisions have not yet occurred thanks to better tracking technology and avoidance 

maneuvers. 
 

2.2 Military activities 
 
The earliest predominant purposes were military and national security and it remains so. 

However, no spacecraft is safe from debris, military ones are no exception, the crowding of the 

space environment presents both legal and military problems. The United States is more 
dependent on space than another nation, the threat of orbital debris to military satellites are 

threats of equivalent seriousness to the national security of the nation. At the same time, 

countless organizations and groups depend on military space assets to function, many of them 
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integral and irreplaceable to society. There would be incredibly costly for military satellites to be 
damaged or destroyed (one may cost up to a few billion dollars), but more importantly, the 

shockwaves of their destruction would be felt by more than just the government, it could be 

everyone. Due to the nature of communication satellites’ transmissions with each other, the loss 

of a single communication satellite may induce effects similar to that of a full-scale network 
shutdown. Lieutenant Colonel Joseph S. Imburgia of the USAF asserts that even a short timeout, 

the loss of communication capabilities could still represent a near-total inability for the nation to 

defend itself from any form of complications (Imburgia, 2011). In a hypothetical situation where 
a military satellite is destroyed by space debris but incidentally interpreted as an attack could 

significantly degrade international relationships and possibly lead to war (Grego, 2011). 

However, the United States and its allies are deeply in favor and interest to preserve the 
sustainability of the space environment that their safety is so dependent upon. Military efforts 

could be made to reduce collision probability or even actively remove debris from orbit, which 

will surely have influence on other space activities. 

 

2.3 Commercial activities and the space economy 
 
While the military may be the dominant purpose of space activity, space is quickly becoming a 

commercialized place with unlimited resources and possibilities. An assessment by Jeff Greason 

and James C. Bennett of the Reason Foundation estimates future commercial activities could 

become one of the largest industries generating tens of trillions of dollars, a monumental leap 
from this year’s $350 billion (Greason & Bennett, 2019). Examples of commercial activities 

include satellite communication, space tourism, interplanetary transportation, asteroid mining, 

etc, all containing immense economic potential. However, space debris has the possibility to 
shatter all these economic possibilities by making venturing into space overly dangerous for any 

meaningful commercialization impossible (Weinzierl, 2018). The problem is massively 

exacerbated by the recent invention of reusable rocket technology, which has lowered launch 
costs across the board by a dramatic amount (Adrian and Hyman, 2018). This sudden 

breakthrough has caused major disruption in the aerospace industry, veteran and startup 

companies alike are rushing to lower the price of venturing into space further, lowering the price 

tags even more. 
 

This technological success has resulted in a massive resurgence of interest in space, plans that 

were previously impossible are now within reasonable reaches. Due to both demands can 
capability, reusable rockets are now planned to be used to build satellite mega-constellations for 

the purpose of worldwide ultra-fast internet connection, such as the 600 from OneWeb and the 

12,000 from SpaceX. If their plans do indeed come to reality, it would be one of the biggest 

technological achievements; while at the same time, the greatest catastrophe to the space 
environment. As the sheer size of the fleets would increase the already-congested orbit by more 

than six times, inevitably causing collision rates to skyrocket. (Virgili et al, 2018) (Le May, 

Gehly, Carter, and Flegel, 2018). Along the way, both the space economy and environment will 
certainly be affected, the extent of effect are also sufficiently understood, however, this paper 

will focus partly on the cross-effect between the two instead. 

 

2.4 Scientific activities 
 

Due to its unique environment, space is an important place for science, many satellites have been 
launched into space for various purposes. Today, humans use many items that were invented 

thanks to orbital sciences without knowing it, and clearly, we have a dependence on it. However, 

research shows that orbital debris is posing an increasingly large threat to all orbital scientific 
operations. As the largest spacecraft ever constructed, the International Space Station had 

performed a total of 25 debris avoidance maneuvers since 1999, while sustaining countless 
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micro-impacts. In the future with an unmanaged debris environment, the orbital laboratory may 
no longer be able to avoid debris due to the extremely population and render uninhabitable, 

effectively abandoning one of the most prolific science labs we have (Johnson & Klinkrad, 

2009). A slow-down in scientific advancement would directly hinder the progression of space-

related technology. Other scientific spacecraft are also affected. Space telescopes, crucial for the 
purpose of astronomy as their location allows them to avoid atmospheric turbulence, light 

pollution, and various other factors that affect observation quality (Hotz, 2017). Earth 

observation satellites, which are heavily relied upon by environmental scientists and 
meteorologists to gather information on the surface of Earth, with considerable usage in a wide 

variety of sciences (Durrieu & Nelson, 2013). The limitations to experiment and test things in 

space will certainly induce a stagnation in the development of space-related technology, 
negatively affecting the advancement of astronautics. 

 

3. SOLUTION AND METHODOLOGY 
 

3.1 Overview of the Solution 
 

In order to simulate and visualize the orbital debris effects, we have built a 3D simulation 

environment using the game engine Unity3D. We simplify the object 3D models by ignoring the 
modeling details, but the core parameters about the moving states of the debris, which allows to 

customize the simulation requirements. 

 

3.2 Components 
 

Unity is a game development engine that can be used to create simulations and games in two or 
three dimensions. In our case we used Unity to replicate a Space Debris Simulation. In our 

model, each color block represents an object in space. The red block represents a space debris 

that orbits vertically around the white cube which represents the Earth. The blue block represents 
a space debris that orbits on the horizontal axis and the pink block represents a space debris that 

orbits diagonally around the white block. In order to see more space debris, spawn the user must 

left click on their mouse. Depending on where these new space debris spawn their speed will act 
accordingly. The user can add as many space debris as they would like to see the effects of 

increasing debris. Every time the user left-clicks a new space debris is instantiated on every 

band. 

 

 
 

Figure 1. The initial state of the 3D simulation. 
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Figure 2. The moving state of the 3D simulation. 
 

 
 

Figure 3. The increased scale of moving state of the 3D simulation. 
 

Here are some screenshots of the code that makes this space debris simulation work. If you read 
the comments on the code it helps explain what each line of code does. Here, we made sure that 

our space debris orbits around the centered block which represents the Earth and is labeled 

“cube1.” We then initialize its default speed and in the “Start” function we set a random location 

for our debris to spawn within its specified band range. Next, we set the speed of the debris 
according to its y position. Every time a new space debris is instantiated, we then randomize its 

orbit. If the random number that is picked is less than or equal to five than the debris will orbit 

counterclockwise otherwise it will orbit clockwise. 
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Figure 4. An excerpt of the Orbit controller code. 

 

 
 

Figure 5. An excerpt of the Orbit rotation code. 
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4. FUTURE WORK 
 
The approach we used were based purely on 3D modeling and simulation from the models we 

have created from scratch. To get a better result, we have recently gained access to a model and 

simulation for the debris population growth provided by NASA’s Orbital Debris Engineering 

Model 3.1 (ORDEM 3.1) and Debris Assessment Software 3 (DAS 3.0) model. For the future 
work, four runs will be conducted on both software, each with its specific setting to simulate the 

following: 

 

 No spacecraft, no launches, debris only 

 Business as usual (spacecrafts and launches) 

 Launches with mild effort to mitigate damage and reduce debris 

 Launches with significant effort to mitigate damage and reduce debris 

 
Of each individual run, the following data will be gathered: 

 

 Number of collisions 

 The probability of collisions 

 The number of close encounters 

 Final debris count 

 
Data will be assessed to estimate the collision probability for debris of other sizes, then the 

entirety of collision probability will be combined to calculate the total probability of collision 

over time. The total probability will then be used to qualitatively and quantitatively estimate the 
effect of orbital debris on spacecrafts and other debris alike. 

 

5. CONCLUSIONS 
 
The current situation regarding orbital debris is no doubt concerning, but nonetheless within our 

technological capability to mitigate. However, with the fast-approaching future of 5G network 

and global internet coverage, the usage of space will become precious and crowded. As 

demonstrated by our research and others prior, the overcrowding of the space environment will 
be disastrous to society in almost every way possible, and incredibly difficult so manage once the 

population reaches a critical number. The dynamic space environment and unpredictability of 

human actions make this issue all the more difficult. But the problem is not too late to manage, 
with extensive monitoring of rocket bodies and effective post-mission disposal by satellite 

companies will ensure a sustainable orbital environment for the future society. 
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ABSTRACT 
 

Requirements engineering (RE), as a part of the project development life cycle, has increasingly 

been recognized as the key to ensuring on-time, on-budget, and goal-based delivery of software 
projects;compromising this vital phase is nothing but project failures. RE of big data projects is 

even more crucial because of the main characteristics of big data, including high volume, velocity, 

and variety. As the traditional RE methods and tools are user-centric rather than data-centric, 

employing these methodologies is insufficient to fulfill the RE processes for big data projects. 

Because of the importance of RE and limitations of traditional RE methodologies in the context 

of big data software projects, in this paper, a big data requirements engineering framework, 

named REBD, has been proposed. This conceptual framework describes the systematic plan to 

carry out big data projects starting from requirements engineering to the development, assuring 

successful execution, and increased productivity of the big data projects. 
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1. INTRODUCTION 
 
Requirements engineering (RE) is the first and most critical phase of the Software Development 

Life Cycle (SDLC). RE is the branch of engineering concerned with the real-world goals for, 

functions of, constraints on systems, and the relationship of these factors to precise specifications 
of system behavior [1-4]. Software requirements engineer (SRE) is responsible for translating 

stakeholders’ needs, desires, and wishes of a software system into precise and formal software 

requirements specification. SREs need to communicate effectively and frequently with 
stakeholders to elicit, analyze, model, and manage their requirements. Doing this at the early stage 

of the software development helps ensure requirements are meeting stakeholders’ needs while 

addressing compliance and staying on schedule and within budget [3]. 

 
In contrast, it has been indicated in many researches that performing improper and careless RE is 

one of the main sources of the time-consuming rework, inadequate deliveries, budget overruns, 

and consequently failures of the projects [3, 5-7]. The HMS Titanic (1912), the Mars Climate 
Orbiter (1999), the Apollo 13 (1970), Space Shuttle Challenger (1986), and Space Shuttle 

Columbia (2002) projects are some examples of high-profile projects broke down due to poor 

requirements engineering [7]. Also, according to PMI’s Pulse of the profession (2018), 35% of 
companies proclaimed that the primary reason for their project failures is inaccurate requirements 

gathering [8]. As a consequence, performing a proper RE at the early stages of project development 

is critical in the success of projects, especially for big data projects. 

http://airccse.org/cscp.html
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In a newly released study, International Data Corporation (IDC) forecasts that the big data 
technology and analytics software market, which in 2018 reached $60.7 billion worldwide, is 

expected to grow at a five-year compound annual growth rate (CAGR) of 12.5% [9]. Big data is a 

technology that deals with data sets that are too large or complex to handle with traditional data 

processing techniques for capturing, storing, analyzing, searching, sharing, transferring, 
visualizing, querying, and updating of data. The main characteristics of big data technologies are 

5V’s: volume, velocity, variety, volatility, and variability [4, 10-12]. Volume refers to the massive 

amount of data; Velocity refers to the high growth rate of incoming data that needs to be processed 
and analyzed; Variety refers to many different forms of data; Volatility refers to the duration which 

data is valid and should be stored in the repository; Variability refers to data whose context changes 

invariably. For big data projects, it is essential to define the targets of the project at earlier stages. 
Time and cost reduction, finding insights from statistics, and optimizing selection making are the 

most common goals that make an organization to appreciate big data projects [4, 11]. RE phase in 

big data projects’ development helps in achieving these goals and finding the business values 

associated with projects; These values help stakeholders to understand the importance of the 
project and its value in the market [13]. 

 

However, employing traditional RE activities, including gathering, analyzing, modeling, 
validating, and documenting requirements, is not quite efficient for big data projects. The main 

reason is that traditional RE methods are user-centric and deals with requirements apparent to 

users, while big data RE methodologies should be data-centric as well. It means there are lots of 
potential information, hidden patterns, and knowledge that can be extracted and discovered from 

a large amount of historical and actual data existing in big data projects. Moreover, RE activities 

in big data should isolate the requirements for infrastructures, analytical tools and techniques, and 

end-user applications using big data [14]. This isolation is needed because gathering requirements 
and defining all 5V’s characteristics for end-user applications is challenging [12, 15], and SREs 

are unfamiliar about performing this task. 

 
In this paper, we have proposed a big data requirements engineering framework, named REBD 

because of the importance of RE in the software project’s success and the limitation of traditional 

RE activities for big data projects. This framework explains the detailed steps for carrying out RE 

activities on different software projects development for improving their success rate. This 
framework first identifies the project type and then performs corresponding RE processes on it.The 

proposed framework also helps to eradicate many challenges regarding knowledge discovery and 

balancing both data infrastructure and software development (SD) in big data projects. 
 

The rest of the paper is organized as follows. After reviewing related works in section 2, section 3 

describes traditional requirements engineering activities. Section 4 briefs big data requirements 
engineering; Section 5 explains the proposed REBD framework, and section 5 wraps up the 

research. 

 

2. RELATED WORK 
 
Requirements engineering in the context of big data applications is a hot research topic that 

attracted the attention of researchers in recent years. An analysis of the state of the art of big data 

RE research studies shows that little research has been conducted in this area by 2018 [11]. The 
investigation areas of this research included the phases of the RE process, type of requirements, 

application domains, RE research challenges, and solution proposals intended by RE research in 

the context of big data applications. In the following, some of the related work for big data RE will 

be presented. 
 

http://cts.businesswire.com/ct/CT?id=smartlink&url=http%3A%2F%2Fwww.idc.com&esheet=50770877&newsitemid=20131218005150&lan=en-US&anchor=IDC&index=1&md5=2d19fefcd48050d66d5b3a1cca6ca34e
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To understand the context of the problem for the big data software applications, an empirically 
derived RE artifact model has been proposed in [15], which is equivalent to domain models. The 

proposed model can capture the fundamental RE components and the relationships concerning the 

development of big data software applications. “How can the requirements of a project be 

identified and analyzed to determine the suitability of a combined big data technology 
application?”. To answer this question, a new process model has been proposed, detailed, and 

evaluated in [1]. This model considers the compound requirements, Knowledge Discovery in 

Databases (KDD), and a big data classification framework to identify the most relevant 
requirements of big data projects. Identified requirements for building big data applications must 

address big data characteristics (5V’s) in terms of quality requirements. Quality requirements, also 

known as quality attributes, are those functional or nonfunctional requirements that used to 
measure the system’s performance, such as reliability and availability. A new approach is proposed 

in [10] to ensure that the big data characteristics have adequately addressed in the specification of 

quality requirements. 

 
Even though there are many requirements elicitation techniques in traditional RE, the researchers 

believe that more efficient tools and techniques should be employed to identify all requirements, 

business values, and knowledge from big data. Machine learning, deep learning, natural language 
processing, and data mining are some data analysis technologies that can use to discover 

requirements and valuable knowledge from big data [16-18]. Also, actionable use case (AUC) 

diagram is one of the efficient tools introduced in [13] that allows identified business values 
unleashed from data to be depicted in the data scientist’s model, together with their roles in the 

software and their interactions with other software components. The AUC diagrams enhance the 

users’ experience, optimize the systems’ utility, and consequently maximize profit.  Process 

mining, described in [19], is another efficient method that helps SRE to elicit, prioritize, and 
validate requirements from big data using execution logs, process discovery, and conformance 

techniques. The capability of process mining to discover valuable insights from event logs and 

processes of the system helps SRE to eradicate many challenges of traditional RE.  
 

3. TRADITIONAL REQUIREMENTS ENGINEERING 
 

As mentioned earlier, RE is one of the essential phases of the project’s life cycle, and the failure 

of the RE leads to the failure of the project. So, software requirement engineers (SRE) are 
responsible for conducting the RE activities in a very well-mannered way, which can resolve many 

conflicts between stakeholders as well as among requirements. The main activities of traditional 

RE are listed below [2-3,13]: 
 

A. Requirements Elicitation: Requirement elicitation as a critical activity in the requirement 

development process is the practice of uncovering and gathering the stakeholders’ needs and 

desires from the system in terms of functional and nonfunctional requirements. To have a 
productive elicitation and dig all of the stakeholders’ requirements, SRE should be able to 

communicate effectively with all stakeholders. Multiple techniques such as brainstorming, card 

sorting, laddering, interviews, prototyping, domain analysis, Joint Application Development 
(JAD), and Quality Function Deployment (QFD) can be employed to conduct requirements 

elicitation. 

 
B. Requirements Analysis: Requirement analysis is the practice of defining the system 

boundaries and analyzing elicited and documented requirements to make sure that they are clear, 

concise, understandable, unambiguous, consistent, and complete. Also, requirements agreement, 

which is a process of resolving the conflicts in the requirements derived from different sources, is 
part of this activity. Use cases and user stories are often useful tools for this purpose.  
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C. Requirements Modeling: The requirement modeling intends to mold raw requirements into 
technical representations of the system. This activity guides SRE to archive all requirements during 

the specification process. Proper requirements representation eases the communication of 

requirements and conversion of those requirements into system architecture and design. To 

represent the analyzed functional and nonfunctional requirements in any systems, various 
modeling techniques can be employed, such as use cases, user stories, natural languages, formal 

languages, and a variety of formal, semiformal, and informal diagrams [3]. 

 
D. Requirements Validation: Requirements validation is the practice of checking and 

revisingrequirements to ensure that the specified requirements meet customer needs. Requirements 

validation also involves checking that (a) the system does not provide the functions that the 
customer does not need, (b) there are no requirements conflicts, and (c) time and budget constraints 

will meet. Systematic manual analysis of the requirements, test-case generation, comparative 

product evaluation tools, or some of the requirements elicitation techniques can be used for 

requirements validation [3]. 
 

E. Requirements Specification: It is the process of documenting the stakeholders’ needs in terms 

of precise and formal software requirements specification. A software requirement specification 
(SRS) is a document that uses as a foundation of software development and acts as a contract 

between the software stakeholders and the developers. As a consequence, preparing an accurate 

SRS report at the end of the RE phase is critical in the success of projects. SRS contains the 
mission, scope, goals of the project, software and hardware requirements of the project, as well as 

functional and nonfunctional system requirements in terms of formal, semiformal, and formal 

models created in the previous processes. 

 

4. BIG DATA REQUIRMENTS ENGINEERING 
 

As mentioned earlier, the traditional RE methods are user-centric; focus on requirements apparent 

to users. However, big data RE methodologies should be data-centric as well because there are lots 
of potential information and hidden patterns that can be extracted from data by data scientists. As 

a consequence, big data RE model proposed in [13] consists of three different types of processes: 

processes drove by software requirements engineer (SRE), processes drove by data scientists (DS), 

and processes drove jointly by software requirements engineers and data scientists (SRE/DS). 
Table 1 demonstrates the RE activities for the big data products, including the RE activities, the 

responsible person for executing each activity, and their artifacts. Moreover, the column “Included 

in” indicates whether each activity is carried out in the traditional RE model (TRE) and/or big data 
RE model (BDRE).  

 

From the table, it is clear that compared to the traditional RE, big data RE contains a few extra 

steps, including: 
 

 Data Acquisition: This activity can be explained as collecting, gauzing, and fine-tuning the 

data before storing it in the data repository [13, 20]. The traditional collecting methods cannot 

make data acquisition because of the characteristics of big data and the high cost associated 
with it. Hence, data scientists use different data acquisition methods to discard useless data 

and keep important ones [21].  

 

 Data Analysis and Value Discovery: In this activity, the acquired big data is analyzed by 
data scientists to reveal information and discover business values. Since data analysis is a time 

taking task and failing in better analysis will lead to consider a wrong decision, different data 

analysis technologies such as machine learning, deep learning, natural language processing, 
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data mining, text analytics and predictive analytics help in fixing this issue [13, 16-18]. 
Moreover, techniques like process mining [19] and tools like smart grids [22] can be 

employed to accelerate the process of knowledge discovery from big data. 

 

 Use Case Consolidation: Consolidation is merging the work and building models by 

software requirements engineers and data scientists. This consolidation is represented as an 
actionable use case diagram. The AUC diagram for big data software proposed in [13] is a 

merging of the data scientist model and the traditional use case. Once the values are defined 

and presented, the consolidated model is ready to be presented and discussed with the 
customers. 

 

In addition to the requirements matrices, the big data SRS report contains business values extracted 
from data and AUC diagrams. Moreover, to ensure that big data characteristics are appropriately 

addressed, SRS should contain the quality attribute matrices. The quality attribute matrix is 

designed by intersecting a big data characteristic with a quality attribute and then identifying the 

system’s quality requirements that apply to that intersection during big data RE process, as 
explained in [10]. 

 

5. CONCEPTUAL REBD FRAMEWORK 
 
In this section, we describe our proposed big data requirements engineering framework, REBD, as 

depicted in Figure 1. This framework explains the planned approach for carrying out big data 

projects for improving the success rate. The purpose of this conceptual framework is to eradicate 

challenges like deciding whether to perform big data requirements engineering or traditional 
requirements engineering, knowledge discovery, and balancing the efforts to have the successful 

execution as described in the following. 

 
Table 1. A Requirement Engineering Model for Big Data Software 

 

Process Performed by Output Included in 

Requirements Elicitation 
SRE/DS along 

with Customers 
List of requirements 

TRE and 

BDRE 

Data Acquisition DS 
Filtered data used for 

knowledge discovery 
BDRE 

Requirements Analysis SRE 
Technical specifications 

and SRE models 

TRE and 

BDRE 

Data Analysis SRE 
Extracted values and DS 

model 
BDRE 

Use case Consolidation SRE /DS 
Combined SRE and DS 

model 
BDRE 

Requirements Modelling SRE Finalized AUC diagrams 
TRE and 
BDRE 

Requirements Validation SRE Validated requirements 
TRE and 
BDRE 

Requirements Specification SRE SRS report  
TRE and 

BDRE 
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Figure 1. Requirements Engineering for Big Data (REBD) framework  
 

Initially, when the project starts to develop, it is crucial to derive and analyze its characteristics to 

find whether the project falls under the category of big data or traditional projects. Doing this at 

the earliest phase of the project will save a considerable amount of time spent on the project 
lifecycle. To identify the category of the project, we have to figure out whether the recognized 

characteristics are big data characteristics or not. As mentioned earlier, the main characteristics of 

big data projects are 5V’s: volume, velocity, variety, volatility, and variability. Next, a 
comprehensive quantitative classification model proposed by [1] is used to verify the project type. 

This model combines the recognized big data characteristics to figure out the project type. As 

shown in Figure 2, this classification model contains five layers in which the top four layers are 

willful to give an exact value depends on the severity, while the fifth level (NULL) is considered 
for characteristics that cannot be determined presently. If one of the supporting characteristics is 

assigned to this level, these will not be further utilized. Finally, all assigned values are added up 

and divided by the number of the addressed characteristics not assigned to the NULL layer. If the 
calculated assessment value is greater than or equal to 1.33, an application considers being a big 

data project. 

 
If the project considers being in the group of traditional projects, traditional RE activities should 

carry out in the order specified in Figure 1 by T1 to T5 labels. However, if the project is found to 

be in the group of big data projects, then it should be checked whether RE and SD is balanced or 

not.  
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Figure 2. Big data characteristics and classification model [1] 
 

Balancing RE and SD determines the challenges related to RE and SD activities. Challenges 
related to RE is identifying 5V’s, which has been done already, and the challenges associated with 

SD are designing, coding, testing, and maintaining a big data end-user application. SD challenges 

are very much concerned because it may lead to the failure of the project, even after spending a lot 
of time in RE activities. To resolve this issue, a model has been proposed by [14], which contains 

a separate unit for doing the research needed for RE and SD. Obviously, anything without proof 

of concepts (PoC) and research may cause a shortage of time. The research and PoC, which give 
the optimal solution, should be used in the project practice. This ensures the balance between RE 

and SD, and the development of novel and better big data end-user applications. Once there is a 

solution for all challenges, then big data RE activities should carry out in order specified in Figure 

1 by B1 to B8 labels. 

 
After gathering engineered requirements documented in the SRS report, other processes of the 
software development life cycles, including design, implementation, testing, deployment, and 

maintenance, will start to produce software with the highest quality and lowest cost in the shortest 

time possible. 

 

6. CONCLUSION 
 

One of the main reasons behind the failure of many projects is improper requirements engineering 

and failing to capture the stakeholders’ requirements, which leads to time-consuming rework, 
inadequate deliveries, and budget overruns. So, performing requirements engineering is a crucial 

phase of the project’s development lifecycle. As big data is one of the new and emerging 

technology, developing big data projects and improving their success rates is an excellent 

achievement for companies. However, employing traditional RE activities is not sufficient to 
guarantee big data projects’ development success because of the 5V’s characteristics of big 

data.There is a lot of knowledge, valuable information, business values, and quality features hidden 

in a large amount of historical and actual raw data existing in big data projects. To analyze 
thesedata and discover hidden requirements, data scientists need to collaborate with SRE in big 

data RE activities. 
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In this paper, a big data requirements engineering framework, called REBD, has been introduced 
by considering the importance of RE as well as limitations of traditional RE methods. This 

framework explains the detailed steps for carrying out RE activities on different software projects 

and can be used to increase the success rate of project development. The proposed framework also 

considers the importance of balancing RE and SD in big data projects. 
 

Although the current proposed framework is assumed to eradicate the challenges linked with big 

data, RE and SD, it should be tested practically for the project development to validate its 
efficiency. This research will be extended to discover better tools and techniques for knowledge 

discovery from big data. Also, the management of big data quality requirements in a preferred way 

will be investigated in the future. 
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ABSTRACT 
 
This work proposes a structured approach to baselining a model, identifying attack vectors, and 

securing the machine learning models after deployment. This method for securing each model 

post deployment is called the BAD (Build, Attack, and Defend) Architecture. Two 

implementations of the BAD architecture are evaluated to quantify the adversarial life cycle for 

a black box Sentiment Analysis system. As a challenging diagnostic, the Jigsaw Toxic Bias 

dataset is selected as the baseline in our performance tool. Each implementation of the 
architecture will build a baseline performance report, attack a common weakness, and defend 

the incoming attack. As an important note: each attack surface demonstrated in this work is 

detectable and preventable. The goal is to demonstrate a viable methodology for securing a 

machine learning model in a production setting. 

 

KEYWORDS 
 
Machine Learning, Sentiment Analysis, Adversarial Attacks, Substitution Attacks.  

 

1. INTRODUCTION 

 
This paper is structured into six separate sections: Introduction, Background, Approach, 

Evaluation, Future Contributions, and Conclusions.  

 
Sentiment Analysis (SA) [1] is the task of analyzing text to provide a classification such as 

positive, negative, or neutral for a given sample. SA is subdivided further into categories such as 

polarity, subject, and toxicity. Companies and organizations use these technologies to moderate 

their websites, apps, and comment sections [2]. Adversarial attacks, in the context of this work, 
refer to any input that allows an adversarial actor to trick a classification system. Modern SA 

Systems use machine learning (ML) and are susceptible to adversarial attacks [3].  Recently, the 

Natural Language Processing (NLP) community has explored how to create models that can 
handle bias in training data; for instance, content-aware models are an example of a system that 

can interpret bias in the data and correctly classify sentiment [4]. Given the challenging nature of 

SA with this type of data, the goal is to demonstrate a simple and repeatable process for creating 

a model baseline, attacking the model, and defending against the incoming attacks. 
 

Toxicity Classification [5] is a SA technique to understand the malicious intent of text based on 

words and content in the message. These SA techniques use ML and Deep Learning (DL) to 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N06.html
https://doi.org/10.5121/csit.2020.100609
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classify the toxicity or polarity of a tweet [6]. The first SA technique used in this paper is the 
Sentiment140 SA API [7]. Sentiment140 originated as a paper from the early 2010s and was later 

developed into an API by a Stanford Team [8]. Perspective, the second SA API used, is built and 

maintained by Google's Jigsaw team [9]. The Perspective API is a black box ML model that 

relies on a transformer and other deep learning technologies to classify sentiment. The 
Perspective API focuses on toxicity analysis for social media-based comments [10]. Each SA 

API uses machine learning to provide sentiment classification. We have no connection or insight 

into the underlying models other than published papers or websites. Further, there are limitations 
on the number of queries per second and per day. 

 

1.1. Challenges 
 

The dataset used in this work creates a unique challenge. The Conversation AI Team, funded in 

conjunction with Jigsaw and Google, created a dataset around toxicity, biases, and threats in 
comment sections [11]. The JigSaw Toxic Bias dataset is a set of publicly released comments 

augmented with new labels for ML tasks. It has a wide range of different toxicity classifications 

such as severe toxicity, obscene, identity attack, insult, and threat. In the last year, the 
Conversation AI team has augmented JigSaw with additional categories including gender, sexual 

orientation, and religious identity [9]. The new evaluation categories were added to combat 

inherent biases that are included in the data but do not represent a negative sentiment. This 

dataset is part of a challenge on the Kaggle competition page for creating the best classification 
models around toxicity. The top-scoring models used ensembles of DL models to get the highest 

classification scores [12]. Since the newest classification techniques for this dataset use ML, they 

are susceptible to adversarial methods [13]. Adversarial Methods demonstrated in the Evaluation 
section are focused on discovering attacks that negatively affect the classification capability of 

the underlying system. This paper will focus on the challenge of evaluating the attack surface of 

a single attack vector and defending the model from this incoming attack. 
 

1.2. Contributions 
 
Single Character attacks vectors are a direct analog to 

single-pixel attacks in the image domain - for instance, 

single-pixel attacks have demonstrated effects on 

classification, reinforcement learning, and other state-
of-the-art image technologies [14-15]. We demonstrate 

the efficacy of single character attacks (1 or many) on 

these sentiment text classifiers and how to protect the 
underlying system. These simple attacks can reduce the 

ability of systems to filter and curate online media 

platforms.  This paper focuses on demonstrating this 
new architecture to build a baseline of the performance 

of each API, attack the models with single character 

substitution/insertion attacks in the text domain, and 

provide a defense plan for these attacks. The remainder 
of this paper is as follows: Section 2 presents the 

related work, Section 3 develops the approach, Section 

4 discusses solutions, and Section 5 closes with 
Conclusions and Future Work. 
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2. RELATED WORK 
 
There are three key background areas: Build, Defend, Attack Systems from the Cyber Security 

Domain, the Sentiment Analysis, and black-box models. 

 

2.1. Build, Defend, Attack Systems 
 

Build, Attack, Defend is a construct built around breaking down Cyber Security problems into 
actionable problem spaces for teams to digest [16]. There are relevant team constructs around 

Color teams for attacking, defending, and designing systems: 

 

 Red Team: Ethical hacking of a target system 

 

 Blue Team: A group of people building defenses against the attacks on the model 
 

 Green Team: A blend of the red and blue teams where the group will simultaneously run 

both attacks and create defenses for those attacks [17]. 

 
The focus is on applying the green team construct to improve ML model development. By 

utilizing adversarial design knowledge (Red Team) and model building knowledge (Blue Team), 

the Green Team can propose defenses to the underlying model designs or production pipelines 

that secure the model from outside attacks. 
 

2.2. Sentiment Analysis 
 

The field of SA has progressed rapidly due to the expansion of social media platforms. Among 

internet moderation applications, SA is a required piece of policing social media and comment 

sections due to the large volume of comments on these sites [18]. With state-of-the-art SA 
systems improving, it became evident that there is an unintended bias built into the dataset of 

comments and tweets [10]. Overfitting to words in bias dataset has led to embarrassing results for 

production SA. The famous example with Perspective API is "I am a gay black woman" which 
carried a 95% toxicity in 2017 and still contains a toxicity score of 44% as of writing this paper 

[19]. State-of-the-art SA papers are dominated by ensembles of transformer technologies for this 

particular problem set [20]. As a note: Each of the SA classifiers inherits weaknesses of the 
underlying language models used for the classification tasks. 

 

2.3. Black Box Models 
 

A black box model in ML is any model that an end-user only has access to inputs and outputs 

[21]. Each ML black box model in this work allows an end-user to interact with it through JSON 
inputs and outputs. There are also limitations to the number of queries per user per system. Two 

black box SA systems were selected in this paper: Sentiment140 and Perspective API. 

Sentiment140 is based on a technical report which collected 1.6million tweets to survey ML 

techniques in the SA domain in 2008 [8]. The Sentiment140 team has maintained the API as a 
historical benchmark for future SA systems but provides no explicit details on the exact 

implementation of the API. The Sentiment140 team implemented the paper. In contrast, the 

Perspective team provides toxicity scores for multiple categories through their API. With 
Perspective, an end-user can request classification probability scores for each class and can 

therefore evaluate the efficacy of each attack. The Perspective Team does not provide details on 

their machine learning models. 
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3. APPROACH 
 
There are numerous areas of modeling where an adversarial actor can attack. For simplicity, the 

focus is on inference-based attacks. Attacks on the inference pipeline exploit weaknesses of data 

used for training and learned weights of the model. For example, there are simple attacks like 

substitution, replication, and insertion that easily fool current classification models. A recent 
paper proved universal rules for fooling text-based classification systems are effective for 

multiple tasks in NLP [22]. The Evaluation section demonstrates a BAD architecture focused on 

an inference-based attack for each API. Figure 1 shows the general flow of implementing the 
BAD architecture for an inference attack surface of a SA Model.   The following sections discuss 

each of the Build, Attack, and Defend core components in detail. 

 

3.1. Holistic Approach: Introducing BAD Architecture 
 

Every machine learning team wants to understand the model's vulnerability to adversarial 
attacks. The BAD Architecture proposes three key steps. First, a team needs to understand the 

baseline performance of the model by asking questions like the following:  

 

 How does the model act with regular and irregular data? 

 

 Are there known weaknesses or limitations?  
 

 Are those limitations and risks mitigated?  

 

Next, a team needs to understand the impact of each attack by exercising each vulnerability in 
the model. Last, after understanding the baseline performance and attacking their model, the 

team will need to propose and implement those defenses to protect their production process. In 

practice, this entire architecture is repeatable and expandable depending on the scope of the team. 
 

3.2. BUILD a baseline of our target system 
 
A core componentof a ML production system is to understand performance under normal 

conditions. With the BAD Architecture, each team should also note the known limitations of the 

model. For instance, some systems do not inherently return real scores for words not in the 
original training data (example: Word2Vec) [23]. A team must be upfront and understand the 

impact of design decisions on how a ML system has been designed. To baseline a ML system, it 

is also important to experiment with data that the system is expected to operate on regularly. If 

possible, it is also expected to document any edge cases that would be hard for the system to 
classify. Using an SA black-box model with the JigSaw dataset is a perfect example baseline 

case for the Build, Attack, Defend Architecture. The data contains toxic edge cases where it is 

hard to judge the intent of the underlying message. The advantages of creating a systematic 
baseline are shown in the Evaluation section when edge cases are exploited. 

 

3.3. ATTACK System weaknesses and inefficiencies 
 

Each API has a public page and allows anyone to sign up for basic services. Even with basic 

access, it is possible to circumvent these systems with a limited number of queries and the 
Python programming language [24]. Adversarial Character Attacks in the NLP field revolve 

around changing one or more characters while maintaining the original intent to a human 

annotator. An Adversarial Attacks using character attacks attempt to direct the decision boundary 

of the underlying detector in a way that is beneficial to the attacker [25]. For a SA system, this 



Computer Science & Information Technology (CS & IT)                               93 

would use substitution attacks to avoid the detection of negative or toxic comments in a social 
media environment. If bad actors understood how to substitute common character and reduce 

their toxicity, then it becomes easy for them to use hate speech (as an example). There are two 

areas in the character attack space applied here: substitution and duplication. The example Attack 

system demonstrates simple substitution attacks: 
 

1) Create a dictionary that contains vowel to alpha-numeric (for instance e:3)  

2) For every vowel in the sentence, replace a single instance from the string and store in an 
array 

3) For every string in the array, evaluate sentiment through public-facing API 

4) Evaluate the number of times a single character changed the score or decision made by 
the black-box model 

 

And, for the duplication Attack, the same process is replicated with only a change in the attack 

vector: 
 

1) Create a dictionary that contains vowels to duplicated vowels (for instance e:ee)  

2) For every vowel in the sentence, replace a single instance from the string and store in an 
array 

3) For every string in the array, evaluate sentiment through public-facing API 

4) Evaluate the number of times a single character changed the score or decision made by 
the black-box model 

 

Given the nature of black-box models, each API only provides the probability of toxicity or 

polarity without additional feedback. With Sentiment140, we are provided three states of 
polarity: negative, neutral, and positive. There are no percentages of each classification; rather 

the API simply provides the highest binary classification value. It is only possible to show if a 

classification can move from one category to another. With Perspective, the actual probability of 
each classification category is available for each request. Therefore, it is possible to see the 

decrease or increase in confidence for a given input. The Evaluation section shows the baseline 

and delta results for each of the attacks. 

 

3.4. Hello World of the BAD Architecture 
 
Figure 2 shows how the system will 

operate on the simplest incoming toxic 

phrase. In this example, the 'I hate people' 

example demonstrates the Build, Attack, 
and Defend pipeline. Applying the 

Perspective API, this string scores an 82% 

toxicity and negative score on the 
Sentiment140 system. When a Red Team 

attacks the model with a single character 

substitution attack of "a" to "@", the 
toxicity of the comment goes down to 

30%. The Green Team's goal is to break 

apart each attack vector and create a more 

robust system against adversarial attacks. 
The Defend section will cover possible 

strategies for combating simple attacks. 
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3.5. DEFEND System from Targeted Attack 
 

The Green Team will summarize the baseline and adversarial results to create a defense plan. 

Typically, there are simple ways to mitigate attacks. For example, a back-end developer can 
create limitations around what types of requests can be made. Take the commentary systems on a 

forum: if they use the Perspective API, it would be straightforward to add a few rules to reduce 

the ability of an attacker to use substitution attacks (Evaluation section covers a basic 
implementation). When production systems are used as 'download and deploy', creates a wide 

variety of pointed and effective attacks vectors for adversarial actors. In practice, there are the 

following crucial steps: 

 
1) Detect: Detect and catch the adversarial text 

2) Expand: Expanding the text to include the possible meanings of the originator 

3) Defend: Process each result and store for future analysis 
4) Evaluate: Check each result and return tune how the team wants the system to respond to 

attacks 

 
This process cannot stay stationary. Bad Actors are constantly working to find new and inventive 

ways to break ML systems. The goal of this process is to create development architecture that 

can be deployed ML model development. In our Evaluation section, we focus on SA and the way 

we use this system to evaluate the Sentiment140 and Perspective API systems. 
 

4. EVALUATION 
 

Each API provides the ability to send one query per second (1 QPS). There are limitations to the 
number of adversarial examples we could present to the Perspective API for instance which had 

a limit of 100 one-second queries. In this instance, a local model is trained and a model is 

attacked. Then, the potent attacks that fooled the local SA system are used against the black-box 

model. In practice, adversarial examples were drawn from the training set as a sample of the one 
hundred top toxic examples for each category of JigSaw. There is a section for Sentiment140 and 

Perspective where the Build, Attack, Defend Architecture is explained in detail. 

 

4.1. Sentiment140 
 

The Sentiment140 API has a large limit to queries (approximately 5000 items per query per 
second). There is a maximum limit of around 800,000 scored queries in a given time period 

(experimentally derived). Experiments are limited to a few permutations of substitution and 

insertion attacks per input row. In the Build section, the baseline results of the Sentiment140 
model with the Jigsaw dataset are covered. In the Attack section, experimental results with 

simply applying substitution and insertion attacks are explored. The baseline experiments for the 

JigSaw dataset will be paralleled between the two systems - choose one hundred samples from 

each toxic category with a 50% or above toxicity and then attack the classification of each toxic 
row. For Sentiment140, we are given binary results for each experiment. Every returned row 

provides a category of positive, negative, or neutral. The baseline results are seen in Figure 3 in 

the Build Section. The classification binary score for these toxic comments is the majority in the 
neutral and positive categories. For example, 69 percent of the threat category is classified as 

either neutral or positive. As a note, each toxic input has been annotated by a human to include 

the label. Sentiment140 does still miss out on a large chunk of the proper classifications of 
negative for each one of these input rows. The next experiment will show how substitution 

attacks push the decision boundaries for this model in a different direction. 
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4.1.1 ATTACK: Results with Substitution Attacks 
 

The substitution attacks had an interesting effect. The neutral classifications almost universally 

transformed into negative sentiment. The threat category, for instance, went from 31 percent 
negative to a 69 percent negative for the one hundred samples included here. In Figure 3, the 

massive change in the polarity is evident in each category. If the goal was to simply push all 

polarities to positive, then additional experiments with additional techniques would need to be 
explored. This work, demonstrates two things: 

 

1) The Sentiment140 algorithm, with this open API, is not well equipped to deal with the 

bias inherent in modern social media commentary. 
2) The decision boundary between neutral and negative is much closer than anticipated with 

simple substitutions changing neutral polarity into negative polarity. 

 
Sentiment140 was never meant to work with social commentary with this level of toxic bias. 

Since these are black-box models, there is no opportunity to improve the performance of the 

underlying system. This highlights the core advantage of applying this architecture. With simple 

access, the underlying ML model can be evaluated and tested. For defense, both APIs are 
covered under the Adversarial Attack Surface Reduction section. 

 

4.2. Perspective API 
 

The Perspective API allows one text field per query per second. There is a limit to the number of 

daily queries but it was not a problem in the experiments. The first step is to create a baseline 
performance on 100 examples from each of the toxicity categories. Then, attack the same sample 

of 100 with character attacks (alpha-numeric and duplication) in each category to understand 

how much degradation can be introduced with simple character attacks. 
 

4.2.1. BUILD: Baseline JigSaw Performance with Perspective 
 
There are two separate experiments run during the baseline stage. A baseline of production 

models against the Jigsaw data is evaluated. This data is pulled as a sample, straight from the 

training set, with each toxic category measuring at 50% toxicity or greater for that category 
(same process as with Sentiment140). If the model were able to classify them appropriately, 

every one of the examples we pulled would be toxic (red). Our results, shown in Figure 4, show 

that there is still work to be done in terms of getting full coverage of even just the hundred 
selected training examples. 
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4.2.2. ATTACK: Results with Substitution Attacks 
 

First, for every vowel, substitution and duplication attacks at each vowel position are applied. 
The Perspective API is robust to these types of simpler attacks, as the delta between the original 

score and the attacked score was less than 5% in the experiments. Only a single example went 

below 4% delta in its delta score. This portion of the attack space will need more exploration. 
One can think about the single character changed once in a string as a single-pixel attack. Only a 

single pixel is being changed throughout the entire picture. There is another approach to the 

single character problem - in this attack, consider changing the same character and replace or 
duplicate it at every instance. The analog to this attack would be changing a certain color pixel 

throughout the entire image. This exercise is left to another time. The final experiment, 

highlighted in Figure 4, explores changing vowels to an alpha-numeric or simply duplicating 

them. Substitution and Duplication attacks are discussed throughout the literature as rudimentary 
but effective tools when surveying the adversarial surface of these models [22]. In this 

experiment, the focus was on vowel substitution and duplication attacks on the 100 samples on a 

per-category basis. In every case, there was at least one example of a -70% reduction in the 
toxicity score, effectively taking the sentiment from toxic to non-toxic. By using the Attack 

Surface Reduction steps for our Defend step, it is possible to completely negate the original 

attacks demonstrated in the last two sections. 

 

4.3. ATTACK SURFACE REDUCTION FOR BOTH APIS 
 
For each of the substitution attacks, there are simple code changes offered for filtering each of 

these results. In fact, by utilizing these filtering techniques, it is possible to restore the original 

classification accuracy of the system. Unfortunately, this work does not focus on improving the 

black box models. The goal is to demonstrate vulnerabilities inherent in these systems and 
propose an architecture for production systems to protect the efficiency of their systems. 

 

4.3.1. Attack Surface Reduction: Substitution Attacks 
 

This work features two specific types of character attacks - replacement and duplication.  The 

focus is limited to English in this effort although these methods should translate to other 
languages. First, for detection, the user can  detect all non-English words. Multiple models will 

provide the nearest word or words in a corpus of available words. A simple Defend 

preprocessing pipeline before inference would be as follows: 
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1) Find all non-English words by using standard NLP libraries such as NLTK [26] 
2) For each non-English word, find nearest neighbor words using algorithms such as 

Word2Vec [27] 

3) Create an array of text with the non-English words replaced with the top N candidates 

4) Evaluate the array of text and take the max or min score for classification 
 

In practice, there are commonly misspelled words that can be safely ignored. Using this Defend 

pipeline can increase the number of candidates for inference but provides robustness to the 
attacks shown in this paper. As another method, the systems can maintain a set of common 

substitutions such as alpha-numeric substitutions using alpha-numeric characters or other simple 

dictionary lookups. Each detected "Attack" should be stored and evaluated by the Green Team 
periodically to ensure that the pipeline is working as designed. 

 

4.4. Limitations 
 

In each example, the attacks were simple character to character mappings. Zero-Day attacks in 

the cyber realm refer to attacks that are not yet protected against and allow a hacker unfettered 
access to a system. In the machine learning realm, there are adversarial ‘zero-day’ attacks that are 

manipulating the output of the model. These Zero-Day attacks are difficult to anticipate and 

protect against in practice. This architecture currently relies on known attacks on models for 

protections and does not actively search an adversarial surface for the model. 
 

5. CONCLUSIONS  AND FUTURE WORK 
 

This work demonstrates that deployed sentiment models are susceptible to simple substitution 
attacks on single characters and can be effectively defended from each substitution attack using 

the BAD architecture. Because these substitutions are simple character to character mappings, 

they are mitigated by detecting non-English words, creating candidates for sentiment analysis, 

and taking the maximum toxicity in our examples. Further work in this area will focus on 
looking at model attacks like weight poisoning attacks on classification systems. 

 

Weight Poisoning Attacks on Pre-trained Models [28] is a recent paper that uses vulnerabilities 
in pre-trained models and strikes me as dangerous to all black box models that are not actively 

defending against those types of tasks. A future direction could be to develop a data 

augmentation method or model structure that makes weight poisoning attacks reduces the 

efficacy of weight poisoning attacks, During the defend phase, automated methods for detecting 
and correcting poisoned words could use transformer models to find and propose corrected word.  
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ABSTRACT 
 
Regression testing is very important for dynamic verification. It helps to simulate a suite of test 

cases periodically and after major changes in the design or its environment, to check that no 

new bugs were introduced. Evidences regarding benefit of implementing automation testing 

which includes saves of time and cost as it can re-run test scripts again and again and hence is 

much quicker than manual testing, providing more confidence in the quality of the product and 

increasing the ability to meet schedules and significantly reducing the effort that automation 

requires from testers are provided on the basis of survey of 115 software professionals. In 

addition to this, automated regression suite has an ability to explore the whole software every 

day without requiring much of manual effort. Also, bug identification is easier after the 

incorrect changes have been made. Genius is going through continuous development and 

requires testing again and again to check if new feature implementation have affected the 
existing functionality. In addition to this, Erudite is facing issue in validation of the Genius 

installation at client site since it requires availability of testers to check the critical functionality 

of the software manually. Erudite wants to create an automated regression suite for Genius 

which can be executed at client site for checking the functionality of the software. In addition to 

this, this suite will also help the testing team to validate if the new features which have been 

added to the existing software are affecting the existing system or not. Visual studio, Selenium 

Webdriver, Visual SVN and Trello are the tools which have been used to achieve the creation of 

automation regression suite. The current research will provide guidelines to the future 

researchers on how to create an automated regression suite for any web application using open 

source tools. 

 

KEYWORDS 
 

Automation testing, Regression testing, Visual Studio, C#, Selenium Webdriver, Agile- Scrum 

 

1. INTRODUCTION 
 

Independent Advisory Services Limited (IAS Ltd) is a software company which was founded in 

2003 which aims to be the most successful, creative and path breaking consulting agency in 

Australia and New Zealand. The aim of the company is to approach the clients with unique ideas 
to develop customized and different strategies. The main strategies offered by the company are 

Enterprise resource planning (ERP), digital strategies and operational business strategy. Demo 

data is the basic data set which is released for implementation of support and demonstration 
purposes. The current demo data set supports verticals like Retail, Distribution, Service 

Industries, Public Sector and Discrete & Process Manufacturing. Demo data supports around 40 

languages around 16 countries. In Dynamics 365 Field Service, a purchase order (P.O.) is created 
to purchase the products to sell to a customer in a work order. Company must automate the 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N06.html
https://doi.org/10.5121/csit.2020.100610
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purchase order creation for a liquor vendor in Microsoft Dynamics 365 and develop the test cases 
against the requirement. For automating the process, we must select a tool which is an open 

source, stable and supports all the programming languages. While studying the New Zealand 

market we found that Selenium will be the ideal tool for automating the purchase order creation 

of the various features to use like plugins, reporting etc. After analysing the requirements, we 
have developed a hybrid framework where all types of concept like test driven framework, 

Keyword driven framework etc all comes together which is easy to use and can be used for the 

future sprints. We have used two kinds of reporting which is TestNG, Extent reports for sharing 
the project execution results to the Stakeholders. For attaining this goal company must adopt an 

agile methodology where all the team members and individuals effectively prioritize the features 

and works to attain the product quality in the entire development phase.  
 

IAS Ltd is to automate the purchase order creation and make a payment to the vendor. For 

attaining this goal, we must develop the test cases for automating the purchase order in Dynamics 

365. Test results for each test cases will be generated through TestNG and extent reports. This 
reporting helps to identify the passed and failed scenarios with a simple pie chart showing the 

progress of the project execution. Each test cases will be written in separate methods and main 

class will call the methods while execution. A hybrid framework has been developed where test 
data is read from an excel file and failed test cases is captured by a screenshot method. 

Automation framework will be constructed as page object model in Maven which helps to 

maintain the framework and changes can be easily tackled in this approach. 
 

This research project report is organized as follow: Section 2 focuses on the literature review of 

various studies concentrating on automation regression. Section 3 is focused on the research 

methodology for this research project. Section 4 of this research is focused on project execution 
results. Discussion to results of this project are provided in section 5. Section 6 is dedicated 

towards the future work recommendations. Finally, in section 7 conclusion to the research is 

provided. 
 

2. LITERATURE REVIEW 
 

In the past different researches had been conducted for designing of automating framework for 

websites as discussed below: 
 

A study was conducted on Analysis and Design of Selenium WebDriver by [7]. In this study they 

use designed and implemented automation testing framework for testing web applications using 
selenium web driver. In this framework tester can easily write their test cases in less time. The 

developed framework is helpful for developer to analyse and maintain their code due to screen 

shot property of framework and helps to generate test report which helps in identifying the 

passed and failed test cases as well as maintaining the test suite.  
 

Another study was conducted about the behaviour driven Test Automation Framework [19]. This 

study focuses on how the user layer, technical, business layers and data layer constraints can be 
implemented and maintained without costing and can support test automation of all the different 

layers of a three-tier architectural system which will improve the test coverage, quality and 

reliability of the software system. 
 

A research on focuses on the automation testing tools was proposed by [12] to enhance design 

and execution activity, challenges faced by non-automation tester in executing automation scripts 

and executing automation scripts using TestNG and its disadvantages and the proposed web 
application that nullify the problems faced by manual testers which reduce time on set-up 

environment to execute test scripts and overcome consequences of execution in TestNG. 
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Similar research was done by [9] to perform automation testing using “Selenium WebDriver” 
with this data driven framework it separates data to code for the purpose of reusability. 

 

Another research was done by [10] to repair the test suite when modification is done to the 

application when test cases are to be changed. 
 

A research that focuses on how Selenium tool will fasten the execution process and reduce the 

cost of the test execution process by [11]. The paper gives the information about how to focus on 
frequent integration which is the main feature of agile. 

 

Another research by [12] develop an architecture that can be used repeatedly through the 
common application of the agile software and test action planning for automating the acceptance 

test. 

 

A research by [13] that focuses on developing a framework which aims at reducing 
implementation and maintenance costs of automation tests and focuses on creating tests which 

can be easily understand by testers or stakeholders without previous coding knowledge. When a 

test fails while locating a page element which is not there due to outdated test script, Smart 
Driver automatically analyses the element which is moved to another place in the page. 

 

Another study by [14] focuses on the best testing tool for checking the functionalities, security 
and performance with minimum cost and the paper fails on how to successfully implement the 

tools. 

 

A study by [15] focuses on a new automated testing framework for testing the web applications 
which improves the automating process. The proposed framework saves around three-fourth of 

the total effort involved in the automation process using old automation and 21% compared to 

using Selenium IDE. 
 

A research by [16] focuses on exploring various types of software testing, techniques and tools to 

compare manual testing against automation testing. 

 
A research by [17] that focuses on a model for automated agile testing, and an working 

framework developed on the testing of a Web application and results are evaluated using the 

agile testing model, and there is a comparison between waterfall and agile models. 
 

Similar research by [18] that focuses on case study by surveys were used for data collection and 

challenges connected to the testing process for a complex project environment and unscheduled 
releases were identified, on the identified results its concluded that the described approach 

addresses well the described issues and furthermore efficient testing environment that combines a 

number of test frameworks like JUnit, Selenium with custom-developed simulators is presented. 

 

3. RESEARCH METHODOLOGY 
 

Research methodology for the project has been discussed below.  

 

3.1. Agile Methodology  
 

Agile is the powerful methodology used in the industry today with 52% of companies reporting 
that more than half of their teams are using agile practices [24]. At the same time, developing 

secure software is extremely important given the extensive spread of security exploits. NIST 



104   Computer Science & Information Technology (CS & IT) 

reported around 16,000 software vulnerabilities across the industry in 2018 [6]. For the 
automation of purchase order creation company has adopted the agile methodology. Agile 

methodology is a method which has continuous iteration of development and testing throughout 

the software development lifecycle (SDLC) of a project. To work on test automation, a proven 

test methodology and an automation framework must be used. However, using Hybrid 
automation framework requires to learn the techniques of the test tool used and time and effort is 

required for customizing [5]. Automation of purchase order follows agile methodology as agile 

methodology is easy for implementing. Through this approach, application is built in short 
cycles, thereby ensuring reliability for timely releases. This results in building, testing and 

releasing the software faster and more frequently [23]. The scrum methodology has its benefit as 

it provides increased customer satisfaction with necessary responsiveness for change requests 
[22]. 

 

3.2. Task Schedule 
 

Table 1 represents the schedule of this project in Independent Advisory Services for the 

automation process for purchase order creation. The whole process was for 5 weeks where each 
week was labelled as one sprint. In the initial stage of project, we discuss the project and 

requirements which we have to work on. As part of the first sprint we come across the Microsoft 

dynamics 365 website where all the procedures were defined clearly. Dynamics website is 

different from normal web page as it was hard to inspect the elements to find the x path for 
automation purpose, so the site contains all the shortcuts explained detailly. In sprint 2 we had 

analysed the New Zealand market we compared and selected the tool which was suitable for 

automating the purchase order creation. In sprint 3 we had set up the environment by 
downloading all the jar files need to run the automation scripts. Sample scripts are developed 

which only contains the needy x paths and check whether its working fine. In the 4th sprint we 

developed a hybrid framework which is the standard industry model which will be easy to 
maintain by adding configuration, helper and property file storing all the necessary data and 

methods to run the automation process. In the final sprint we are writing the report of the 

automation process for purchase order creation and the power point final presentation. 

 
Table 1: Task Schedule 

 
Sprint Actions Start Date End Date Duration 

Sprint 1  Discussion of the 

project  

October 28 October 30 15 hr 

 Analysing the 

Microsoft dynamics site 

October 31 November 2 15 hr 

Sprint 2 Exploratory testing on 

Microsoft dynamics 

365 for inspecting the 

shortcuts available. 

November 2 November 5 15 hr 

 Review the 

requirements and 

selecting the tool for 

automation 

November 6 November 8 15 hr 

Sprint 3 Set up the environments  November 9 November 10 15 hr 

 Sample scripts of the November 11 November 13 15 hr 
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purchase order creation  

Sprint 4 Developing the Hybrid 

framework 

November 14 November 16 15 hr 

 Working on different 

reporting facility 

available 

November 17 November 21 15 hr 

Sprint 5 Report writing November 22 November 24 15 hr 

 Presentation of the 

report  

November 25 November 30 15 hr 

 

3.3. Test Cases 
 

Table 2 shows the test cases of purchase order creation for this project. 

 

Testcase 

ID 

Test  
Scenario 

Pre-

Conditions 

Test 

Steps 

Expected 

Results 

Actual 

Results 
Test 
Results 
 

TC_1 

 

 

 
 

Verify login 
and 
Password. 
 

Browser 
Launched and 
Navigate to  
https://democonto
sodatadevaos.sand
box.ax. 

dynamics.com/?c
mp=USMF&mi=
DefaultDashboard 

Enter the 
valid 
Username 
and 
Password  
successfully. 

Login 
must be 
success
ful. 

Login 
successfully 
done. 

Pass 

TC_2 

 

 
 

Create new 
purchase 
order 
 

Login 
Successful 

1.Click new 
order in left 
most part of 
Dashboard. 
2.Enter the 
Vendor 
account and 

site name. 
2.Save the 
details after 
entering 
mandatory 
fields. 

Purchase 
order must 
 be 
success
ful. 

Purchas
e order 
Creatio
n 
success
fully 
done. 

Pass 

TC_3 

 
 

Search Item 
number 
 

Login 
Successful 

Enter the 
associated 

item number 
for the 
vendor 

Enter the 
associated 

item number 
for the 
vendor 

Item 
number 

must be 
added 
successfully 

Pass 

TC_4 Save and 
confirm 
Purchase 
order 
 

Login 
Successful 

Click the 
save button 
and confirm 
the purchase 
order. 

Click the 
save button 
and 
confirm the 
purchase 
order. 

Purchase 
order 
Creation 
must  be 
successful. 

Pass 

 

Table 2: Test Cases of purchase order creation 
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3.4. Build Tool 
 

The build tool is used to set up the project that is essential to run the java code for the whole 
java project. Build tool will generate a source code, compiling code, packaging code to a jar 

etc. For automating the purchase order creation, we have used the build tool maven. Maven 

provides a common platform to perform the activities which makes developers task easy. The 
core of any maven project is the pom.xml, where all the information’s are stored. Most of the 

Integrated Development Environments (IDE) are available for tools like Eclipse, NetBeans, 

IntelliJ etc. Maven stores all jars like selenium standalone, TestNG, Extent reports and 

Apache POI for the project. Library jar is placed in central repository from where maven 
downloads all the dependency jar for the automation process. 

 

 
   

Figure 1: Pom.xml used in the Project 

 

3.5. Hybrid Framework 
 

Hybrid Framework has the capability to handle many test cases and it can produce accurate 

results as per the test case. Developed Hybrid framework completely reduces the manual 
dependency in automation testing. [4]. The main advantage of test automation comes from 

fast, precise execution of a set of tests after some changes have been made to a web 

application [21]. The aim of (test data management) TDM is to improve the effectiveness and 
reduce the time and cost for testing. [2]. 

 

Key features in implementing Hybrid Framework with Selenium: 

 

 Stores the input test data in Excel file. 

 Can store the environment related information in a property file. 

 Store various objects in the applications where user need to access in object repository 
file. 

 Test suite will contain the verifying tasks mentioned in the requirements. 

 Executing on different browsers when needed. 

 Generated screenshots to capture the passed/failed test cases. 
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 Multiple Report generation through TestNG, Extent Reports [2]. 

 
A framework is a set of assumptions, concepts and practices that needs to be followed. There 

are many components of framework: 

 

 Test case standardization: Every test must be in a proper format, in order to achieve 

this, we must follow a design pattern so for the automation of purchase order creation 
we are using page object model (POM). 

 Logs: For each execution we have to generate the logs to check what went wrong so 

generation of logs are of primary importance. 

 Test data and configuration utility: The most important part of the framework is the 

test data without the test data we cannot fill the mandatory fields while automating, so 
hard coring the values are not a proper way in Industries because in the further sprints 

if we want to change the data we have to keep the test data and utility file separately. 

 Helper or Utility library: While working on different pages the excel data, file code to 

read, different browser action will be changed for accessing these libraries for 
accessing these kinds of information will be stored in Helper and utility libraries. 

 Test Execution engine: We must define how our final test will run, which build tools 

are we using or for accessing libraries whether we are using any continuous integration 

tools like Jenkins for configuration. For the automation purpose we are using the build 

tool Maven and the proper way of using like add all the needful dependency in the 
pom.xml. 

 Reporting: The main component of the framework is reporting without proper reports 

we cannot show the stakeholders the test execution results. In a proper report we have 

all the details about the methods we made against the test cases, how much time it 
takes to execute the test cases and a simple diagram showing the pass and fai status. 

 

 
 

 

 

 

 

 

 

 

 
 

 
Figure 2: Basic framework design 

 

3.6. Reporting  
 

For the formation of robust Hybrid framework most important element is Reporting. A good 
test report serves as an overview of the project which helps in finding bugs and send the test 

report to the Stakeholders to show the nutshell of the test case execution. 

 

Main features of the test reports are: 

 Short and precise. 

 Show the number of passed and failed test cases. 

 Show a pictorial diagram of test execution results. 

 
Test Runner 

 
Reporter 

Logger        Tests 

 
Helper/ Reusable 

 
Data provider 



108   Computer Science & Information Technology (CS & IT) 

 Must support a format which can be shared by email or integrate with Continuous 

Integration (CI) tools like Jenkins/Bamboo.. 
 

Show the test coverage of application/module under test. 

 

3.7. Generated Reports in Selenium Web Driver 
 

As an open source Selenium Web driver does not have a built-in reporting feature, as we 
have added the Maven dependency for Extent Report and TestNG for generating reports. 

 

3.7.1. Testing Reporting 

 
TestNG is a testing framework modified from JUnit and NUnit having additional features 

which is easy to handle. TestNG is an open source automated testing framework, where NG 

means Next Generation. TestNG gives the developer to write more flexible and powerful test 
scripts which borrows from Java Annotations to define tests in a real production 

environment. Reporting reduces the problems faced by manual testers and time spent on 

initial set-up activity to carryout test scripts execution and overcome disadvantages of 
execution using TestNG [1]. 

 

TestNG Features 

 Supports annotations. 

 Supports testing integrated classes. 

 Flexible runtime configuration. 

 Supports Dependent test methods, load testing, and limited failure. 

 Flexible plug-in API. 

 Supports multi-threaded testing. 

 
JDK 1.5 or above. 

Memory No special requirements 

Disk Space No special requirements 

Operating System No special requirements 

 
Table 3: System Requirements 

 

 
 

Figure 3: Index.html 
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Figure 4: Output of TestNG 

 

3.7.2. Extent Reports 

 
Different types of reporting are available in selenium, but for customizable report generation 

which must be shared with Stakeholders we have used extent reports which can be integrated 

into Selenium WebDriver using JUnit and TestNG frameworks. Extent Reports have more 
advantages when compared to the reports generated through JUnit and TestNG such as pie 

chart representation, test stepwise report, adding screenshots etc at every step and an 

attractive GUI which show the pass and fail test cases which can be shared to stakeholders. 
 

 
 

Figure 5: Output report of Extent Report 
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4. DISCUSSION 
 

While automating the purchase order creation we have faced many problems in this testing life 

span. The problems and solution found are discussed below: 

 

 In the initial stage of automation testing of the purchase order creation we found that x-path 

is not detectable in the Microsoft dynamics site so we went to the site of Microsoft 

dynamics where there is a list how to do the basic keyboard shortcuts details are available. 
Control + Shift + I is the shortcut key for finding the x-path. 

 After writing the scripts and while running it may take a certain time limit to load the 

dynamics web page. So, to overcome we must put implicit wait for the page to fully load to 

pick the x path for automation process. 

 While running the automation scripts the browser may stuck at some point so while clearing 

the cache or closing the automated browser, we can solve this problem. 

 Google web driver may be updated at every point so we have to download the new version 
according to the current google version we are using, else we use an if case either to select 

any browser like Firefox, Internet explorer so in the configuration file if you are changing 

the browser name other than chrome it will run in the selected browser. 
 

4.1. Comparative Analysis for Automation Tool Selection 
 

In order to attain maximum robust framework which is stable and easy to maintain we have to 

search for the various tools for automating the application and compared the best two, Selenium 

and UFT(QTP) and select the best one for automating the purchase order creation. 
 

Table 4 represents the comparison of Selenium and Microfocus-UFT. 

 

FEATURES                  SELENIUM UFT(QTP) 

Cost  Free tool/open source. No issues in 
licensing or renewal. Just need to 

download it and use  

Paid tool and will cost an 
average of $3200, UFT is 

available as seat-based and 

concurrent which will be more 

expensive. 

Support  Since it’s an open source no 

professional support is available.  

Since it is a paid tool proper 

support team is available. 

Application Type  Inbuilt, selenium supports only 

Web Applications. It recognizes the 

elements on screen using id, CSS 

selector, xpath. 

It supports web, mobile, API, 

hybrid, RPA, and enterprise 

application. 

Languages supported  Java, C#, Ruby, Python, Perl PHP, 

JavaScript, R etc. 

VBS (Visual Basic Script) 

Supported Browsers IE, Firefox, Chrome, Safari, Opera, 

Headless browsers. 

Chrome, Firefox, Safari, IE, and 

Edge. 

Coding skills  Good knowledge of programming 

language is needed for each  

Binding. 

Less programming knowledge is 

required as it offers keyword-

driven testing which simplifies 

test creation and maintenance. 
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Test Report Selenium has to download the 

necessary plugins to generate test 

reports. 

Default test reports are 

generated. 

Performance Testing Selenium is not used for 
performance testing but can be 

integrate with JMeter, to run your 

selenium scripts for performance 

testing. 

We can mimic the user actions in 
UFT. 

Tools Integration Can be integrated with paid or free 

tools 

Can be integrated limited paid 

tools 

 
Table 4: Selenium vs UFT   

 

According to google trends survey globally the mostly used is Selenium. Selenium is a one of 

the efficient open-source automated testing tool which provide a stable testing framework for 
testing a wide variety of applications and exporting scripts in almost every language including 

java, .net, c#. The main feature of Selenium is that it supports different browsers for executing 

the test cases [20]. In this project Selenium Web driver is used to automate the purchase order 
and to illustrate the use of selenium tool in combination with other tools like the Maven, 

TestNG, etc., for more easier approach to testing and to improve the quality of testing process 

[19]. The inclusion of the Page Object pattern has demonstrated that it will be very effective in 

end-to-end testing. Page objects are classes which abstracts the web pages into required business 
functions that can be called by the test cases. By decoupling source code from web page 

information, test cases made for the web pages are more readable and easier to maintain [21]. 

The main use of selenium for automation purpose is the flexibility. Selenium features like 
regrouping and refactoring helps the developers and testers to maintain and quickly change the 

code.   

 

 
 

Figure 6: Automation Tools usage Globally 

 
Selenium is selected when compared to the other tool because of the following reasons:  

 We can automate the purchase order creation at free of cost.  

 Developed hybrid framework is easy to maintain for the future sprints if required. 

 For scheduling the jobs, we can integrate with Jenkins. 

 Various style of Reporting like Extend reporting, TestNG can be done with Selenium. 
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 Failed test cases are identified through screenshots which has included in the 

framework.      
 

5. FUTURE RECOMMENDATIONS 
 

Our task about the automation of creation of purchase order in Microsoft Dynamics 365 in 

selenium web driver. The development process for the automation can be performed by a 
Behaviour Driven Development (BDD) either by using Cucumber or Spec flow. The acceptance 

criteria can be added in the feature file so that team members who does not know about the 

coding like Stakeholder, Business Analyst can understand how the build is made against the 
requirements. Step definition file is made against each step in the feature file which will be easy 

to correct the error.   

 

6. CONCLUSION  
 
Automation empowers enterprises to reduce resource allocation, reduce cost to company (CTC), 

enables business that ensures customer satisfaction. In this execution, execution of automating the 

purchase order creation for the company Independent Advisory Services has been discussed. 
Selection of optimum tool from the New Zealand market for automating the purchase order has 

been discussed. Hybrid Framework has been developed for the automation process and how the 

framework is used for future maintenance in the upcoming sprints. Different methods have been 

used for report generation have been discussed. Necessary recommendation and the problems 
faced during this project has been mentioned. The proposal concluded about what are the testing 

activities that is to be done for automating the purchase order and to identify test cases and   

prepare the test scripts and generate the HTML reports. 
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ABSTRACT 
 

Comparing with traditional media, online social media seem to provide more opportunities for 
people to speak out their ideas. Twitter integrates the whole world users in the platform, so that 

users from different places can exchange their views in the Internet. These functions own the 

decentralized feature, which is expected to change the original power structure in international 

communication. Huawei is an outstanding representative of Chinese company whose texts to 

some extent illustrate the overseas public ’s evaluation of Chinese image. 

 

On that basis, this study adopts the theory of Fairclough’s Critical Discourse Analysis and 

analyzes the ways of Huawei discourse on Twitter. In this way, the current paper tries to 

investigate the production, distribution and consumption of Huawei discourse on Twitter. 

Meanwhile, this dissertation also attempts to discuss the situation of the construction and 

dissolution of the power structure behind social media in the new media era. 
 

KEYWORDS 
 

Twitter, Huawei, CDA theory, Mengwanzhou, Renzhengfei 
 

1. INTRODUCTION 
 

It is widely acknowledged in current society that people are easier to receive information from all 

different others around the word compared to the past. Especially nowadays, thanks to the 

Internet, some online media such as Facebook and twitter can display users’ ideas from every 
corner of the word. Additionally, social media seems to give everyone right to express their 

thoughts equally because of decentralized network. 
 

However, reviewing literature about mass media reveals that there is always existing power 

construe behind the media. Fairclough (2003) argues that ideology is a complicated situation in 
the media discourse for it is flexible in the discourse. Therefore, it is important to investigate 

whether ideology and power construe exist in social media in a theoretical analysis. On that 

basis, a theory is needed for the investigation of power and ideology behind mass media. As a 

result, this paper adapts the Critical Discourse Analysis (CDA) framework, which was came up 
by Fairclough. He(Fairclough ,2003) emphasizes the media discourse research could divided into 

three dimensions. The first dimension is text analysis; the second dimension considers discursive 

practice, while the third-dimension regards social practice as a deeper study. This article aims to 
study how the image of Chinese high technology company Huawei was represented through the 

discourse of international social media Twitter.  

 
Various values are shaped by the mass media. Fairclough (2003) stressed that the institutions 

such as newspaper, spread the ideology by using the information to influence the social view. 

The purpose of the research is to explore the ideology and power behind Twitter by applying 

CDA theory to Huawei discourse on Twitter. 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N06.html
https://doi.org/10.5121/csit.2020.100611
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The context behind this paper is a series of events about Huawei. In December of 2018, Meng 

Wanzhou was arrested in Canada for connecting business dealing with Iran. Meng is chief 

financial officer of Huawei, China's largest telecommunications supplier（Kim,2018）. In 

2019，the US government baned Huawei for national security, which was accused by China that 

Washington tried to halt the rise of Chinese high technology company (Sean,2020).  

 

Although this heat debt still keeps going, the events arise plenty of attentions all the world. The 
ideological divides between China and America are obvious, so that ideology could be exhibited 

in discussion on Twitter. The objectives of the present study are to trace power relations and 

ideology through the users’ text in the certain online platform. The following part will explain 

the methodology of theory and way of collecting the data. Following that, the data will be 
analyzed in three dimensions with third part, and after that the final part is the conclusion of 

finding of Huawei discourse on Twitter. 

 

2. METHODOLOGY 
 

2.1. Theoretical consideration  
 
This paper accepts Fairclough’s model of CDA involving three dimensions, text, discursive 

discourse and social practices to analysis media. However, when CDA theory was presented to 

analysis newspapers and television in 1996, some deeper investigations are not suitable in social 
media nowadays(Hart, 2013). As a result, this part will explain the specific theoretical 

consideration in three dimensions. 

 

Text analysis, according to Fairclough, there are four main ways. Text on twitter are made by 
various users. So it is not fixed habit of grammar, cohesion, and text structure (Hoffmann et al., 

2017). Therefore, the deeper investigations of text analysis on twitter is language. 

 
Furthermore, discursive discourse under three more sections, the production, distribution and 

consumption of discourse. Therefore, the discourse of twitter could be examined in 

intertextuality. It is clear to reflect the sources and producer of discourse under examine the 

intertextuality (Zinken, 2003). Intertextuality refers to the text attribute of "the performance of 
other texts in any text", which is formally put forward by Kristeva (1980). After that, the concept 

of intertextuality was applied to many fields such as linguistics and communication by many 

scholars. Intertextuality has various definitions in history. In broad terms, it refers to the 
influence relationship of multiple discourses reflected in the text (Martin, 2011). In a narrow 

sense, it refers to the content of A text being presented in B text in some way (Zengin, 2016). 

Among them, the French scholar Samoyault(2003) explained the intertextuality in detail in his 
book "Intertextuality Research", including the classification of intertextual techniques and 

intertextual behaviors that link to different attitudes of discourse makers. 

 

For this reason, in the production of discourse, the paper will classify texts that refer to the 
content of other users as "inter-text of intertextuality ", that is, inter-text within text. In terms of 

text distribution and consumption, this research classifies the disseminated texts of other users' 

texts as "extra-text of intertextuality ", that is, intertextualities other than utterance texts.  
 

As for social practices, Fairclough（2003）considers power as a core concept of CDA, because 

power relations sharp the value and hegemony directly influencing the discourse. So the research 

takes power relation as standpoint to analyze the phenomenon. 
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2.2. A Selection of Data  
 
Based on the CDA model, this paper collects the texts from Twitter to have a further analysis. 

The specific steps of this article are following. The author searched the keywords # huawei #, # 

renzhengfei # and # mengwanzhou # on Twitter to obtain 4,776 texts from December 1, 2018 to 
December 31, 2019. According to the equidistant sampling, 981 original samples were randomly 

selected. Later, in order to obtain more comprehensive user information, the author cleans the 

sample data, and performs manual statistics and translation on the user information address. This 

is because the Twitter user address is not automatically generated based on the user's location, 
but is freely written by the user. Some users do not set the address, or although set the content, 

but it is the non-existence address, such as leakland, which are fake addresses. 

 
According to the data collection, the author also makes statistics on the user's social identity, and 

divides them into two categories: institutional and individual users. The organization is divided 

into three categories: news organizations, technology website organizations and Huawei official. 
In terms of individual users, although opinion leaders and average users are individual users, 

their followers and influence on Twitter are different. More influence means that their words are 

read by more users compared to average users, so that the opinion leaders get more power in the 

discourse. According to the actual situation, there are two types of opinion leaders: one is a user 
who is authenticated by Twitter, and the other is a user who is not authenticated but has more 

than 10,000 followers. Two Twitter authentication methods are adapted in this part. One is that 

the platform uses algorithms to actively confirm the true identity of celebrities, and the other is 
that the platform passively audits the authentication applied by the user, and the probability of 

passing the audit is linked to the user's popularity. Therefore, the author believes that users 

authenticated by Twitter have certain popularity and can be regarded as opinion leaders. On the 
other hand, some users with more than 10,000 followers, (Parmelee et al., 2013), although 

authenticated, have received a high degree of attention, so they are classified as opinion leaders. 

In summary, there are five categories of social identity: news organizations, technology website 

organizations, Huawei officials, opinion leaders, and average users. 
 

3. RESULT AND DISCUSSION 
 

3.1. Texts  
 

Metaphor is a vital investigation in language that is under the first dimension of CDA. Metaphor 

is a concept proposed by scholar Roman Jakobson (1990), which has always been regarded as a 
literary language. But Fairclough (2003) believes that it exists in all kinds of discourses. He 

thinks that when a specific metaphor is used to represent ideology.It is a specific way to 

recognize and construct reality, so metaphor is an important indicator of discourse analysis. 

 
Metaphor refers to substituting metaphor for ontology, based on the similarities or categories 

proposed between the real subject and its metaphorical pronouns, to construct an alternative 

"reality" (Andreotti et al., 2011). The theme of Huawei on twitter also includes "reality" 
constructed by metaphors. When different users of discourse make some of the same metaphors 

and put them into their discourse, they construct "reality" from a new perspective. Behind these 

metaphors are also hidden positions and value judgments. There is Table 1. 
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Table 1. Use of Twitter "Huawei Discourse" Metaphor 
 

Ontology Metaphor 

 

 

 

 

Huawei 

 

Dirty bomb  

A security nightmare  

Claws of the Red Dragon  

PLA-er (People's Liberation Army-er)  

A company Full of thieving parasites  

 A branch of Chinese Intelligence telecommunications company  

Trojan Horse  

Chinese telecoms giant 5G role  

National champion’s telecom gear 

 

China 

 

Communist China  

Nazi China  

Totalitarian state  

Google-huawei 

Cooperation 

 

Down the Rabbit hole  

 
From the above table, in the discourses of different users, Huawei is constructed as a telecom 

giant who steals users’ information and attacks national security. Huawei not only has contacted 

with the Chinese government, but also helps African countries' dictatorships to monitor their 
political opponents and builds surveillance technology. Therefore, a huge security risk could be 

seen. These metaphors reflect the vigilance and hostility of such discourse users towards Huawei 

and even China. 
 

One of the reason why these discourses occur is that China is always considered as a totalitarian 

state in media (Lee, 2020). Meanwhile, Huawei, as a Chinese company, is linked to China. So, in 

some metaphor, China uses Huawei as a weapon to attack the national security of other 
countries, and even spread and penetrate communist viruses. This is a kind of mind of zero-sum 

game, and it is obviously the Cold War mentality, and it is the confrontation between different 

ideologies behind the texts. 
 

Through the use of metaphors, some discourse users construct Huawei in an incorrect or even 

distorted "reality", which reflects the disparate position and ideology of the discourse producers. 

 

3.2. Discursive discourse 
 
The production, distribution and consumption of discourse are three elements in discursive 

discourse analysis of CDA theory. This part analyses the production, distribution and 

consumption of discourse by tracing howthe Tweets created and who consumed them.  

 
Tweets about topicsof Huawei could be presented in other people's tweets in various ways on 

Twitter. This way will form a model of a single text with multiple creators. These methods 

include direct citation, indirect citation, retweet and reference. 
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Direct quotation is a direct use of some words by the text producer, usually quoted by quotation 
marks. 

 

 
 

Figure1. direct citation 
 

Although indirect quotation is a quotation in dialogue, it does not use quotation marks, but marks 

the original speaker to achieve the quotation effect by indicating the speaker. 
 

 
 

Figure2. Indirect citation. 

 

Retweet refers to forwarding the content of other users’ tweets, such as speeches or website 

articles, to their own public homepage. This is the most common speaking behavior on Twitter. 
The content quoted in the retweet will be marked below the Tweet. Apart from that, the content of 

the quoted article or tweet is visible, and users can see the full content by clicking it. 

 

 
 

Figure 3. Retweet 
  

There are two types of reference classifications as Samoyault (2003) mentioned. One is accurate 

reference materials, such as literature citations of academic works, and the other is simple 
references. The following analysis adopts a simple reference standard, that is, the mentioned 

topics can be traced back to the text. 

 
In Twitter, the links attached to the text are mostly simple references. For example, some 

producers put a reference article link at the end of the text, and the content of the link has a 

certain relationship with the text itself, as shown in the following figure. 
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Figure 4. Reference 

 
All of types could be considered as “pretext”, which means the contents are citied by the others. 

Therefore, by discovering the categories of how the users generate texts, it is clear to find out 

what kind of texts will affect the discourse. 
 

From the statistics, it can be seen that it is the organization that has the dominant position in the 

power structure of this link, and the individual producer has become the dominant person. 

 
Table 2. Social identification of pre-text 

 

Social 

identification 

news 

organizations 

technology 

website 

organizations 

Huawei officials Average  

users 

opinion  

leaders 

 

percentage 
 

75.8% 
 

9.6% 
 

4.8% 
 

1% 
 

8.8% 

 

In the production of discourse, more than 50% of the previous texts quoted by its content are from 

institutions. This shows that the text from the institution maybe a main entrance of information 
for the discourse makers. In the other words, institutions control the production of Huawei 

discourse on Twitter. 

 

When it comes to the distribution and consumption of discourse, these parts need to be choose 
indicators that can reflect the communication paths and consumption texts because it has to 

reflect the audience's communication and interpretation of the text. However, since the most 

direct data "tweet page views" cannot be visually observed, "retweet number" was chosen in this 
study, which could directly reflect the communication path and the consumption text. 

 

Retweet function on Twitter will show the dialogue in users’ homepage, because both parties can 
be presented on the platform when they comment. Therefore, on the Twitter platform, discourse 

production is text creation based on other texts, and discourse consumption refers to interactive 

actions such as commenting on others’ texts. As a result, retweet is a kind of extra-text of 

intertextuality that directly refers to the consumption of discourse. 
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Table 3. Social identification of retweet users 

 

   

In the distribution and consumption of Huawei discourse, more than 80% of the retweets are 

average individual users. Therefore, it could be stated that it is the individual users who 
dominate the distribution and consumption of Huawei discourse. 

 

To be specific, the average individual users are the dominant part in the consumption of 
discourse. They occupy the leading role in continued production in consumption. 

 

However, no matter what kinds of quotation, the original text has been reproduced by the 

users, so it probably could be influenced by users’ ideology. The first type of direct quotation 
using quotation marks can make the original discourse appear obvious, but the discourse text 

of the "markup" is still selected by the discourse creator (Maier, 2015). Therefore, the 

discourse writer will use the selected discourse to justify his point of view, thereby indirectly 
imposing it on the audience. Indirect discourse is more conducive for creators to rewrite the 

words and intonation of sentences, which means the indirect citation also reflects the attitude 

of the producer of the discourse (Dijk, 1993). The form of retweet can be considered as fully 
independent. References are less involved in the construction of discourse. So, it is also 

important to know whether the information of pre-text influences the users.  

 

In twitter, users could show their opinions of pre-text directly in their own texts. Based on 
that, the researcher considers there are generally two kinds of attitude to the pre-text, agree or 

disagree. From these attitude, the deeper investigation could show whether the opinions of 

institution will be accepted by the users who quote. 
 

Table 4. The attitude to pre-text 

 
 agree disagree 

Percentage 79.2% 20.8% 

 

3.3. Social Practice  
 

The power contracture may change due to different social identities, relationships and other 
factors (Fairclough,2003). But when a power plays a leading role in a class of discourse, it could 

be determined that this kind of power occupies a certain discourse power or discourse advantage 

(Guo,2019). It at least shows two totally different power relations in the discourse. 
 

Although the data shows that the participants of Huawei's discourse are all over the world and 

their identities are diverse, there is still a power structure behind the production, distribution and 
consumption of discourse.  

 

From the statistical data above, first of all, news organizations and institution control the 

discourse production but behind the text. The institution does not directly control the discourse 

by news report but the information recourses. Once users on Twitter quote their information，it 

is easy for them to trap in the value already set up by the institution.  

Social 

identification 

Average users Opinion leader News organization Non-identification 

 

percentage 

 

86.4% 

 

5.7% 

 

1.3% 

 

6.6% 
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Secondly, the power relation of discourse consumption emphasizes the superior of average users. 
In exploring the discourse distribution and consumption parts, no matter what kinds of discourse 

inclination, more than 80% of the retweet users’ identity data are average users, and other types 

of social identity users account for this proportion very little. Therefore, it can be explained that 

average users have become the absolute main force in this power relation, forming a power 
structure dominated by average users. The reason is the decentralized network technology 

provide average users with the possibility of contributing a new power structure. 

 
Twitter as a social media, bring all the users in the same platform and give them the same 

opportunity to speak their own ideas. The decentralized features allow people to support the texts 

they like. So, they control the consumption of the discourse. 
 

4. CONCLUSION 
 

In the current international communication research, whether it is Dependency theory, Cultural 
Imperialism theory, Media Imperialism theory or World system theory, it is believed that the 

current international communication pattern presents the phenomenon that the national media of 

developed countries dominates（Ming,2006）. However, it seems that the social media that 

owns the decentralized technology bring some changes to this power relation. 

 

Fairclough’s CDA is useful in investigating the social discourse. Applying the theory to Huawei 
discourse could have deeper learning in the power structure behind the discourse. So, the article 

examined the three dimensions of Huawei discourse on Twitter from the perspective of CDA 

theory, and found that institutions, especially news institutions, still control the production of the 
previous text, and decentralized social media has not shaken this power structure.  

 

However, average users actively participate in the discourse consumption link, thereby forming a 
dominant force in this link and dissolving some of the media power. It can be seen that although 

the current online social media has not shaken the original media power, the social media with 

decentralized technology partly dissolve the power structure. 

 
This study still has some drawbacks, such as the accuracy of social identification. In the future, 

we can try to have more accurate information and analyze the discourse more variables. In 

addition, this study could not consider the fake followers.For example, fake follower accounts 
are controlled by robotsand they are used to get averifiedsymbol (Cresciab et al., 2015). 

 

Some users would buy Twitter followers to pretend the opinion leader (Stringhini,2013). This 

inaccurate information will influence the data. Besides,Twitter restrict the data mining in 
tweetpage views, which means no direct data of the consumption and margin of error probably 

be included in result (Aral &amp; Zhao, 2019). So, thefuture study may be useful for sample 

surveying proper margin of error, but the large sample may need to consider another method. 
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