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Preface 
 

The International Conference on Soft Computing, Artificial Intelligence and Machine Learning 

(SAIM 2020) June 27~28, 2020, Copenhagen, Denmark, 8th International Conference on Signal 
Image Processing and Multimedia (SIPM 2020), 8th International Conference of Advanced 
Computer Science & Information Technology (ACSIT 2020), 8th International Conference on 
Foundations of Computer Science & Technology (FCST 2020), 8th International Conference on 
Information Technology in Education (ICITE 2020) was collocated with International 
Conference on Soft Computing, Artificial Intelligence and Machine Learning (SAIM 2020). The 
conferences attracted many local and international delegates, presenting a balanced mixture of 
intellect from the East and from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from 
academia and industry to focus on understanding computer science and information technology 

and to establish new collaborations in these areas. Authors are invited to contribute to the 
conference by submitting articles that illustrate research results, projects, survey work and 
industrial experiences describing significant advances in all areas of computer science and 
information technology. 
 

The SAIM 2020, SIPM 2020, ACSIT 2020, FCST 2020 and ICITE 2020 Committees rigorously 
invited submissions for many months from researchers, scientists, engineers, students and 
practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed 
submissions from an unparalleled number of internationally recognized top-level researchers. All 
the submissions underwent a strenuous peer review process which comprised expert reviewers. 

These reviewers were selected from a talented pool of Technical Committee members and 
external reviewers on the basis of their expertise. The papers were then reviewed based on their 
contributions, technical content, originality and clarity. The entire process, which includes the 
submission, review and acceptance processes, was done electronically. 
 

In closing, SAIM 2020, SIPM 2020, ACSIT 2020, FCST 2020 and ICITE 2020  brought together 
researchers, scientists, engineers, students and practitioners to exchange and share their 
experiences, new ideas and research results in all aspects of the main workshop themes and 
tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is 
organized as a collection of papers from the SAIM 2020, SIPM 2020, ACSIT 2020, FCST 2020 

and ICITE 2020. 
 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 
sincerely wish that all attendees benefited scientifically from the conference and wish them every 
success in their research. It is the humble wish of the conference organizers that the professional 
dialogue among the researchers, scientists, engineers, students and educators continues beyond 
the event and that the friendships and collaborations forged will linger and prosper for many 
years to come. 

 

David C. Wyld  

Dhinaharan Nagamalai (Eds) 
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Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture, 

University of Split, R.  Boškovića 32, Split 21000, Croatia 
 

ABSTRACT 
 

Confusion matrix is a useful and comprehensive presentation of the classifier performance. It is 

commonly used in the evaluation of multi-class, single-label classification models, where each data 

instance can belong to just one class at any given point in time. However, the real world is rarely 

unambiguous and hard classification of data instance to a single class, i.e. defining its properties with 

single distinctive feature, is not always possible. For example, an image can contain multiple objects 

and regions which makes multi-class classification inappropriate to describe its content. Proposed 

solutions to this set of problems are based on multi-label classification model where each data 

instance is assigned one or more labels describing its features. While most of the evaluation measures 

used to evaluate single-label classifier can be adapted to a multi-label classification model, 

presentation and evaluation of the obtained results using standard confusion matrices cannot be 

expanded to this case. 

 

In this paper we propose a novel method for the computation of a confusion matrix for multi-label 

classification. The proposed algorithm overcomes the limitations of the existing approaches in 

modeling relations between the classifier output and the Ground Truth (i.e. hand-labeled) 

classification, and due to its versatility can be used in many different research fields. 

 

KEYWORDS 
 
Classification, multi label classifier, performance evaluation, confusion matrix 

 

1. INTRODUCTION 
 

Multi-class classification (MCC), where each data instance or object is assigned to a class from the 

set of a priori known classes, is widely encountered in scientific literature and engineering 

applications. Regardless of the number of possible classes, they are mutually exclusive and each 

object can be assigned to only one class. This approach in machine learning, also known as Single-

label classification [18], relies on fundamental assumption that each data object belongs to only one 

concept and has a unique semantic meaning [21]. While this approach is well-known and widely 

used in supervised learning, there are data sets that are too complex to impose the restriction of only 

one label for each data instance [5], [12]. These problems include text categorization, sentiment and 

emotion recognition, semantic scene classification and many other problems. In fact, most of real life 

data is often difficult to describe with a single distinctive feature. Objects, phenomena, relations, 

interactions and other manifestations of natural and artificial processes are seldom simple enough to 

be easily defined and unambiguously classified. Machine learning approaches dealing with data that 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N08.html
https://doi.org/10.5121/csit.2020.100801


2 Computer Science & Information Technology (CS & IT) 

 

cannot be simply classified to a single distinctive class, i.e. described with a unique semantic context, 

are referred to as Multi-label classification (MLC) [18], [17] or Multi-label learning [5], [19] gain the 

attention and becomes a relevant research area [1], [21]. 

 

Beside assigning more than one semantic concept to each data instance, MLC algorithms have to 

deal with other difficulties, e.g. correlation between different labels and an uneven number of label 

occurrences on the data. Representative example is image classification. Aside from rare exceptions, 

most of the real life images contain multiple objects and regions with their interactions and attributes 

and can be annotated with multiple labels [19]. Some labels can be very common in the data set and 

appear in almost all images (e.g. Sky), while others could be rare and appear only on a few images in 

the whole data set. Moreover, it is not uncommon for different labels to look very similar in the 

image context (e.g. Clouds, Smoke or Fog), making hard even for a human to create unambiguous 

Ground Truth (GT) labeling [2]. For a researcher working on a MLC algorithm, it is essential to have 

a tool that does not only evaluate algorithm effectiveness but can also reveal relations between labels 

and clearly indicate the weaknesses of the classifier. 

 

Confusion matrices have been present in the evaluation of scientific models and engineering 

applications for a long time and are commonly used in many different areas such as computer vision 

[14], natural language processing [10], acoustics [16], etc. In its simplest form a confusion matrix 

shows a binary classifier performance in table with two rows and two columns [3], [13], [4] and 

represents the percentages of four possible classification outcomes: True Positive (TP), False Positive 

(FP), True Negative (TN) and False negative (FN). This principle is easily extended to visualization 

of results obtained by Multi-class classification model [11], where each object form the data set can 

belong to just one of many distinctive classes at any given point in time. If, for example, an object of 

type A is often misclassified as type B, the confusion matrix will clearly reveal this and suggest to a 

researcher that she or he could improve the classification model by looking for additional features 

that can help better distinguish classes A and B. 

 

Even though confusion matrices are adequate for the visualization of results obtained by MCC 

models, they fail when it comes to Multi-label classification where an object from a data set can 

simultaneously belong to multiple classes. Since the analysis of the confusion matrix could provide 

insight into the relations between different data features and objects and also reveal inherent structure 

of the data itself, it is important to find a way in which a confusion matrix can be applied for 

evaluation of MLC models. In this paper we propose a method for representation of Multi-label 

classification results with confusion matrices. 

 

The rest of the paper is structured as follows. Multi-label classification paradigm and existing 

evaluation measures for Multi-label classification model are presented in section II. In section III a 

novel approach for the computation of confusion matrices for Multi-label classification problems is 

proposed and elaborated in details. In section IV we give a conclusion and discuss future work. 

 

2. MULTI-LABEL CLASSIFIER PERFORMANCE EVALUATION 
 

Multi-label classification is a supervised learning paradigm where each data instance can be assigned 

more than one label from the set of predefined labels. This approach gained a lot of attention in 

recent years as it is applicable whenever the data set is too complex to assign each data instance to a 

single distinctive class, i.e. characterize each data instance with a single distinctive feature or 

concept. Reported applications of multi-label classification include [17], [5] text categorization, 
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image classification, graph classification, bioinformatics, gene function analysis, emotion and 

sentiment recognition, multimedia annotation, social network analysis and many more. Surveys of 

multi-label classification techniques and state of the art approaches are given in [18], [17], [5], [21]. 

 

We define Multi-label classification problem according to [21], [5]:  

 

Let 𝒳 = 𝑅𝑑 be   an input space of d-dimensional data instances and  𝒴 = {𝜆1,  … ,  𝜆𝑞}  the output 

label space with|𝒴| = 𝑞  possible labels that can be assigned to each data instance. Multi-label 

pattern is a pair (𝑥, 𝑌) where 𝑥 ∈ 𝒳 is a data instance and 𝑌 ⊆ 𝒴 is a set of associated true labels. 

Label set 𝑌 is represented as a q dimensional binary vector 𝑌 ∈ {0,1}𝑞 where labels relevant to x are 

represented by 1 and labels irrelevant to x are represented by 0.  

 

The task of multi-label training is to learn function ℋℳℒ:𝒳 → 2|𝒴| which predicts a set 𝑍 ⊆ 𝒴 of 

relevant labels for an unseen data instance. Note that Multi-class classification could be defined as a 

special case of Multi-label classification where ℋℳ𝒞:𝒳 → 𝒴 predicts a single class associated to 

data instance [5]. 

 

2.1. Evaluation Measures 
 

Evaluation measures used to evaluate performance of Multi-class classifier are usually based on hit 

and miss ratio on an unseen test data with associated Ground Truth classes. Prediction of the 

classifier ℋℳ𝒞:𝒳 → 𝒴is accurate only if the predicted class is the same as the GT class. In Multi-

label classification, prediction could be completely accurate if predicted labels Z are exactly the same 

as GT labels 𝑌 , partially accurate if 𝑌 ∩ 𝑍 ≠ ∅ or completely inacurate if 𝑌 ∩ 𝑍 =  ∅. Thorough 

survey of the evaluation techniques for Multilabel classification with correlation analysis of different 

performance measures is given in [1]. 

 

Let 𝐷𝑡 = {(𝑥𝑖, 𝑌𝑖)|𝑖 = 1,… ,𝑁} be a set of multi-label patterns where 𝑌𝑖 is the Ground Truth set of 

labels for data instance 𝑥𝑖 unseen by the classifier ℋℳℒ:𝒳 → 2|𝒴|and 𝑍𝑖 = ℋℳℒ(𝑥𝑖) is the 

prediction of the classifier. Evaluation measures for evaluating performance of the MLC classifier are 

divided into example-based metrics and label-based metrics. Example-based metrics calculate 

performance for every data instance and average over the entire data set, while label-based metrics 

evaluate performance for each label individually and then average across all labels. 

 

2.1.1. Example-based evaluation measures 
 

Example-based evaluation measures are calculated by taking into account each instance hit and miss 

ratio regardless of label and averaging over the entire test set. Example based Accuracy, Precision 

and Recall are define with [1], [6]: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝐸𝐵(ℋℳℒ , 𝒟𝓉) =
1

𝑁
∑

|𝑌𝑖 ∩ 𝑍𝑖|

|𝑌𝑖 ∪ 𝑍𝑖|

𝑁

𝑖=1

 
(1) 

 

  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐸𝐵(ℋℳℒ, 𝒟𝓉) =
1

𝑁
∑

|𝑌𝑖 ∩ 𝑍𝑖|

|𝑍𝑖|

𝑁

𝑖=1

 (2) 
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𝑅𝑒𝑐𝑎𝑙𝑙𝐸𝐵(ℋℳℒ, 𝒟𝓉) =
1

𝑁
∑

|𝑌𝑖 ∩ 𝑍𝑖|

|𝑌𝑖|

𝑁

𝑖=1

 

 

(3) 

 

Using example-based Precision and Recall, F1score [7] can be computed, representing the weighted 

average between Precision and Recall [1]: 

 

𝐹1𝐸𝐵 =
1

𝑁
∑

2|𝑌𝑖 ∩ 𝑍𝑖|

|𝑌𝑖| + |𝑍𝑖|

𝑁

𝑖=1

 (4) 

 

Hamming loss: 

 

𝐻𝑎𝑚𝑚𝑖𝑛𝑔𝐿𝑜𝑠𝑠(ℋℳℒ, 𝒟𝓉) =
1

𝑁
∑

|𝑌𝑖 △ 𝑍𝑖|

|𝐿|

N

i=1

 (5) 

 

where ∆ stands for a symmetric difference of two sets, which is equivalent to the XOR operation in 

Boolean logic [1]. Hamming Loss (5) is a widely used evaluation measure for MLC, penalizing 

difference between predicted and GT labels. Both labels that are predicted and do not exist in GT and 

labels that are not predicted but exist in GT are taken into the account. 

 

Subset Accuracy: 

𝑆𝑢𝑏𝑠𝑒𝑡𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(ℋℳℒ , 𝒟𝓉) =
1

𝑁
∑⟦𝑌𝑖 = 𝑍𝑖⟧

N

i=1

 

(6) 

 

where ⟦∆⟧ is Iverson bracket [20], mapping true logic condition to 1 and false to 0. Subset Accuracy 

or Exact Match is a rigid measure considering prediction accurate only if it is exactly the same as 

GT. 

 

2.1.2. Label-based evaluation measures 
 

Label-based evaluation considers every label separately, reducing Multi-label classifier to a binary 

classifier for a particular label, with four possible prediction outcomes: True Positive (TP), False 

Positive (FP), True Negative (TN) and False Negative (FN). Accuracy, Precision and Recall are 

defined by: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑁
 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

(7) 
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𝐹1 = 2
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ⋅ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

Label-based 𝐹1𝑠𝑐𝑜𝑟𝑒 is defined by: 

 

𝐹1 = 2
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ⋅ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
=

2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 (8) 

 

Label-based classification metrics for the classifier ℋℳℒand dataset 𝒟𝓉 could be obtained by using 

macro or micro averaging techinques. Let B be any of the measures defined by equation (7). 

𝐵𝑚𝑎𝑐𝑟𝑜(ℋℳℒ, 𝒟𝓉) and 𝐵𝑚𝑖𝑐𝑟𝑜(ℋℳℒ, 𝒟𝓉)are calculated by [1]: 

 

𝐵𝑚𝑎𝑐𝑟𝑜(ℋℳℒ, 𝒟𝓉) =
1

𝑞
∑𝐵(𝑇𝑃𝑗 , 𝐹𝑃𝑗, 𝑇𝑁𝑗 , 𝐹𝑁𝑗)

𝑞

𝑗=1

 (9) 

 

𝐵𝑚𝑖𝑐𝑟𝑜(ℋℳℒ , 𝒟𝓉) = 𝐵 (∑𝑇𝑃𝑗

𝑞

𝑗=1

,∑𝐹𝑃𝑗

𝑞

𝑗=1

,∑𝑇𝑁𝑗

𝑞

𝑗=1

,∑𝐹𝑁𝑗

𝑞

𝑗=1

) (10) 

 

3. MULTI-LABEL CLASSIFICATION CONFUSION MATRIX 
 

Multi-label classification measures presented in the previous section are widely used in scientific 

papers. Detailed literature reviews on evaluation techniques for MLC are given in [1], [15]. While 

wide variety of proposed measures can be used to evaluate performance of a MLC algorithm, there is 

little information on what is happening with data instances which are labeled inaccurately. If, for 

example, label  λ ∈ 𝒴 has poor Recall, i.e. if  of 𝜆 is usually not assigned to data instances for which 

it is relevant, information on what labels are often assigned instead of  λ could be very useful. In 

order to optimize classifier performance it is crucial to gain deeper insight into the internal classifier 

operations and the relations amongst the different labels. This information could also be used to 

select new discriminative features on the data set. 

 

3.1. Multi-Class Confusion Matrix 
 

In the case of Multi-class classification (MCC), where each data instance is assigned to a single 

distinctive class, Confusion matrix is a useful and comprehensive presentation of the classifier 

performance on a data set with known true labels. Moreover, most of the evaluation metrics can be 

represented as a function of the Confusion matrix entries [12]. 

 

For the Multi-class classifier where ℋℳ𝒞:𝒳 → 𝒴predicts a single class, Confusion matrix is 

constructed by comparing the predicted class with the known GT class [8]. Each row of the matrix 

represents true label (GT) and each column of the matrix represents the prediction of the 

classifierℋℳ𝒞. For each data instance 𝑥 with GT class 𝑌 and predicted class 𝑍, matrix cell 

corresponding to the 𝑌 -th row and 𝑍-th column is incremented, counting the number of times that 

the object of class 𝑌 is assigned to a class 𝑍. This way raw Confusion matrix is constructed where 

diagonal elements of the matrix represent the number of accurate classifications for each class, while 

off-diagonal elements represent missclassifications. Precision and Recall for each class separately 



6 Computer Science & Information Technology (CS & IT) 

 

can be directly computed from the raw Confusion matrix. Precision for each class is computed by 

dividing a diagonal element of the Confusion matrix with the sum of all elements in the 

corresponding column. Recall for a class is computed by dividing a diagonal element of the matrix 

by the sum of all elements in the row. 

 

An example of the Confusion matrix for MCC data set with 𝑁 =  45 data instances and 𝑞 =  4 

classes is shown in Table I. Precision for each class is given in the last column, while Recall value 

for each class is given in the last row. 

 
Table 1.  Example of the confusion matrix for four class multi-class classifier. Precision for each class is shown 

in the last row. Recall for each class is shown in last column. 

 
  Predicted class  

  λ1 𝜆2 𝜆3 𝜆4 Recall  

G
T

 c
la

ss
 𝜆1 8 0 0 0 1.00 

𝜆2 4 9 1 1 0.60 

𝜆3 3 0 7 0 0.80 

𝜆4 1 0 2 9 0.75 

Precision 0.50 1.00 0.70 0.90  

 
Table 2.  Precision matrix computed from the confusion matrix given in Table 1. 

 
 λ1 𝜆2 𝜆3 𝜆4 

𝜆1 0.5 0 0 0 

𝜆2 0.25 1 0.1 0.1 

𝜆3 0.19 0 0.7 0 

𝜆4 0.06 0 0.2 0.9 

 

Table 3.  Recall matrix computed from the confusion matrix given in Table 1. 

 
 λ1 𝜆2 𝜆3 𝜆4 

𝜆1 1 0 0 0 

𝜆2 0.27 0.6 0.07 0.07 

𝜆3 0.3 0 0.7 0 

𝜆4 0.08 0 0.17 0.75 

 

Confusion matrix normalization provides further information on relations between classes and types 

of classification errors [9]. Recall matrix is computed by dividing each cell of the raw Confusion 

matrix by the sum of all elements in the corresponding row. Diagonal elements of the Recall matrix 

are Recall values computed for each class, given in the last row of the raw Confusion matrix (Table 

I). Off-diagonal elements for the row representing true class 𝑌 represent the probability that the 

object of the class 𝑌 will be misclassified as class 𝑍, where 𝑌 ≠ 𝑍. Precision matrix is computed by 

dividing each cell of the raw Confusion matrix with the sum of the corresponding column. Diagonal 

elements of the Precision matrix represent precision for the corresponding class given in the last 
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column of the raw Confusion matrix. Off-diagonal elements of a column representing class 𝑍 are 

probabilities that the object assigned to class 𝑍 really belongs to class 𝑌 , 𝑌 ≠ 𝑍. Precision matrix 

computed from the raw Confusion matrix is given in Table 2 and Recall matrix is shown in Table 3. 

 

3.2. Confusion-Matrix in MLC Paradigm 
 

As illustrated in the previous example, a Confusion matrix provides comprehensive insight into the 

classifier performance for the MCC problems. However, there are several obstacles for the extension 

of this simple yet effective principle to the Multi-label classification paradigm. The contribution of 

the data instance x to the raw Confusion matrix is straightforward only in the trivial case where 

|𝑌|  =  |𝑍|  =  1. If either 𝑌 or 𝑍 has more than one label the situation is not so clear. In the following 

paragraphs we will propose the algorithm for the computation of Confusion-matrices for Multi-label 

classification. In this work we assume that MLC predicts at least one label for each data instance and 

cardinality of both Y and Z is greater than 0. 

 

Let us consider four possible scenarios for sets of true labels Y and predicted labels Z: 

 

(i) GT and predicted labels for data instance x are exactly the same, 𝑌 =  𝑍, i.e. the classifier 

accurately predicts relevant labels. Contribution C for data instance x to the Confusion 

matrix is accounted by incrementing diagonal elements corresponding to label set 𝑌:  

 

𝐶 = 𝑑𝑖𝑎𝑔(𝑌) (11) 

 

(ii) Classifier prediction and GT differ. Prediction Z contains labels that are not relevant to data 

instance x. True label set Y does not contain labels that do not exist in prediction Z, i.e. all 

relevant labels are predicted by the classifier: 

 

|𝑌 \ 𝑍| = 0,  |𝑍\ 𝑌| > 0, (12) 

 

where 𝑌 \ 𝑍 represents a set of labels that exist in GT and do not exist in predicted set Z, and 

𝑍\𝑌 represents a set of labels that are predicted by the classifier and are not relevant to 𝑥. 

Although all relevant labels from 𝑌 are accurately predicted, the contribution of data instance 

𝑥 can not be accounted for by simply incrementing the appropriate diagonal elements. It is 

reasonable to assume that some features of 𝑥 ∈ 𝒳corresponding to concepts and semantic 

meaning connected with true labels 𝑌 misslead the classifier to predict non-existing labels. 

Proportional share from each true label contribution should be accounted for to the labels that 

exist in prediction and do not exist in GT. Contribution C of the data instance x to the 

Confusion matrix is: 

 

𝐶 = [𝑌 ⊗ (𝑍\ 𝑌) + |𝑌| ⋅ 𝑑𝑖𝑎𝑔(𝑌) ]/|𝑍| (13) 

 

First element in square brackets is the outer product that redistributes the contribution of true 

labels to inaccurately predicted labels, i.e. accounts part of contribution of each label from 𝑌 

equaly to all labels in 𝑍 which are not relevant to x. Second summand in square brackets 

increments diagonal elements corresponding to labels in 𝑌 . Overall contribution is 

normalized by |𝑍| to accurately model the distribution of |𝑌| true labels to contribution 𝐶. 

The sum of each row representing one true label is equal to one, while the sum of all 
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elements of C is equal to number of true labels |𝑌|. Equation (13) takes equal parts of the 

contribution from each true label and transfers it to the inaccurately predicted labels.  

(iii) Prediction and GT differ. GT contains labels that do not exist in prediction. Prediction does 

not contain labels that do not exist in GT:  

 

|𝑌\𝑍| > 0,  |𝑍\𝑌| = 0 (14) 

 

It is reasonable to assume that some features of 𝑥 corresponding to true labels 𝑌 are not 

recognized accurately by the classifier and are attributed to other true labels from 𝑌 that are 

predicted in 𝑍. Contribution of the labels that are not accurately predicted should be equally 

distributed to all labels that exist in both GT and prediction. Contribution to the Confusion 

matrix is: 

 

𝐶 = [(𝑌\𝑍) ⊗ 𝑍]/|𝑍| + 𝑑𝑖𝑎𝑔(𝑍) (15) 

 

 

First summand in the equation (15) redistributes the contribution of relevant labels that are 

not predicted equally to all predicted labels. Second summand accounts the contribution of 

the predicted labels to the diagonal elements of the Confusion matrix. The sum of rows 

corresponding to true labels in Y is one, while sum of all elements in C is equal to |𝑌|. 
 

(iv) Prediction and GT differ. GT contains labels that do not exist in prediction. Prediction also 

contains labels that do not exist in GT:  

 

|𝑌\𝑍|  >  0,  |𝑍 \𝑌|  >  0 (16) 

 

Diagonal elements corresponding to labels that exist in both GT and prediction (if any) 

should be incremented. We consider these labels accurately classified. Contribution of other 

labels that exist in GT and do not exist in prediction should be equally distributed among 

labels that are predicted but do not exist in GT. Contribution to the Confusion matrix is: 

 

𝐶 = [(𝑌\𝑍) ⊗ (𝑍\𝑌)]/|𝑍\𝑌| + 𝑑𝑖𝑎𝑔(𝑌 ∩ 𝑍) (17) 

 

First summand equally redistributes contribution of GT labels that are not accurately 

predicted to predicted labels not relevant to data instance 𝑥, normalized by cardinality of 𝑍\𝑌 

set. Second summand accounts for the contribution of accurately predicted true labels, if any. 

The sum of each row corresponding to labels in 𝑌 is equal to one. The sum of all elements of 

𝐶 is equal to cardinality of 𝑌 . 

 

Based on the previous analysis, the algorithm that computes Multi-label Confusion matrix ℳfor 

dataset 𝐷 =  {(𝑥𝑖, 𝑌𝑖)| 𝑖 = 1,…𝑁},  where 𝑥𝑖is data instance and 𝑌𝑖 ∈ {0,1}𝑞its true labels 

represented as 𝑞-dimensional binary vector, and classifier ℋℳℒcapable of predicting labels 𝑍𝑖 =
ℋℳℒ(𝑥𝑖),  𝑍𝑖 ∈ {0,1}𝑞 for unseen data instances xi is given in Algorithm 1. 
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Algorithm 1 Multi-label confusion matrix 

Input: 𝐷 =  {𝑥_𝑖, 𝑌_𝑖)| 𝑖 = 1,… , 𝑁} 
Output: ℳ 

ℳ ← 𝑧𝑒𝑟𝑜𝑠(𝑞 × 𝑞) 

𝒇𝒐𝒓 𝑖 ←   1: 𝑁 𝒅𝒐 
𝑍𝑖 ← ℋℳℒ(𝑥𝑖) 
𝒊𝒇𝑌𝑖 = 𝑍𝑖𝒕𝒉𝒆𝒏 

𝐶 ← 𝑑𝑖𝑎𝑔(𝑌𝑖) 
𝒆𝒍𝒔𝒆 

𝒊𝒇|𝑌𝑖  𝑍𝑖| = 0  𝒕𝒉𝒆𝒏 
𝐶 ← [(𝑌𝑖 ∩ 𝑍𝑖) ⊗ (𝑍𝑖\ 𝑌𝑖) + |𝑌𝑖| ⋅ 𝑑𝑖𝑎𝑔(𝑌𝑖)]/|𝑍𝑖| 

𝒆𝒍𝒔𝒆 𝒊𝒇 |𝑍𝑖\ 𝑌𝑖| = 0 𝒕𝒉𝒆𝒏 
𝐶 ← [(𝑌𝑖\ 𝑍𝑖) ⊗ 𝑍𝑖]/|𝑍𝑖| + 𝑑𝑖𝑎𝑔(𝑍𝑖) 

𝒆𝒍𝒔𝒆 
𝐶 ← [(𝑌𝑖  \𝑍𝑖) ⊗ (𝑍𝑖\ 𝑌𝑖)]/|𝑍𝑖\𝑌𝑖| + 𝑑𝑖𝑎𝑔(𝑌𝑖 ∩ 𝑍𝑖) 

𝒆𝒏𝒅 𝒊𝒇 
𝒆𝒏𝒅  𝒊𝒇 
ℳ ← ℳ + 𝐶 
𝒆𝒏𝒅 𝒇𝒐𝒓 

 

 

Algorithm 1 requires single pass through the data set to compute raw Confusion matrix for a Multi-

label classifier. Once the confusion matrix is constructed, Precision and Recall matrices can easily be 

computed by normalizing raw confusion matrix with sum of column elements or sum of row 

elements, respectively [9]. 

 

3.3. Example 
 

Let us illustrate Algorithm 1 by using a simple example. Data set 𝒟 with|𝒟| = 7samples and 𝑞 =  4 

possible labels is shown in Table 4. Scenario for computing contribution 𝐶 for MLC confusion 

matrix ℳ, according to the analysis given in subsection 3.2 is shown below each data instance 𝑥𝑖. 

Computed contribution 𝐶 for each 𝑥𝑖 is given in the last row (only diagonal and non-zero elements 

are shown). 

 
Table 4.  Example of multi-label Confusion matrix calculation. Top to bottom: GT and prediction vectors for 7 

data instances with 4 possible labels; scenario for computing contribution (see subsection 3.2) contribution of 

each data instance to Confusion matrix. 

 

 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 
𝑋𝑖 1 1 0 0 0 1 1 0 0 0 0 1 1 1 1 1 0 1 1 0 0 1 1 0 0 1 0 1 

𝑌𝑖 1 1 0 0 1 1 1 0 1 0 0 1 0 1 1 1 0 1 0 0 1 1 0 0 1 0 1 0 

 (i) (ii) (ii) (iii) (iii) (iv) (iv) 

C 

1    0    0    0 1

3
 

1

3
 

1

3
 

0    0    0    

 1   1

3
 

2

3
 

   0    1    1    1   1

2
 

0 1

2
 

 

  0  1

3
 

 2

3
 

   0    1   1 0  1  0    0  

   0    0 1

2
 

  1

2
 

   1    0    0 1

2
 

 1

2
 

0 
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Contribution of 𝑥1with 𝑌1 = 𝑍1is straightforward and does not require deeper elaboration. For 

𝑥2prediction contains two labels that exist in GT, and one additional label that does not exist in GT 

(scenario (ii): |𝑌2\𝑍2| = 0, |𝑍2\ 𝑌2| > 0). Contribution is computed according to eq. (13):  

𝑌2 ∩ 𝑍2 = [0 1 1 0] 
𝑌2\𝑍2 = [0 0 0 0] 
𝑍2\𝑌2 = [1 0 0 0] 

(18) 

𝐶 = [(𝑌2 ∩ 𝑍2) ⊗ (𝑍2 𝑌2) + |𝑌2| ⋅ 𝑑𝑖𝑎𝑔(𝑌2)]/|𝑍2| 

= 

[
 
 
 
 
 
0 0
1

3

2

3

0 0
0 0

1

3
0

0 0

2

3
0

0 0]
 
 
 
 
 

 (19) 

 

Resulting contribution computed in eq. (19) takes into the account that true labels are partially 

misclassified as non-existent labels and redistributes proportional part of the contribution while 

keeping sum of all elements of contribution matrix equal to |𝑌2|. Contribution of the 𝑥3 is computed 

according to the same scenario. 

 

For 𝑥4GT contains label that is not accurately predicted, i.e.|𝑌4 \ 𝑍4| > 0, |𝑍4 \ 𝑌4| = 0. Contribution 

is computed according to eq. (15): 

 

𝑌4 ∩ 𝑍4 = [0 1 1 1] 
𝑌𝑧 𝑍4 = [1 0 0 0] 
𝑍4\ 𝑌4 = [0 0 0 0] 

(20) 

 

𝐶 = [(𝑌4\𝑍4) ⊗ 𝑍4]/|𝑍4| + 𝑑𝑖𝑎𝑔(𝑍4) 
 

= 

[
 
 
 
 0

1

3
0 1

1

3

1

3
0 0

0 0
0 0

1 0
0 1]

 
 
 
 

 
(21) 

 

Equation (21) increments diagonal matrix elements for accurately predicted labels and distributes 

evenly the contribution of true label that is inaccurately predicted to predicted labels. Contribution of 

𝑥5 is computed in the same manner. 

 

Samples 𝑥6 and 𝑥7 represent scenario (iv) where both GT and prediction contain labels that do not 

exist in the opposite vector, with contribution computed according to the equation (17). For 𝑥6 label 

that exists in both GT and prediction is considered correctly assigned and corresponding diagonal 

element is incremented. The contribution of other true label is assigned to inacurrately predicted 
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label. For𝑥7both true labels are inaccurately classified as predicted labels that do not exist in GT. As 

it is not possible to conclude which features were misinterpreted, contribution of the labels is evenly 

distributed across the predicted labels. 

 
Table 5.  Raw confusion matrix ℳ for the example given in Table 4. Precision for each class is shown in the 

last row, Recall for each class is shown in last column. 
 

  Predicted class  

  λ1 𝜆2 𝜆3 𝜆4 Recall  

G
T

 c
la

ss
 𝜆1 1.00 0.33 0.33 0.33 0.50 

𝜆2 0.83 4.67 0.50 0.00 0.78 

𝜆3 1.33 1.00 1.67 0.00 0.42 

𝜆4 1.00 0.00 0.50 1.50 0.50 

Precision 0.24 0.78 0.56 0.82  

 

Resulting raw MLC confusion matrix is show in Table 5. Unlike raw multi-class confusion matrix, 

entries in the raw multi-label confusion matrix are floating point numbers, as contribution of each 

label in GT could be split amongst labels in prediction. Precision matrix obtained by normalization of 

raw confusion matrix is shown in Table 6 and Recall matrix is shown in Table 7. 

 
Table 6.  Precision matrix computed from the raw confusion matrix ℳ. 

 

 

 λ1 𝜆2 𝜆3 𝜆4 

𝜆1 0.24 0.06 0.11 0.18 

𝜆2 0.20 0.78 0.17 0 

𝜆3 0.32 0.17 0.56 0 

𝜆4 0.24 0 0.17 0.82 

 

 
Table 7.  Recall matrix computed from the raw confusion matrix ℳ. 

 
 λ1 𝜆2 𝜆3 𝜆4 

𝜆1 0.50 0. 17 0. 17 0. 17 

𝜆2 0.14 0.78 0.08 0 

𝜆3 0.33 0.25 0.42 0 

𝜆4 0.33 0 0.17 0.50 

 

4. CONCLUSIONS 
 

Confusion matrix is a useful and comprehensive presentation of classifier performance. It is not just 

another way of computing Precision, Recall or some other evaluation measure, it is rather a magnifier 

that provides us with deeper insight into the classifier internal operation. Inspection of the confusion 

matrix and its derivatives provide us with strong clues on relations between classes and labels 

representing semantic meanings and concepts assigned to data instances. Confusion matrix reveals 

classifier weaknesses and suggests guidelines for further research and improvement in model 
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performance. Analysis of the confusion matrix could also provide insight into relations between 

different data features and objects and reveal inherent structure of the data itself. 

 

In this paper a method for the computation of a confusion matrix for the Multi-label classification 

model is proposed. The proposed algorithm overcomes the limitations of the existing approaches in 

modeling relations between the classifier output and the Ground Truth classification. Multi-class 

classification can be considered as a special case of multi-label classification with imposed limitation 

|Y| = |Z| = 1. Accordingly, evaluation metrics used in Multi-label classification should be 

generalization of techniques and measures used in Multi-class classification. It is easy to see that by 

imposing the same limitation, proposed algorithm for the confusion matrix computation reduces to a 

simpler form which is used to compute confusion matrix for Multi-class classification problem. 

 

The proposed technique emerged from our work on a specific multi-label classification problem. In 

our problem, classes are loosely defined and often share common features. Our intention was not to 

propose a new evaluation metrics, but to develop a tool to gain deeper understanding of data set and 

classifier operation. Therefore, the proposed technique is indeed used in decision making in a specific 

case study. Specific details from our work are omitted and would exceed the scope of the paper. 

Intention of this paper is to provide an insight to this technique to the classifier developers 

community and expect feedback on specific issues of the technique.  

 

The proposed technique emerged from our work on multilabel classifier for scene understanding 

which will be used as a case study for this method. We expect to propose even more general solution 

without some minor limitations mentioned in this method description. In the future we also expect to 

deliver tools for automatic extraction of confusion matrix semantics as a result of comprehensive 

testing on several case study multi-label classifiers. In that stage we will also consider computational 

complexity aspect of the proposed solution. According to ours’ best knowledge, at this moment there 

are no other proposed methods for constructing multi-label confusion matrix, and we consider this a 

good basis for developing a general solution to this problem, or a specialized method for evaluation 

of a specific problems. 
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ABSTRACT 
 
E-learning is a common tool to support the education in variety of scenarios. As the education 

content can be prepared by the group of specialists, but the skilled teachers are limited in 

remote area. Also, the contents in most curriculum are planned to distribute to limited skilled 

people. The gap of education can be full-filled with E- learning system. However, the 

conventional E-learning is high cost system and not appropriated for rural area. Also, open-

source system is complicated to implement and configure in dedicated curriculum. This 

research is proposed the customized design of E-learning system for primary Thai education 

curriculum. As Thai education curriculum was updated in 2017, school and teacher need to 
update the plan and methodology accordingly. Our research is based on the actual Thai school 

in Ratchaburi province by using the Android framework. The system is designed and 

implemented from actual requirements from teachers and students in grade 3. As a result, the 

result show student involvement and continue using of system in both school and extra hours. 

The feedback from actual usage also is evaluated.  

 

KEYWORDS 
 
E-learning, Android, Thai Curriculum. 

 

1. INTRODUCTION 
 
Electronic learning (E-learning) is a general system to support the learning process and assist the 

content delivering to the specified learner. The key features of E-learning are to let learner access 

contents promptly with less constraints e.g. remote area, limited time, lack of teacher and large 
number of learners. Since network performance and equipment are easily access currently, a 

number of learners’ request more of E-learning system. Also, learners expect to use E-learning 

for knowledge sharing and on-demand contents. 

 
This paper shows the customized solution of E-learning system that can be implemented in 

adaptive content with specified need (2017 Thai education curriculum) The solution also can be 

applied to other scenarios for other organizations. 
 

2. E-LEARNING SYSTEM 
 

E-learning is shown as critical system for content sharing in business, research and academic. 

Since the market share of E-learning system reached $2 trillions in 2001, many organizations 
implement the system for accessible and extra class support [1, 2]. 

http://airccse.org/cscp.html
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The main benefit of E-learning system is cost effective, flexibility, accessibility and content 

distribution. As the system are content centralized and using the technology platform for access 

anywhere-anytime. Then overall, it reduced the cost of staff, operation task and open the 

opportunity to more people [3]. It also adds more features that can provide online chat, AI 
enquiry, reminder, online quiz and content suggestions. 

 

In general, large system is approaching with framework [4-5]. As developing time can be reduced 
significantly by using the built-in library. The security is conformed by the framework library as 

well as updating regularly with framework update. The important key is maintenance as 

framework using the standard model following with guidance.  
 

The one of challenge of implementing E-learning is cost that increased 83 percent from 1998-

2003 [6]. This is a struggle for many organizations especially in education system. However, the 

need of E-learning also pushes to one of the largest share markets [7]. For, specific small 
organization and limited budget company are difficult to access to the commercialized platform 

as well as the open source system also required the skilled person to configure and understand 

that need follow the scheme of open source package.  
 

3. FRAMEWORK 
 

Android framework is a structure that prepare for programmer to develop application. Adobe 

Illustrator and Figma are the of tools to design on UI and character based. SQLite is use for 
database of quiz and content storage. This assist for both user and backend side to communicate 

and interact and share contents over the network. Most of Android framework is based on JDK 

model, this scheme let programmer customize the framework to meet the requirement by using 
the universal programming language and layout organization that is compatible to designated 

devices. Also, most of the framework is based on open source, so it can minimize the cost of 

license and maintenance. 
 

The advantage of using this framework is let the structure more robust and more secure from the 

prepared package compared to developing from bare bone. In addition, the framework has 

prepared the libraries and themes for developer to choose and apply. So, implementation can be 
rapid and more convenience to meet the requirement. 

 

SQLite provides the up-to-date content structure that can add, delete and modify the content of 
application on the fly. These support the upcoming content update from the education curriculum.  

 

The special request is also to add the gaming features. The project designs the main character 

model of the game in Adobe Illustrator and lay it on Figma to handle the flexible of mobile 
device. This game contains many scenes such as Main Scene, Menu Scene, Game Scene etc., and 

the application also includes the question scene. 

 
The gaming section in layout based on the purpose of core education curriculum in math subject. 

Also, all the main features can be operated in Android system. 

 

4. PLANNING & DEVELOPMENT 
 
This E-learning system is based on the actual case from Thai School in Ratchaburi province. The 

group of primary students and teacher in 2018 is based on the research. The development and 

evaluation are also based on the actual activity that interacts with students. 
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The design must be compatible to the new mobile devices (e.g. smart phone and tablets). The 
contents in each screen should be simplified with one main idea. 

 

The purpose of this E-learning system is to support the actual class and student has sufficient 

knowledge in using computer technology. The requirement and design of this system is survey 
from in-class students.  

 

4.1. Requirement 
 

• The system must be convenient for in-class student to apply and access. 

• Students which do not enrol may apply and register for the interest class. 
• Every user can browse the contents in subject. 

• The interface should be kids friendly. 

• The objective must follow the core curriculum. 
• The quiz must the task of activities in the class. 

• The flow of application should let the student feel enjoy. 

 

4.2. Application Design 

 
This application is focused to the math subject from Thai core curriculum. In primary, 5 topics 
are the main education topics: 1.) Calculation 2.) Measurement 3.) Weight 4.) Time and 5.) 

Shape. Our design is to support the main class activities that provide the summary video and 

quiz. For each topic in curriculum the amount of content is weigh by the teacher plan as follows: 
 

The main page of application is focused on 5 main tasks: 1.) Calculation 2.) Measurement 3.) 

Weight 4.) Time and 5.) Shape. This page let student to navigate and see the overview of task 

where the character and symbolic to illustrate grade 3 students easily follow the assigned task 
from teacher as shown in figure 1. The character in the application is from the brainstorm of 

student and teacher in the school to get the sketch and forming up by the research team. As a 

result, the collaboration leads the students the feel involves and willing to join the tasks and 
activities as shown in figure 2. 
 

In calculation section, the tasks are addition, subtraction, multiplication and division. Once, the 

user selects the topics the detail of given topics will be shown. The drill-down UI is provided and 
given in each section and provided the given content and video which is approved by teacher as 

shown in figure 3. 

 
In quiz section, the quiz is based on the learning knowledge by pulling up the question from 

SQLite and arrange by the selected topics. When the user finishes the quiz, simple mark output is 

given. The quiz allows the user to re-do in the case the gain the understanding as shown in figure 
4. 
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To support the flexible in design, background is laid with browser in Android studio. The 

character is drawn by Adobe Illustrator or equivalent and lay it with Figma.  
 

In quiz section, the quiz is based on the learning knowledge by pulling content from SQLite and 

using Genymotion to adjust the final result. 
 

5. RESULT 
 

The end result of system is based on the actual testing in grade 3 students from primary school in 

Ratchaburi province. The group of 20 students are using this application along with class study 
and giving the test result and feedback as follows: 

 

Administrator mode: 
 

 Log-in to the system. 

 Registering to the system. 

 Access to E-learning contents & downloadable contents. 

 Some E-learning subject provide optional quiz. 

 Search function. 

 Forum for learner to share/discuss knowledge. 

 File organization Add, Modify, Delete. 

 Profile management. 

 History organization (Review Content). 
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User mode: 

 

 Topic selective. 

 Content Summary 

 Quiz 

 Flexible in browsing 

 Simple UI 

 Design from user requirements. 

 
The test result is based on the given time allocation of teacher to the students where the two 

weeks allocation on everyday task. The average time per slot is 78 minutes. Also, the parents of 

each student are given task to share their child where the average time is spending 52 minutes in 

5 assignment tasks across in these two weeks.  
 

Table 1. Summation of Usage Time 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2. Feedback Result 

 

 

 

 

 

 

 
 

 

6. DISCUSSION 
 

As this system is created based on the actual user (grade 3 school students) requirement and 

reviewed by the same group student, our purpose is to gain more contribution of student. The 
objective is gaining more attention and support the in-class education. 

 

As shown in Table 1, our objective is to evaluate the contribution of learner. As the learners does 
not intention to use the E-learning before this research. To motivate learners to contribute the 

new learning tools are shown in both male and female. The result also shows the continuous of 

the involvement for all study period in both school and home.  This usage time includes both quiz 

and learning content based on 2017 Thai education curriculum. 

 Male Female 

Average usage per week 7  7.7  

Average Time per usage 

at school (minutes) 

72 84 

Willing to continue to 

use. 
85.71% 87.5% 

Average time per usage 

at home (minutes) 

48 54  

 

Feedback (out of 5) Average SD 

Quality of content 2.95 0.1 

To support the class 

knowledge 2.95 0.1 

Quality of application 
2.93 0.15 

Effective to learning 

process 2.97 0.07 
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A large number of involvements also require network traffic and computer resource. With this 

need, in our research has a large scale of computer resource in research lab. However, in real 

case, the system requires implementation resource in the organization. Therefore, with limited 

resource and recent technology, cloud server is suggested for the proposed system. 
 

The quality from feedback is shown as above average due to the design and requirement of their 

choices, however they suggest that the improvement on the next version of application would be 
expected. 

 

Overall, the customized system shows the significant improved in main objective of E-learning 
system. This also provides the solution that new trend of users needs the information in their own 

need format and their own need. The alternative solution is served their task achieved in this area. 
 

7. CONCLUSION 
 
E-learning is challenged in every organization to customize for appropriate for each organization. 

The difference in objective, members’ background and knowledge leads to different expectation. 

The customization system is a solution with a high cost of out-of-the-box software. 
 

This paper suggest the customized E-learning system based on Android framework. The specific 

learning group are based on grade 3 primary school in Ratchaburi province. The features of this 

system are content sharing, online quiz and feedback system to the responding teacher in school. 
The implementation of deployed system is based on user’s requirement that tend to meet with 

expectation. 

 
The trend of user involvement is improving the participation in most of area especially support 

Thai core curriculum in primary school. 
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ABSTRACT 
 

A very simple approach is proposed for gender discrimination using thermal infrared images of 

the persons' face. The selected features are actually based on the mean value of the pixels of 

specific locations on the face. It is proved that the discrimination is feasible either by simple 

visualization in the feature space or by using a relatively simple neural network for this 

purpose. All cases of persons from the used database, males and females, are correctly 

distinguished based on the mean value of the employed locations of the face. Classification 

results are verified using two conventional approaches, namely: a. the simplest possible neural 
network so that generalization is achieved along with successful discrimination between all 

persons and b. the leave-one-out approach to demonstrate the classification performance on 

unknown persons using the simplest classifiers possible.  

 

KEYWORDS 
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1. INTRODUCTION 
 

The approach used in this correspondence for feature extraction was based on a thorough 

comparison between the available images in the thermal infrared region. The thermal infrared 

region of the electromagnetic spectrum which lies between 7 and 13 microns, is the region in 
which radiate all bodies with typical temperature that of the environment. Infrared signatures of 

the face describe face temperature distribution which depends on physiological and psychological 

condition of the person.  
 

Infrared images acquired from the face of males and females differ significantly in specific 

locations. Accordingly, the used features should incorporate this type of information. Thus, the 

mean value of the pixels in four different locations of the face is used to form the feature vector. 
This feature vector is fed into Neural Network structures to perform gender identification. In this 

work, we seek for the simplest neural structure to perform successful gender identification and 

simultaneously we examine the suitability of the derived features to support correct identification 
even in the case of unknown persons present. For this purpose the leave-one-out method is 

employed. The classification performance of the neural structures is very efficient giving very 

good gender separability in the feature space, which is proved by the distinct locations of the 
clusters of males and females in the feature space.  

 

The work is organized as follows. Work related to the presented method is extensively exposed in 

section 2. In section 3 the infrared data employed for gender identification are described. In the 

http://airccse.org/cscp.html
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next section the feature extraction approach is outlined and the feature space is demonstrated. 
Gender identification performance is carried out in section 5, while the conclusions are drawn in 

section 6.  

 

2. RELATED WORK  
 
Various techniques have been presented in the past regarding gender discrimination. In [1] 

features are combined using fusion techniques from visible and infrared images for gender 

recognition. The presented technique is very complicated and the features used from specific 
locations on the face in case of infrared images are not conceptual prominent, while a similar 

approach for feature extraction has been proposed in the past [2] for drunk person discrimination. 

Furthermore, thermal features using eye signatures were used with successful results in 

intoxication identification [3]. Gender recognition using body-based images from visible and 
thermal cameras was carried out in [4]. The approach is basically employing movement detection 

and classification algorithms. The possibility of deducing gender from face images obtained in 

the near-infrared (NIR) and thermal (THM) spectra is elaborated in [5] by means of local binary 
pattern histogram (LBPH) features. In [6-7] methods for gender and ethnicity identification are 

described with small emphasis on thermal signatures. In [8] a combination of visible and infrared 

cameras is employed based on body images and neural networks for gender identification.  
 

Other approaches have also been developed for gender discrimination based on handwriting, 

voice, walking movements and fingerprints. Specifically, in [9] a system is presented to predict 

gender of individuals from offline handwriting samples. The technique relies on extracting a set 
of textural features from handwriting samples of male and female writers and training multiple 

classifiers to learn to discriminate between the two gender classes. The features include local 

binary patterns, histogram of oriented gradients, statistics computed from gray-level co-
occurrence matrices and features extracted through segmentation-based fractal texture analysis. 

The work in [10] presents a study to predict gender of individuals from scanned images of their 

handwritings. The proposed methodology is based on extracting a set of features from writing 
samples of male and female writers and training classifiers to learn to discriminate between the 

two. Writing attributes like slant, curvature, texture and legibility are estimated by computing 

local and global features. The study in [11] investigates the relative importance of temporal and 

spectral cues in voice gender discrimination and vowel recognition by normal-hearing subjects 
listening to an acoustic simulation of cochlear implant speech processing and by cochlear implant 

users. The results suggest that both spectral and temporal cues contribute to voice gender 

discrimination and that temporal cues are especially important for cochlear implant users to 
identify the voice gender when there is reduced spectral resolution.  

 

An adaptive three-mode PCA framework was presented in [12] for recognizing gender from 

walking movements. Prototype female and male walkers are initially decomposed into a sub-
space of their three-mode components (posture, time, gender). Then is assigned an importance 

weight to each motion trajectory in the sub-space and have the model automatically learn the 

weight values (key features) from labeled training data. In [13] it is revealed that an information-
rich latent fingerprint has not been used to its full potential. The content present in the sweat left 

behind—namely the amino acids—can be used to determine physical such as gender of the 

originator. As a result, it is possible to focus on the biochemical content in the fingerprint using a 
biocatalytic assay, coupled with a specially designed extraction protocol, for determining gender 

rather than focusing solely on the physical image. 
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3. INFRARED DATABASE USED 
 
The thermal infrared images required to assess the proposed gender identification method have 

been obtained by our research team during a systematic and well organized experimental 

procedure. Researchers from our university were asked to participate in the experiment. The 

Thermal Vision Micron/A10 infrared camera was employed for image acquisition. The resolution 
of the camera is 160x128 pixels and is sensitive in the thermal infrared region of the 

electromagnetic spectrum i.e. from 7.5 to 13.0 μm. At the middle of this region of wavelengths 

i.e. at 10 μm, a perfect black body with mean temperature around 300 degrees Kelvin, radiates its 
maximum according to the Wien Law [14]. The human body as being in the same temperature 

with the environment i.e. 300 degrees Kelvin, radiates in this exact region of wavelengths.  

 

The participants in the experiment were healthy, calm and in normal physical and psychological 
condition. No illness or fever, no psychological stress, other pathological reason or any kind of 

body exercises were recorded for any one of the participants. Thus, the thermal images of the 

face were suitable for comparisons between males and females without having been affected by 
other factors. 

 

The thermal infrared images were recorded in a well organized database. The database contains 
information regarding the age, the weight and the sex of the participant. In each acquisition, a 

sequence of 50 frames was acquired from each person with a sampling period of 100 msec 

between the frames.  

 
In order to secure smooth experimental procedure that would lead to reliable data acquisition the 

participants were asked to be present in the room of the experiment half an hour earlier and to 

keep calm during the experimental procedure. Simultaneously, the temperature of the room 
where measurements took place was kept between 23 and 25 degrees Celsius (almost 300 

Kelvin). No physical light was used in the room of the experiment. The distance of each face 

from the camera was kept almost 30 cm for all persons so that the acquired images could be 
compared. The images of eight females and 8 males from the database were employed in this 

present gender discrimination procedure. In Figure 1 are shown a thermal image from the face of 

a male (left) along with one from a female (right).  

 

   
 

Figure 1: Infrared images of the face of a man (left) and a woman (right). According to the gray level  
of the regions depicted with the black dots the two genders differentiate 

 significantly in their thermal representation. 
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4. FEATURE EXTRACTION AND GENDER DISCRIMINATION 
 
In the thermal infrared region of the electromagnetic spectrum (7-13 microns) the face transmits 

electromagnetic radiation as an almost perfect black body and the amount of transmitted energy 

depends on the physiological condition of the person and is irrelevant of the external artificial 

lighting. The features to be selected for gender discrimination have to describe the temperature 
distribution on the face of the persons and obviously this temperature distribution map has to be 

different between males and females. In order to check this temperature distribution on the face 

of the persons the values of the pixels in four specific regions of the face are recorded.  
 

In Figure 1 are shown the faces of a man and a woman obtained from our database. The four 

inspected regions on each face are: the forehead, the left cheek, the right cheek and the region of 

the mouth. By simple observation it is obvious that the region of the forehead has different 
brightness for the females compared to the corresponding of the males. The same happens for the 

region of mouth as well. Consequently, each person's face is represented in a 4-dimentional space 

by means of these four values. In practice, if in each face the intensity (temperature) of the 
forehead is considered as the value of reference for the other locations, then the feature space is 

of 3 dimensions and the persons can be represented in this space with three values each. This fact 

is graphically depicted in Figure 2 for eight men (cross) and eight women (diamond) of our 
database. In this representation can be easily realized that the two populations form distinct 

clusters in the feature space that can be separated by a relatively simple decision boundary 

(discriminant function) not necessarily linear.  

 
The data available for the eight males and eight females are given in Tables 1 and 2. For each 

person a four-point column is provided. The data are given in order the reader to be able to test 

and verify their capability in gender classification.  
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Figure 2. The 3-D feature space. Eight men (crosses) and eight women (diamonds) from our database are 

depicted.  Males and females can be easily separated except the female (diamond) on the upper right. 
 

Table 1. In each column are given the values for each male in the feature space. 
 

1 2 3 4 5 6 7 8 

208 227 195 222 204 198 171 221 

168 197 196 205 204 173 200 224 

168 205 206 208 212 208 193 227 

208 198 205 217 207 212 208 214 
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Table 2. In each column are given the values for each female in the feature space. 

 

1 2 3 4 5 6 7 8 

234 236 227 230 225 225 227 215 

168 170 183 154 208 202 182 191 

176 174 185 142 232 218 216 183 

214 211 203 212 205 216 221 223 

 

5. GENDER CLASSIFICATION RESULTS 
 

Gender classification results were carried out using two different conventional classification 
approaches. Firstly, a neural network is employed in order to examine the separability of the 

feature space into two subspaces corresponding to the two gender classes and simultaneously to 

study the degree of difficulty in drawing a discriminating hyper plane among the two classes. 
After that the leave-one-out approach is used to demonstrate the classification performance of the 

employed features on unknown persons.  

 

5.1. Classification using neural networks 
 

The classification attempt started by testing feed forward neural networks having a significant 
number of neurons in their 3 layers. The training algorithm was the conventional back 

propagation procedure. All MATLAB available routines were used.  

 
Two different goals we tried to achieve during training. The first one was to select a neural 

structure capable to converge fast to a minimum giving the best gender classification result. For 

this purpose we started with a network having a relatively large number of perceptrons i.e. 21 

neurons in the input layer, 11 neurons in the hidden layer and 1 neuron in the output layer (binary 
output - male or female). This network was found very effective in classifying the 16 persons.  

 

The second goal was the selected neural structures to meet the property of generalization. This 
means to be capable after training to correctly classify the new incoming vectors representing 

persons of unknown gender. For this purpose a low number of epochs was selected in the training 

procedure.  

 
Lowering gradually the number of neurons in the input and hidden layers we found that even a 

very simple neural structure of 3-2-1 can satisfactorily classify all the 16 samples in the 4-D 

feature space. Even if this simple structure was converging to a minimum after several attempts, 
it was preferred compared to larger ones since it was very effective in classifying unknown 

samples according to the leave-one-out approach given in the next subsection. For the reader to 

be able to test our results, the weights and the biases of this simple structure are given in Tables 3 
to 5. In Table 3 is given the information regarding the 3 neurons of the input layer. In Table 4 the 

relative information for the hidden layer is given, while in Table 5 the weights and the bias for 

the output neuron are provided.  
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Table 3. Weights and biases values for the 3 neurons of the input layer 
 

 Neuron 1 Neuron 2 Neuron 3 

W1 -0.3419 -0.2219 0.0195 

W2 2.8386 -0.2261 0.0045 

W3 -1.3043 0.0305 0.0221 

W4 -1.0688 0.3757 0.0101 

bias 0.3403 1.1603 0.6821 

 

Table 4. Weights and biases values for the 2 neurons of the hidden layer 
 

 Neuron 1 Neuron 2 

W1 -1.3745 -1.7958 

W2 -0.4105 -1.5866 

W3 1.0303 0.0669 

bias 1.7587 -1.5691 

 
Table 5. Weights and bias values for the output neuron 

 
 W1 W2 bias 

Output Neuron 0.3320 -2.9791 0.9287 
 

 

5.2. Leave-one-out approach 
 
The Leave-one-out method is employed to verify that the used neural structure behave 

appropriately with the available data in the classification procedure. i.e. the classifier is built 

using in the training phase all the data except one, and is expected in the test phase to be able to 
classify correctly the excluded information. This is actually the generalization property which 

requires the classifier not to be over trained on the available data, so that be able to classify 

correctly the new incoming vectors representing persons of unknown gender.  

 
For this purpose a neural structure of size 3-2-1 is trained using 15 of the persons and then is 

tested whether the excluded person is correctly classified. This procedure was repeated 16 times, 

each time excluding one of the persons. In all cases, the devised neural structures classified with 
success the remaining person. The classification goal (classification error) achieved during the 

training procedure by each of the 16 neural structures was very small which reveals that this 

small neural network adapts fast to the needs of the problem. In Table 6 the classification goals 
for all 16 structures are given.  
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Table 6. Classification goals for all 16 structures devised for the leave-one-out method 
 

Neural 

structure 

Person 

excluded 

Classification 

goal 

1 1st male 0.001 

2 2nd male 0.009 

3 3rd male 0.002 

4 4th male 0.038 

5 5th male 0.009 

6 6th male 0.003 

7 7th male 0.001 

8 8th male 0.001 

9 1st female 0.001 

10 2nd female 0.008 

11 3rd female 0.030 

12 4th female 0.003 

13 5th female 0.090 

14 6th female 0.130 

15 7th female 0.009 

16 8th female 0.004 

 
We have to mention at this point that only in the 16th case in Table 6, the neural structure of size 

3-2-1 neurons achieved after many attempts a convergence so that it was able to correctly classify 

the excluded 16th person or otherwise the 8th female. However, this behaviour was expected 
since according to the feature space depicted in Figure 2, this person was eventually deviating 

from the distribution of the cluster corresponding to females.  

 

6. CONCLUSIONS 
 
Gender discrimination is feasible using thermal images from the face of a person. This is possible 

since the thermal map of the face differs from males to females. This fact is evident if the 

temperature of the forehead is compared to that of other locations on the face. In this work 
sixteen persons were employed to carry out the experimental procedure. The feature selected was 

very simple since it consists of the mean value of the pixel in specific locations of the face.  
Examination of the feature space, as it was depicted in Figure 2, shows that there is a significant 

clustering tendency of the two gender populations. Consequently, the used features are 
potentially good candidates for gender classification.  

 

In the experimental procedure it is proved that the clusters corresponding to the male and female 
subjects can be easily separated using a simple neural structure. Experimentally, various neural 

structures were tested starting from complex ones and concluding to the simplest with 3-2-1 

neurons in the corresponding layers. This leads to the conclusion that the classification problem is 
easily manageable.  

 

Furthermore, it was shown using the leave-one-out method that the classification can be 

successful for data for which the classifier has not been trained with. In all 16 cases the person 
excluded each time from the training procedure was correctly recognized by the corresponding 

neural structure. The data provided throughout the paper can help the reader to verify the results 

and compare with his approaches. The proposed gender classification procedure can be combined 
with other features derived from the persons' face, such as geometric and relative distance 

features in order to further improve gender classification procedures.  
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ABSTRACT 
 
Introduction: The demographic of Lichen PlanoPilaris (LPP) among the Iranian population is 

unknown. The aim of this study is to describe the clinical, demographic, and histopathologic 
findings of lichen planopilaris in the Iranian population. 

 

Method: In this cross-sectional study, all the patients with Lichen planopilaris were referred to 

the dermatology clinic of Imam Khomeini hospital from 2013 to 2015. Their demographic 

characteristics, drug histories, onset of disease, and family histories were obtained by written 

questionnaire. Additionally, this study employed SPSS v.20 as the statistical analysis software. 

 

Results: One hundred patients were enrolled in this study. With an average age of 47.11 years, 

78% of the patients were female, and 50 of these were housewives. The patients included were 

often from Tehran with Fars ethnicity. Among these patients, 7 had alopecia areata skin 

disease, and 10 of them suffered from thyroid disease. Most of the histopathology samples 

collected from these biopsies revealed degeneration of the basal layer of the follicular structure, 
perifollicular fibrosis, inflammatory cells, and atrophy of the pilosebaceous structures.  

 

Conclusion: Both the age spectrum and the disease distribution of LPP among the Iranian 

population were very diverse when compared to previous studies. 

 

KEYWORDS 
 
Lichen PlanoPilaris (LPP), Epidemiologic, Demographics, Clinical Features, histology. 

 

1. INTRODUCTION 
 

Lichen planopilaris (LPP) is a follicular form of lichen planus, an autoimmune disease, which 

frequently presents as primary cicatricial alopecia and a rare inflammatory scalp disorder [1-4]. 

Lichen planopilaris is clinically characterized as hair loss, hyperkeratosis and perifollicular 
erythema [2-5]. The age of onset of LPP is between 40 and 60 years, and women are more 

affected by it than men [1, 6]. 

 
The incidence, prevalence, and physiopathology of LPP is unclear and unknown [7- 9]. North 

American tertiary hair research centers recommend that patients with existing lichen planopilaris 

be admitted to their centers to evaluate their demographic, epidemiologic, and clinical features 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N08.html
https://doi.org/10.5121/csit.2020.100804
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[10]. Demographic and Epidemiologic data on LPP in Iranian people are limited. The aim of this 
study is to describe the clinical, demographic, and histopathologic findings of lichen planopilaris 

among the Iranian population. 
 

2. MATERIAL AND METHODS 
 

This cross-sectional study was conducted on patients with the diagnosis of lichen planopilaris 

who were referred to the dermatology clinic of Tehran Imam Khomeini hospital affiliated by 

Tehran University of Medical Sciences (TUMS) between Sep 2013 and Sep 2015.  
 

Lichen planopilaris was diagnosed by collecting histological evidence, dermatological 

examination, and clinical diagnosis. The inclusive criteria were lymphocytic cicatricial alopecia 

with perifollicular infiltrate. Patients without the histological confirmation were excluded. 
 

Information about demographic characteristics, drug history, onset of disease, family history, the 

presenting complaint (signs and symptoms), hepatitis vaccination, consumption of gold or Dental 

amalgam, were obtained by written questionnaire. 
 

This study was approved by the research Ethics Committee of the Tehran University of Medical 

Sciences, and the participants gave their voluntary participation consent at this study. 
 

3. RESULTS 
 

The whole statistical analysis related to this study are done by the means of SPSS v.20 (SPSS 
Inc, Chicago, IL, USA). 
 

A total number of 118 patients were enrolled in this study, and of these 100 had the inclusive 

criteria and therefore were included in this study. Of these 100 patients, 78 (78%) were women 

and 22% were men. The average age was 47.11±13.10 years, with the youngest patient being 14 
and the oldest 82. Ninety percent of the patients were married. The age of onset of disease was 

between 7 to 70 years, and the average age was 41.19±13.03. 

 
Table 1.  Demographic characteristics 

 

title characteristic N (%) 

Smoking Yes 4(4%) 

No 96(96%) 

 
Ethnicity 

Fars 88(88%) 

Turkic 8(8%) 

Kurd 3(3%) 

Lori 1(1%) 

 
 

Education 

Low literacy 12(12%) 

Diploma 48(48%) 

Bachelor 30(30%) 

Master degree 8(8%) 

Doctorate degree 2(2%) 

Domicile Tehran 73(73%) 

Other city  27(27%) 

 
 

Occupation 

Housekeeper 50(50%) 

Employee 19(19%) 

Self-employed 12(12%) 

Student 4(4%) 

Unemployed 7(7%) 

Another job 8(8%) 
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Fifty-one percent of the present patients had a history of stress, and 15% of the patients had a 
long-term duration history to sun exposure. Two of the patients had a history of radiation therapy 

(RT). In 19% of the patients, there was a positive history of LPP. Twenty-one percent of the 

patients had received a hepatitis vaccination before the onset of LPP, and none of them had a 

history of infectious disease. The Signs, symptoms, and medical history of the participating 
patients in this research are presented in table 2. 

 
Table 2.  Medical history 

 
Title Characteristic Frequency 

 

 

History of another skin 

disease 

Psoriasis 3 

vitiligo 3 

Alopecia areata 7 

Alopecia androgenic 3 

Eczema 5 

Rosacea 3 

 

 

History of another 

disease 

Hypothyroidism 10 

Diabetes melllitus 8 

Lupus Erythematosus 2 

Rheumatism arthritis 1 

Behcet's disease 1 

Epilepsy 1 

Minor thalassemia 2 

  

 Symptom 

Itching 69 

Local pain 6 

Tenderness 18 

Local irritation 14 

Hair loss 89 

Red spots 11 

Welding 5 

 

Sign 

Alopecia 91 

scar 25 

Erythema 59 

pigmentation 22 

scaling 25 

Frontal fibrosis 9 

 

LP in other organ 

Nail 10 

oral 22 

skin 58 

genital 10 

Type of treatment Topical 77 

Systemic 85 

Intralesional injection 47 

Disease features First LP then LPP 29 

First LPP then LP 10 

Only LPP 57 

 

Drug history 

Dental Gold 0 

Amalgam in dental 70 

Hair color 51 

NSAID 8 

propranolol 8 

Levothyroxine 10 
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Moreover, table 3 shows the frequency of characteristics related to the histopathology studies. 

 

Table 3. Histopathology report 

 
Characteristic Frequency 

Hyperkeratosis,follicular plugs and degeneration of basal layer 25 

pigment incontinence in dermis 33 

Degeneration of basal layer of follicular structure 98 

Decreased density of hair folliculs/Increased in catagen-telogen 87 

Perifollicular fibrosis and inflammatory cells and atrophy of pilosebaceous stuctures 97 

Fibrous-tract and stellae 67 

 
A 

 

B 

 
 

C 

 

 

D 

 
 

Figure 1. Histologic finding. haematoxylin and eosin (H&E) staining and optical microscope. A, B: 

interface Lichenoid infiltrate with epidermal atrophy Orthokeratosis, Follicular plugs and vacuolization of 

basal layer -there is perivascular and perifollicular lymphohistiocytic infiltration.LPP with epidermal 

involvement. C, D: Normal epidermis -Lichenoid reaction pattern involving the follicular epithelium with 

an association of perifollicular fibrosis and lymphocytic infiltration. Area loss of hair follicle, replaced by 

linear tract of fibrosis in deep dermis and fat tissue. LPP without epidermal involvement 

 

4. DISCUSSION 
 

This current, cross-sectional study attempts to explain the demographics and Clinical Features of 

Lichen planopilaris in the Iranian population. 
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This study was compared to the results of similar studies, which discovered that usually young 
women are affected by LPP. These other studies demonstrated that LPP is a rare and uncommon 

inflammatory disease, which the results of this current study have also demonstrated within the 

Iranian population. Although the age spectrum for the LPP affected patients varied widely [11]: 

the ages of the patients participating in this study are between 14 and 82 years old. In the other 
studies, the range of ages for the LPP affected patients vary between 25 and 70 years old [12]. 

Both the age spectrum range and distribution in the Iranian population are very wide. In a 

retrospective study of 355 patients, where the mean age was 56 years old, the patients were 
between the ages of 21 to 81 [13]. In both this current study and other similar ones, Lichen 

planopilaris develops in association with lichen planus affecting the nails, skin, and mucosa, 

demonstrating similar results as the previously conducted studies [14, 15]. In the results of 
Mehregan et al.’s study, 45 patients, affected by Lichen planopilaris with an average age of onset 

of 52 years [16], participated. However, the average age of onset in this present study is 41 years. 

 

The 10-year difference in the average age of onset of LPP for the Iranian population compared to 
the worldwide statistics is a very important factor which needs to be taken into consideration. In 

Mehregan et al.’s study, the female to male ratio was 4:1, which is similar to the ratio of the 

present study [16]. 
 

In Tan et al.’s study, the gender difference ratio among 25 of the patients with Lichen 

planopilaris was 1.8:1 [17]. In several studies, thyroid disease was significantly more frequent 
among the patients with Lichen planopilaris [4]. Hypothyroidism was the most common thyroid 

abnormality in LPP in this study, which is the same as the other studies [4]. In this study 

Diabetes mellitus was also common. 

 

5. CONCLUSIONS 
 
Due to the low prevalence of LPP among those included in this study, demographic and 

background information about the patients was collected, and their association with the disease 

was investigated. It is strongly recommended that further studies on the risk factors for patients 

newly diagnosed with LPP be done by academic referral centers. 
 

This is also a case control study for patients whose information is in the database of the Skin 

Research Center, which conducts focused studies on LPP. This study has proven that the 
demographic criteria among the Iranian population are different, and in some cases early 

attention is urgent. The differences between the demographic factors can provide further studies 

and support, but more management models are recommended. 
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ABSTRACT 

  
The Bin Packing problem is met in several domains of application, especially in the industry of: 

sheet metal, wood, glass, paper etc. In this article we are interested to the orthogonal cutting 

problem, with the hold in charge of the constraint of end-to-end cutting, and orientation 
constraint. The bin packing problem belongs to the class of NP-hard problems; therefore, our 

work has turned towards heuristic methods of resolution, and more particularly evolutionary 

methods. The application of genetic algorithms that are part of the evolutionary methods has 

limitations for solving the bin packing problem with large data. To minimize this disadvantage, 

we propose an original method which consists in subdividing the initial problem into two sub-

problems. The first step tries to apply a hybrid genetic algorithm based on the order of 

appearance of pieces, to be packed on levels in an infinite band by applying the new placement 

routine (BLF2G). The second step uses the results of the first, namely the levels, and tries to 

project them on Bins by applying a second hybrid genetic algorithm. Besides that, we propose a 

new definition of the problem, it’s about seeing the strip not as usual, with a fixed width and 

infinite height, but with a fixed height and infinite width. And we must apply some 

improvements, found in the literature, to the classic genetic algorithm to improve results, by 
introducing greedy heuristics to the population. Results are compared with other heuristic 

methods on data sets found in the literature. 

 

KEYWORDS 
 
Rectangular Bin Packing, Orthogonal Cutting stock, Combinatorial Optimization, Heuristic, 

Hybrid Genetic Algorithm. 

 

1. INTRODUCTION 
 
The problem of placement is an optimization problem whose objective is to find a good 
arrangement of different objects in other wider ones. The main objective is to maximize the 

exploitation of the raw material, and therefore to minimize losses. It is important for industries of 

massive production where the optimization of the raw material plays an important role in 
reducing manufacturing costs. The development of an algorithm for the resolution of an 

industrial investment problem must take in consideration the complexity of the problem 

determined by the shape of objects manipulated, and of the bound constraints (imposed by the 

system of production). In our case we take into consideration an orthogonal cutting problem of 
which handles raw rectangular bins to generate rectangular items as well. The material used can 

be sheet metal and the production machines are typically guillotine shears (end-to-end cutting). 

In order to generalize our approach, we take into consideration a constraint often found in the 

http://airccse.org/cscp.html
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literature [1], it is about imposing the orientation of the objects. Therefore, our algorithm will be 
adapted for a wide range of applications, such as wood, glass, fabric, and in the layout of 

newspapers, magazines, or web pages, … where there are motifs and decorations for which the 

orientation is fixed. 

 

2. CONSTRAINTS OF THE PROBLEM 
 

2.1. The orthogonal cutting-up 

 
Cuts are made in length or width. Diagonal cuts are not feasible, see figure 1.  

 

 
 

Figure 1. Non feasible shape by the shears  

 

2.2. The end-to-end cutting 
 

This constraint is directly related to the guillotine shears, which are the typical machines for 
handling sheet metal considered by our approach. This is a constraint that ensures the feasibility 

of cutting formats in the production facility, see figure 2. 

 

 
 

(a)                                                (b) 

Figure 2. (a) feasible Shape, (b) impracticable Shape  

 

2.3. The orientation of pieces 
 

The pieces retain their original orientation, this constraint aims to ensure the feasibility of cutting 

formats made on textured or decorated surfaces. 
 

3. STATE OF THE ART 
 

Few works have used genetic algorithms for the resolution of this problem, recently E. Hopper & 

B. Turton has been interested, in the application of genetic algorithms for the resolution of this 
problem. After a state of the art in 1997 that lists the work done in this field [2], they present two 

hybridized genetic algorithms with placement heuristics in 1999 [3]. This work is crowned by a 

doctoral thesis in philosophy in 2000 [4], other work has referred to genetic algorithms for 
solving the problem we can quote [5], [6], [1], [7] and more recently [8] … 
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Recently a new tendency has tried to guide the genetic algorithm to improve the results by 
modifying the evolutionary process, [7] [8]. 

 

A common disadvantage confirmed by the authors, ([4], [1], [7], [8] …), encountered by genetic 

algorithms, is the problem of the resolution time which becomes increasingly large for big sized 
problems. It reduces the effectiveness of the genetic algorithms applied to the placement problem 

for which they give significantly less good results than simple heuristics. Our resolution 

approach attempts to minimize this disadvantage through the improvements we have proposed to 
the classical evolutionary process. 

 

4. THE GENETIC ALGORITHM 
 

Generally, evolutionary algorithms developed for the problem of layout, operate a hybridization 
of the genetic algorithm with a placement heuristic [3]. The genetic algorithm explores the 

research space to generate individuals. A second non-genetic step is needed to assess the quality 

of these individuals. The genetic algorithm offers solutions based on the order of appearance of 
the pieces for the arrangement process, the exact cut-out format is then given by the placement 

routine. 

 
The quality of an individual depends essentially on the order in which the pieces are presented to 

the adopted placement routine. The genetic algorithm is the most effective research strategy [3], 

using order-based representation. This representation requires a new definition of crossing and 

mutation operators, which are identical to those of sales traveler problem. 
 

4.1. The operator of crossing:  
 

We propose to apply a hybrid genetic algorithm based on the order of appearance of 

the pieces, using the Partial Mapped Crossover (PMX) [9], given that the PMX crossover is the 

most effective for order-based representations [10] [3]. 
 

However, the conventional PMX crossover operator may give birth to individuals that are not 

feasible, for example: 
 

parent 1 : 1234|5678                                   son1 : 1234|4321 
and                           gives                          and 

parent 2 : 8765|4321                                   son2 : 8765|5678 
 

These two new individuals do not represent an attainable order. To do this, we need to modify 

the two individual sons so that they are feasible. For each son the PMX crossing replaces the 

double genes with genes missing in the individual according to the order of their appearance in 
the other parent individual. 
 

We will have: 

 son 1 :1234|8765 

  and  

 son 2 :8756|1234 

 

4.2. The operator of mutation: 
 

The mutation operator can simply be presented as a permutation. Just randomly select two sites 

in the individual and make the swap between these two sites. 
Exemple : 81|67432|5 became  s: 81|57432|6  
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5. OUR CONTRIBUTION 
 

Our contribution to solving the problem can be summarized in the following improvements: 

  

5.1. The first stage «pre-processing» 
 

The quality of the individuals produced by the genetic algorithm is measured after the 
arrangement of the pieces according to a placement routine.  The pieces are arranged on an 

infinite band subdivided into levels [1], as shown in figure 3. 

 

The arrangement is done by applying an adequate heuristic, it is about the Bottom Left Fill 
(BLF) heuristics, which tries to place the pieces in the lowest possible place on the left [3]. This 

phase allows us to realize the effective arrangement of the pieces on the strip structured in levels, 

moreover, it gives us a value that is the height of the strip. This value defines the quality of the 
solution under consideration. 

  

 
 

In order to make better use of the space, the new BLF2G placement routine will be adopted, 
which carries out vertical and horizontal exploitation of intra-level residues, and which checked 

the end-to-end cutting constraint [7], see figure 4. 

 

 
Figure 4. Filling the gaps under BLF2G Policy 

 

5.2. The second phase « Packing » 
 

It is now a question of projecting the levels obtained previously into bins of known dimensions. 
For each individual in the population, the placement routine is applied to assess his quality 

(fitness). Recall that the levels have an identical width and varied length, the heuristics BL 

(Bottom Left), which places the current level in the first plate offering a sufficient residue is the 

most adequate, so it is applied in this phase. 
 

5.3. Guide the genetic algorithm 
 

Several studies have found that by applying genetic algorithms to medium and large placement 

problems, heuristic methods, based on sorting, offer better results. [7] proposes to guide the 

Pieces added to residues according 

to the BLF2G placement routine 

Vertically and horizontally.  

 

Lev. i 

 

Lev. i-1 

 

Lev. 0  

1st piece placed in 

level i 

Strip 

Figure 3. The strip is constituted of several levels.  
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genetic algorithm by adding an individual sorted to the population, thus the method takes over 
from the heuristics, and gives results equal and even better than the conventional heuristic 

methods regardless of the size of the problem. 

 

Recently, a new technique has been proposed to guide the genetic algorithm by introducing, with 
control, individuals into the population, it’s about csGA. It’s a question of controlling the 

evolution of the genetic phase, and when there is no improvement, a sorted individual is injected 

into the population, the author finds that the introduction of several sorted individuals can disrupt 
the genetic process and thus degrade the results [8]. 

 

For our case these improvements will be taken into consideration to take advantage of the 
benefits. 

 

5.4. Optimization in Width OW 
 

In some cases, the gap between the lengths of the pieces is high and the results are therefore 

unsatisfactory. Our second improvement will therefore be to arrange the pieces on the strip not in 
length but also in width, that is by fixing the length of the strip, and by arranging the pieces in 

width. 

 

Figure 5 illustrates the width arrangement, using the following example: 

 

 
Figure 5. Result of arrangement of a set of pieces in length and width.  

 

We note the contribution of this improvement for this set of pieces. Note that the pieces keep 
their original orientations, only the band changes direction and the arrangement is made in width. 

 

With this enhancement, the user retains the choice between length and width layout depending 
on the pieces set used, giving the user more flexibility, as shown in figure 6. 
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Figure 6. Our Approach 1st and 2nd stages: Classical Strip packing and Bin Packing vs. Optimization width 

Strip packing and Bin Packing 
 

6. RESULTS 
 

To evaluate our method, we chose a large number of examples found in the literature, for which 

we know the optimal solution, described in table 1: 
 

Table 1.  Data sets. 
Reference Name Size Optimal 

[11] Kendall 13 140 x 80 

[12] D2 21 40 x 60 

[13] 
J1 25 40 x 15 

J2 50 40 x 15 

[3] 

T1a, T1b, … T1e 17 200 x 200 

T2a, T2b, … T2e 25 200 x 200 

T3a, T3b, … T3e 29 200 x 200 

T4a, T4b, … T4e 49 200 x 200 

T5a, T5b, … T5e 73 200 x 200 

T6a, T6b, … T6e 97 200 x 200 

T7a, T7b, … T7e 197 200 x 200 

[7] 

Msa17a, b, c 17 200 x 200 

Msa35a, b, c 35 200 x 200 

Msa75a, b, c 75 200 x 200 

Msa150a, b, c 150 200 x 200 
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The results obtained with these examples using the csGA = csGAOH (Optimization in Hight) 
and csGAOW (Optimization in Width) are summarized in table2. Note that the test sets were 

made in length (i.e. the width arrangement does not guarantee the optimal). 

 
Table 2.  Resluts csGS vs csGAow. 

 

Name 
Instance 

N 
W 

csGA = csGAOH csGAOW 

Fitness/Percentage Fitness/Percentage 

Msa17a 17 200 x 200 200x200 0% 200x222 11% 

Msa17b 17 200 x 200 200x200 0% 200x222 11% 

Msa17c 17 200 x 200 200x200 0% 200x222 11% 

Msa35a 35 200 x 200 200x200 0% 200x221 10.5% 

Msa35b 35 200 x 200 210x200 5% 200x213 6.5% 

Msa35c 35 200 x 200 213x200 6.5% 200x211 5.5% 

Msa75a 75 200 x 200 205x200 2.5% 200x212 6% 

Msa75b 75 200 x 200 205x200 2.5% 200x211 5.5% 

Msa75c 75 200 x 200 208x200 4% 200x210 5% 

Msa150a 150 200 x 200 205x200 2.5% 200x211 5.5% 

Msa150b 150 200 x 200 200x200 0% 200x210 4% 

Msa150c 150 200 x 200 210x200 5% 200x209 4.5% 

10xMsa17 170 2000 x 200 2106x200 5.3% 200x2101 5.05% 

Kendall 13 140 x 80 162x80 15.7% 140x102 27.5% 

D2 21 40 x 60 40x60 0% 40x60 0% 

J1 25 40 x 15 43x15 7.5% 40x18 20% 

J2 50 40 x 15 42x15 5% 40x16 6.67% 

T1a 17 200 x 200 237x200 18.5% 200x231 15.5% 

T3a 29 200 x 200 229x200 14.5% 200x232 16% 

T5a 73 200 x 200 217x200 8.5% 200x215 7.5% 

T7a 197 200 x 200 212x200 6% 200x210 5% 

Optimum reached: 

 

6 
1 

Best results: 15 7 

 
These results show the power of our new method csGAOW, we manage to give best results 7 

times, and we reach the optimal 1 time, despite the data set are confectioned in length. With our 

method we give a second alternative to the classical csGA method, and we improve the result by 

33.33%. 
 

7. CONCLUSION 
 

Our contribution, to the cutting problem, showed its efficiency. Firstly, we use a powerful 
placement routine (BLF2G) that verify the guillotine constraint. Secondly, we hybridized this 

routine with an improved genetic algorithm, in a first stage, using existed improvements, that 

surmounts problems met by the classic genetic algorithms, for problems of large size. After the 

1st stage is done, we generate an open-end strip with pieces packed in levels. These levels are 
used by a 2nd stage hybrid genetic algorithm to be packed on bins. 

 

A new and powerful technic is applied in the 1st stage, by seeing the strip horizontally with a 
fixed height and infinite width, not vertically as usual, with a fixed width and infinite height. 

With this improvement we can see the same problem in the same context with different 

parameters, vertical placement, and horizontal placement. The results show that for some cases 
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the width placement is more efficient than height placement, and we have an improvement of 
33.33%, compared with the standard vertical placement. 

 

8. FUTURE WORK 
 

The genetic algorithm is a powerful tool that explore the research space to find the best solution, 
using genetic operators. We find in the literature that the genetic algorithm knows limits in 

application to problem of middle and large size. In perspective, and seen the clear improvement 

brought by the introduction of the sorted individual to the population, the development of a 
heuristic method that serves to guide the genetic algorithm all along the genetic process since the 

initial population until the genetic operators, remain to explore. 
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ABSTRACT 
 
The online classroom is a powerful teaching and learning arena in which new practices and 

new relationships can make significant contributions to learning. Instructors must be trained 

not only to use technology, but also to shift the ways in which they organize and deliver 
material. Making this shift can increase the potential for learners to take charge of their own 

learning process and facilitate the development of a sense of community. In constructing an 

online course, the instructor must take into account: designing the course, implementing 

content, facilitating learning, relevant assignments and course evaluation. A learner-centered 

approach acknowledges what students bring to the online classroom, their background, needs, 

and interests, and what they take away as relevant and meaningful outcomes. This paper will 

explore how to design implement and instruct a thorough online course that engages the student 

and gives them a platform to learn and enhance their academic experience. 

 

KEYWORDS:  
 
Online Learning, Education, Teaching 

 

1. INTRODUCTION 
 
In order to create an effective online course, it is very important to understand that it is for the 

benefit of the student and all design implementation and evaluation should be done that is in the 

best interests of the student. Online Learning is a mixture of learning methods that incorporate 
multiple teaching models. It is a natural development to the growing accessibility of eLearning, 

online resources and the continued need for a human component in the learning experience. An 

online learning approach ensures that the learner is engaged and driving his or her individual 
learning experience. This approach also helps cater to the individual needs of the learner; most 

students have unique learning styles and an online approach is more likely to cater to those needs 

than a traditional classroom teaching experience.Online learning is important because it breaks 

down the traditional walls of teaching, ones that don’t work for all students and now with access 
to present day technologies and resources we can tailor the learning experience for each student. 

Online learning also offers flexible time frames that can be personalized to each person, offering 

them the ability to learn at their own pace. For universities, online courses can be part of a 
strategy to compensate for limited classroom space, as well as a way to think differently about 

encouraging faculty collaboration. For faculty, online courses can be a method to infuse new 

engagement opportunities into established courses or, for some, provide a transitional opportunity 

between fully face-to-face and fully online instruction. For students the conveniences of online 
learning combined plus their social and instructional interactions that may not lend themselves to 

face to face instruction. All students no matter their age learn differently, and teaching methods 

http://airccse.org/cscp.html
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should reflect this, by designing teaching programs in a way that reaches visual, auditory and 
kinetic learners alike. With the heavy integration of technologies, we’ll be able to improve 

teaching, information retention, engagement, responsibility and enjoyment. Students never 

outgrow their learning styles, meaning online learning is more important than ever, no matter 

what the industry is, from schools to corporations, in all walks of life.  
 

When setting the course there are five basic tenants of a complete course: Interactions, Design, 

Content, Assessment and Evaluation. Each one is extremely important and leads the student to 
have well defined, organized and pedagogically centered experience.  

 

Background  
 

When observing the literature on online learning, it is apparent that results have not meet 

expectations of student learning. Administrators are much more excited than educators in the 

benefits of Online learning. A 2014 department of education study reported: "The proportion of 
chief academic leaders reporting online learning is critical to their long-term strategy reached a 

new high of 70.8 percent. At the same time, only 28 percent of academic leaders say that their 

faculty accepts the 'value and legitimacy of online education.' Online education is the fastest-
growing segment of higher education and its growth is overrepresented in the for-profit sector. 

Despite this faculty and academic leaders, employers and the general public are skeptical about 

the quality and value of online education, which they view as inferior to face-to-face education. 
Students in online education, particularly underprepared and disadvantaged students, have 

consistently underperformed and on average experience poor outcomes. Very surprisingly Online 

education has failed to improve affordability, frequently costs more than in-person alternatives 

and has not produced a positive return on investment. Regular and substantive student-instructor 
interactivity is a key determinant of quality in online education, leading to improved student 

satisfaction, learning and outcomes. 

 

2. INTERACTIONS 
 

This area clearly explains to the student all the necessary information about times, assignment’s,  

expectations and protocols. In order to learn any academic subject students, need to interact and 
even struggle with the material being learned (called active learning). Pre-classroom assignments 

are set, and students are asked to explain concepts and ideas to their peers in class. The online 

component allows students to work at their own speed, but it should force them to research, 

reflect and discuss complex issues within the course. The assigned work should tie in with the 
course goals and objectives.  

 

When developing the course schedule topics and assignment should be distributed evenly. The 
course schedule also helps students know from Day 1 the exam and due dates, as well as plan 

their reading to be prepared for online discussions. The official syllabus of most schools is very 

long with details and policies as required by institutional policy. A way to help the students is to 
create a mini syllabus to provide quick access to the most important aspects of the course. The 

syllabus should outline objectives and learning outcomes. It should give students resources for 

disabilities, technology help and relevant institutional information.  

 
Protocols is a document detailing course expectations and norms. In class preparation, E mail 

correspondence and online discussions are all discussed. This is where all technical support such 

as log in procedure and course requirements are stated such as student responsibilities in the 
classroom and online are stated. Also, the consequences of late/missed assignments. The module 

interaction allows the alignment of the unit learning objectives with assessment and interaction 
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activities. The teacher has to carefully consider how to design each week of the course, 
combining different content resources with faculty-student and student-student interaction 

activities that foster a sense of community and critical thinking, with formal and informal 

formative assessments. 

 
 There are of course many different technological tools. It is vital that the teacher designs’ the 

course around technology that he/she is comfortable with and will aid the student in their learning 

process and not hinder it. Tools such as Google Docs, Edpuzzle, Padlett and Kahoot. Kahoot is 
especially effective as you can test students individually or in teams that compete against each 

other in their comprehension of the class that day. Each of the tools listed has its own 

functionalities, but all are beneficial when it comes to one crucial aspect of modern schooling: 
they pave the way for re-examination of the current learning methodologies. These tools open up 

the space for dialogue on the potential that technological devices can bring to today’s learning 

environments.  

 
In the majority of classes, interaction across all forms is vital. This gives the student a sense of 

belonging and that the course is important. The more effective interaction the more motivated the 

student will most likely be. Positive interaction will enhance the learning environment in all kinds 
of courses. The benefits of an online format allow students to work at their own speed and time in 

the online format and therefore in the classroom this can maximize in class discussion. This gives 

students the ability to understand other student’s viewpoints and ideas. The teacher’s 
responsibility is to facilitate this discussion and make it relevant to the modules of the course 

 

3. DESIGN 
 

Successful online courses start with effective planning for overall design and outcomes. By 
identifying your course goals and learning objectives, you achieve a clearer picture of how to best 

design a structured and engaging course. A strong understanding of the needs of your learners 

and how your course can meet those needs is important to the success of your course delivery. 
Therefore, it is essential to consider what you want your student outcomes to be at the conclusion 

of your online course. 

 

 It is obviously important to have an effective design that makes learning intuitive and 
stimulating. The quote “The focus should be first on the learning, and second on the technologies 

that will support that learning” is very profound. Different schools have various ways of 

approaching online learning and the design of the course must fit the mission of the institution. 
The course should focus on teaching and learning in a very collaborative and informative manner. 

Discussion and debate are very important parts of the curriculum. If an institution’s online 

learning strategy can be designed to address the needs and dynamics of all three constituencies 

(institution, faculty, and student) simultaneously, then online learning can become a powerful 
force for institutional transformation. With the right design and strong learning objectives the 

students will embrace online learning and it will be a major addition to the curriculum. 

 
 Course objectives, instructional strategies, content, and assignments should facilitate learners to 

attain the course goals. The instructor needs to understand the characteristics of the students in 

terms of what types of learning are involved. Also, what content and information is needed to 
facilitate learning, and what tasks do learners need to master to achieve the overall course goals. 

The instructor needs to have a logical sequence of content and activities, and an awareness of 

what technologies are available and best suited to present the content to facilitate learning. 

Functioning as guideposts, learning objectives help students organize their efforts toward 
accomplishing the desired behaviors. Learning objectives also help the instructor identify 

whether students have gained the appropriate skills and knowledge. A learning objective is a 
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statement that: specifies in measurable terms what a learner will be able to do as a result of your 
instruction; describes the intended outcome of the course rather than a description or summary of 

the content and details the intended results rather than the means of achieving the results. 

 

 Enhancing the course with learning objects and activities will help to communicate course 
content beyond static readings and lectures. Content presented in a memorable and meaningful 

way will stimulate the learner making the course more dynamic and successful. 

 

4. CONTENT 
 

It is vital to stay current with effective online teaching strategies for designing, implementing, 

and facilitating the course. As the author of an online course, the course content may include text, 

music, graphics, illustrations, articles, photographs, etc. Some of the content you wish to use may 
be protected by copyright law. Implementing content needs to be predictably. Write detailed, 

sensible policies and consistent information to help create predictability from the student’s 

perspective. The content should be organized to provide students guidance about how to use the 
course management tools effectively (e.g., threaded discussions, assignments, quizzes, etc.). The 

instructor should be prepared to know the syllabus, resources, and learner support systems to 

respond to students’ questions timely and completely. Resourcefulness and planning are 
important to Identify alternative plans for delivering the course in the event of technology issues 

or modifying activities if students are not “getting it”. Lastly the Instructor needs to be responsive 

to Counteract the negative aspects of the distance separating the instructor and the students. This 

can be done by monitoring the online courses frequently and responding to student concerns in a 
timely manner. 

 

5. FACILITATING LEARNING 
 
In an online classroom, flipping can work in a number of ways. Consider, for example, assigning 

students to complete a particular reading or lesson. An online discussion can begin where learners 

are encouraged to delve deeper into the lesson, pose questions, and share their own unique 

interpretations. This method creates a more diversified learning environment and foster a deeper 
understanding of the subject matter being discussed. Mind mapping is probably one of the best 

online teaching techniques to implement for the visual learners within a class. A mind map is a 

diagram of related ideas and concepts that can be used as an aid for studying, a way of organizing 
information or even a springboard for a writing assignment. This helps instructors in structuring 

classroom discussions, classifying ideas and gradually bringing learners to the central idea. The 

aim is to uncomplicate complex concepts or issues. The benefits for learners are that it’s quick, 
easy and allows them to “dive right in” the ideas around a central concept and connecting the dots 

to reach the central idea. In an online course, you can have students create their own mind maps 

(either on paper or using online mapping software) and share them with the rest of the class, 

allowing for easier sharing of ideas and interpretations. Mind mapping is ideal for making 
connections between ideas/concepts, planning out projects or written assignments and a better 

understanding the learning material Yet another concept to implement is that of promoting self-

learning in a controlled environment. With self-learning, students are encouraged to explore 
certain subject matter and decide what aspects are most important or relevant to their own 

interests. Self-learning is a great way to get learners truly invested in the subject matter in ways 

that apply to real-life situations. The concept of instructional design is a teaching technique that 

refers to designing your classroom around your learners’ unique backgrounds and your ultimate 
goals (or what you want students to take away from the course). The technique is not restricted 

for the use in on-site setting, rather it’s equally important in an online learning setting, where 
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learners have very unique backgrounds and bring a different set of experiences to the table 
(especially when compared with “traditional” face-to-face classrooms). 

 
As such, instructional design means taking the time to get a better understanding of the learners. 
What is their current understanding of the subject matter? What are their different learning 

styles? In simplest terms, instructional design recognizes that there’s no “one-size-fits-all” 

approach to teaching. Adaptive learning involves utilizing computers and other technologies as 
viable teaching devices. As an online instructor, adaptive learning will inherently come into play, 

but it’s up to the teacher to make the most of the technology available to themselves and their 

students. For some students, learning a particular subject by watching a video may be most 

effective. Others may learn better through participating in online discussion forums. Ultimately, 
it’s up to the teacher to transform each student from a passive receptor of information into a 

willing and active participant in the online classroom. This may mean providing different 

mediums (video, text, visuals, etc.) for introducing each new lesson or concept. 
 

6. ASSESSMENT 
 

It is crucial to provide clear instructions for all assignments, as well as exam objectives, to help 

students focus, have a clear understanding of expectations and how the assignments help ful fill 
course objectives. Written, clear instructions also help faculty minimize students' questions about 

what to do, when is the assignment due or how is it going to be marked. Part of the process is 

developing a scoring rubric. This can be a tedious, but it helps the teacher mark assignments 
consistently and students know how they're going to be evaluated and why they lost points. 

Formal and informal formative and summative assessment are extremely important in the 

development of a course. Online assessments are quite personal, and the student gets from it the 
level of work that they put in. In face to face classroom assessments the student’s personalities 

are much more evident but sometimes one or two verbally strong students can dictate the class. 

Carefully assigned projects and discussion boards can create a much fairer and less obtrusive 

form of class participation that is transparent and equal. 
 

7. EVALUATION 
 

How will the instructor know if the course met the learning goals and was effective? Many 
evaluations are done right at the end of the class/semester when students are more concerned with 

finals as opposed to a serious reflection of the class. Like many things as long as we grow in our 

learning each class should be more productive than the last and by building on a foundation of 

good teaching practices this should occur. It is advisable to have a colleague evaluate the 
formatting and design of the course and make comments. It is not easy to share with your peers 

and the teacher has to be able to take constructive criticism, but it is a very valuable tool. The 

class needs to intuitive to a student, many teachers just assume the students understand what the 
teacher is thinking. To determine the quality of the course and its levels of success is hard to 

define in a learning environment. Success maybe having a class that those students who struggle 

with a traditional format find more appealing and their motivation to complete the class is 

enhanced. Quality is having best teaching practices best learning practices and the ability to 
effectively communicate with the students. The key for having a quality online learning class that 

is well received by the students doing the research and applying simple design rules. The content, 

the application of the content and then analyzing the content is the way for any class to be 
successful. Peer review is a very easy yet significant way of making sure you are on task with 

your course. Student evaluations are a critical component but sometimes they do offer a short- 

term reflection. 
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8. MOVING FORWARD 
 
Online courses have expanded rapidly and have the potential to extend further the educational 

opportunities of many students, particularly those least well-served by traditional educational 

institutions. By harnessing emerging technologies, universities can reach beyond campus walls to 

empower diverse learners at global scale. However, in their current design, online courses are 
difficult, especially for the students who are least prepared. Continued improvement of online 

curricula and instruction can strengthen the quality of these courses and hence the educational 

opportunities for the most in-need populations. Currently these students’ learning and persistence 
outcomes are worse when they take online courses than they would have been had these same 

students taken in-person courses. It begins with embracing stackable, online learning, which 

provides flexibility and affordability that increases access to university curricula and allows 

students to engage in smaller chunks of learning before committing to larger degree programs. 
 

9. CONCLUSION 
 

An online course isn't simply throwing in some PowerPoint presentations, assigned textbook 
readings, weekly quizzes and exams. The content must be balanced, clear, engaging and diverse. 

Given the nature of the course, communication is important. Students shouldn't be abandoned, 

and an effort must be made to both give them the assistance they need and create a sense of 

community between the students. Assessment activities are more than quizzes and exams. 
Learning management systems provide a plethora of assessment activities, such as discussion 

forums, peer reviews, collaborative wikis and other group projects. Assessment needs to go 

beyond measuring cognitive learning and include other aspects such as the development of 
affective skills (i.e., working in group projects or integrating use of technology in the 

assignments). It is imperative that an online or online learning course is organized and has an 

attractive, accessible design. This means that universal design for learning guidelines should be 
incorporated into the design. Though it can be tricky, accessibility must be ensured for all 

students, including those that may have some form of disability. Furthermore, students must be 

able to easily navigate course content and identify graded assignments to ensure the best learning 

environment. All legal and ethical aspects must be followed to the law. The only way these can 
be successfully accomplished is by the institution providing concrete support to the faculty and 

giving students the right to dispute these standards in a very tolerant atmosphere. When these 

tools are used effectively the student will be in a very healthy learning environment that is 
intuitive and encourages growth. 
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ABSTRACT 

 

The first stage of Tibetan-Chinese bilingual scene text detection and recognition is the detection 

of Tibetan- Chinese bilingual scene text. The detection results are mainly divided into three 

categories: successfully detected regions of Tibetan text and Chinese text, non-words regions 

with failed predictions. If the detected text image results are accurately classified, then the non-

text images should be filtered in the recognition phase, meanwhile the Tibetan and Chinese text 

images can be identified by using different classifiers, such procedure can reduce the complexity 

of classification and recognition of two different characters by one recognition model. An 

accurate classification of Tibetan and Chinese text images is mattered. Therefore, this paper 

conducts a research on the classification of Tibetan, Chinese and non-text images by using 

convolutional neural networks. We perform a series of exploration about the classification 

accuracy of Tibetan, Chinese text images and non-text images with convolutional neural 

networks in different depths, and compare the accuracy with the classification results based on 

the transfer learning then analyze it. The results show that for the classification of Tibetan, 

Chinese and non-text images in the scene, using 7-layer convolutional neural network has 

reached saturation, and increasing the network depth does not improve the results, which 

provides reference values for Tibetan-Chinese text image classification. 

 

KEYWORDS 

 

Convolutional Neural Network, Tibetan-Chinese scene text image, image classification, 

transfer learning 

 

1. INTRODUCTION 
 
Image classification is one popular direction of the computer vision, which also provides a vital 

foundation for the application of object detection[1,2], face recognition[3,4], pose estimation[5,6], 

etc. Therefore, image classification technology has high value in academic research and applied 

value of science technology[7]. As AlexNet[8] surpassed the traditional methods at the Large 

Scale Visual Recognition Challenge 2012 and achieved remarkable results in the classification 

task, the following convolutional neural networks(CNN) model such as VGG[9], GoogLeNet[10], 

ResNet[11] were proposed. These networks made the CNN-based deep learning technology 

become the mainstream of the classification task[12-15]. Compared to the general neural 

networks, the basic structure of the convolutional neural network includes two layers, one is the 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N08.html
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feature extraction layer, the other is the feature mapping layer. And from a perspective of model 

features, convolutional neural network has two particularities which can reduce the complexity of 

the model, one is the sparse connectivity, the other is the shared weights. With convolutional 

neural network constantly improving and optimizing by researchers, various excellent 

convolutional neural network models [16-20] were presented and had achieved acceptable results 

in the classification task. 

 

In the Tibetan areas of China, almost all the textual information in various scene contains both 

Tibetan and Chinese characters. The objective of text detection for this kind of scene is to locate 

the position of Tibetan and Chinese characters, and the follow-up is to put the segment of two 

detected text regions and non-text regions into the trained classifier, thus scanned images with 

text is converted into computer-readable data. This paper provides a feasible scheme for Tibetan- 

Chinese scene text recognition by classifying Tibetan text images, Chinese text images, and non- 

text images. That means using different classifiers to recognize Tibetan text image and Chinese 

image text respectively, so as to make Tibetan-Chinese scene text recognition more simple and 

effective. 

 

Traditional image classification methods are generally divided into two steps: First, calculating 

artificially designed features from the input image. Second, training a classifier based on the 

extracted features. The effect of this classification method depends on the artificially designed 

features, thus it has great uncertainty. For the above situation, this paper conducted an 

exploratory study on the classification of Tibetan, Chinese, and non-text images by using 

convolutional neural networks. Regarding the constructed data set as experimental data, the 

features of text images were extracted by employing convolutional neural networks with different 

depths. Then applying softmax to classify and comparing the classification results with the pre-

trained VGG16 model on which transfer learning method is implemented. The results show that 

the seven-layer deep convolutional neural network has achieved a 98.28% classification 

accuracy, and increasing the depth of the network has no significant improvement on the 

classification accuracy, which indicates that for our classification task, the seven-layer network 

has reached saturation. 

 

2. DATASET AND EVALUATION PROTOCOL 
 

2.1. The Dataset 
 

For the Chinese text image dataset, 5000 pieces of text were selected from the existing 

dataset[21] and the images taken in Tibetan area. For the Tibetan text image dataset, the same 

amount of text was obtained by intercepting from the text images of Tibetan area or synthesizing. 

For non-text image dataset, we randomly cropped 5000 images from the real background image 

captured by camera. Then it is divided into three categories: Tibetan text, Chinese text and non-

text. Figure 1. shows some samples of Tibetan, Chinese, and non-text images. It can be seen from 

the figure that the Chinese text image and the Tibetan text image have distinct shape of 

characters. Comparing with Chinese one, Tibetan text image has more complex backgrounds, 

various colors, and different scales, image sizes. Non-text images also have various textures, 

colors, and backgrounds which increase the difficulty of classification. During the training, these 

data of samples are randomly augmented to improve the generalization ability of the model. 

 



Computer Science & Information Technology (CS & IT)                                        61 

 
(a) Chinese text images  (b) Tibetan text images (c) non-text images 

 

Figure 1. Scene image examples 

 

2.2. Evaluation Methods 
 

We randomly divided the Tibetan-Chinese text image dataset into training set and test set at a 

ratio of 7:3, and then evaluated the experimental results with the following two evaluation 

methods.  

 

1) Precision: Number of correctly identified test samples as a percentage of total test samples, 

they are given by: 

 

 
 

Where 𝑇𝑃  is the number of positive test samples that are correctly classified as positive samples. 

𝐹𝑃  is the number of  negative test samples that  are  incorrectly  classified  as positive samples. 

𝑇𝑃 + 𝐹𝑃 is all test samples that are classified as positive samples. 

 

2) F1 Score: It is an index used to measure the accuracy of classification models in statistics. It 

takes into account both the accuracy and recall of the classification model. They are given by: 

 

 
 

Where 𝐹𝑁 is the number of positive test samples that were misclassified as negative samples; 

𝑇𝑃 + 𝐹𝑁 is all the positive test samples; Recall is the recall rate. 

 

3. THE ARCHITECTURE 
 

3.1. Convnet Configurations 
 

The structure of our convolutional neural network is shown in Table 1. The configurations of four 

different depth are: 5-layer, 7-layer, 9-layer, and 11-layer (excluding pooling and softmax layers). 

With image size of input layer being 180 × 60, the network carries out the convolution and 

subsampling operation alternately three times, and sends the data to the two followed fully 

connected layers. All convolution manipulations use a size of 3 × 3 kernel, while subsampling 

manipulations use a size of 2 × 2 max-pooling kernel of which step size is 2, and the convolution 

layer depths are 64, 128, and 256 respectively. 
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Table1. Network Configuration 

 

 
 

The network configuration in Table 1 includes the use of convolutional layer, pooling layer, 

BNlayer and Dropout. The detailed descriptions of each deep network structure are as follows： 

 

1) Input: First, the training images of different sizes are scaled to 180 × 60 by using a 

bilinear interpolation algorithm. In order to improve the generalization ability of the classification 

model and avoid overfitting, the training data were augmented by reversal, mirroring, translation 

and perspective transformation to increase the amount of data. Then send 32 training images in 

each batch to the network for training. 

 

2) Convolution Layer: The convolutional layer includes convolution, activation functions, 

batch normalization, and max-pooling. The 5-layer, 7-layer, 9-layer, and 11-layer depth network 

contains three, five, seven, and nine convolutional layers respectively, and each convolutional 

layer obtains feature maps with different sizes. Each convolution operation uses a 3 × 3 

convolution kernel. The advantage of this method is that it can reduce the number of parameters 

and implement more nonlinear mapping at the same time. After each convolution, the ReLU 

function is used to activate the feature map 𝐹𝑖. The generation process of 𝐹𝑖 is given by: 

 
Where 𝑊𝑖 is the weight of convolution in layer 𝑖 , 𝑏𝑖 is the offset in layer  𝑖 ,  ∗  is  the 

convolution operation, 𝑓 is the nonlinear excitation function of ReLU. 

 

In order to accelerate the convergence of the network and prevent the overfitting of the network, 

each feature map 𝐹𝑖 is followed by the batch normalization(BN) layer, that is, batch 

standardization, then proceed to the next layer. As the feature map passed through one to four 

convolutional layers, max-pooling layer operates on each standardized feature map 

independently. The purpose of this procedure is reducing the dimension of the feature map and to 

remaining invariant to changes in scale or rotation. 
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Obviously, for each depth network, the main features of the image are obtained by convolution 

operation, nonlinear excitation function, and batch standardization. Figure.2 shows the visual 

effect of the first convolution operation of each image category. It can be seen that the first 

convolution layer mainly extracts the edge, corner and color feature information about the image 

 

 
(a) Chinese image feature maps (b) Tibetan image feature maps (c)  no-text image feature maps 

  

Figure. 2 After the first convolution feature maps 

 

3) Output Layer: After multiple convolution and subsampling layers, two full connected 

layers are connected. The full connection layer is to integrate the local information output from 

the subsampling layer. The dropout strategy is used in two full connection layers to prevent the 

overfitting and improve the generalization ability of the model. It will set the output of neurons in 

the full connection layer to 0 with a probability of 0.6, and these neurons output as 0 will no 

longer carry out forward propagation and back propagation. At last, the prediction results of the 

classification output by applying softmax are used to realize the image classification. 

 

3.2. Loss Function 
 

During the training, we use the cross entropy loss function to calculate the loss for the 

classification results. Specifically, the loss function L of cross entropy is given by: 
 

 
 

Where 𝑁 is the number of categories, y represents the label (0 or 1). If the category is the same as 

the sample, it is 1, otherwise, it is 0. 𝑝(𝑦𝑖) is the predicted probability that the observation sample 

belongs to category 𝑖 . 
 

4. EXPERIMENTAL RESULTS AND ANALYSIS 
 

We adopted Windows10 + Python3.7 + Keras2.2 as the deep learning framework and conducted 

experiments on this basis. To prepare the training samples, we use the datasets containing 15000 

samples from section II.A, 5000 samples for each category. There are 10500 images in the 

training set and 4500 images in the test set. 

 

4.1. Analysis of the Influence of Different Depth Network Structures on 

Classification Results 
 

We perform experiments on the network of four different depths of 5-layer, 7-layer, 9-layers, and 

11-layer to analyze the impact of different depths on the classification results. For each network, 

the training image is scaled to 180 × 60 by using bilinear interpolation at the first beginning. The 

training data is augmented by random horizontal flipping, mirroring, and other operations. 

Among them, the batch size is 32, and each convolution layer is followed by a batch 
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normalization layer. The initial learning rate is set to 0.0001 and subject to exponential decay 

every 20 epochs. The Adam optimization algorithm is used and the image is scaled to 180 × 60 

during testing. With the same implementation details, the overall average accuracy and F1 

evaluation of different depths of the network after 200 epochs are shown in Table 2. 

 
Table 2. Results of networks at different depths 

 

Network layers 5-layer 7-layer 9-layer 11-layer 

Precision(%) 97.50 98.28 98.25 98.15 

Recall(%) 97.46 98.28 98.24 98.15 

F1-score(%) 97.47 98.28 98.25 98.15 

 

In Table 2, from the perspective of precision, while using convolutional neural network with only 

five layers, the classification accuracy is about 97.5%. By using a 7-layer convolution neural 

network, the accuracy of correct classification has reached 98.3%. The accuracy of 9-layer and 

11-layer networks is similar to that of 7-layer network, which shows that the depth has a great 

influence on the performance of the convolution neural network, but with the increase of the 

depth, the network will gradually reach saturation. At the same time, it also reveals that for the 

Tibetan and Chinese text image classification, the 7-layer network is basically saturated, 

increasing the depth of the network does not significantly improve the results. 

 

4.2. Comparative Analysis of Experimental Results 
 

According to the analysis in section 4.1, we can know that the optimal classification accuracy can 

be obtained when the depth of the convolutional neural network is seven. In order to verify the 

effectiveness of the network depth, a comparison experiment is performed with the transfer 

learning method. Using the pre-trained VGG16[9] model for transfer learning, the parameter 

values of the convolutional layer (feature layer) are fixed, but the last fully connected layer is 

retrained from scratch, and let the number of output neurons be consistent with the number of 

categories of the dataset. The data uses the same set of training samples and test samples, 

regarding 10500 images as the training set and 4500 images as the test set. The experimental 

results are shown in Table 3.   

 
Table 3. Results of transfer learning 

 

Network Model Pretrain VGG16 Depth 7-layer 

Precision(%) 97.46 98.28 

Recall(%) 97.43 98.28 

F1-score(%) 97.43 98.28 

speed(s/epoch) 19 23 

 

It can be seen from Table 3. that the classification result of the convolutional neural network with 

a depth of 7 is compared with the pre-trained VGG16 model for transfer learning. Although 

transfer learning can turn the learned model parameters to the new model and thus speed up and 

optimize the learning efficiency of the model, but essentially, VGG16 is a 16-layer convolutional 

network, the network depth is more than twice that of the 7-layer network, besides, its accuracy is 

lower than the latter. This further illustrates that deepening the network depth does not improve 

the accuracy of our classification task, and verifies the effectiveness of the 7-layer network. 
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4.3. Discussion 
 

Through the classification of Tibetan, Chinese and non-text images on convolutional neural 

networks of different depths, with the increase of the network depth, the classification accuracy is 

constantly improved. When the network depth is 7, the best accuracy is achieved, and the 

accuracy will decrease if the depth continues to increase.This could be that the deeper the 

network, the smaller the size of the feature map, which losses a lot of information, and the 

phenomenon of gradient disappearance will become more and more obvious, so the classification 

accuracy will be reduced. 

 

In the process of text image classification, when the text in the image is written horizontally or 

with a single background, it can be accurately classified, as shown in Figure.3(a). When the text 

in the image is written in the vertical direction, the non-text background of the image is diverse or 

other text appears, there will be misclassification occurring, see Figure.3(b). For the problem of 

vertical text image misclassification, the main reason could be that there are few vertical text 

images in the training samples, when two types of text appear at the same time in one text image, 

the misclassification will happen, which is not the result we need obviously. 

 

 
(a) Examples of correctly classified (b) Examples of misclassification 

 

Figure.3 Classification results 

 

5. CONCLUSIONS AND FUTURE WORK 
 

Based on the in-depth study of CNN, we use the advantages of convolutional neural networks to 

conduct an exploratory study of multi-layer deep neural networks to extract and classify text 

image and non-text image features of scenes in different languages, analyze the impact of 

different depths on classification results, and simultaneously compare with the classification 

results of the transfer learning methods. The results show that the network depth has an impact on 

the classification results. As the network depth increases, the overall classification accuracy 

increases first and then decreases. Therefore, an appropriate convolutional network depth should 

be selected for our Tibetan, Chinese, and non-text image classification. For the classification of 

our task, the shortcomings are that the various non-text background and the paper with low 

opacity will make the network misclassify. Future studies will focus on exploring the comparison 

of different deep convolutional neural networks such as ResNet to avoid the gradient 

disappearing along with network deepening. At the same time, more Tibetan and Chinese text 

images and non-text image data are collected to train the network, so that it can classify more 

complex background text images, and final to be able to apply Tibetan, Chinese and non-text 

image classification to Tibetan- Chinese bilingual scene text detection and recognition. 
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