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Preface 
 

The 10th International Conference on Advances in Computing and Information Technology 
(ACITY 2020), November 28~29, 2020, London, United Kingdom, 10th International Conference 

on Digital Image Processing and Pattern Recognition (DPPR 2020), 11th International Conference 

on VLSI (VLSI 2020), 12th International Conference on Web services & Semantic Technology 

(WeST 2020), International Conference on Data Science and Applications (DSA 2020), 7th 
International Conference on Computer Networks & Data Communications (CNDC 2020), 

International Conference on Internet of Things & Embedded Systems (IoTE 2020), 10th 

International Conference on Artificial Intelligence, Soft Computing and Applications (AIAA 
2020) and International Conference on NLP Techniques and Applications (NLPTA 2020) was 

collocated with 10th International Conference on Advances in Computing and Information 

Technology (ACITY 2020). The conferences attracted many local and international delegates, 
presenting a balanced mixture of intellect from the East and from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from 

academia and industry to focus on understanding computer science and information technology 

and to establish new collaborations in these areas. Authors are invited to contribute to the 
conference by submitting articles that illustrate research results, projects, survey work and 

industrial experiences describing significant advances in all areas of computer science and 

information technology. 
 

The ACITY 2020, DPPR 2020, VLSI 2020, WeST 2020, DSA 2020, CNDC 2020, IoTE 2020, 
AIAA 2020 and NLPTA 2020 Committees rigorously invited submissions for many months from 

researchers, scientists, engineers, students and practitioners related to the relevant themes and 

tracks of the workshop. This effort guaranteed submissions from an unparalleled number of 
internationally recognized top-level researchers. All the submissions underwent a strenuous peer 

review process which comprised expert reviewers. These reviewers were selected from a talented 

pool of Technical Committee members and external reviewers on the basis of their expertise. The 

papers were then reviewed based on their contributions, technical content, originality and clarity. 
The entire process, which includes the submission, review and acceptance processes, was done 

electronically. 
 

In closing, ACITY 2020, DPPR 2020, VLSI 2020, WeST 2020, DSA 2020, CNDC 2020, IoTE 
2020, AIAA 2020 and NLPTA 2020 brought together researchers, scientists, engineers, students 

and practitioners to exchange and share their experiences, new ideas and research results in all 

aspects of the main workshop themes and tracks, and to discuss the practical challenges 

encountered and the solutions adopted. The book is organized as a collection of papers from the 
ACITY 2020, DPPR 2020, VLSI 2020, WeST 2020, DSA 2020, CNDC 2020, IoTE 2020, AIAA 

2020 and NLPTA 2020. 
 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 
sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 
the event and that the friendships and collaborations forged will linger and prosper for many 

years to come. 

 

David C. Wyld, 

Dhinaharan Nagamalai (Eds) 
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NEURAL NETWORKS WITH DEEP 
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Oscar Chang-Tortolero 

 

School of Mathematics and Computer Science,  

University of Yachay Tech, Ecuador 
 

ABSTRACT 
 

Intrusion detection into computer networks has become one of the most important issues in 

cybersecurity. Attackers keep on researching and coding to discover new vulnerabilities to 

penetrate information security system. In consequence computer systems must be daily 

upgraded using up-to-date techniques to keep hackers at bay. This paper focuses on the 

design and implementation of an intrusion detection system based on Deep Learning 

architectures. As a first step, a shallow network is trained with labelled log-in [into a 

computer network] data taken from the Dataset CICIDS2017. The internal behaviour of 

this network is carefully tracked and tuned by using plotting and exploring codes until it 
reaches a functional peak in intrusion prediction accuracy. As a second step, an 

autoencoder, trained with big unlabelled data, is used as a middle processor which feeds 

compressed information and abstract representation to the original shallow network. It is 

proven that the resultant deep architecture has a better performance than any version of 

the shallow network alone. The resultant functional code scripts, written in MATLAB, 

represent a re-trainable system which has been proved using real data, producing good 

precision and fast response. 

 

KEYWORDS 
 

Artificial Neural Networks, Information Security, Deep Learning, intrusion detection & 

hacking attacks 

 

1. INTRODUCTION 
 

Information security is, nowadays, one of the most important topics in computer science. This is 

due to the giant internet-connected networks and devices that increase day to day, making 
hacking activities to increase in the same proportion. The fight against these never end activities 

is complex because there exist lot of reasons why an information system becomes an attractive 

target. These goes from activism (called ‘hacktivism’in this environment), people eager to show 
their hacking abilities or just for fun. Also, everyday hackers develop new abilities and 

techniques to infringe security of information systems [1]. Therefore, it is necessary to constantly 

design new tools that fight against malicious activities. A fertile alternative to develop hacking 
protecting systems are Artificial Neural Networks. 

 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N15.html
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Artificial neural networks (ANN) are data structures dedicated to get results to non-deterministic 
problems, in a different approach to another conventional process. Important areas where ANNs 

are actively used are data classification, mapping, prediction and clustering [2], for which it is 

necessary to have a compilation of data (the dataset) to get the desired results. In general, there 

exists 3 phases to execute an ANN: training, validation and testing. Training is the phase in 
which weights are modified to get the optimal level of learning. This phase could be performed 

using several modifications in the components of the network to get varied weights to be tried 

and obtain the best weights which will return an optimal classification. This phase uses the major 
amount of data, it is recommended to use 80% of data approximately. Validation phase is used to 

test the different weights obtained in training phase to choose the best ones and sometimes to get 

weights more tuned than before. Finally, testing phase is the fireproof to the network. At this 
step, the error must be minimal and impossible to reduce. In case the network does not return 

convincing results, it is necessary to check and modify the parameters of the network. Usually the 

remaining 20% of data is distributed to perform validation and testing phases. 

 
ANNs are systems based in the human brain functionality [3]: an external signal comes to the 

system as input data (external senses of the human body), this information is carried to the core 

of the neural network (human brain) to be interpreted bysynapses [4] between artificial neurons 
(human brain neurons). Finally, the result is showed as output data (reactions in the human body). 

Generally, the results of an ANN are led by a series of calculations performed by steps into 

several iterations or epochs [5]. Some ANNs may be more advanced and solve problems with 
better results by the use of mixed ANNs into a nested one, these particular ANN's are called Deep 

Learning[6][7][8]. 

 

Deep Learning Architectures do not have a strict definition (like ANNs), it means does not exist a 
number of neurons, layers or models to work with these tools. They are just another kind of data 

processing structures which apply high levels of abstraction [6], using methods to analyse and get 

information from data deeper (hence its name) than other ANNs, turning Deep Learning 
architectures on “black boxes” and allows to get better results which means higher percentage of 

patterns classification. 

 

As a result of applying these concepts, it has been designed and built a Deep Learning structure 
to process logins into a computer network, classifying them as hacking attacks or normal activity, 

obtaining high levels of accuracy. 

 

2. RELATED WORKS 
 

The importance of this work lies in the fact of create an Intrusion Detection System prepared to 

learn and improve its accuracy by using advanced techniques, trained and tested with data 

updated to current times which could provide a level of adaptationready to detect any 

attempted intrusion. To achieve this objective, some researches in the same field have been 

studied, giving a clear idea about the direction of this work. 
 

2.1. Y. Liu, S. Liu and X. Zhao (2017) 
 

Liu [9] and his team designed an intelligent system applied to detect intrusion using another kind 

of Deep Learning architecture: Convolutional Neural Network (CNN) and other different 

techniques, as factors of comparison, which are not necessarily related to ANNs. They used the 
10% of a famous database of intrusion attacks: the KDD Cup 1999 assembled by DARPA 

consisting of more than one million of patterns and 41 parameters to each pattern, applying 22 

types different hacking attacks. After processing these data into the network, they obtained 99.7% 
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of detection rate (capacity to perform a correct classification) using the CNN which was the 
better tool of that research. The problem of these results is, obviously, the age of the data, the 

world and computers do not work equal than the last century anymore. Testing this network with 

updated data will carry important changes and configurations into the same network, because 

new data will have new parameters to be processed. Also, this dataset has some problems, for 
which it is necessary perform pre-processing algorithms to clear the dataset, some of them are 

studied by McHugh [10]. 

 

2.2. Biswas (2018) 
 

Biswas [11] performed a similar research than Liu, using different techniques for classification, 
such as Nave Bayes, Support Vector Machine, Decision Tree, Neural Network (no specified) and 

k-nearest neighbour algorithm (k-NN); in the other hand they are used feature selectors 

algorithms to take relevant characteristics of data, such as Correlation based Feature Selection 
method (CFS), Principal Component Analysis (PCA), Information Gain Ratio (IGR) and 

Minimum Redundancy Maximum Relevance. The difference of this research is the use of a 

modified version of KDD 99 dataset, the NSL-KDD. This improved version is based on the 
problems studied in the original dataset, detailed by Tavallaee [12] in 2009. The NSL-KDD 

consists of 100000 patterns of activity and more than 40 parameters, reduced to 10000 in order to 

avoid problems with computational cost.The combination of k-NN with IGR gives best results of 

experiments, reaching a 99.07% of accuracy. The problem is the same than before, data was 
created in 1999 which does not have compatible metrics with current data, despite it was filtered 

and improved. 

 

2.3. Vinayakumar, Alazab, Soman, Poornachandran, Al-Nemrat and Venkatraman 

(2019) 
 

In this work, developed by Vinayakumaret al. [8], it is used a Multi-layer Perceptron as 

processing architecture, the Feed Forward algorithm and several activation functions such as 
sigmoid, tangent,softmax and ReLU; they treat the compilation of these characteristics as a Deep 

Learning architecture. Their results are divided into a lot of tests with different datasets and 

different configurations of the network, obtaining high percentages of classification overcoming 

the 90% in almost all the experiments. 
 

3. THE DATASET 
 

The dataset is one of the main components for the training of the network. It consists in a lot of 
patterns previously generated by experiments or observation; each pattern has many parameters 

which characterize it. Each one of the patterns may be as random as the experiments be, we do 

not know or could predict its behaviour just its nature. The inputs are presented as a CSV 

(Comma Separated Values) file in which each pattern is a new entry or row and each parameter is 
a new column. Each row must have all columns filled, in case there exist any column empty, it is 

necessary to have a default value to fill it, but it is better to remove that row. 

 

3.1. CICIDS2017 Dataset 
 

For this case, it is used the Intrusion Detection Evaluation Dataset (CICIDS2017) developed 
in 2017 by the Canadian Institute for Cybersecurity (CIC)[13] in laboratories dedicated to 

information security. The idea to build this dataset is performing a massive amount of different 

controlled hacking attacks from different parts of the world to dedicated servers which measure 
and register the chosen parameters to be saved as files. Finally, the result is thousands of patterns 
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(hacking attacks or normal activity), which are the inputs patterns for this work, with 78 
characterizing parameters and 1 target parameter (seen as CP and TP in Figure 2, respectively) 

which is the result to reach. Some important details of this dataset are studied by [14]. 

 

3.2. Data Normalization 

 
Before data patterns could be processed by any ANN they must be processed by an algorithm of 
normalization, this is a process in which all patterns' values are placed in the same range, being 

[0-1] the most used. Normalization is important because major of data values are produced 

naturally in random ranges, it makes any ANN increase the effort to achieve optimal results or 
decrease the quality of them. Therefore, this process optimizes the capacity of the network to get 

the optimal classification for each pattern. 

 
Figure 1 indicates how data does not change its behaviour after normalization but it takes a 

different shape in order to be easy to process by the network. It is just adjusting the numerical 

range of data between [0-1] instead of its natural range using the next equation for each one of 

the characterizing parameters (columns of the dataset): 
 

 
𝑛𝑖 =  

𝑥𝑖 − min (𝑥)

max(𝑥) − min (𝑥)
 

(1) 

 

where: 

 

x: the characterizing parameter in the dataset, 
i: the number of each pattern, 

n: the resultant column after normalization. 

 

 
 

Figure 1. Data normalization for a single parameter using a 30-patterns dataset. Blue: Original data. Red: 

Normalized data between [0-1]. 

 

It is not necessary to normalize the target pattern because it is just a boolean output: 1 if the 
correspondent pattern is an attack, and 0 in the opposite case. 
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4. DEEP LEARNING ARCHITECTURE 
 
In order to demonstrate the utility of this Deep Learning model, the experiments of this work are 

performed in two different ANN architectures: a shallow network which consists of a Back-

propagation Algorithm (BPA) only, and a deep network formed by two single ANN 

architectures: a two-layered auto encoder and the BPA mentioned before. In this case, the 
autoencoder is a complement architecture dedicated to turn pure data into compress data easy to 

process by the BPA. Autoencoders usually have two parts: encoder and decoder, the encoder 

takes data and extract recondite information which may not be visible to the ANN. This process 
is performed by a set of equations and calculations (because autoencoders are a kind ANN such 

as) which leave as result the weights of the encoding and set of compressed data (the encoded 

data). In the other hand, the decoder takes encoded data and its respective weights to obtain the 

input data again. The relevance of the encoded data to work along the BP algorithm depends on 
the accurate when data is decoded back, it means the decoding error must be minimal to have 

useful encoded data. 

 
The BPA used into the two architectures will be almost the same. For the first one (the shallow 

network), it has 3 layers: theinput layer, the hidden layer and the output layeras showed in 

Figure 2. Every layer is formed by a number of neurons previously selected, in this work it was 
established the next distribution: 78 layers for the input layer, 11 for the hidden layer and one for 

the output layer which is compared with the target parameter to get the error between them. 

Finally, the result is obtained from this error after executing the number of proposed iterations. 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 
Figure 2. First ANN architecture: Shallow backpropagation topology. CP: Characterizing parameters. W: 

Weights. TP: Target parameter. 
 

One of the most important part of the BPA are the weights (W), which are data matrices whose 

values are calibrated in the process of ANN's learning. This calibration corresponds to 

“recording” the learning of ANN between pairs of layers (each layer with its adjacent layer) in 
each iteration of the ANN. The level of recording the learning in each iteration depends on a 

factor called the learning rate (LR) which determines the level of remembering what was 

learned in each iteration. For this research, it is used a value of 0.1 as LR and weights are 
initialized randomly between the selected range, it is achieved just using a random function: 

 

W = rand([-1, 1]) 
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Inside the tangled process of calibrating the weights between layers, there exist a function 
dedicated to calculate the performance of every neuron into the network layers, this performance 

is calculated from the output of the neuron, called the synaptic potential (SP)evaluated into an 

equation called transfer function. The output of this function is the real output of the neuron, 

consisting in an equation that could be selected depending on the applications of the network, 
even it could be designed by each developer, but in this research is used the so famouslogistic or 

sigmoidal function, represented by: 

 
 

𝑔(ℎ) =  
1

1 + 𝑒−𝛽ℎ
 

 

(2) 

 
where: 

 

g: the transfer function, 

h: the synaptic potential of the neuron, 
β: is just a regulator of the SP variability, in this case it is 1, therefore it does not affect the 

results. 

 

5. DEEP LEARNING IN ACTION 
 

5.1. Feeding the network with data 
 
The input patterns with their 78 characterizing parameters get into the input layer, one parameter 

per neuron (it means the number of neurons in the input layer is the same than the number of the 

characterizing parameters). Each pattern is provided only one time by iteration. In each iteration, 
every pattern is taken randomly, it allows cleaning the network from any cyclic learning, it is not 

an official term but sounds good to express a repetitive learning which could calibrate the weights 

in a monotonous way obtaining as result constant values for the matrix weights. 

 

5.2. Processing data through the shallow network 
 
Once into the input layer, input patterns are processed along with the input-hidden weights using 

the transfer function, these results will give rise to the hidden layer, which in turn are processed 

together the hidden-output weights, using the transfer function too. Then, when the process 

reaches the output layer it comes back from the output layer to the input layer optimizing the 
value of the weight’s matrices. Then, the process goes back to the output layer, returning the 

output for this pattern in form of a probability to be or not a hacking attack. If this probability is 

greater than 50%, the pattern is considered an attack, in the opposite case it is not an attack (1 or 
0). Finally, this result is compared with the target parameter to get the error using the squared 

error function: 

 

 

𝐸𝑡 =  
1

𝑁
∑(𝑌𝑖 − 𝑍𝑖)2

𝑁

𝑖=1

 

 
(3) 

where: 

 
Et: the total error of the network, 

N: the number of patterns, 

Y: the output of the network, 

Z: the target (label parameter in input patterns). 
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This process is repeated by every pattern in each iteration, performing a reiterative process the 
number of times (iterations) previously selected or when a minimum error is reached. 

 

5.3. Processing data through the Deep Learning network 
 

The process in this architecture is almost the same at the last one. The difference is a previous 

step before data introduction into the input layer. This step is the autoencoder, which replace the 
old input layer. Now, data is introduced directly into the autoencoder which will extract 

information digging deeper between the great amount of introduced data. Input data is introduced 

only once into the autoencoder, it means the outputs of the autoencoder will be the new inputs of 

the shallow network, whose number of neurons in the input layer has been decreased, because it 
does not take all inputs anymore but it takes the extracted data resultant from the encoder. In this 

network, the number of the input layer has been reduced to 19 and the other layers keep the initial 

shape. A nice visualization of the new and deep network is showed in Figure 3. The BP algorithm 
of the deep network works exactly the same as the shallow network. 

 

 
 

Figure 3. Ultimate visualization of the Deep Learning Network. Inputs have the same shape than before. 

Encoder is added. The shallow network (BPA) reduces its number of neurons. 

 

5.4. Obtaining the final results 
 

The most important results of this research lie in the fact of detecting hacking attacks in each one 
of the logs (input patterns) performed into processed data. In order to obtain the accuracy of the 

network, in both cases detecting an attack or discarding it, the testing phase results will pass new 

accuracy tests: sensibility and specificity, calculated by equations (4) and (5) respectively. 
Sensibility measures the proficiency to detect an attack when it is truly happening (true positives 

TP), a fail into the network will trigger a false positive (FP). Meanwhile, specificity takes care of 

cases which are not an attack but are normal activity (true negatives TN), a misclassification will 

lead a false negative (FN) which are more dangerous than FP because the non-detection of a real 
attack avoids a response against the attack. 

 

 
𝑆𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 =  

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(4) 
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𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

(5) 

   

6. RESULTS 
 

In order to show a good organization and prove the reliability and accuracy of the ultimate Deep 

Learning network, the results are shown in the same sequence than they have been performed: 
first using the shallow network and finally using the Deep Learning network. Every test use 1000 

iterations for the autoencoder (do not confuse with the ANN's iterations), except for the last one, 

which uses 3500 iterations. 
 

6.1. The Shallow Network 
 

6.1.1. 150 inputs 

 

At 1000 iterations/epochs it is reached an error of 0.0434 in the last iteration. It looks good 
because it means a performance of 95.66% but 150 [inputs] is not a trustworthy number for an 

optimal training and Figure 4a is not exactly the objective to achieve in this research because 

these horrible fluctuations between iterations 50 and 250. 

 

6.1.2. 6000 inputs 

 

Let’s use more data to work with the ANN. The first training with this dataset consists of 300 
iterations resulting an error of 0.0961 and performance of 90.39%, it does not look good 

anymore. Also, these peaks in Figure 4b shows a non-satisfactory training either, it evidences a 

low stability in the network given the extensive error variation between iterations which avoids a 
regular training. 

 

Now, running 1000 iterations it is obtained an error of 0.0873 and a performance of 91.27\% but 

Figure 4c shows the same behaviour than before which is not reliable: the poor stability of the 
network. 
 

 
 

Figure 4. Training and validation results of the Deep Learning network. 

 

6.2. The Deep Learning Network 
 

6.2.1. 300 iterations 

 
As a confidence prove to the final architecture, it has been selected directly 6000 inputs, number 

to be used in all experiments for this network. Using only 300 iterations it is reached an error of 
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0.0084 which results in a performance of 99.16%. It is a great percentage of accuracy and Figure 
5a shows a behaviour better than any of the shallow network training. 

 

6.2.2. 500 and 1000 iterations 

 
Increasing the iterations to 500 results have improve, as expected, obtaining an error of 0.0068 

corresponding to 99.32% of performance, numbers which are obtained using 1000 iterations too, 

which demonstrate a stable behaviour in the network. The plotting of error by iterations does not 
change as seen in Figure 5b and5c. 

 

6.2.3. 5000 iterations 

 

It is just a checking to know whether the network will response in an unusual way given the large 

amount of iterations. The result is a performance better than any other one seen before in this 

research, reaching an error of 0.0060 equivalent to 99.40% of performance. Obviously, the 
visualization is better too (Figure 5d). It is the better performance of the network to all 

experiments executed. 

 

 
 

Figure 5. Training and validation results of the Deep Learning network. 
 

6.3. Other modifications in the Deep Learning Architecture 
 

6.3.1. LR = 0.01 

 

Decreasing ten times the LR selected to the last experiments gives as result a singular behaviour 

in the network, in which error is minimized in the last iterations. In the first iterations it is 
visualized a high error in respect to the last training. Also, it is appreciated a rise of the error 

which are not a good signal for the purposes of this work. Figure 5e shows all these details 

clearly. The error obtained 0.0165 and a performance of 98.35%. 
 

6.3.2. LR = 0.5 

 
This experiment is the opposite case of which was made before: increasing the learning rate to 

0.5. In this case the behaviour is similar to the experiments with LR=0.1 with an error of 0.0090 

and a performance of 99.10% but it is notorious the existent fluctuations in the error (Figure 5f) 
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which is derived in low stability. In any case, the LR=0.1 with 5000 iterations is still better given 
its performance and stability. A summarize of all results is visualized in Table 1. 

 
Table 1. A summary of results from different architectures of the ANN. 

 
N. # inputs Iterations LR Autoencoder Error Performance (%) Stable 

1 150 1000 0.1 No 0.0434 95.66 No 

2 6000 300 0.1 No 0.0961 90.39 No 

3 6000 1000 0.1 No 0.0873 91.27 No 

4 6000 300 0.1 Yes 0.0084 99.16 Yes 

5 6000 500 0.1 Yes 0.0068 99.32 Yes 

6 6000 1000 0.1 Yes 0.0068 99.32 Yes 

7 6000 5000 0.1 Yes 0.0060 99.40 Yes 

8 6000 300 0.01 Yes 0.0165 98.35 Yes 

9 6000 300 0.5 Yes 0.0090 99.10 No 

 

6.4. False positives and false negatives 
 
Using the best results of Table 1, the experiment number 7: 2000 new patterns totally unknown to 

the network and equations (4) and (5) it is obtained Table 2 which shows the accuracy of the 

network, it means, the capacity of the network to label a pattern as hacking or normal activity. 
 

Table 2. FP and FN results: using the best architecture. 

 
Total patterns 

2000 
Well-classified 

1870 
False positive 

130 

True Positive 

1000 
True Negative 

870 
False Negatives 

0 

Sensitivity 

1 
Specificity 

0.87 
Accuracy 

93.5% 

 
An ultimate experiment is performed, changing the number of iterations for the autoencoder to 

3500, the network performs its respective training and validations steps and results looks so much 

better (Table 3). 
 

Table 3. FP and FN: new results. 

 
Total patterns 

2000 
Well-classified 

1870 
False positive 

130 

True Positive 

1000 
True Negative 

870 
False Negatives 

0 

Sensitivity 

1 
Specificity 

0.915 
Accuracy 

95.75% 

 

7. DISCUSSION 
 

Several trial and error were required to obtain the good results presented in this work. It is shown 

that the algorithm works so much better using the Deep Learning architecture because the 
autoencoder is a powerful tool which extract information which maybe is hidden for the BPA 

only. These results are reflected in the poor stability of the BPA, in the other hand, the Deep 

Learning architecture has a high stability.  
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It is expected to do further research in this area using more variability in the configuration of the 
Deep Learning architecture and incorporate self-tuning techniques like agents and genetic 

algorithms. Testing the network using different datasets will be an important advance for this 

kind of researches or even the creation of an own dataset to have the total control of all 

characteristics of data. 
 

8. CONCLUSION 
 

This paper describes a Deep Learning environment where a tuned shallow network and an 
autoencoder trained with unlabelled big data, collaborate as to produce a reliable a trainable 

intrusion detection system, operating in access to web situations. The system uses the 

CICIDS2017 dataset and the autoencoder to produce abstract representation of the activities 

given into the computer systems. This compressed information is fed to a secondary shallow 
network that completes the possible attack entry prediction. It is proven that the composed Deep 

Learning network has a better performance than any other shallow network variation. The 

resultant functional MATLAB code behaves as a re-trainable, fast, reliable system proved with 
real data. 
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ABSTRACT 
 
Many robot applications depend on solving the Complete Coverage Path Problem (CCPP). 

Specifically, robot vacuum cleaners have seen increased use in recent years, and some models 

offer room mapping capability using sensors such as LiDAR. With the addition of room 

mapping, applied robotic cleaning has begun to transition from random walk and heuristic path 

planning into an environment-aware approach. In this paper, a novel solution for pathfinding 

and navigation of indoor robot cleaners is proposed. The proposed solution plans a path from a 

priori cellular decomposition of the work environment. The planned path achieves complete 

coverage on the map and reduces duplicate coverage. The solution is implemented inside the 

ROS framework, and is validated with Gazebo simulation. Metrics to evaluate the performance 

of the proposed algorithm seek to evaluate the efficiency by speed, duplicate coverage and 

distance travelled. 

 

KEYWORDS 
 
Complete Coverage Path Planning, Mobile Robots, Graph Theory. 

  

1. INTRODUCTION 
 

As the robot vacuum cleaner technology [1] makes its way into the homes of millions, a need 

arises to further increase their efficiency. Current robot cleaners often adopt a random walk 

approach to area coverage [2]. Indeed, given enough time the monte-carlo approach will 

eventually achieve full coverage of the cleaning area, but it is certainly suboptimal in terms of 

coverage duplication, coverage speed and coverage completeness. With the recent emergence of 

cleaning robots equipped with Lidar, it is now possible for the robot to map its environment and 

plan its path accordingly, to optimize for certain performance metrics. For the application of 

robotic vacuum cleaners specifically, reasonable metrics to optimize along include speed, and 

coverage completeness [3]. 

 

In order to attack the complete coverage path problem, a representation of the robot’s 

environment is required. Usually, the working space of the robot is divided into small square 

cells, each assigned a value that indicates how likely, or in our case, whether, an obstacle is 

present [4]. This approach, termed the occupancy grid, allows a graph representation of the 

workspace, and correspondingly, path finding and search algorithms can be applied. However, 

the occupancy grid model as-is is deeply flawed for tasks such as cleaning. The occupancy grid 

method is discrete, when in reality the set of possible robot positions is continuous. This 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N15.html
https://doi.org/10.5121/csit.2020.101502
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discretization is likely to produce variation in performance between a map with orthogonal 
features and one with features not aligned to the occupancy grid orthogonally. Most existing 

research avoids this issue because they use mostly orthogonal features in their performance 

evaluation [5][6]. In addition to lack of consideration for non-orthogonal features, the robot’s 

footprint is not considered at the path generation level. Existing research adopts the method of 

obstacle inflation, as in marking the neighbouring areas of an obstacle as obstacles also [7][8]. 

This method addresses robot footprint potentially overlapping with obstacles in real life, but does 

not address potential duplicate coverage caused by the robot being larger than the occupancy grid 

cell size. On the evaluation stage, many existing explorations evaluate their algorithms within the 

occupancy grid model. These papers focus on whether creating the shortest path as represented 

by the occupancy grid. However, the shortest path approach does not guarantee optimized 

traversal time. For example, two paths that have identical length in the occupancy grid can have 

very different traversal time in real life, due to one requiring frequent acceleration and 

deceleration.  

 

While existing solutions focus on a shortest distance complete coverage path, this paper proposes 

a more complete solution that addresses various problems that arise when paths represented in the 

occupancy grid are applied to real-life environments. The effectiveness of this approach is 

evaluated in lifelike computer simulation of a robot cleaning task scenario. The first problem is 

that paths on the occupancy grid representation are an ordered collection of poses. In many 

existing explorations, the robot’s footprint is not considered. However, for tasks like room 

cleaning, the footprint of the robot is crucial to create a path that not only visits all the points on 

the occupancy grid, but also one that visits all the points in the physical working space with as 

little duplication as possible. In many cases the occupancy grid cells are smaller than the robot 

footprint, and the generated path may cause duplicate coverage if it visits all the cells in the 

occupancy grid. This path planning algorithm accounts for the footprint of the robot. The 

algorithm is a modified version of Depth First Search (DFS) [15]. Instead of marking each 

traversed node in the graph representation as visited, the algorithm marks all nodes within the 

robot’s footprint on the occupancy grid as visited. The center node of the footprint is the midpoint 

of the wheel axis in a differential drive robot. The algorithm will only write the center node’s 

position at each step of the traversal into the path. The proposed algorithm can then recursively 

visit cells neighboring the center cell and mark the entire robot footprint surrounding that cell as 

visited, as long as the robot’s footprint is clear from visited points or obstacles. When the 

modified DFS visits a cell that has no available neighbors, it finds the nearest unvisited cell and 

uses Dijkstra [16] to find a path to that block. Thus, the occupancy grid’s resolution does not 

have to match the robot’s size, and can be smaller by the robot’s diameter by an arbitrary (ideally 

integer) positive number of times. With the robot footprint accounted for at the path-generation 

level, the proposed algorithm significantly reduces duplicate coverage caused by occupancy grid 

resolution being incompatible with actual robot size, saving time and energy. In addition to 

optimizations to reduce duplicated coverage, the proposed algorithm also takes into account the 

effects of target pose distancing on navigation. Given that unit error in heading leads to error in 

position proportional to distance, and that embedded controllers often have limited memory space 

and processing capacity to handle a high density of target poses, the target poses generated from 

the algorithm requires post processing. By pruning points in a straight line, the proposed 

algorithm increases smoothness of motion and reduces computational load.  

 

Using Gazebo with a cleaning application scenario with complex geometries such as oblique 

walls, small pillars and acute angle corners, the path generation algorithm’s performance is 

evaluated. A simulated Turtlebot3 Burger completes the planned path in this evaluation. After the 

path generation algorithm is run, the sum of the number of times nodes are repeated is calculated. 
The duplication rate can then be calculated by dividing the number of instances of duplicated 

visits by the total number of points in the path. This happens before the post-processing, and is 
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therefore a relatively fine-grained measure of duplicated coverage. During the robot run, 

performance metrics are collected. Total distance traveled is measured by summing the Euclidean 

distance between the current ground truth pose and the last ground truth pose.  Time is also 

measured. With these two metrics speeds can be calculated. Speed reduction rate measures the 

extent to which the robot is slowed down by having to decelerate and accelerate, as opposed to 

operating near the top speed most of the time. This is calculated by dividing the empirical 

average speed by the maximum speed parameter of Turtlebot3 Burger. These factors are crucial 

to the effectiveness and satisfaction of robot cleaning products.  

  

The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we 

met during the design, implementation and evaluation of the algorithm; Section 3 focuses on the 

details of our solutions corresponding to the challenges that we mentioned in Section 2; Section 4 

presents the relevant details about the evaluation of the path planner following by presenting 

related works in Section 5. Finally, Section 6 summarizes the results of this paper, as well as 

providing some insights on future works that could further enrich this paper. 

 

2. CHALLENGES 
 

To obtain a path generation and execution solution that is optimized for speed and coverage, a 

few challenges have been identified as follows. 

 

2.1. Challenge 1: The Need of Optimized Path Post-Processing 

 

DFS generates path points that are equally spaced apart. This creates many superfluous path 

points that lie on the same straight line. Removing these superfluous points creates significant 

savings in computation resources. 

 

2.2. Challenge 2: The Complexity of Navigation Control 

 

Traditional closed loop control creates curved trajectories for differential drive robots. This is 

problematic because the robot can run into obstacles unexpectedly. For maximum conformity to 

generate paths, the trajectory between any pair of path points needs to be a straight line. For equal 

angular speed, increased linear speed leads to increased disturbance in position. Therefore, the 

angular position control loop is scaled inverse to linear speed, such that deviation from the ideal 

trajectory is minimized. 

 

2.3. Challenge 3: The Automation of the Occupancy Grid Transformation 

 

The occupancy map model allows a high level of abstraction of the real-life environment such 

that existing algorithms can easily apply. However, translating the results of these abstracted 

algorithms into practice presents a set of problems. Firstly, gapping as implemented in ROS [12] 

has faulty coordinate transformation parameters. Therefore, manual calculation is required to set 

the parameters with which a transform between map coordinates and simulation world 

coordinates is conducted. Secondly, occupancy grid’s limited resolution and poor representation 

of oblique lines and curves meant that it cannot be relied on for closely tracing the edges of 

obstacles. Instead, the obstacles as represented on occupancy grid must be inflated by the radius 

of the robot. 
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2.4. Challenge4: The Difference between Algorithm-Based Coverage and the Real 

Coverage  
 

If coverage were to be measured by whether the robot has indeed visited all the points, as 

represented by the occupancy grid, it would almost always be 100%, by definition of a full 

coverage path. Therefore. measurements beyond the precision of the occupancy grid is required 

for a meaningful evaluation of robot performance. By approximating the robot trajectory as a 

series of short straight lines, the coverage area can be approximated as a series of quadrilaterals, 

with the four corners being the position of the left and right ends of the robot cleaning tool, at the 

beginning and the end of the straight line. As the sample rate of robot position increases, the 

accuracy of this approach increases. The four edges of each quadrilateral is represented by a 

linear inequality. This representation can then be operated on to calculate if an area has duplicate 

coverage. 

 

3. SOLUTION 
 

3.1. Overview 
 

The proposed algorithm in this paper is implemented with Python. Before post-processing to 

reduce density of points in the path, the duplication rate of the path is measured. After a path is 

generated and pose-processed, it is stored in a YAML file. A Turtlebot3 Burger is simulated in 

Gazebo, integrated with ROS [13]. A ROS node serves as the navigation stack, by reading the 

path file and issuing velocity commands that take the robot to the current target pose by the 

shortest straight line before repeating the same process for the next. 

 

3.2. Path Finding in Action 
 

The simulations are carried out with a model of the Turtlebot3 Burger, a differential drive robot 

equipped with a laser ranger. Given that differential drive is commonly used in indoor cleaning 

robots, Turtlebot3 Burger is a good approximation of real-life hardware that relies on full 

coverage path planning. 

 
 

Figure 1: Turtlebot3 Burger 

 

Robot Operation System, or ROS for short, is a framework that facilitates code reuse in robotics 

by packaging robot subsystem information in a distributed network. The network, or “ROS 
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runtime graph”, consists of nodes broadcasting information, or “messages” about the robot, 

organized under different topics: heading, speed, sensor data, control commands, etc. Messages 

are shared through a subscription model, where a node broadcasts its messages independent of 

receivers. With ROS runtime network, robot subsystem code can be encapsulated, abstracted and 

reused. Within the ROS framework, a navigation node is written to carry out the planned paths. 

 

 
 

Figure 2: Robot workspace in Gazebo, Rviz LiDAR data view and occupancy grid view 

 

While ROS provides a general framework of a robot system, Gazebo integrates with ROS to 

provide realistic simulations of real-life robot use cases. With realistic rigid-body dynamics, 3D 

graphics, and sensor noise generation, Gazebo is a reliable tool for evaluating robot software 

performance. Using Gazebo, Turtlebot3 Burger, and an example room, is simulated. 

Additionally, Gazebo messages provide a ground truth for robot position, with which many 

performance metrics, such as coverage completeness, coverage overlap or coverage time can be 

calculated. 

 

Rviz is a ROS tool that visualizes ROS topics. Using Rviz, the actual path traveled by Turtlebot3 

Burger is visualized. 

 

In order to create a path, a priori knowledge of the robot’s environment is required. Turtlebot3 

Burger’s laser rangefinder is used to carry out this task. When mapping the room, Turtlebot3 

Burger travels in straight lines, and makes a turn at a random angle when its bumper sensors 

detect an obstacle. Given sufficient time, Turtlebot3 Burger can obtain a perspective on all areas 

in the room to provide a complete map. Meanwhile, odometry provides the relative position of 

the robot. With this relative position, as well as laser range sensor data, an occupancy grid is 

created using Gmapping from OpenSLAM. The occupancy grid is a 2D list of occupancy states 

(occupied, free or indeterminate), indexed by their positions. 

 

3.3. Path Generation 
 

Path planning algorithm is implemented in a python [14] script using Dijkstar library. Before 

generating the path, the script inflates obstacles and walls by a safety margin of 5 cells. After the 

inflation, the occupancy grid bmp file is read, and occupancy status of each tile stored in a 2-

dimensional list. The robot is represented by a square block of tiles approximating its footprint. 

The center of this square block is the rotation axis of the differential drive chassis. A modified 

DFS is implemented, with the aim of having the center cell traverse the occupancy grid. At each 

move, the entire block of cells is checked for obstacles, such that every movement of the center 

cell is clear for the entire robot. The center cell’s coordinates are then stored in a list, which 

would be the list of goal points. Meanwhile, the script marks the surrounding area of the visited 

center cell that is a radius of the block back in the goal points list as visited. Thus, each move of 

the center cell would not cause the robot footprint to intersect with a section already covered. 

When DFS runs into a block where no neighbors of the center cell may be added without running 
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into a visited cell, Dijkstra is used to find the nearest cell by Manhattan distance and generate a 

path to that cell. After a list of path points is generated, a function iterates through the list to 

check for collinear sections of goal points and returns a new goal points list that trims the excess 

points, while maintaining an arbitrary minimum density of goal points to prevent open loop 

behavior in the navigation stack. As the new goal points list is generated, the heading angle 

between each point in the path and the next point is calculated, and appended to the current point 

in the iteration. This list of goal poses is then formatted into YAML and stored. 

 

 
 

Figure 3: An Excerpt of the Path Generation and Cleaning Algorithm    
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3.4. Navigation 
 

In order to determine how planned paths, perform despite imperfections induced by real-world 

physics, a navigation node is written to execute the planned paths in Gazebo. The navigation 

node reads the list of goal poses from the aforementioned YAML file. The node then calls a 

function that carries out the navigation between the robot’s actual pose and the desired pose. 

When the robot reaches the vicinity of the goal pose, the navigation function exits and is called 

again with the next goal pose. Similar to real-life cleaning robots, absolute localization is carried 

out with odometry with the knowledge of robot initial pose. For each target the navigation node 

performs two operations. The first is to drive the robot from the initial position to the target, and 

the second is to rotate the robot to align with the orientation of the target pose. For the first step, 

the algorithm uses a proportional control loop to minimize two variables: heading error and 

position error. The target heading during this step is the angle between the initial position and the 

target position. When this parameter is minimized, only straight movement is required to reach 

the target. The angular speed in this step is proportional to heading error, and furthermore, to the 

inverse of linear speed. Because displacement for a given angular speed is proportional to linear 

speed, the heading adjustment angular speed is proportional to its inverse such that the heading 

adjustment behavior is consistent for varying distances between target and initial position. The 

linear speed is proportional to distance error raised to a power of larger than one, such that when 

the distance is below 1, the robot slows down and eventually stops.                          
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Figure 4: An Excerpt of the Navigation Algorithm 

 

4. EXPERIMENT 

 
The robot carries out the generated path within the Gazebo/ROS simulation environment. The 

navigation node takes in a desired pose and publishes commands to take the robot to the pose in a 

straight line maintained by closed loop control of heading. During the run, several pieces of data 

are calculated: area covered, area duplicated, distance travelled time taken, and poses not 

reached. 
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4.1. Occupancy Grid Efficiency 
 

The most straightforward approach to measure the efficiency of the generated path is to utilize 

the generated points in path with the map dimensions. This shows a very accurate calculation on 

the coverage, as well as the duplicated points in the path. Even though the grid does not fully 

represent the actual coverage situation in reality, the efficiency result provides the evaluation 

from the algorithm foundation.  

 

As shown in Table 1, the generated path only produces a 7.8% duplicated path while covering the 

100% space. 

 
Table 1: The Experiment Result of the Occupancy Grid Efficiency 

 

Map Total Pixels in Path Duplication Instances Duplication Rate 

Indoor 1 9740 755 7.8% 

  

          
 
Figure 5: Generated path with duplicated blocks in gray (left) and target points after post-processing (right) 

 

4.2. Simulation-Based Completeness 
 

The area swept over subtracted by area duplicated yields the real covered area. The real covered 

area compared to the total free area on the map yields the real completeness of the coverage 

algorithm. This piece of data is obtained by a polygonal approximation of the area covered by the 

robot, and approaches a high accuracy as the robot position sample rate increases. 

  

4.3. Simulation-Based Efficiency 
 

The average speed of the robot is obtained by calculating the Euclidean distance over a traversal 

of points in the path sequence and dividing this distance by time taken. The average speed of the 

robot can be used to determine the amount of acceleration, deceleration and turns the robot goes 

through. The average speed as a percentage of the maximum speed represents how efficient the 

planned path is optimized for robot kinematics. 
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Table 2: The Experiment Result of the Simulation-based Efficiency 

 

Map Total Distance 

Traveled (m) 

Total Time (s) Average Speed 

(m/s) 

Speed Reduction Rate 

Indoor 1 241 3260 0.074 74% 

 

 
 

Figure 6: Robot trajectory during execution of generated path 

 

5. DISCUSSION 
 

5.1. Experimental Analysis 
 

The generated path displays occupancy grid completeness by making sure that all points in the 

inflated occupancy grid are visited. It is also able to do this efficiently, with a duplication rate of 

7.8%. It is worth noting that in real application, completeness can sometimes be sacrificed in 

favor of speed. Much of the duplicated coverage is caused by the robot travelling a long distance 

to visit one isolated cell. Given that it is difficult for humans to perceive the difference in 

cleaning results caused by the robot missing a number of small, isolated areas, coverage speed of 

this algorithm can be further improved by trimming points that are too costly to reach at little 

expense of completeness. The generated path follows a zig-zag scanning pattern at most places. 

The zig-zag pattern can be horizontal or vertical in orientation. More importantly, the proposed 

algorithm does not enforce scanning one row/column at a time, and is able to efficiently fill one 

local area bounded by obstacles for the most part and backtracking to another divided area. Given 

that our implementation of DFS weighs neighboring blocks on Manhattan distance, and selects 

the first unvisited block in the nearest equidistant set of neighbors, the zig-zag pattern is 

expected. If neighboring blocks during the search are weighted by other preferences, DFS may 

produce different patterns. For example, a wall- following spiral pattern can be encouraged by 

decreasing the cost of blocks that are near an obstacle. 

 

The experimental validation shows that the proposed algorithm achieves complete coverage of 

the inflated occupancy grid even in environments that have a large number of oblique features. 

Using proportional control, the robot was able to follow the generated path to a precision such 

that there are no collisions throughout the test. Figure 6 shows the robot’s trajectory in a full run. 

During this run, the robot averages a speed that is 74% of the maximum speed. While this 

number is subject to influences such as the particular robot’s acceleration and deceleration 

capacity, it is true to Turtlebot3 specifically, due to Gazebo’s ability to handle robot kinematic 

constraints according to manufacturer's specifications. 
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5.2. Related Works 
 

Oh et al. attempts to create smoother movements by using a triangular cellular decomposition of 

the map [9]. We use the more traditional square cellular decomposition in the form of the 

occupancy grid, however, our methods of DFS path generation and duplicate coverage reduction 

does not depend on the shape of the cells, and can be extended to operate on an arbitrary 

connected graph as long as the geometric relationship between each node on the graph is defined 

(in a square cellular decomposition, neighboring cells are in the cardinal directions). 

  

De Carvalho et. al uses a series of movement templates [10], including straight forward, turn and 

U-turns to carry out their planned paths. They seek to incorporate geometric constraints and 

kinematic characteristics into path planning for optimal speed. We incorporate the geometric 

constraint of the robot at the path planning stage by applying a robot shaped mask that marks its 

vicinity as visited during the path search. Additionally, linear approximation of the path point 

collection in this paper reduces unnecessary turning when covering and smooths out the path, 

thus reducing acceleration and deceleration.  

 

Gonzalez et al. proposes Backtracking Spiral Algorithm, which generates a complete coverage 

path by spiraling from the perimeter of the environment inwards, and backtracking [5] to an 

unvisited region when the robot reaches the center of a local spiral. As DFS is a greedy 

algorithm, each path point is likely to be followed by its immediate neighbors on the occupancy 

grid. As a result, the proposed algorithm tends to continue in a straight line, and thus fills the map 

with zig-zag patterns. Whereas in the open space the spiral filling pattern is ostensibly better at 

reducing unnecessary acceleration, deceleration and turns, the superiority of the spiral filling 

pattern in this regard has not been established for all possible shapes of the workspace.   

 

Khan et al. uses a zig-zag pattern to scan the map [6]. When the zig-zag scan leaves regions 

uncovered, the paper proposes two-way proximity search to backtrack to the border of the 

unscanned region. Whereas the above paper enforces scanning in an arbitrary direction, there is 

no enforced orientation of zig-zag filling in DFS. 

  

Lee et. al improves upon the BSA approach by generating Bezier curves from the BSA path [11]. 

This is done to increase the smoothness of robot movement and reduce physical coverage time. 

This paper smooths out paths by constructing polylines from the collection of points in the path. 

Because DFS favors long straight paths, i.e. zig-zag patterns, the polyline method is more 

appropriate because it requires less angular acceleration for most of the path, whereas a Bezier 

curve would turn a set of points approximating a linear shape into a snaking path. 

 

6. CONCLUSIONS AND FUTURE WORK 
 

This paper proposes a novel path-motion planning solution for complete coverage in indoor 

differential robots. Cellular decomposition is implicitly applied when an occupancy grid is 

generated from SLAM. Using this cellular representation, an algorithm is used to visit all the 

cells in the occupancy grid. Beyond cell completeness, this paper seeks to maximize real 

coverage and reduce duplicate coverage by incorporating the robot’s shape into path generation. 

The algorithm is tested in the ROS/Gazebo environment where the simulated robot carries out the 

path generated with the proposed algorithm. The robot carries out a test run in the test 

environment, during which data such as area covered, duplicate coverage and time are collected 

to validate the feasibility of this paper’s proposal. The source of the completed implementation of 

the algorithm can be found at [17]. 
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Some limitations exist in this paper’s solution as-is. Firstly, this paper assumes complete a priori 

knowledge of the workspace, whereas real life applications may deal with unexpected obstacles. 

However, collisions can still be avoided using data from the cleaning robot’s sensor suite. 

Moreover, real-time re-planning may be implemented simply by deleting inaccessible cells from 

the path sequence. Secondly, the a priori workspace knowledge must be obtained using 

specialized sensors, such as LiDAR or RGB-D stereo camera. Both sensors have seen limited 

application in indoor robots, but high price precludes these sensors from thoroughly penetrating 

the market of home cleaning robots. Thirdly, the current path is represented by a poly-line 

approximated from the cell visit sequence generated by the proposed algorithm. For an accurate 

execution of the poly-line representation, the robot must decelerate at each node in the poly-line 

to perform a real pivot turn. This may lead to extra time consumption. This problem can be 

partially solved by rounding the corners in the poly-line to reduce need for braking.  

 

We would address the current solution’s limited ability in dealing with unexpected obstacles by 

incorporating real-time re-planning capabilities. We would also direct our focus to further post-

processing of the generated path for improved smoothness. 
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ABSTRACT 
 

Cloud computing gives a relevant and adaptable support for Big Data by the ease of use, access 

to resources, low cost use of resources, and the use of strong equipment to process big data. 

Cloud and big data center on developing the value of a business while reducing capital costs. 

 

Big data and cloud computing, both favor companies and by cause of their benefit, the use of big 

data growths extremely in the cloud. With this serious increase, there are several emerging risk 

security concerns. Big data has more vulnerabilities with the comparison to classical database, 

as this database are stored in servers owned by the cloud provider. The various usage of data 

make safety-related big data in the cloud intolerable with the traditional security measures. 

 

The security of big data in the cloud needs to be looked at and discussed. In this current paper, 

my colleagues and me will present and discuss the risk assessment of big-data applications in 

cloud computing environments and present some ideas for assessing these risks. 

 

KEYWORDS 
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1. INTRODUCTION 
 

In the recent years, there has been an acceleration use of big data in cloud computing 

environment, in several domains such as science, health, finance and government [2]. Cloud 

computing provides an important support for big data by accessing to resources, low cost and the 

usage of robust container to process big data. As the product big data needs to be stored in the 

cloud, the cloud or the container of data needs many servers linked to each other to distribute the 

computing tasks by using internet. 

 

Cloud computing helps their users to use resources, access servers and store data based on 

demand. Cloud computing provides rapid dynamic and cheap computing power. Big data in 

cloud reduces the cost of operations since the companies do not have to buy their own product or 

service and to manage servers in same time by them self. 

 

Big Data is somewhat dependent on the cloud for the flexibility that it provides. The processing 

of Big Data tools is then facilitated in an environment that can be adapted at will to optimize 

analytical operations. In fact, the union between Cloud Computing and Big Data is becoming a 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N15.html
https://doi.org/10.5121/csit.2020.101503
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good practice in the management of IT systems in many companies. The evolution of Big Data in 

cloud computing naturally raises the question of data protection and privacy respect. This is the 

biggest drawback of Big Data in cloud and the biggest challenge.  

 

Big data and cloud computing, both favor companies and by cause of their benefit, the use of big 

data generates extremely significant positive cash flows in the cloud. With this serious increase, 

there are several emerging risk security concerns. Big data has more vulnerabilities with the 

comparison to classical database, as this database are stored in servers owned by the cloud 

provider. The various usage of data make protecting big data in the cloud intolerable with the 

traditional security measures [1].  

 

In order to build a comprehensive risk assessment methodology for big data in cloud computing, 

a large literature review was conducted to identify all risk factors that may affect big data in 

cloud computing and major related research. Literatures on risk assessment for big data in the 

cloud are missing. Thus, additional effort must be employed in developing security risk 

assessment of big data in cloud computing. 

 

The remainder of this paper is organized as follows: Section 2 provides a global overview of big 

data and cloud computing. Section 3 discusses and presents how big data and cloud computing 

work well together. Section 4 discusses the several risks to address in cloud computing and big 

data systems. Section 5 discuss risk assessment regarding big data in cloud computing and 

Section 7 presents the discussion, conclusions and future work. 

 

2. FUNDAMENTAL CONCEPTS  
 

Actually, the use of latest technology is essential for diverse IT operations and various industries 

such as big data, cloud computing, machine learning and IoT (Internet of things), for many of 

their applications for efficient management of the company, several concepts and definitions are 

discussed below [3].  

 

2.1. Big Data 
 

The concept of Big Data comes from a set of electronic operations from multiple data sources. 

This technology requires very important processing power and high capacities for data analysis 

and processing [7]. The importance of big data is focused in the analytical use of data, which 

helps to generate a clear decision to deliver better and faster services [8]. 

 

Big data is becoming a major innovation force in the field of research.  This paradigm can be 

considered as a way to get and get appropriate information from large data set, providing 

information on huge data loads. As such, companies see this paradigm as a tool for understanding 

their customers, getting closer to them, finding patterns, and predicting trends. Additionally, 

scientists see big data as a way to store and process huge sets of scientific data. This concept is a 

hot topic for researchers and is expected to continue to gain popularity in the years to come.  

 

The five different aspects used to describe big data are Volume, Variety, Velocity, Value and 

Veracity [4]: 

 

 Volume is the amount of data coming from multiple sources, which show the huge data in 

numbers, this huge data can be measured in Gigabytes is now measured in Zettabytes  or 

even Yottabytes. The volume is one of most evident dimension in big data characteristics. 



Computer Science & Information Technology (CS & IT)                                    29 

      Variety is the data types, with the increase the number of Internet users in the world, data 

has changed from structured data in databases to unstructured data that contains a large 

number of formats such as images, audio and video clips, SMS, and GPS data [9].  

     Velocity is the speed of data process and accessibility from several sources. The huge 

increase in data volume and their frequency requires the need for a system that ensures 

super-speed data analysis.  

   Veracity is the quality of data; it shows the correctness of the data and the confidence in 

the data content. The quality of the data stored can change greatly, which influences the 

correctness of analysis. Although there is large agreement on the potential value of big 

data, the data is almost meritless if it is not perfect [10].  

      Value is the value of big data, i.e. it indicates the importance of data after analysis. This is 

because the data on its own is almost valueless. The value lies in aware analysis of the 

precise data, the information and ideas it provides. The fifth characteristics of big data  is 

the final stage that can be provided after processing volume, velocity, variety, contrast, 

validity and visualization [11] 

 

2.2. Cloud Computing  
 

Cloud computing is the realization of utility computing where the service provider implements 

resources and the cloud costumer will pay as they use the resources. The user can access the 

cloud via a thin client. Cloud also provides memory for a large number of data to store and allows 

computation. Hence, many users can rely on a cloud as it reduces the infrastructure charge that 

the user needs to invest [5], [6]. 

 

Cloud providers offer three several basic services: Infrastructure as a Service (IaaS); Platform as 

a Service (PaaS); and Software as a Service (SaaS): 

 

 Software as a service (SAAS): Cloud service providers offer different software applications 

to users who can use them directly without installation of software application on their computer. 

The user can adjust the settings and customizing the service as appropriate to his needs. SAAS 

helps big-data clients to perform data. 

  

   Platform as a service (PAAS): Cloud service providers provide platforms, tools and other 

services to users, where the cloud service provider manages everything else, including the 

operating system and middleware, with resources that enable you to deliver everything from 

simple cloud-based apps to sophisticated.  

 

   Infrastructure as a service (IAAS): Cloud service providers provide infrastructure such as 

storage, computing capacity, etc. is a form of cloud computing that provides virtualized 

computing resources over the Internet , In an IaaS model, a third-party provider hosts hardware, 

software, servers, storage and other infrastructure components on behalf of its users [12][13]. 

  

   DaaS : It is the alternative cloud computing model, as it differs from traditional models like 

(SAAS, IAAS, PAAS) in providing data to users through the network, as data is considered the 

value of this model [14] in conjunction with cloud computing based on solving some of the 

challenges in managing a huge amount of data. For these reasons, DaaS is closely related to big 

data whose technologies must be utilized [15]. DaaS provides highly efficient methods of data 

distribution and processing. DaaS is closely related to SaaS (storage as a service) and SaaS 

(software as a service) which can be combined with one of these models or both of them [16]. 

must appear as close to their point of reference as satisfactory formatting of the final document 

permits. 
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3. BIG DATA IN CLOUD COMPUTING 
 

In [19], the usage of big data and cloud computing have been studied from several important 

aspects, and the authors have concluded that the relationship between them is complementary. 

Because of this big link between them, a model was prepared to show the relationship between 

them, and how much the both is compatible. Cloud computing can be considered as an 

environment of flexible distributed resources that uses high techniques to process  and manage of 

data and yet reduces the cost. All these characteristics show that cloud computing has an 

integrated and consolidated relationship with big data. The twice are moving towards rapid 

progress to keep pace with progress in technology requirements and users. Big Data is somewhat 

dependent on the cloud flexibility. The processing of Big Data tools is then facilitated in an 

environment that can be adapted at will to optimize analytical operations. 

 

Cloud computing and big data each go with the other, the first reason is that big data could 

support a huge data storage capacity in the cloud system, the second reason is that cloud 

computing uses different computing resources and storage for data analysis and processing. Thus, 

with a Big Data application having calculation capacities, Big Data progresses and accelerates the 

development of cloud computing. Distributed storage technology in environmental computing 

helps manage big data [17]. In [18], the authors claimed that the use of big data in the cloud 

makes data easily exposed. Cloud, which consists of many servers connected to each other. 

 

Cloud and Big Data complement each other; cloud-based systems delivers high bandwidth, 

immense amounts of memory, and scalable processing power to help Big Data applications with 

enhanced real-time processing, storing and analyzing big volumes of data. Because of this 

corresponding complementary of these two technologies, we need to couple each one to others 

for our better technology’s future. Thus, big data and cloud computing are two compatible 

concepts as cloud enables big data to be available, scalable and fault tolerant. 
 

4. RISK ASSESSMENT REGARDING CLOUD COMPUTING AND BIG DATA 
 

In the literatures, there are several research paper, and the authors discuss risk assessment from 

various perspectives. In [20], a risk evaluation model is proposed to solve the dynamic and fuzzy 

of security evaluation and to solve the problem of expert evaluation. In [21], a security risk 

assessment algorithm   is claimed to predict security risk level. In [22], risk assessment metrics 

used to assess risk and continuous assessment techniques to ensure cloud service customers’ trust 

on the security and privacy assurances of cloud service providers. In [23], risk assessment is 

discussed to processes obtained with the deployment of different security controls to provide 

automatic assessment of costs and risk factors. In [24], a systematic analysis of threats and 

vulnerabilities are introduced in risk assessment to provide a better security. In [25], a 

classification is used to segregate information based on the importance and level of protection 

required to protect privacy. Finally, in [26] the trust and control are discussed to reduce risk of 

cloud adoption. 

 

While big data is a Swiss army knife that solves many of the current issues around high data 

volumes, it is an ever-evolving field that is still developing and still has some problems. In this 

section, we present some risks associated with Big Data. 

 

    Cloud computing has more than twenty biggest risks for digital enterprises. 
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Table I.  Cloud Risk’s Classification [27] 

 

Cloud risk’s 

 
Description 

Lock-in 
Relying strongly on the services of one provider can lead to severe 

difficulties in changing the provider.  

Loss of governance 
When using Cloud services, the CC necessarily cedes control to the CP 

on a number of issues which may affect security 

Supply chain failure 

A CP can outsource parts of its production chain to third parties, or 

even use other CPs as part of its service. This way, a potential for 

cascading failures is created 

Conflicts between 

customer hardening 

procedures and cloud 

environment  

Certain security measures of a CC may conflict with a CP’s 

environment, making their implementation by the CC impossible. 

Social engineering 

attacks 

Social engineering is understood to mean the art of manipulating 

people into performing actions or divulging confidential information.  

Resource exhaustion 

(under or over 

provisioning) 

As Cloud services are on-demand services, there is the possibility that 

the CP won’t be able to meet an increased demand in a certain shared 

resource, or to maintain a given service level. 

Isolation failure 
In shared environments, errors or attacks can lead to situations where 

one tenant has access to another tenant’s resources or data.  

Cloud provider 

malicious insider - 

abuse of high privilege 

roles 

Malicious insiders at the CP can cause various kinds of damage to a 

CC’s assets. 

Management interface 

compromise 

(manipulation, 

availability of 

infrastructure) 

The customer management interfaces of public cloud providers are 

Internet accessible and mediate access to larger sets of resources  

Intercepting data in 

transit 

Whenever data is transferred between different computers or sites, 

there is the possibility that the transfer can be intercepted 

Insecure or ineffective 

deletion of data 

Deleting data from Cloud storage does not in fact mean that the data is 

removed from the storage or eventual backup media.  

Distributed denial of 

service (DDoS) 

Distributed Denial of Service attacks aim at overloading a resource 

flooding it with requests from many sources distributed across a wide 

geographical or topological area 

Economic denial of 

service (EDoS) 

As a consequence of attacks, poor budget planning, or 

misconfigurations, the cost of a Cloud service can strain the financial 

resources of a CC to an extent that the service is no longer affordable. 

Compromise of Service 

Engine 

The service engine is a fundamental part of a Cloud service. A 

compromise of the service engine will give an attacker access to the 

data of all customers 

Loss of Cryptographic 

Keys 

The loss or compromise of cryptographic keys used for encryption, 

authentication or digital signatures can lead to data loss, denial of 

services, or financial damages 

Non Cloud-Specific 

Network-Related 

Technical Failures or 

Attacks 

Cloud services can be affected by a number of network-related 

technical failures that can also occur on classic IT settings.  

Loss of Backups 
The backups a CP makes of it’s customers’ data can get lost, damaged, 

or the physical media on which the backup is stored can get stolen. 

Natural disasters 
Natural disasters like flooding, earthquakes, tsunamis can affect the 

infrastructure of a CP.  

Subpoena and e-

discovery 

Law enforcement authorities may ask operators of IT infrastructures to 

provide information pertaining to criminal cases, or information may 
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Cloud risk’s 

 
Description 

have to be provided during civil lawsuits.  

Risk from changes of 

jurisdiction 

When data is stored or processed in a data centre located in a country 

other than the CC’s. 

Data protection risks 
Processing data in another country may incur difficulties regarding data 

protection legislation 

Licensing Issues 
Violating a software supplier’s licensing agreements can result in 

significant financial penalties or disruptions of service. 

Intellectual Property 

Issues 

Both in the Cloud and when using certain software and service 

environments within the own infrastructure. 

 

   There are the five biggest risks that big data presents for digital enterprises. 

 
Table II.  Big Data Risk’s Classification[28] 

 

Big data risk’s 

 
Description 

Unorganized data 
Big data is highly versatile. It comes from number of sources and in 

number of forms.  

Data storage and 

retention 
This is one of the most obvious risks associated with big data.  

Cost management 
The process of storing, archiving, analyzing, reporting and managing big 

data involves costs.  

Incompetent 

analytics 

Without proper analytics, big data is just a pile of trash lying unnecessarily 

in your organization.  

Data privacy With big data, comes the biggest risk of data privacy.  

 

Literatures on risk assessment for big data in the cloud computing are lacking. Thus, we need to 

put more efforts on it so that we can adopt and use the big data even though they are hosting in 

the cloud environment. 

 

5. SYNTHESIS AND DISCUSSION 
 

In the literature mentioned below, there are no research paper that presents a clear and detailed 

solution or model in risk assessment for big data in cloud computing.  

 

Risk assessment for big data in cloud computing is one of a primary role in safety-critical 

business, in order to implement the control measures necessary to ensure an acceptable level of 

safety industries. However, it faces a series of general challenges, in part related to technology 

development and increasing needs. The corresponding models, theories, technologies and 

methods of traditional risk assessment have been hard to deal with the huge amount of data and 

information generated by the advancement of modern technologies. New related technologies 

need further research and improvement. 

 

There is currently a need for a dynamic risk assessment to identify and analyze all potential 

events that may negatively affect the business environment. Therefore, dynamic risk assessment 

relies on experience, training and continuing education and the definition of techniques to process 

relevant data, which must be used with adaptable capacity to deal with unforeseen events and 

provide the right support to enable risk assessment. Through this work, we propose a risk 

assessment model for Big Data in cloud computing based on machine learning, in particular a 

deep learning model. 
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The proposed model is a machine learning software that can assess huge amounts of data using 

the most appropriate methods in mathematics for company objective. This solution assesses all 

the probable risk factors as well as their features and analyse each of them depending on the 

probability of occurrence so that companies can righty act to prevent any possible damage. 

 

This model will help companies to deliver appropriate support for safety-related decision-making 

and propose the adapted security measures in an automatic and reactive way.  

 

6. CONCLUSIONS 
 

With the increase use of data on a daily base, big data systems have become one of major force of 

innovation that provides a way in managing information. Cloud environments strongly control 

big data solutions by providing adapted environments to big data systems. 

 

Although big data in cloud computing is powerful systems that enable both enterprises and 

further research to develop and enhance, there are some concerns relating risk assessment that 

need further and real investigation and discussion. Additional effort must be employed in 

developing risk assessment security mechanisms for big data in cloud computing. Further 

research must be employed in near time to tackle this risk assessment security problem. 

Regarding this particular area, we are planning to use adaptable mechanisms in order to develop a 

solution for implementing a risk assessment model at several dimensions of big data systems 

running on cloud environments.  In this current paper, we provided an overview of big data, 

cloud computing, big data in cloud environments, highlighting its complementary and its solid 

relationship and showing that both technologies work very well together but also presenting the 

challenges faced by the two technologies mainly in security risk assessment. 

 

In the future work , we will present the risk assessment model for big data in cloud computing, 

the proposed model will based on deep learning to predict the different risks relating each 

environment and propose the adapted security measures in an automatic and reactive way.  
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ABSTRACT 
 
Through our app, it is aimed to teach and tell the patients how to use the drug properly taking 

off the chances of putting their lives in danger, especially the elderly. It is also efficient to give 

patients these instructions as well as saving lots of paper. Because of the law, every drug that is 
given from the pharmacy to the user includes a receipt that lists information of, patient’s 

information, drug information, insurance information, directions on taking the medicine (black 

box warning issued by FDA), medication details on how it works, side effects, storage rules, and 

etc. These pieces of information are crucial to patients, where it tells them how to use the drug 

properly, but most people would throw these receipts away, which is a risk as well as a waste. 

Through using this app, the patient can efficiently get information on how to properly use the 

drug. This application is also helpful, where the user can choose to set reminders on when to eat 

this drug each week or month. 

 

KEYWORDS 
 
Reminder System, HTML, Python, Firebase, Bootstrap 

 

1. INTRODUCTION 
 

Visiting a doctor’s office and getting a prescription for drugs is not a rare occurrence in the 
modern world countries. Many patients will go through the process of visiting a doctor, get a 

prescription, go to a drugstore, and get some medicine to treat their disease. Prescription, 

abbreviated Rx, is an instruction written by a doctor authorizing the provision of medicines or 
treatments to patients. The 2016 National Ambulatory Medical Care Survey shows that the total 

number of physician office visits in the United States is 883.7 million. In the doctor’s office, the 

doctor collects the patient’s information such as heart rate, weight, blood pressure, and height 

before reaching a conclusion of how to treat the patient. Many patients need to employ 
prescription drugs to treat their disease. To prescribe drugs for the patient, the doctor will write a 

handwritten prescription paper or send the prescription electronically to the pharmacy.  In the 

case of handwritten prescriptions, the patient will receive a prescription paper guiding them on 
what medicine to buy and how to consume medicine. This prescription contains information 

including: 

 
• The patient’s name the date of birth, and the address of the patient. 

• Name of the drug, amount to be consumed every time, and frequency of taking the drug. 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N15.html
https://doi.org/10.5121/csit.2020.101504
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• Amount of the drug that the pharmacy gives the patient and the number of refills. 
• The signature of the doctor and physician identifies like NPI and DEA number. 

 

The patient needs to bring the handwritten prescription paper with him to a pharmacy or drug 

store in order to get the prescription drugs recommended by the doctor. At the pharmacy, the 
pharmacist communicates with the patient on what medicine the patient can have and how much 

the drug will cost. The patient will decide which drug to choose depends on the doctor's 

recommendation. Once the decision has been made, the patient picks up the prescription drug at 
the pharmacy. 

 

Handwritten prescription paper creates inconvenience for the patients and wastes paper resources. 
The standard size of the handwritten prescription paper is 4 inches by 5.5 inches. Such a size of 

paper is inconvenient to the patients. It does not fit into the pocket, and putting the paper in a bag 

might damage the prescription. The paper prescription also has the risk to be lost. When the 

patients damage or lose their prescription, they have to run back to the doctor’s office for the 
same prescription. This causes unnecessary trouble for patients. Another issue of handwritten 

prescription is paper usage. An average of 4 billion retail prescriptions is filled every year in the 

United States. This enormous amount of paper used is very costly. The cost is both financially 
and environmentally. The doctor has to buy more when he runs out of prescription paper. To the 

environment, producing paper means deforestation, or cutting down trees. 93 percent of paper 

produced comes from trees, and 42% of trees harvested is used to make paper. Caused by 
deforestation, the future agricultural productivity in tropical regions is threatened by the increase 

in average temperature and related extreme temperatures, as well as the decrease in average 

rainfall and rainfall frequency. 

 
We use an online database to store the prescription information and a mobile app for the patients 

to access.  Utilizing the technologies of HTML [1] coding, fire store database, and flutter coding, 

we created an application software addressing the issues on the inconvenience and paper waste of 
handwritten prescription paper. Our app is composed of an online website for the doctor to use, a 

cloud database to store the data, and a mobile app for the patients to use. The website functions to 

receive the prescription information that the doctor enters rather than handwriting on paper. A 

QR code containing that information will be generated from the website and shown on the screen. 
The patient then uses the mobile app installed on their phone to scan the QR code that contains 

their prescription information. This information will be stored in our online database. If the 

patients sign in with their account, they could see their past scanned prescription information 
history. To obtain the prescription drug, the patients just need to carry their phones with them to 

the pharmacy. Our method differs from the traditional handwritten prescription paper by not 

having the patients carry the prescription paper with them, but only a mobile app to be installed 
on their phone. This approach is more convenient since most people today already carry a mobile 

phone with them wherever they travel. The patients do not have to worry about losing the 

prescription as they can access the stored information with their account. Also, our app helps to 

reduce paper waste because our app eliminates the usage of handwritten prescription paper. 
The rest of this paper is organized as follows: Section 2 details the challenges we encountered in 

the process of experimenting and designing samples. Section 3 focuses on the details of the 

solutions corresponding to the challenges mentioned in Section 2. Section 4 introduces the 
relevant details of our experiments, and then Section 5 introduces related work. Finally, Section 6 

gives conclusions and points out the future work of the project. 

 

2. CHALLENGES 
 

There are a few of challenges existing in the project. They will be discussed in this section.  
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2.1. Challenge 1: New Drugs Update 
 

The system needs to know how to update itself due to the new drugs that come out each year. 

Through the research online, it shows that twenty to twenty-five new drugs are made per year for 
the past two decades. When each new drug comes out, the app needs to know how to update 

itself, possibly through another website online. It will be difficult for an individual managing the 

app, to keep updating the site throughout the year. For example, if a new drug was invented and 
tested that would help cure the COVID-19, the app would be able to add a new regulation with 

this drug by itself, possibly through another website’s newly added information in its database, 

and add this information onto our app. When this new information is added to our app’s database, 

the patient would be able to scan the QR Code, given from the pharmacy, and get the right 
information on how to use this drug correctly. 

 

2.2. Challenge 2: Create QR Codes by Pharmacy 
 

The Pharmacy needs to have our app’s program in order to create QR codes. In order for the 

pharmacy to create a QR Code for the patient to scan, they would have to input our app’s 
program into their computer. Our program has to also be compatible with the program the 

pharmacy is using in order for them to input their information of the drug, creating the QR Code, 

and sending it for the patient to use. A pharmacy always has its own system to work with a 
patient, giving them the right drugs. Our app has to be compatible with the pharmacy’s software, 

be able to create a recognizable barcode and be able to print onto the label. This is a compatible 

challenge, where there are several pharmacies’ software’s which are used by different 
pharmacies. So, the real question is, how can we make our app compatible with all pharmacies’ 

software? 

 

2.3. Challenge 3: Check OTC Drugs 
 

The app should be able to check OTC drugs. The OTC stands for “over the counter” which 
represents the people that buy drugs and medicine without the guidance of the doctor’s 

prescriptions. If the patient is not buying a drug from the doctor’s prescription, the app can tell 

the patient if the drug is safe or not to buy. When the patient goes to the store, he can scan the 

drug or input drug name, then the app would tell the patient if the drug is safe or not for the buyer 
to buy. The app would be able to tell the patient if the drug is compatible or not to the buyer’s 

statistics of allergies, or problems. The app would also need to connect to the NDC system which 

stands for “the drug code of commercial”. This is difficult to be completed due to the need to add 
more information into the database of the app. This may lead to us thinking of all the possibilities 

that could occur, depending on the patient’s conditions. 

 

3. SOLUTION 
 

3.1. Overview of the Solution 
 

Because of the law, each medicine purchased by the patient comes with a receipt with the 
patient’s information, drug information, insurance information, directions on taking the medicine 

(black box warning issued by FDA), medication details on how it works, side effects, storage 

rules, and etc. Most people after receiving medicine from a pharmacy, would throw away the 
receipt, which could be a factor of putting their lives in danger, as well as wasting lots of paper. 

On the pharmacy’s end, they can use the app to create a QR Code for the patient to scan, 

containing the long list of information that would be on the receipt. For the patients, they would 
use the app to scan the QR Code, giving them the list of all the medicine’s information, as well as 
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a way to set reminders on when to take the medicine. There are several similar tools at present 
[12][13]. For this app, you would first need to sign up for an account. After you signed up, you 

have to sign in to your account. After you signed in, this page will include your profile, your drug 

prescription history, and the button to scan QR Codes. Each prescription listed in that main page 

will have the drug number, the drug name, and the date the drug was added. Each drug page will 
have the information from the receipt, with the choice of reading the information out loud, as 

well as the choice of adding reminders on when to take this drug. 

 

3.2. Implementation of the App 
 

The web end of our app is designed for the use of doctors and pharmacists. The prescriber is 
using our website can deliver their medical instructions to patients more conveniently. On our 

website, a form is provided for the prescriber to fill out with patient information. After entering 

the necessary information, the prescriber can click on the “submit” button to generate a QR code 
for the patient to scan. This QR code contains all the information entered by the doctor. Patients 

that scanned the QR code will be able to access the information anytime in our mobile app. 

 

 
 

Figure 1: submission page for the app 

 

We implemented this website using languages HTML and Python [2] [3]. At the top of our 
website is a navbar created from Bootstrap [7][8][9]. The main body of our website is a list of 

text fields for the prescriber to input patient information. We decided to incorporate the patient's 

full name, date of birth, gender, drug name, drug description, and doctor instruction in our form. 

Each input is labeled to guide doctors filling in the patient information properly. We limited input 
type to improve information accuracy. For example, the input type of date of birth is limited to 

date. 
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Figure 2: HTML for the app                              Figure 3: Data processing for the app 

 

In the JS phase of our application, we created a variable database to contain all the information 

entered by the prescriber. The “submit” button in our website has an on-pressed function of 
collecting data. After the doctor filled in all the patient information and pressed the “submit” 

button, the string of data in each input will be collected, named, and stored in the database. 

 

To improve the website’s user friendliness, we added the auto complete function for the 
prescriber to search for a medicine. Suggestions of existing drugs pop out as the prescriber enters 

the drug name letters. This function operates by matching the entered drug name with existing 

drugs information stored in our second database. 
 

Our drug information in the second database is obtained by the method web scraping. Beautiful 

Soup and html parser were used during our web scraping. Using Python, we targeted specific tag 
“li” of data from our source website. All the pieces of data including the targeted tag on the 

source website will be detected and printed out to our second database. After web scraping is 

finished, our second database contains names and information links of many existing drugs. 

 

3.3. Functionalities of the App 
 

 
 

(a)                               (b)                                    (c)                                    (d) 

 

Figure 4: screenshot of the app 
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Figure 4 (a) is the title page, which includes the logo I created, and the sign-in and sign-up page 
Figure 4 (b). If you haven’t created an account, then you would press the Sign-Up page and then 

you would have to re-sign in. I linked my app to firebase [4][5][6] so that when a user creates an 

account, the information of the user would be stored there. 

 
After you created an account for the app, this page would show up, displaying your profile with 

all your previous prescriptions. It would also have an option to scan QR Codes to add more 

prescriptions to the list. For each drug prescription displayed Figure 4 (c), there would be the 
drug number, the drug name, and the date when this drug prescription was added to your account. 

When a drug prescription is no longer needed or when you are done using the drug, you can 

swipe right or left to delete the prescription Figure 4 (d). 
 

 
 

(a)                               (b)                                    (c)                                    (d) 

 

Figure 5: screenshot of the app 

 

With this feature, you can scan the barcode provided on your drug bottle. After you scan the QR 

Code, the Prescription Details page will show up, giving you all the information from the receipt. 

 

3.4. Prescription Details 
 

After you have scanned the QR Code on the drug bottle, you will get this page with all the 
information from the receipt. This will include the patient’s information, drug information, 

insurance information, directions on taking the medicine (black box warning issued by FDA), 

medication details on how it works, side effects, storage rules, and etc. This page will also have 

the ability to read the information out loud as well as setting reminders of when to take the 
medicine. 

 

In the Prescription Details Page, other than having the information from the receipt, there is also 
the choice of changing the name of the drug prescription as well as setting the date of reminders. 

For setting the dates of taking the medicine, you can choose the time each day and the days per 

month.  
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4. EXPERIMENTS 
 

To evaluate the effectiveness of our app in helping patients, we collected user evaluation and 

feedback from 30 patients who used the app. 

 

We collected evaluations from the participants by asking them to list out the things that they liked 
and/or disliked about the app. Some things that the patients liked about the app were features 

such as the reminder and prescription details. Some participants reported that they can retrieve 

information such as drug information, insurance information, directions on taking the medicine, 
side effects, storage rules anytime they want. 

 

 
 

Figure 6: feedback collected from patients 

 

Lastly, we asked the patients to give any feedback or suggestions for the app in terms of 

improvements of the features in the future. We believe that all of these suggestions are extremely 
valuable to the future improvements of the app.   

 

5. RELATED WORK 
 

A medication reminder mobile app: does it work for different age ranges? Mina Fallah, Mobin 
Yasini designed an Android based software that reminds patients with chronic disease to 

consume their routine medication. The app was developed and evaluated based on its user-

friendliness, efficacy, and usability. An inquiry of 2 efficiency questions and 10 usability 
questions was created to assess the app. Through this app, medication consumers, app users, and 

patient relatives are joined together. Patient’s adherence to the medication improves due to the 

connection between doctor and patients. Our app differs from this app in the employment of QR 
code. Doctors enter medication information on our web page to generate a QR code for the 

patients to scan with their phone. This process of making a reminder is more convenient. 

 

Medication Reminder & Healthcare is an android application, developed by Deepti Ameta, 
Kalpana Mudaliar and Palak Patel [10], which provides various functions for user patients. Their 

app allows interaction between doctors and patients. Patients can search for a doctor and make 

appointment disease wise or based on their location. Patients are also able to search for disease 
information through their app. Our app varies from this app with our QR code scan and online 

database. Patients’ scanned information will be stored online, and they are able to access it by 

logging in with their account. 

 
Slagle, J.M., Gordon, J.S., Harris, C.E., Davison, C.L., Culpepper, D.K., Scott P. and Johnson, 

K.B., (2011) “MyMediHealth – Designing a next generation system for child-centered 

medication management” [11]. This medication reminding app was developed for children, 
allowing parents to create an intuitive 24 hours day planner, which meals and medications can be 
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instructed in each time interval. This app contains advanced features such as auto-population 
function (allows medication to be taken multiple times in a day) and medication-specific business 

logic (safety limit on the amount of medication taken in a period of time). Our app differs from 

this app with the applicant of QR code and ability to read drug description. After entering the 

drug description, users can tap on the “read info” button to have the app read description of the 
drug. 

 

6. CONCLUSION AND FUTURE WORK 
 
Through creating this application, lots of good effects have come out of this. We have saved a lot 

of paper but also making it easier for patients to know the instructions on how to take the drug 

properly without putting their lives in danger. The patient can also have the choice to set 

reminders on when they are going to take the medicines per week and per month, which is also 
very efficient.  

 

A limitation within this app is translation. Even though the app can read the information from the 
receipt out loud for minorities, it is a problem for people that don’t know English. Another 

limitation is that for people that are elders, the app might be hard for them to use the app due to 

technological advancements. It is going to be hard for them to know how to use this app. The last 
limitation is that the application should know when the drug is used up due to the time when the 

patient added the drug to the list. This function will significantly improve compliance which will 

have a good outcome on medication therapy and clinical results. 

 
For translating, and adding a solution for compliance problems in pharmacy, we can add more 

features to this application for this to happen. For the elders that don’t know how to use this app, 

we will try to do experiments and surveys seeing how to make this app easier to use through the 
data we receive. 
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ABSTRACT 
 
This paper presents a template matching technique for detecting defects in VLSI wafer images. 

This method is based on traditional techniques of image analysis and image registration, but it 

combines the prior art of image wafer inspection in a new way, using prior knowledge like the 

design layout of VLSI wafer manufacturing process. This technique requires a golden template 

of the patterned wafer image under inspection which is obtained from the wafer image itself 

mixed to the layout design schemes. First a mapping between physical space and pixel space is 

needed. Then a template matching is applied for a more accurate alignment between wafer 

device and template. Finally, a segmented comparison is used for finding out possible defects. 
Results of the proposed method are presented in terms of visual quality of defect detection, any 

misalignment at topology level and number of correctly detected defective devices.  

 

KEYWORDS 
 
Wafer inspection, template matching, image registration, pattern recognition, VLSI wafer 

images, Golden template, segmented comparison, space mapping 

 

1. INTRODUCTION 
 

Defects inspection plays a very important role in the very large integrated circuits (VLSI) 

manufacturing，because it can ensure the correctness during design and production, as well as 

the reliability of the microchip. The automatic inspection systems, despite of the traditional 
manual inspection, is mandatory for VLSI manufacturing processes due to high device number 
per wafer, up to 100.000 devices. Besides, a manual inspection is typically less accurate. The 
automatic inspection system usually consists on image acquisition and image processing. Image 

processing and analysis are the key to the automatic inspection system. In this paper, the surface 
image of VLSI wafer acquisition is made by acoustic scansion microscope, called SAM. A 
mapping between physical space and pixel space based on contour extraction and radon space is 
needed before to apply registration. The image registration algorithm based on template matching 
was used to achieve the alignment of the template image and the detected image in the pixel 
spatial position. Segmentation processing was applied to obtain the specific defects image. This 
method was tested by using some real image wafer on a PC. 

 

1.1. Background 
 

Wafer inspection systems are composed by two main stages. The first one is responsible for 
image registration, while the second one is for the defect detection inside the non-repetitive area 
found after the registration phase. The first stage can be solved in several different manners. It is 

possible to distinguish two different approaches: design-rule checking or image-to-image 
reference [10]. A design-rule system checks for the violation of a set of generic rules everywhere 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N15.html
https://doi.org/10.5121/csit.2020.101505
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on the wafer sub-images. A design-rule-based PDI prototype system has been developed by 
NanYang Technical University, Singapore [7] and [6]. Image-to-image-reference approach 
compares every pixel in the digital image under inspection with the corresponding pixel in the 
reference image, therefore a very accurate registration is required. Another strategy is optical 

spatial filtering [4] used in defect detection on masks and patterns. This method is very fast, but a 
major disadvantage is that small defects cannot be recognised. Wavelet technique [17] has also 
been used in wafer inspection. A complete review of the related literature may be found in 
Babian [2], Newman et al. [11], Moganti et al. [12], [15] and [16]. In addition, there are some 
techniques without prior knowledge like above mentioned methods. In fact, it is possible to 
extract the reference image directly from the wafer image. A self-reference technique was 
developed by Dom et al. [3], in which the comparison is made using the repeating cells in the 
image. This method was further developed by Khalaj et al. [8] by proposing a technique to 

extract the building block of repeating patterns from the acquired image. In particular, the 
ESPRIT algorithm [1], [5] and [9] is used in estimating the frequency components. The last stage 
can detect and classify defects inside the non-repetitive area with many different algorithms like 
described in [19-22]. In general, the detection is based on reference image or no referential 
approaches. Morphological processing [23, 24] and neural network [25] are without references, 
while methods [26, 27] need the standard image. Finally, image registration based on the SURF 
algorithm is another way to align the detected image and the standard image. The advantage of 

this algorithm is that image scaling, rotation and even affine transformation remain invariant [28]. 
 

1.2. The Structure of this Paper 
 

In Section 2.1 the context where this solution was applied is described, with some examples of 
wafer images acquired and defects inside device. The full algorithm is presented in Section 2.2 

including all stages of the pipeline. In Section 3, some results are shown. Finally, in Section 4, 
comments and conclusions about this work are given. 
 

2. TEMPLATE MATCHING 
 

As shown in [12] the template matching is one of possible ways for image wafer inspection. This 
technique is one of more robust in terms of alignment and minor different details, so it is the best 
for our options, see inspection algorithm taxonomy Fig. 1. 
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Figure 1. Wafer image inspection algorithm taxonomy. 

 

Template Matching is just the core of this solution; the full method is composed by several stages 
that will be described in the sections below. The first step is defining the context where it is 
applied. 
 

2.1. Context 
 

Wafer Inspection in semiconductors field applications is applied in critical steps of the 
manufacturing processes and it is based on electrical test, mechanics test and image test. Image 
analysis is typically applied before dicing stage, see Fig. 2. Visual Inspection Technology is 
based on different physical principles; in particular, image processing is applicable to all 
following instruments: Infrared sensors, x-rays beam, electronic beam (SEM), laser beam, optical 

analysis and scansion acoustic microscope (SAM) beam. Machines Inspection of manufacturing 
processes provides images. The solution described in this paper was applied to SAM images. The 
devices tested were MEMS bonded; SAM inspection is used to check bonding interface integrity. 
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Figure 2. Wafer semiconductor process. 

 

The goal of inspection is to detect the wrong area inside the image wafer. The defect could be 

large, and it could cover a lot of devices, see Fig. 3 or it could be inside each single device, see 
Fig. 4.   
 

            
 

Figure 3. Image Wafer by SAM with large defects. 

 

                                                                           
 

Figure 4. Image Wafer by SAM and defect device zoom. 



Computer Science & Information Technology (CS & IT)                                    49 

As we can see, the device could have a different internal shape or alternate orientation and 
different size like the wafer sizes. Besides the brightness of the whole wafer or of each device 
could be different. It means to find out a method that is invariant about all possible changes, not 
only about the type of defect. This requirement needs a solution more complex than a simple 

template matching. For this reason, there is a pipeline of stages and each of them solves a specific 
problem.  
 

2.2. Overview of Template Matching Method 
 

The solution is composed by three main stages, see Fig. 5. The first stage is the topology one, it 

acquires the wafer image containing all devices, then it receives the list of centre device in 
micron space and the image of template device. Topology is responsible for mapping the list of 
centre device in micron into pixel space. The next stage is about the segmentation of internal 
device area. The last stage applies the specific defect test for each device. 
 

 
 

Figure 5. Template Matching Overview. 

 

2.3. Topology 
 

The matrix transform estimation to map centres from micron space to pixel space requires 
different steps, see Fig. 6. Centre and radius are estimated by Circle Fit (Taubin method) [29] 

based on pixel detection circumference to find the circle equation with minimum square error, so 
pixel circle centre and pixel radius are found. The size in micron of radius wafer is known so the 
scale factor micron-pixel is evaluated. The matrix transform matrix needs also the rotation 
estimation. Rotation angle is estimated by Radon transform (similar to Hough transform [30]) 
that uses vertical and horizontal pixel lines (lines detection based on Sobel filter) to count the 
lines with same slope rate, so the angle is found. 
 

 
 

Figure 6. Matrix transform estimation. 
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The prior art strategy is different. In fact, it is based only on image wafer input and it extracts the 
frequency of repetitive pattern device to estimate centre device in pixel space. It does not use 
other information, but image wafer is the result of a design layout, so some information is known 
like wafer size in micron and centre device in micron, hence it is possible to re-use this 

information to simplify the problem. 
 
After matrix estimation, centre device in pixel have been found, but they are not accurate. The 
image distortion, low resolution and previous estimations are not precise enough, so a refinement 
is needed. A template matching is applied starting from a sub-set of all device pixel centre using 
a window search large like the maximum pixel imprecision, see Fig. 7. To save computation due 
to thousands of devices inside wafer, just a sub-set is taken. There are a lot of possible cost 
functions used to calculate the similarity between template device and image device. A good cost 

function is the cross correlation because it does not depend on shape and absolute luminance 
values. In fact, the template device comes from the layout design and it is a binary image 
(black/white). It is not the extraction of a golden template from wafer image. In this way, more 
precise shape device is obtained, no defects and, thanks to scale factor previously estimated, the 
size in pixel space is gained. The subset pixel centre obtained is more accurate. 
 

 
 

Figure 7. Template matching core. 

 

The sub-set of new pixel centre device and sub-set micron centre device are selected, so a Matrix 
transform refinement based on Jacobi SVD, singular value decomposition method, is applied. 
The new matrix transform is more precise, but it is possible to increase precision re-using all 
device and a better template device for a second template matching, see Fig. 8. The second 
matching starts from pixel center more precise, so a smaller window search is enough. The new 
template comes from the average of all sub-set device, so the luminance is very similar to wafer 
luminance and the values are several levels of gray, no more a simple binary image. Before to 
calculate the average, all outliers are removed from it to have a gold template without defects. 

The image device with bad matching and distance between starting center and matched one are 
discarded.  After the second matching, all pixel centers are very accurate. 
 

 
 

Figure 8. Second full template matching. 
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The image is acquired by SAM with grey levels, while template coming from design layout, so 
the image template is binary (black or white). A simulation of grey levels starting from a design 
layout would be better. A future development to estimate the grey level from design layout 
requires to know material property of an acoustic scansion and 3D surface shape, but it is not the 

focus of this paper. 
 

2.4. Segmentation 
 
The next stage is a manual segmentation to explore the device internally in order to find a 
specific defect. The whole area could be useless or not testable. The manual segmentation is 

applied to the average image template found. Fig. 9 is an example of manual segmentation. The 
tool used for inspection allows to define by user the area where to apply the test inside the device 
(red and blue image). The black area of the created mask isn’t used to discover wrong defects and 
grey levels are proportional to the weights used for defects inside these positions. 
 

 
 

Figure 9. Manual segmentation: inside red circle (black area is ignored by device test). 

 
The goal of above test is to find all blobs whose brightness is excessive in dark areas (blue colour 
in Fig. 9). For this reason, the almost white part (red colour) of the device is skipped from test.  
 

2.5. Device Test 
 

Before applying a specific test, it is necessary to equalize each device to use the same thresholds 
test for all devices, see Fig. 10. Equalization is based on a square root minimization of 
polynomial mapping of luminance. 
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Figure 10. Histogram and cumulation of wafer luminance of all devices with knee point (blue). 

 

Each device pixel colour is re-mapped to be like the Median template image obtained by the 
median of all devices well matched. The pixel colours of median template are put into a B array 
vector, while the associated colours of the current device, that are not too different from median 

one, are computed by power of N degree. So, a rectangular A matrix composed by all N power of 
all pixel colours of the current device associated is built. The solution consists on finding the 
common polyonomy of N degree that gives A*X=B.  Where X contains all polynomial 
coefficients. The final solution to minimize the square root difference between re-mapped colours 
and median colours is X obtained by QR decomposition of A. 
 
There are different types of defect, so for each type a specific test is implemented. In this paper, 

the focus is on searching too bright blobs inside dark area.  The knee of cumulated luminance of 
all devices is taken as reference value, see cumulation Fig. 10. It is the boundary between dark 
and bright values. A device is wrong if the weighted sum of bad pixels is above the threshold 
defectivity level, to do that it is necessary to normalize all values into a range [knee+L0, 
knee+L1], see equation (1). If a single pixel value is more than knee+L0 then the pixel is 
classified as bad. After normalization, the weighted values are multiplied by the manual 
segmentation mask grey levels and finally they are summed. 
 

(1) 
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3. RESULTS 
 
The results of this method are shown here.  As we can see, the results are good as expected. In 
Fig. 11, the devices with wrong bright colors, inside the manual segmented device area, are 
detected and marked with a red mask. The tool analysis gives the total device accuracy or wafer 
yield. In this case was selected the specific test mentioned into above section about wrong bright 
areas. Fig. 12 and 13 show the details of test result of some wrong devices. 

 

 
 

Figure 11. Test result of the whole wafer, red devices are wrong. 

 

        
 

Figure 12. Left: device before test. Right: test result not enough bad (< 200) with defectivity level printed. 
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Figure 13. Left: device before test. Right: test result bad (> 200) with defectivity level printed. 

 

In this test, the threshold of defectivity level is set to 200 and only devices with higher values are 
recognized as wrong. It is possible to see also single bad pixels with coloured pixels, even if the 
sum is under the threshold. 
 

4. CONCLUSIONS 
 

The worst case for wafer inspection is an image registration failure that moves all centres into a 
wrong position, so that also manual segmentation is misaligned. If this case happens, all devices 
may seem defective, but this is not the reality. Tested devices did not show this type of failure, 
but the shape of all verified device types is very similar, so it is not possible to demonstrate the 
method robustness for any kind of device shape. In addition, a thorough comparison with other 

image classification methods is not possible either, because a common data set of wafer images 
does not exist and because of confidentiality issues in the semiconductors industry. The 
effectiveness of the proposed method is not easy measurable, because a ground true for each 
tested wafer does not exist. The method is validated with human visual inspection. A small data 
set of tens wafers was extracted and all devices were fully manually inspected to have a ground 
true. Each wafer contains thousands of devices. Thousands of wafers were then analysed without 
a full device human inspection: only hundreds of randomly sampled devices were manually 

tested. The method was able to find out several small defects that human inspection could not 
see. Only 5% of devices were false positive and negative compared to ground true data set, but 
failures cases were closed to thresholds, so they can easily be classified as ambiguous cases, not 
real failures. State of art usually measures false positives and negatives in a binary way, but, in 
this type of defect analysis, the level of confidence about each single defect classification, 
defined as the distance from thresholds, could be a good indicator as well. If continuous values 
are not appropriate for failure representation, then a good quantization could be at least based on 
three states: false/true positive, false/true negative and ambiguous cases, where a specific metric, 

like the absolute value of distance from thresholds normalised by the threshold as an example, 
defines the range of ambiguous cases. 
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ABSTRACT 
 
Optical Character Recognition (OCR) is the process of extracting digitized text from images of 

scanned documents. While OCR systems have already matured in many languages, they still 

have shortcomings in cursive languages with overlapping letters such as the Arabic language. 

This paper proposes a complete Arabic OCR system that takes a scanned image of Arabic 

Naskh script as an input and generates a corresponding digital document. Our Arabic OCR 
system consists of the following modules: Pre-processing, Word-level Feature Extraction, 

Character Segmentation, Character Recognition, and Post-processing. This paper also 

proposes an improved font-independent character segmentation algorithm that outperforms the 

state-of-the-art segmentation algorithms. Lastly, the paper proposes a neural network model for 

the character recognition task. The system has experimented on several open Arabic corpora 

datasets with an average character segmentation accuracy 98.06%, character recognition 

accuracy 99.89%, and overall system accuracy 97.94% achieving outstanding results compared 

to the state-of-the-art Arabic OCR systems. 

 

KEYWORDS 
 
Arabic OCR, Word Segmentation, Character Segmentation, Character Recognition, Neural 

Network 

 

1. INTRODUCTION 
 

The problem of Optical Character Recognition (OCR) has been the scope of research for many 
years [1]–[3] due to the need for an efficient method to digitize printed documents, prevent their 

loss and gradual unavoidable wear, as well as increase their accessibility and portability. The 

challenges that face Arabic OCR systems stem from the cursive and continuous nature of Arabic 
scripts. The presence of a semi-continuous baseline in Arabic text prevents the use of 

segmentation techniques proposed for other OCR systems. Moreover, the vertical overlapping of 

characters caused by ligatures means that segmenting a word along a single horizontal line will 

not achieve perfect segmentation. Furthermore, the challenges introduced by the nature of the 
Arabic script do not only affect character segmentation. The recognition of Arabic characters 

requires a huge training set since each character can have a different shape depending on its 

position in the word. Also, cases of constantly misclassifying a character as another specific one 
are frequent due to the presence of characters that are only told apart through the number of dots. 

In this paper, we propose a complete OCR pipeline for Arabic text that is language-independent 

and supports multiple fonts. Our system takes a scanned image of an Arabic document as an input 
and outputs a digitized text document containing the predicted text. The input image is first 

preprocessed where binarization, denoising, and deskewing are carried out, followed by line and 

word segmentation. Character segmentation is then performed based on the extracted word-level 

features, followed by cut filtration based on the wide rules-set we have defined. The segmented 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N15.html
https://doi.org/10.5121/csit.2020.101506
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characters are then fed into our character recognition neural network model which classifies the 
given character into one of the 29 Arabic characters. Furthermore, post-processing is applied to 

the predicted characters and conveniently concatenates them into a comprehensible text 

document. 

 
Our main contribution in this paper lies in the development of an efficient light-weight system 

that outperforms current state-of-the-art accuracy in the field of Arabic OCR. We achieve 

outstanding runtime results without trading off our system accuracy through efficient denoising 
of documents, vectorized implementation of all segmentation stages, and finely tuning our 

recognition model’s complexity. In addition, we maintain our overall system accuracy by 

improving the character segmentation using the proposed improved cut filtration algorithm. The 
algorithm is robust against structural, morphological, and topological similarities between letters. 

We also propose a neural network model to learn the underlying features of input characters and 

build a character classification model. We finally eliminate the use of any lexical analysis to 

maintain the language independence of the system. 
 

The rest of the paper is organized as follows: Section II describes the state-of-art related work. 

Section III discusses in detail the proposed OCR system. Section IV describes the datasets used 
for training the neural network and for evaluating the overall system performance, then discusses 

the results with comprehensive comparisons with other related algorithms and methods. Section 

V discusses limitations in our proposed system and proposals on future work in this area.  
Finally, Section VI presents the paper’s conclusion. 

 

2. RELATED WORK 
 

There has been a variety of techniques proposed in the area of OCR for Arabic text. In this 
section, we will review the different approaches in the literature for character segmentation, 

feature extraction, and character recognition in OCR systems. 

 
A significant number of approaches for the Arabic character segmentation task have been 

proposed in the literature. Mohamed et al. [4] proposed the use of contour extraction to facilitate 

the character segmentation phase followed by cut index identification based on the contour of a 

word. Their method achieved significant results in character segmentation; however, its 
performance degraded in the case of small-sized Arabic fonts or noisy documents. The scale-

space method utilized by El Makhfi et al. [5] represents another direction in Arabic character 

segmentation. This method works well for scanned documents containing high random noise 
since blobs are retrieved from characters and are then detected to recover the appropriate cut 

positions in the image. Although this approach has been used in several computer vision 

applications since its first proposal, its use in Arabic character segmentation is still widely 

unexplored. 
 

Inspired by NLP applications, Alkhateeb et al. [6] and Radwan et al. [8] proposed the use of a 

sliding window approach for segmentation. A Convolutional Neural Network (CNN) is used to 
determine the likelihood of a given sliding window consisting of several segments to be an actual 

character. Subsequently, the segments that qualify as characters are fed into their recognition 

model. This segmentation approach has shown very high performance on a single font but failed 
to maintain this high performance when tested on multiple fonts and font sizes. Lots of efforts 

[8]–[10] in Arabic character segmentation have been based on histogram analysis of words. 

It is important to mention that Qaroush et al. [8] also proposes a very effective word 

segmentation methodology that achieves state-of-the-art accuracy by implementing cut 
identification and filtration through gap length. Their proposed method handles multiple fonts 

and font sizes. 
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Although not being as challenging as character segmentation, feature extraction is one of the keys 

to boosting the accuracy of any OCR system. Rashad and Semary [11] adopted a simple approach 

that manually extracts basic features from each character such as height, width, number of black 

pixels, number of horizontal transitions, number of vertical transitions, and other similar features. 
Rashid et al. [12] proposed a multi-dimensional Recurrent Neural Network (RNN) for their 

recognition system that achieved outstanding character recognition rates. However, the effects of 

using this complex approach on the runtime were not properly investigated. The use of deep 
learning approaches is highly efficient when developing Arabic OCR systems that operate on 

unconstrained scene text and video text, not scanned documents [13]. 

 
Dahi et al. [14] adopted a similar approach by manually selecting features from a noise-free and 

pre-segmented character input. They added a font recognition module before the feature 

extraction, to include the font as a feature for the character recognition, alongside other slightly 

complex features such as ratios between black pixel count per region and the statistical centre of 
mass for each character proposed by [15]. The overall system of [14] achieved very high 

accuracy for Arabic character recognition. 

 
It is worth mentioning that the OCR system of [14] did not include a character segmentation 

module as it worked only on a pre-segmented character input. Additionally, the OCR architecture 

of Dahi et al. [14] failed to scale up and recognize Arabic characters in other fonts that were not 
supported by the font recognition module. A convenient middle ground between ineffective 

manual extraction [11], [14], and the computationally expensive use of deep learning [12], [13] is 

presented by the use of Principal Component Analysis (PCA) for automatic feature extraction. 

As proposed by Shayegan and Aghabozorgi [16], PCA provides an efficient and effective 
solution for the problem of feature extraction in recognizing Arabic numerals. However, applying 

PCA becomes computationally infeasible for the huge datasets needed for training Arabic 

character recognizers. 
 

As for character recognition, implementing this module without the use of machine learning has 

been deemed obsolete; because of the outstanding results achieved by machine learning 

recognition models. Hence, we will only consider the techniques for character recognition that 
are based on machine learning for review in the subsequent paragraphs. Shahin [17] proposed 

using linear and ellipse regression to generate codes from the segmented characters. This 

approach of codebook generation and code matching showed average results for character 
recognition. Additionally, it suffered from the same problem of not being able to generalize to 

other Arabic fonts as [14]. The use of the holistic approach in [18] emerged from the difficulty of 

the segmentation phase as we mentioned. This word-level recognition technique skips all the 
inaccuracy produced by segmentation errors but creates the need for post-recognition lexical 

analysis, thus resulting in a language-dependent system that relies on a look-up data base and 

semantic checks after recognition. 

 
Often paired with the use of a sliding window for segmentation, the use of a Hidden Markov 

Model (HMM) for character recognition was adopted by [18]–[20]. By using a model that 

mimicked the architecture of an Automatic Speech Recognition system and an HMM, Rashwan 
et al. [19] managed to overcome the challenges presented by the presence of ligatures. Many 

OCR systems use other classical machine learning techniques in their character recognition 

module; such as random forests [11], [14], K-Nearest Neighbor [11], shallow neural networks 
[21]. The neural network model used by Al-Jarrah et al. [21] yielded the best results, compared to 

other classical machine learning techniques [11], [14], [19], [20], and was able to generalize over 

different fonts. 
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3. METHOD PROPOSED 
 

 
 

Figure 1. System Architecture: A block diagram representing the system modules and both training and 

testing (prediction) pipelines. 

 

As shown in Figure 1, the input to the OCR system is expected to be a number of scanned images 

of computerized Arabic documents. In the Pre-processing stage, we apply image preprocessing 
through the filtering, deskewing, and denoising of the input images, followed by line and word 

segmentation. In the Word-Level Feature Extraction stage, we generate statistical, structural, and 

topological features for every word. In the Character Segmentation stage, we apply the Excessive 
Cut Creation and Improved Cut Filtration algorithms to segment the word into individual 

characters. These segmented characters, together with the associated ground truth labels, 

represent the dataset that our Character Recognition Model uses for training. We train an 
Artificial Neural Network (ANN) to classify each segmented character into one of the 29 possible 

characters in the Arabic language. Finally, we aggregate the segmented characters into words and 

generate the output of our OCR system. 

 

3.1. Pre-processing 
 

 
 

Figure 2. Examples from Preprocessing Stages: a) cut indices for line segmentation, on document b) cut 

indices for word segmentation, on lines 

 

The preprocessing module consists of four main steps: raw image filtering, document deskewing, 
line segmentation, and word segmentation. Initially, we start by converting the input image to 
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grayscale, then binarizing it by applying Adaptive Gaussian Thresholding. The document 
deskewing is carried out by rotating the document about its geometric centre with a specific angle 

calculated through obtaining the orientation of the text’s minimum bounding rectangle. This is 

followed by another round of binary thresholding to set binary values for the pixels that have 

been interpolated due to the previous rotation. The line segmentation step is performed by 
blurring the image then applying horizontal histogram projection of black pixels. Local minima 

of this histogram indicate positions of separations between lines. The goal of blurring is to avoid 

generating segmented lines containing dots only (e.g. the dots of the ‘yaa’ letter at the end of the 
word) or containing special Arabic diacritics only (e.g. ‘hamza’ or ‘shadda’). For word 

segmentation, we applied thinning to the image instead of blurring. We propose thinning as a 

solution to enhance the fine details within and between words. This eliminates the overlapping 
pixels between any two words (if one of them ends with a curved letter) and results in 

standardized gap lengths between words. We subsequently implemented [8]’s algorithm for cut 

identification and filtration based on gap lengths. 

 

3.2. Word-level Feature Extraction 
 

The word-level feature extraction algorithm takes the segmented words as an input and generates 

for each word several geometric features. These features are essential for the character 

segmentation algorithm to be able to identify individual characters and segment them 

accordingly. We discuss the generated features for each segmented word in this subsection. 
 

3.2.1. Baseline 

 
The baseline is an imaginary horizontal line that connects all of the letters in an Arabic word [8]. 

In order to detect the baseline for every word, we search for the row of pixels with the greatest 

number of black pixels by applying horizontal histogram projection and finding the global 
maximum. 

 

3.2.2. Line of Maximum Transitions (LMT) 

 
We define a transition as a change in pixel value from 0 (black) to 1 (white) or vice versa. An 

important feature of the Arabic script is that a transition above the baseline is always due to a 

character being drawn. The Line of Maximum Transitions (LMT) is the line that cuts through the 
greatest number of these transitions (i.e. the row of pixels in which the number of transitions 

from black to white and white to black pixels is greatest) [8]. For better estimation of the baseline 

and LMT, we propose that both features should be derived from the whole line of text rather than 

from each word.  
 

3.2.3.Potential Cut Region (PCR) 
 

The LMT’s key characteristic is that it passes through all potential characters in an Arabic word 

and is therefore essential in separating the word into its individual character components. A cut is 

defined as an imaginary line that separates two characters, and a Potential Cut Region is the area 
where a cut may exist. Since we cannot at first determine which character-intersections with the 

LMT belong to the same character and which are the result of a new character being written, we 

assume that each intersection represents a distinct character and therefore a PCR exists between 
any two successive intersections. 

 

In order to determine the start and end indices of PCRs, we traverse the LMT from right to left. 
Each black pixel followed by a white pixel is defined as a start index of a PCR and each white 
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pixel followed by a black pixel is defined as an end index. Furthermore, the column of pixels that 
is chosen as the location of a cut is called a cut index. 

 

 
 

Figure 3. An Arabic word with the baseline highlighted in red, the LMT highlighted in green, the PCR start 

indices highlighted in dark blue, and the PCR end indices highlighted in light blue. 

 

3.3. Character Segmentation 
 

To solve the problem of over-segmentation of characters, our character segmentation algorithm 
consists of two main steps: Excessive Cut Creation (ECC), which generates excessive potential 

cuts, and Improved Cut Filtration (ICF), which filters the false cuts from these potential cuts and 

outputs a set of valid cuts only. The Improved Cut Filtration algorithm is considered an 

improvement over the Cut Filtration algorithm proposed by Qaroush et al. [8].  
 

3.3.1. Excessive Cut Creation Algorithm (ECC) 

 
In the Arabic script, characters are either connected through the baseline or separated by a single 

space. Therefore, there are two different methods used in the Excessive Cut Creation algorithm: 

Finding Baseline Cuts and Finding Separation Cuts. The former deals with separating baseline-
connected characters and some space-separated characters while the latter addresses the 

remaining space-separated characters. 

 

I. Baseline Cuts: In order to identify a baseline cut, we inspect each column of pixels in a 
PCR, starting from the end index to the start index. We count the total number of black 

pixels above and below the baseline and, for every PCR, we propose the position of the cut 

index to be the first column where the count is zero, i.e. where the only black pixel allowed 
is the baseline. This approach is useful as a preliminary step for separating baseline-

connected characters and also helps in separating some space-separated characters; e.g. the 

‘aleph’, ‘daal’ or ‘thaal’ (ــذ ، ــد ،ــا) followed by another letter. 
 

II. Separation Cuts: While baseline cuts succeed in separating some space-separated 

characters, it will not place a cut whenever a black pixel exists below the baseline. This 

introduces a real challenge for letters that have curves which dip below the baseline such as 
‘reh’ and ‘zeen’ (ـز ،ـر) since the entire PCR may contain black pixels below the baseline. 

To solve this problem, we place a separation cut whenever the pixels at the left and right 

indices of a PCR are not connected by an uninterrupted path of black pixels. This ensures 
that a cut will be placed wherever there are two space-separated characters even if one of 

them happens to dip below the baseline. We choose the separation cut index to be the 

middle of this PCR.  

 
As illustrated in Algorithm 1, we search every PCR for a baseline cut. If we find a baseline cut, 

then we add this cut to the set of cut Indices. If we fail to find a baseline cut, we search for a 
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separation cut. If we find a separation cut, then we add this cut to the set of cut Indices. If we find 
neither a baseline cut nor a separation cut, we claim that this PCR contains a part of a character 

that should not be cut. 

 
Algorithm 1. ECC Algorithm 

 

Input: PCRArray 
  
ExcessiveCutIndices = Φ 
for all PCR in PCRArray do 
     CutFound = False 
     for all PixelColumn in PCR do 
          if ProjAboveBaseline = 0 and ProjBelowBaseline = 0 then 
               CutFound = True 
               ExcessiveCutIndices.Add(PixelColumn.Index) 
               break 
     if CutFound = False and PCR.IsConnected = False then 
          SeparationCutIndex = (PCR.LeftIndex + PCR.RightIndex) / 2 
          ExcessiveCutIndices.Add(SeparationCutIndex) 
  
Output: ExcessiveCutIndices 

 

3.3.2. Improved Cut Filtration Algorithm (ICF) 

 
After generating a relatively large number of potential cut indices in the ECC stage, we begin 

inspecting each Potential Character (PC), where a PC is defined as any region that exists between 

two successive cuts. The goal of the cut filtration stage is to determine which of the cut indices 
are excessive false cuts. We identify the Arabic letters that usually cause false cuts in the cut 

filtration algorithm in the paper written by [8] and other character segmentation algorithms and 

we propose an improved algorithm to detect all of these letters. To the best of our knowledge, 

there is no single algorithm that can perfectly segment all Arabic letters, and hence we introduce 
our solution as the new state-of-the-art. We will discuss these challenging cases, and how ICF 

handles each of them accordingly. 

 
I. ‘Seen’ and ‘Sheen’ case (ش ،س): The most notable causes of excessive false cuts are the 

letters ‘seen’ and ‘sheen’ (ش ،س). These two letters are composed of three successive 

strokes, with three dots above the second stroke in the case of ‘sheen’. A stroke is a PC that 

represents a part of a character having a one-pixel thickness. Because each stroke passes 
through the LMT, the ECC algorithm generates three cut indices, instead of one. In order to 

filter these cuts, we define a seen-stroke as a stroke with no dots above or below the 

baseline and no hole. A seen-stroke is also characterized by having a small peak above the 
baseline (i.e. is relatively short) and a flat structure near the baseline (does not dip below 

the baseline). Also, we define a sheen-stroke as a seen-stroke with dots above the baseline. 

 
Based on the above definitions, the false cuts in the ‘seen’ or ‘sheen’ letters in the start and 

middle of the word (ـشـ ،ـسـ) will be filtered by detecting three successive seen-strokes for 

the ‘seen’ case or two seen-strokes with one sheen-stroke in between for the ‘sheen’ case. 

Nevertheless, this method filters the false cuts of the two letters in the start and the middle 
of the word, but it fails to detect false cuts when they appear at the end of the word. 

We propose an improvement over this algorithm by taking into consideration the unique 

characteristic of the ‘seen’ and ‘sheen’ letters when they exist at the end of the word. This 
characteristic is the bowl shape seen at the end of these letters (ـش ، ـس). We define a bowl 

as (1) a PC with no dots above or below the baseline (2) a PC such that its right cut index 
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must have at least one black pixel and its left cut index must contain no black pixels. This 
means that the bowl must be directly connected through the baseline to a PC before it and 

must not be connected to any PC after it. (3) a PC such that there must exist a region where 

the baseline vanishes within but resurfaces again (i.e. there exists a dip below the baseline). 

(4) a PC with a relatively small peak above the baseline.  
 

Based on this improved algorithm, the false cuts (the first two cut indices) in the ‘seen’ 

letter will be filtered when the IFC algorithm detects three successive seen-strokes or two 
successive seen-strokes followed by a bowl, whereas the false cuts (the first two cut 

indices) in the ‘sheen’ letter will be filtered when the IFC algorithm detects two seen-

strokes separated by a sheen-stroke or a seen-stroke followed by a sheen-stroke and a bowl. 
 

II. ‘Saad’ and ‘Daad’ case (ضـ ،صـ ،ض ،ص): The second set of characters that result in an 

additional false cut is ‘saad’ and ‘daad’ (ـضـ ،ـصـ ،ض ،ص). To filter the false cuts in these 

two letters, we define a hole as a PC containing a rounded area of white pixels (a hole) 
enclosed by a larger rounded area of black pixels. The two letters consist of a hole followed 

by a seen-stroke when they appear at the start or the middle of a word, or a hole followed 

by a bowl when they appear at the end of a word. Initially, we wrote our cut filtration 
algorithm so that whenever it encountered such a case, it merged the two PCs into one by 

removing the cut index in-between. 

  
However, an interesting case that generated confusion with this definition was a ‘meem’ or 

a ‘faa’ followed by a ‘daal’ (ـدف ، مد ). Both cases would always be misinterpreted as a ‘saad’ 

or ‘daad’ and the cut filtration algorithm would falsely merge the ‘daal’ and the preceding 

character into one. 
 

Therefore, we defined a saad-stroke to differentiate between the ‘daal’ stroke and the 

strokes of ‘saad’ and ‘daad’. The saad-stroke is a seen-stroke with the additional condition 
of being surrounded by cut indices that have at least one black pixel each. The goal of this 

extra specification is to ensure that the saad-stroke is connected to the baseline from both 

sides and is not followed by a space, as is the case with ‘daal’. As such, the false cuts in 

‘saad’ and ‘daad’ can be filtered when the cut filtration algorithm finds a hole followed by 
a saad-stroke or when it finds a hole followed by a bowl.  

 

III. ‘Baa’, ‘Taa’, ‘Thaa’ and ‘Faa’ case: There is also a difficult case where a ‘baa’, ‘taa’, 
‘thaa’ or ‘faa’ (ــف ،ــث ،ــت ،ـب) at the end of a word may cause a false cut. This occurs 

when the stroke at the end of the aforementioned characters is tall enough to intersect with 

the LMT. In this case, the ECC algorithm will generate a false cut at this stroke position 
which will need to be filtered. 

 

In order to filter this extra false cut, we define an end stroke as a ‘seen’ stroke that has 

additional restrictions. Firstly, an end stroke must be followed by a cut index that does not 
intersect the baseline and preceded by a cut index that intersects the baseline. Furthermore, 

we locate the leftmost and the uppermost black pixels of the PC and we calculate the 

horizontal distance d between these two pixels. If d is measured to be less than or equal to 
2 pixels, the ICF algorithm identifies the PC as an end stroke and removes the preceding 

cut.  

 
It is worth noting that the extra restriction on the horizontal distance between the top-

leftmost and the uppermost black pixels is essential  in order not to  incorrectly identify  the 

‘daal’ letter (ــد) as an end stroke because the stroke in the ‘daal’ letter has geometrical 

features that resemble the second stroke in the ‘taa’ and ‘thaa’ letters.  
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Algorithm 2. ICF Algorithm 

 
Input: PCArray 
  
FilteredCharacterArray = Φ 
for all PC in PCArray do 
     if PC is SeenStroke then 
          if NextPC is SeenStroke or NextPC is SheenStroke then 
            if AfterNextPC is SeenStroke or AfterNextPC is Bowl then 
                 PCArray.Merge(PC, NextPC, AfterNextPC) 
for all PC in PCArray do 
     if PC is Saad/DaadStroke or PC is Bowl then 
          PCArray.Merge(PreviousPC, PC) 
for all PC in PCArray do 
     if PC is EndStroke with D ≤ 2 then 
          PCArray.Merge(PreviousPC, PC) 
FilteredCharacterArray = PCArray 
  
Output: FilteredCharacterArray 

 

Although the previous cut filtration cases may seem largely independent of each other, the 
filtration order can greatly affect the character segmentation performance. For instance, executing 

the saad/daad-case before the seen/sheen-case may cause the algorithm to confuse the first stroke 

of the ‘seen’ letter as a ‘saad’ or a ‘daad’ stroke, and falsely merge it with the preceding 
character. As shown in Algorithm 2, our ICF algorithm filters all PCs according to the order of 

filtration cases mentioned in this paper. 

 

It is worth mentioning that our character segmentation algorithm does not depend on any 
linguistic or statistical patterns in the Arabic language and is well-equipped to segment any 

sequence of Arabic letters. The previous work of [8] relied on their cut filtration algorithm’s 

assumption that some letters such as ‘saad’ and ‘daad’ are never followed by ‘seen’ or ‘sheen’. 
On the other hand, our ICF algorithm is general enough to segment any Arabic word regardless 

of the arrangement of the letters in the word. 

 

Our character segmentation algorithm provides several improvements over the work of [8]. As 
opposed to the algorithm proposed by [8], the ECC algorithm does not generate a cut at positions 

where there are black pixels above or below the baseline, and this improvement reduces the 

number of false cuts that the cut filtration algorithm has to filter. The second improvement in our 
ICF is filtering each PC based on clear and specific structural features of Arabic letters such as 

‘seen-stroke’, ‘sheen-stroke’, ‘saad-stroke’, ‘end-stroke’, ‘bowl’ and ‘hole’. These features are 

essential for the ICF algorithm in order to not accidentally remove any valid cut. Previous work 
in character segmentation [8] did not provide a correct exact definition of a bowl and, as a result, 

the characters having a bowl-shape in their structure such as ‘noon’, ‘qaaf’, ‘yaa’, ‘raa’, and 

‘zaay’ letters (ز ،ر ،ي ،ق ،ن) were confused with the bowl part of the ‘saad’ and ‘daad’ letters (ص، 

 .and were falsely merged with the preceding character (ض
 

The third improvement is filtering the false cuts in the case of the letters ‘baa’, ‘taa’, ‘thaa’, and 

‘faa’ based on the leftmost black pixel and the uppermost black pixel instead of the top-leftmost 
black pixel only. The aforementioned false cuts are detected in [8]’s algorithm if the top-leftmost 

black pixel has a relatively small height when compared to the highest black pixel in the line. As 

a result, almost all letters that occur at the end of a word will be falsely merged with the 
preceding character. Only the ‘alef’ ( أ ) character will not be falsely merged when written at the 

end of a word since its top-leftmost black pixel is relatively tall, while every other character in 
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the Arabic alphabet will have a relatively low top-leftmost black pixel when written at the end of 
a word.  

 

Finally, our segmentation algorithm solves the challenging case of the ‘seen’ ( س ) and ‘sheen’ ( 

 letters at the end of the word, which was not handled by the algorithm proposed by [8] and ( ش
resulted in a considerable number of incorrect segmentations. We conclude that our algorithm 

improves on the one proposed by Qaroush et al. [8] and addresses many of its shortcomings in 

the character segmentation problem. 
 

3.3.3. Character Recognition Model 

 
We propose feeding the images of the segmented characters to an artificial neural network since 

this will yield better performance than choosing features manually. The architecture of the ANN 

used in this research is a multilayered feed-forward network architecture with four layers. This 

neural network learns highly complex nonlinear features by training on a sufficiently large 
training set of Arabic characters together with their ground-truth labels. 

 

We will generate our own training set by comparing the number of segmented letters generated 
from a word-using our proposed algorithms- with the number of letters in the ground truth word. 

If the numbers match, we associate each letter with its corresponding label. If the numbers do not 

match, then we skip and discard this word. It is worth noting that this over/under-segmentation 
problem arises if the scanned document was too noisy or blurry. However, we are cautious about 

the training set and prefer not to risk accidentally training with false characters. 

 

We begin by resizing all the images generated from the character segmentation algorithm to be 
24x24 pixels and then flattening them to be 576-dimensional vectors. In addition, we perform 

dimensionality reduction on these 576-dimensional vectors using Incremental Principal 

Component Analysis (IPCA), which -as illustrated in Figure 4- can represent the original vectors 
using only 200 principal components while retaining 99% of the total variance in the data. These 

200-dimensional vectors are then fed to the neural network that consists of two hidden layers and 

a softmax output layer of sizes 150, 70, and 29 respectively. The softmax output layer assigns a 

likelihood value for each character of the 29 characters. This value represents the probability that 
this character is the correct classification for the input image. The inference phase of the model 

then classifies the input character as the character with the highest likelihood of being the correct 

prediction. 

 
 

Figure 4. PCA Dimensionality Graph 
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We trained the model with our generated dataset that consists of 1,200,000 images of perfectly 
segmented Arabic letters in Naskh script using mini-batch training of batch size 8192 for 80 

epochs. Categorical cross-entropy loss is calculated in the output layer and optimized using 

Adam optimizer [22] with hyper-parameters β1 and β2 being 0.9 and 0.999 respectively. For the 

hidden layers, the Rectified Linear Unit (ReLU) is used as a non-linear activation function 
followed by a 10% dropout layer to ensure elimination of overfitting as much as possible. A 

learning rate of 0.001 with no decay factor is used. The network is initialized using He 

initialization [23] and shuffled per epoch. We used a validation set of 12,000 images, 
representing 1% of the training set. 

 

3.3.4. Post-processing 
 

The character recognition model outputs a predicted class for each of the character images. 

However, a final step of post-processing is necessary to aggregate these characters into words and 

separate them with spaces to generate a meaningful text document. The previously predicted 
letters are produced consecutively with no spaces until we encounter an activated End of Word 

(EOW) flag. Every character has an EOW flag value; values for this flag are obtained in the 

character segmentation phase by setting the EOW flag to true (activated) for the final segment of 
the word that is being segmented. In the post-processing step, whenever we encounter a character 

with an activated EOW flag, indicating the end of a word, we place a space directly after this 

character. This step ensures the production of a comprehensible document. 
 

4. EXPERIMENTAL RESULTS 
 

4.1. Datasets 
 

There are several datasets for Arabic character recognition [24]. We used the open dataset 

AlWatan corpus [25] for training our neural network. The dataset includes very large Arabic 

vocabulary, with different font types, sizes, and styles and is rich with separable characters, 
overlapping characters, and ligatures. The scanned images in the dataset are 72 dpi resolution 

images. For training the model, we randomly selected 550 documents/images of plain Arabic 

Naskh from different topics, approximately 282,000 words, or 1,200,000 characters. For 
validation and testing, we randomly chose 6 and 10 documents/images of Arabic Naskh script as 

a validation set and a test set respectively, of sizes 3300 words (12000 characters) and 5500 

words (100,500 characters). 

 
We further experimented with the system with different test sets of plain Arabic fonts; Naskh, 

Transparent Arabic, Simplified Arabic, M. Unicode Sara, Tahoma, Times New Roman, and Arial 

with different font sizes; 10, 12, 14, and 16. We tested the system on the APTI dataset (Arabic 
Printed Text Image) [26], which is a standard benchmarking dataset for Arabic OCR tasks. We 

used Keras [27] for training our model and we ran our experiments on a core i7 5820K 3.3 GHz 

machine, with 32 GB RAM, Ubuntu OS 16.04, and GPU NVIDIA RTX 2070 with 8 GB memory 
and 2560 cores. 

 

4.2. Results and Evaluation 
 

This section evaluates our word segmentation algorithm, character segmentation algorithm, 

character recognition model, as well as the overall system accuracy. We used both Watan-2004 
and a subset of the APTI datasets for evaluating our system. We also compare our segmentation 

algorithms to the work of Anwar et al. [28], Radwan et al. [29], and Mousa et al. [30]. We 
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compare the overall system performance when our improved segmentation algorithm is used 
against when the segmentation algorithm of Qaroush et al. [8] is used. 

 

4.2.1. Word Segmentation 

 
We define the word segmentation accuracy as the number of correctly segmented words divided 

by the total number of actual words in the document. Our method achieves an average word 

segmentation accuracy of 99.94% for different fonts, as indicated in Table 1, where we also 
compare our results for each font with Qaroush et al. [8]. 

 
Table 1. Word Segmentation Comparison with Qaroush et al. [8] 

 

Font 
Method Proposed Qaroush et al. [8] 

Input Words Accuracy Input Words Accuracy 

Tahoma 25,928 99.96% 2,319 99.4% 

Naskh 29,169 99.95% 2,921 96.1% 

Simplified Arabic 22,687 99.94% 2,884 98.8% 

Transparent Arabic 21,055 99.90% 2,860 99.1% 

 

4.2.2. Character Segmentation 
 

We first segment each word and compare the number of segmented characters with the number of 

actual characters in the word. Then we count their absolute difference as incorrectly segmented 

characters. We finally define the character segmentation accuracy as the total number of correctly 

segmented characters divided by the total number of actual characters. Our method achieves an 
average character segmentation accuracy of 98.23% for different fonts, as indicated in Table 2, 

where we also compare our results for each font with [8]. Comparing our results with the results 

of [28] and [30], as shown in Table 3, we note that our system outperforms all other character 
segmentation algorithms in the character segmentation task. 
 

Table 2. Character Segmentation Comparison with Qaroush et al. [8] 

 

Font 
Method Proposed Qaroush et al. [8] 

Input Characters Accuracy Input Characters Accuracy 

Tahoma 114,080 97.80% 12,262 97.00% 

Naskh 131,260 98.66% 12,585 94.52% 

Simplified Arabic 100,957 99.06% 13,572 96.10% 

Transparent Arabic 89,483 97.40% 13,120 96.26% 

 

Table 3. Character Segmentation Results 

 

Method 

Tested 
Dataset Font Sizes Font Styles 

Segmentation 

Accuracy 

Anwar et al. 

[28] 
Self-Generated 70pt 

Traditional 

Arabic 
97.55% 

Mousa et al. 

[30] 
Self-Generated Not reported Not reported 98.00% 

Qaroush et al. 

[8] 
[26]: 100,000 characters 

10, 12, 14, 16, 

18, and 24 
Font Set A* 97.50% 

Method 

Proposed 

[25] + [26]: 

1,000,000+characters 

10, 12, 14, and 

16 
Font Set B† 98.23% 

 

*Font Set A: Naskh, Transparent Arabic, Simplified Arabic, M Unicode Sara, Tahoma, and 

Advertising Bold 
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†Font Set B: Font Set A, Andalus, Diwani, Thuluth 
 

4.2.3. Overall System Performance 

 

The neural network achieved average recognition accuracy of 99.89%. The overall system 
accuracy is measured by calculating the Levenshtein edit distance between the generated 

document and the actual document. We show that our system achieves an overall accuracy of 

97.94%. Therefore, and to the best of our knowledge, we propose that our Arabic OCR system is 
superior to all other segmentation based Arabic OCR in terms of accuracy and running time. It is 

also worth mentioning that our proposed system was developed and trained using a very large 

dataset, which is rich with Arabic text in different font types and sizes. Table 4 shows the 
evaluation of our system in comparison to [31]’s system and [8]’s segmentation method followed 

by an ANN for recognition. 

 
Table 4. Overall System Evaluation 

 

Method Tested Dataset 
Number of 

Words 

System 

Accuracy 

Avg. Run Time / 550 

Words (sec) 

Qaroush et al. [8] + 
ANN 

[25] 3300 94.95% 3.42 

Touj et al. [31] 1500 words 1500 97.00% NA 

Method Proposed [25] + [26] 3300 97.94% 1.49 

 

5. FUTURE WORK 
 

Much like other OCR systems, our system’s performance decreases when operating on 
documents with high noise. This creates the demand to work on more elaborate preprocessing 

methods in the future without sabotaging our system’s remarkable runtime. Also, our recognition 

model is currently limited to the fonts that it inferred from the training set; as a result of that, we 

aim to enrich the training set to contain more fonts and possibly all fonts without ligatures. 
Apart from the low-level additions to our system, potential work on this system would include 

integrating it into larger applications such as image-speech systems. Such applications -where 

instant results are crucial- will be a perfect fit for our method because of the very low runtime we 
provide. 

 

6. CONCLUSION 
 

Arabic Optical Character Recognition introduces many challenges in the character segmentation 
and recognition phase. This paper proposes a complete language-independent Arabic OCR 

pipeline with an improved character segmentation algorithm based on word-level features and a 

bio-inspired character recognition model based on neural networks. We proposed a highly 
accurate and efficient system. The overall system architecture consists of: a simple yet effective 

pre-processing module, an enhanced reliable module for character segmentation, an artificial 

neural network for the recognition of segmented characters, and finally a post-processing module 

that formulates the output of our system into a digitized document. We evaluated our system on 
different datasets with high variability in font types and sizes. The experimental results show that 

our system outperforms the current state-of-the-art algorithms for word segmentation, character 

segmentation, and character recognition. We evaluated the overall performance of the system and 
concluded that our system achieves outstanding results in accuracy and running time. 
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ABSTRACT 
 
Explaining the causes of infeasibility of Boolean formulas has practical applications in various 

fields. A small unsatisfiable subset can provide a succinct explanation of infeasibility and is 

valuable for applications, such as FPGA routing. The Boolean-based FPGA detailed routing 

formulation expresses the routing constraints as a Boolean function which is satisfiable if and 

only if the layout is routable. The unsatisfiable subformulas can help the FPGA routing tool to 
diagnose and eliminate the causes of unroutable. For this typical application, a resolution-

based local search algorithm to extract unsatisfiable subformulas is integrated into Boolean-

based FPGA routing method. The fastest algorithm of deriving minimum unsatisfiable 

subformulas, called the branch-and-bound algorithm, is adopted to compare with the local 

search algorithm. On the standard FPGA routing benchmark, the results show that the local 

search algorithm outperforms the branch-and-bound algorithm on runtime. It is also concluded 

that the unsatisfiable subformulas play a very important role in FPGA routing real applications. 

 

KEYWORDS 
 
FPGA routing, Boolean satisfiability, unsatisfiable subformula, local search. 

 

1. INTRODUCTION 
 

Many real-world problems, arising in electronic design, equivalence checking, property 
verification, automatic placement and routing and Auto Test Pattern Generation (ATPG), can be 

formulated as constraint satisfaction problems, which can be translated into Boolean formulas in 

conjunctive normal form (CNF). Modern Boolean satisfiability (SAT) solvers, such as Chaff [1] 

and MiniSAT [2], which implement enhanced versions of the Davis-Putnam-Logemann-
Loveland(DPLL) backtrack-search algorithm, are usually able to determine whether a large 

formula is satisfiable or not. When a formula is unsatisfiable, it is often required to find an 

unsatisfiable subformula, that is, a small unsatisfiable subset of the original formula. Localizing a 
small unsatisfiable subformula is necessary to determine the underlying reasons for the failure. 

Explaining the causes of unsatisfiability of Boolean formulas is an essential requirement in 

various fields, such as electronic design automation and formal verification of hardware. A 
typical paradigm is fixing wire routing in FPGAs, where an unsatisfiable subformula implies that 

the channel is unroutable. Furthermore, we are usually interested in a small explanation of 

infeasibility that excludes irrelevant information. There have been considerable researches in 

deriving the unsatisfiable subformulas. Most of previous works are complete search approaches, 
essentially on the basis of enhanced versions of the DPLL backtrack-search algorithm. However, 

existing studies have very little concern regarding unsatisfiable subformulas extraction using 

incomplete local search method. 
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The unsatisfiable sub formulas solver plays a very important role in the automatic routing tool for 
deciding the routability of FPGA devices. The Boolean-based FPGA detailed routing formulation 

expresses the routing constraints as a Boolean function which is satisfiable if and only if the 

layout is routable. The Boolean-based routers have two unique features: One is simultaneous 

embedding of all nets regardless of net ordering; the other is ability to demonstrate routing 
infeasibility by proving the unsatisfiability of the generated routing constraint Boolean function. 

The unsatisfiable subformulas can help the FPGA routing tool to diagnose and eliminate the 

causes of unroutable. In general, the unsatisfiable subformulas are extracted faster, the tool 
completes the FPGA routing process more efficiently. Therefore, a fast algorithm of deriving the 

unsatisfiable subformulas, called the resolution-based local search algorithm [3], is integrated 

into Boolean-based FPGA routing method. We have compared two optimal algorithms of 
computing unsatisfiable subformulas, respectively called branch-and-bound algorithm [4] and the 

resolution-based local search algorithm, on the standard FPGA routing benchmark. The 

evaluation results show that the local search algorithm strongly outperforms the branch-and-

bound algorithm on runtime. It is also shown that the unsatisfiable subformulas can help the tool 
to quickly diagnose the root causes of unroutability problem and eliminate the fail nets. 

 

The paper is organized as follows. The next section gives the basic definitions and notations of 
unsatisfiable subformula used throughout the paper. Section 3 surveys the related work on 

computing unsatisfiable subformulas. Section 4 introduces the principles of the Boolean-based 

FPGA routing algorithm. Section 5 describes the algorithms of computing the unsatisfiable 
subformulas. Section 6 shows and analyzes experimental results of two algorithms on the FPGA 

routing benchmark. Finally, Section 6 concludes this paper. 

 

2. PRELIMINARIES 
 
Resolution is a proof system for CNF (Conjunctive Normal Form) formulas with the following 

rule: 

0 1

0 1

( ) ( )

( )

L a L a

L L

  


, 

 

where L0, L1 are disjunctions of literals. The clauses (L0a) and (L1a) are the resolving 

clauses, and (L0L1) is the resolvent. The resolvent of the clauses (a) and (a) is the empty 

clause (). Each application of the resolution rule is called a resolution step. The above resolution 

step is represented as ((L0a)( L1a)) |=( L0L1). A sequence of resolution steps, each one 

uses the result of the previous step or the clauses of the original formula as the resolving clauses 

of the current step, is called a resolution sequence. 
 

Definition 1. (Boolean Satisfiability) Given a CNF formula (V), where V  is the set of 

variables, and a Boolean function F(V): {0,1}n{0,1}, the Boolean satisfiability problem 

consists of identifying a set of assignments Mv to the variables, such that F(Mv)=1, or proving that 
no such assignment exists. 

 

Lemma 1 A CNF formula  is unsatisfiable if and only if there exists a finite sequence of 

resolution steps ending with the empty clause. 
It is well-known that a Boolean formula in CNF is unsatisfiable if it is possible to generate an 

empty clause by resolution sequence from the original clauses. The set of original clauses 

involved in the derivation of the empty clause is referred to as the unsatisfiable subformula. 
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Definition 2 (Unsatisfiable subformula) Given a formula ,   is an unsatisfiable subformula 

for   if and only if   is an unsatisfiable formula and . 

 

Observe that an unsatisfiable subformula can be defined as any subset, which is infeasible, of the 
original formula. Consequently, there may exist many different unsatisfiable subformulas, with 

different number of clauses, for the same problem instance, such that some of these subformulas 

are subsets of others. 

 
Lemma 2. The set of original clauses involved in the derivation of an empty clause is referred to 

as the unsatisfiable subformula. 

 

Definition 3 (Minimal Unsatisfiable Subformula) Given an unsatisfiable subformula  for a 

formula ,  is a minimal unsatisfiable subformula if and only if removing any clause    from 

 implies that  {} is satisfiable. 

 
For Boolean formulas in CNF, an unsatisfiable subformula is minimal if it becomes satisfiable 

whenever any of its clauses is removed. According to the definition, a minimal unsatisfiable 

subformula has two features: one is unsatisfiable, the other is irreducible, in other words, all of its 

proper subsets are satisfiable. 
 

Definition 4 (Minimum Unsatisfiable Subformula) Consider a formula  and the set of all 

unsatisfiable subformulas for : {1, 2, …, n}. Then, k  {1, 2, …, n} is a minimum 

unsatisfiable subformula iff i  {1, 2, …, n }，1  i  n: |k|  |i |. 

 
According to the definition, a minimum unsatisfiable subformula has the smallest cardinality of 

all unsatisfiable subsets of a formula. From the above definition, one may conclude that any 

unsatisfiable formula has at least one minimum unsatisfiable subformula. 

 
We may observed that, the clauses, contained in the intersection of a resolution trace and the 

original formula, belong to some unsatisfiable subformula. From the lemmas, it is concluded that 

a refutation proof contains the explanation of infeasibility of the formula. In other words, the 
causes of unsatisfiability can be derived from the resolution sequence in the sense that removing 

them will correct the infeasibility. Then we illustrate the process of extracting unsatisfiable 

subformulas from a Boolean formula according to Lemma 1 and Lemma 2. For example, a CNF 
formula is 

 

0 1 0 1 0 2 1 2( ) ( ) ( ) ( ) ( )a a a a a a a a                                 (2) 

 
The above formula is refuted by a series of resolution steps ending with the empty clause. Two 

refutation sequences to affirm the infeasibility of the formula  are shown as follows: 

 

0 0 1 1 1
1

1

( ) ( ) ( ) ( )
,

( )

a a a a a

a

     
   

  
                     (3) 

0 0 2 1 1 2 2 2
2

2 2

( ) ( ) ( ) ( ) ( ) ( )
, ,

( ) ( )

a a a a a a a a

a a

        
   

  
                  (4) 

 

From 1, the resolvent (a1) of the first resolution step serves as one of the resolving clauses of 

the second step, and the result of the second resolution step is the empty clause. Similarly, the 

other sequence 2 of resolution steps also arrives at the empty clause. According to Lemma 2, the 
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original clauses included in the proof of infeasibility belong to the unsatisfiable subformula. 
More specifically, two unsatisfiable subformulas respectively corresponding to the refutation 

proofs 1 and 2 are 

 

1 0 0 1 1( ) ( ) ( )a a a a                                                             (5) 

2 0 0 2 1 1 2( ) ( ) ( ) ( )a a a a a a                                            (6) 

 

In summary, this Boolean formula example demonstrates that the resolution-based local search 

algorithm to extract the unsatisfiable subformulas is essentially based on Lemma 1 and Lemma 2. 
 

3. BOOLEAN-BASED FPGA ROUTING ALGORITHM 
 

In electronic design automation fields, one of the motivating applications is a Boolean-based 

FPGA detailed routing formulation on island-style FPGA architecture. The Boolean-based router 
expresses the routing constraints as a Boolean function which is satisfiable if and only if the 

layout is routable. The Boolean-based routers have two unique features: One is simultaneous 

embedding of all nets regardless of net ordering; the other is ability to demonstrate routing 
infeasibility by proving the unsatisfiability of the generated routing constraint Boolean function. 
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Figure 1.  An FPGA routing example 

 

Consider the small FPGA routing problem shown in Figure 1. As depicted in Figure 1, an island-

style FPGA consists of a two-dimensional array of Configurable Logic Blocks (CLB), 
Connection Blocks (C-blk), and Switching Blocks (S-blk). In this figure, there are five nets 

named a through e to be routed over an FPGA fabric that has two tracks numbered 0 and 1 in 

each routing channel. For instance, a net c is modeled by two binary variables c0 and c1 that 
indicate its track assignment: ci = 1 expresses that net C is assigned to track i. With this way of 

encoding, the routing requirements are now formulated as a set of CNF clauses that fall into one 

of two categories: Liveness constraints are to ensure that each net is assigned to at least one 

routing track; Exclusivity constraints are to guarantee that each track is assigned to at most one 
net. 

 

The resulting set of constraints is listed in Table 1 along with four minimal unsatisfiable 
subformulas. There are five liveness constraints, one per net, and twelve exclusivity constraints, 

six for routing channel 1 and six for routing channel 2. The minimal unsatisfiable subformula 1 

and minimal unsatisfiable subformula 2 respectively correspond to routing channels 1 and 2. As a 

means of diagnosing the causes of unroutability, the minimal unsatisfiable subformula 1 
pinpoints the conflicting requirements of trying to route three nets a, b and c in a 2-track channel. 

Similarly, the minimal unsatisfiable subformula 2 indicates the impossibility of three routing nets 

c, d and e in channel 2. Beyond pointing out a routing channel whose capacity is exceeded, these 



Computer Science & Information Technology (CS & IT)                                    77 

minimal unsatisfiable subformulas are able to find a crucial net, namely c, which contributes to 
the unroutability of both channels. This can be located by noting that the c variables occur more 

frequently in these unsatisfiable subformulas than all other variables. This simple example shows 

that the unsatisfiable subformulas might play a very important role in diagnosing and eliminating 

the causes of failure. 
 

Table 1.  The constraints and minimal unsatisfiable subformulas 

 
Constraints and MUSes Expressions in CNF 

Liveness constraints L0=(a0  a1),     L1=(b0  b1),     L2= (c0  c1),  

L3=(d0  d1),     L4=(e0  e1) 

 

Exclusivity 

constraints 

Channel 1 E0=(a0b0), E1=(a0c0), E2=(b0c0),  

E3=(a1c1), E4=(a1c1), E5=(b1c1) 

Channel 2 E6=(c0d0), E7=(c0e0), E8=(d0e0),  

E9=(c1d1), E10=(c1e1), E11=(d1e1) 

Minimal unsatisfiable subformula 1 L0  L1  L2  E0  E1  E2  E3  E4  E5 

Minimal unsatisfiable subformula 2 L2  L3  L4  E6  E7  E8  E9  E10  E11 

Minimal unsatisfiable subformula 3 L0  L1  L2  L3  L4  E0  E4  E5  E6  E7  E11 

Minimal unsatisfiable subformula 4 L0  L1  L2  L3  L4  E1  E2  E3  E8  E9  E10 

 

4. ALGORITHMS OF EXTRACTING UNSATISFIABLE SUBFORMULA 
 

There have been many different contributions to research on unsatisfiable subformulas extraction 

in the last few years, owing to the increasing importance in numerous practical applications. 

Some research works, based on a relationship between maximal satisfiability and minimal 
unsatisfiability, have developed some sound techniques for finding  a minimum unsatisfiable 

subformula [4], or all minimal unsatisfiable subformulas [5]. 

 
CoreTimmer [6] iterates over each internal node that consumes a large number of clauses and 

attempts to prove them without these clauses. In [7], the authors presented the algorithms which 

tracks minimal unsatisfiable subformulas according to the trace of a failed local search run for 
consistency checking. Two new resolution-based algorithms are proposed in [8]. These 

algorithms are used to compute a minimal unsatisfiable subformula or, if time-out encountered, a 

small non-minimal unsatisfiable subformula. Based on these algorithms, seven improvements are 

proposed in [9], and the experiments have shown the reduction of 55% in run time and 73% in 
the size of the resulting subformula. 

 

In [10], the authors also proposed two algorithms, one is to optimize the number of calls to a SAT 
solver, the other is to employ a new technique named recursive model rotation. An improvement 

to model rotation called eager rotation [11] is integrated in resolution-based minimal unsatisfiable 

subformulas algorithm. Belov et al. [12] have proposed some techniques to trim CNF formulas 

using clausal proofs. A new algorithm [13] is to exploit the minimal unsatisfiable subformulas 
(mus) and minimal correction sets connection in order to compute a single mus and to 

incrementally compute all muses. An algorithm [14] is proposed to improve over previous 

methods for finding multiple muses by computing its muses incrementally. The authors [15] 
aimed to explore the parallelization of partial MUS enumeration. The evaluation results show that 

the full parallelization of the entire enumeration algorithm scales well. 

 
A technique [16] implements a model rotation paradigm that allows the set of minimal correction 

subsets to be computed in a heuristically efficient way. The authors [17] proposed a new 

algorithm for extracting minimal unsatisfiable subformulas and correction sets simultaneously. 

Liu et al. [18] introduced an algorithm for extracting all MUSes for formulas in the field of 
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propositional logic and the function-free and equality-free fragment of first-order logic. Luo et al. 
[19] proposed a method for accelerating the enumeration of MUSes based on inconsistency graph 

partitioning. A novel algorithm [20] is presented for computing the union of the clauses included 

in some MUSes, by developing a refined recursive enumeration of MUSes based on powerful 

pruning techniques. 
 

Bendik et al. [21] firstly approximated MUS counting procedure called AMUSIC, combining the 

technique of universal hashing with advances in QBF solvers along with a novel usage of union 
and intersection of MUSes to achieve runtime efficiency. They proposed a novel maximal 

satisfiable subsets enumeration algorithm called RIME [22]. The experimental results showed 

that RIME is several times faster than existing tools. In [23], they focused on the enumeration of 
MUSes, and introduced a domain agnostic tool called MUST. This tool outperforms other 

existing domain agnostic tools and is even competitive to fully domain specific solutions. 

 

In recent years, the complete methods have made great progress in solving many real life 
problems including Boolean satisfiability, but they usually cannot scale well owing to the 

extreme size of the search space. One way to solve the combinatorial explosion problem is to 

sacrifice completeness, thus some of the best known methods using this incomplete strategy are 
local search algorithms. In general, the local search strategy starts from an initial solution, which 

may be randomly or heuristically generated. Then the search moves to a better neighbor 

according to the objective function, and terminates if the goal is achieved or no better solution 
can be found. Local search methods are underlying some of the best-performing algorithms for 

certain types of problem instances, both from an empirical as well as from a theoretical point of 

view. Consequently, this stochastic strategy is adopted to tackle the problem of finding 

unsatisfiable subformulas, and in general it has better performance than DPLL-based complete 
algorithms, especially on 2-SAT and 3-SAT problem instances. According to the rules described 

in Section 3, the FPGA detailed routing problem can be translated to the Boolean formulas with a 

number of 2-literal and 3-literal clauses. Therefore, we integrated a resolution-based local search 
algorithm [3] into the Boolean-based FPGA detailed routing method. The local search algorithm 

to extract the unsatisfiable subformulas from the Boolean formulas is based on the Lemma 1 and 

Lemma 2 introduced in Section 2. 

 

5. EXPERIMENTAL RESULTS AND ANALYSIS 
 

To experimentally evaluate the efficiency between two algorithms of computing unsatisfiable 

subformulas on FPGA routing, we have selected a suit of typical paradigm of the Boolean-based 
FPGA routing problem. As described above, the FPGA routing benchmark suite is derived from 

the problem of Boolean-based FPGA detailed routing formulation on island-style FPGA 

architecture, which is one of the typical applications for unsatisfiable subformulas. The Boolean-

based router expresses the routing constraints as a CNF formula which is unsatisfiable if and only 
if the layout is unroutable. The benchmark includes 10 instances. We have compared the 

resolution-based local search algorithm with the branch-and-bound algorithm, which is the fastest 

tool to compute an exactly minimum unsatisfiable subformula. The experiments were conducted 
on a 2.5 GHz Athlon*2 machine having 2 GB memory and running the Linux operating system. 

The limit time was 1800 seconds. 

 
The experimental results of the branch-and-bound algorithm and the resolution-based local search 

algorithm on the 10 formulas of FPGA routing problem are listed in Table 2. Table 2 shows the 

number of variables (vars) and the number of clauses (clas) for each Boolean formula. The fourth 

column gives the total number of minimal unsatisfiable subformulas contained in every formula 
(MUSes). For generating all minimal unsatisfiable subsets we use the CAMUS algorithm [5]. 

However there are five instances which run out of time, and we mark them with time out in the 
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table. Table 2 also provides the runtime in seconds (BaBA time) of branch-and-bound algorithm, 
and the number of clauses (BaBA size) in the derived minimum unsatisfiable subformula. The 

next three columns present the runtime of the resolution-based local search algorithm in seconds 

(RbLSA time), and the memory consumption in MB (RbLSA mem), and the size of the 

unsatisfiable subformula (RbLSA size). The last column shows the percentage of clauses in the 
unsatisfiable subformula occupying the original formula (Per %). 

 
Table 2.  Experimental results on FPGA routing benchmark 

 
Benchmarks vars clas MUSes 

No. 

BaBA RbLSA Per 
(%) time size time mem size 

fpga_routing1 10 17 4 <0.001 9 <0.001 0.12 9 52.9 

fpga_routing2 14 25 11 0.02 9 <0.001 0.29 9 36.0 

fpga_routing3 18 33 26 0.18 9 0.08 0.63 9 27.3 

fpga_routing4 22 41 57 2.63 9 1.2 1.15 9 21.9 

fpga_routing5 26 49 120 62.7 9 27.6 3.25 9 18.4 

fpga_routing6 30 57 time out time out 182.5 10.6 9 15.8 

fpga_routing7 34 65 time out time out 358.0 17.5 9 13.8 

fpga_routing8 38 73 time out time out 617.0 23.4 9 12.3 

fpga_routing9 42 81 time out time out 1040.1 28.0 9 11.1 

fpga_routing10 46 89 time out time out 1690.0 36.5 9 10.1 

 

From Table 2, we may observe the following. The resolution-based local search algorithm 
outperform the branch-and-bound algorithm for all of 10 formulas. For the instances of 

fpga_routing6 through fpga_routing10, the branch-and-bound algorithm failed to extract the 

unsatisfiable subformula within the timeout, but the resolution-based local search algorithm 
succeeded in obtaining it. Moreover, the local search algorithms find the minimum unsatisfiable 

subformula for each formula of the FPGA routing benchmark suite. 

 

Therefore, the following conclusion can be reached that the runtime of resolution-based local 
search algorithm strongly exceeds the branch-and-bound algorithm, although the local search 

algorithm cannot guarantee obtaining the exact minimum unsatisfiable subformulas. The causes 

include three aspects: The first is that the function of deriving unsatisfiable subformula is coupled 
tightly with the satisfiability checking procedure of the formula. While the resolution is 

proceeding, the refutation is recorded, and the parsing tree is constructed simultaneously, then the 

unsatisfiable subformula is computed very efficiently. The second reason is that the decision of 

satisfiability is implemented simply and performs many more moves per second. The third cause 
is there are many powerful heuristics in the local search algorithm, especially for unit clauses and 

binary clauses. The formulas translated by the Boolean-based FPGA routing problem contain 

many 2-literal clauses. 
 

From the last column of Table 2, we may observe the following. For 10 formulas, the percentage 

of clauses in the unsatisfiable subformulas is quite small, in most cases from 10% to 30%. In 
general, the unsatisfiable subformulas can provide more succinct explanations of infeasibility, 

and is very valuable for a variety of practical applications. In the automatic routing tool of FPGA 

chips, the unsatisfiable subformulas can help the tool to quickly diagnose the root causes of 

unroutability problem, and eliminate the fail nets, and then finish the FPGA routing process much 
more efficiently. 
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6. CONCLUSIONS 
 
An unsatisfiable subformula generally provides the most accurate explanation of infeasibility and 

is valuable for FPGA routing application. The automatic routing process of FPGA devices is very 

difficult and time-consuming. Therefore, two algorithms of deriving unsatisfiable subformulas, 

respectively called the resolution-based local search algorithm and the branch-and-bound 
algorithm, are employed to accelerate the FPGA routing tool. The standard FPGA routing 

problem instances are adopted as the benchmark. The results show that the resolution-based local 

search algorithm outperforms the branch-and-bound algorithm on runtime. We have also 
analyzed that the unsatisfiable subformulas play a very important role in automatic routing tool of 

FPGA chips. 
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ABSTRACT 
 
The impact of the recent exponential increase in complexity of digital VLSI circuits has heavily 

affected verification methodologies. Many advances toward verification and debugging 

techniques of digital VLSI circuits have relied on Computer Aided Design (CAD). Existing 

techniques are highly dependent on specialized test patterns with specific numbers increased by 

the rising complexity of VLSI circuits. A second problem arises in the form of large sizes of 
injecting circuits for correction and large number of SAT solver calls with a negative impact on 

the resultant running time. Three goals arise: first, diminishing dependence on a given test 

pattern by incrementally generating compact test patterns corresponding to design errors 

during the rectification process. Second, to reduce the size of in-circuit mutation circuit for 

error-fixing process. Finally, distribution of test patterns can be performed in parallel with a 

positive impact on digital VLSI circuits with large numbers of inputs and outputs. The 

experimental results illustrate that the proposed incremental correction algorithm can fix design 

bugs of type gate replacements in several digital VLSI circuits from ISCAS'85 with high speed 

and full accuracy. The speed of proposed Auto-correction mechanism outperforms the latest 

existing methods around 4.8x using ISCAS'85 benchmarks. The parallel distribution of test 

patterns on digital VLSI circuits during generating new compact test patterns achieves speed 

around 1.2x compared to latest methods. 

 

KEYWORDS 
 
Auto-correction, ATPG, Fault detection, Verification.  

  

1. INTRODUCTION 
 

Recently, integrated circuits (ICs) known as microchips have become omnipresent in all aspects 
of our lives from automobiles to smartphones. Their impact on our lives has gradually evolved to 

be the most crucial chips as they are considered the heart of modern computing devices. These 

compact ICs contain billions of transistors which perform billions of computations compared 
with vacuum tubes or single transistor preceded them. Therefore, the complexity of ICs design 

flow has increased over the last three decades with a highly increasing list of requirements in 

terms of functional, power, performance and physical size. Therefore, the IC design is not a push-
button process. Instead, it is a highly complicated task as it needs a full understanding of the IC 

restrictions, specifications and all the required EDA tools. Several procedures should be 

considered in the IC design flow which are highly error-prone as many translations should be 

performed on various levels of IC representations (e.g. RTL description and gate-level netlist). 
Therefore, the uselessness rate of silicon slabs has been increased by increasing the number of 

undetected errors that might propagate from the RTL description to the fabricated chip. Hence, 
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several recent contributions of developing verification and testing methodologies have been 
emerged to avoid the consumed cost and time for achieving the desired design with its required 

specifications. And by the time, the procedure of verifying, testing, debugging and correcting 

digital circuits have been contributing up to 70% of the entire time for designing the aspired IC 

[1]. On top of that, the functional verification has become the most significant issue of the IC 
design as the fact proved in [2] that the main reason for unsuccessful Application Specific 

Integrated Circuits (ASIC), around 60% of them, is the existence of undetected functional errors 

(Not because of high power consumptions and timing issues). Consequently, up to 46% of the 
whole time of IC design is consumed in the functional verification step [3]. Therefore, three main 

processes are implemented following each conversion from high level to more detailed level of 

abstraction in the pre-silicon design, termed Verification, Debugging and Correction. These 
processes are defined as follows:  

 

Definition 1: the process of searching for inconsistencies between two levels of circuit 

abstraction in the pre-silicon design is called "Verification". 
 

Definition 2: In case of functional inconsistencies intended for diagnosing and detecting 

potential bug locations in an erroneous circuit is called "Debugging". Therefore, it is also often 
termed Bug Localization. 

 

Definition 3: the phase responsible for modifying components causing errors discovered by 
debuggers is known as "Correction", so it can rectify the desired circuit to behave in its intended 

manner. The output of this phase is the correct design that can match the desired specification 

(the previous abstraction). 

 
By increasing the design size, the uselessness rate of silicon slabs has been grown by increasing 

the number of undetected errors that might propagate from the RTL description to the fabricated 

chip. In addition, the proportion of losing time and increasing the non-recurring engineering 
(NRE) cost is gradually extended by taking the blind assuming of "synthesis tools make no 

mistakes". Therefore, several recent contributions of developing verification/testing, debugging 

and correction methodologies have been emerged to avoid the cost and time consumed during 

achieving the desired design that should be matched with the behavioral specifications. And by 
the time, the procedures of verifying/testing, debugging and correcting digital circuits have been 

contributing up to 70% of the entire time for designing the aspired IC [1]. As the growth of the 

complexity of digital integrated circuits and reduced time-to-market budget, debugging 
mechanisms with auto-correction in a digital design flow have become more and more 

challenging task, contributing on average 60% of the verification process in case of observing 

some failures in a given design. Although, many contributions have been devoted on the 
verification and debugging steps, few efforts have been dedicated on fixing the detected errors 

which are left to the creativities of the designers to manually correct them. Also, studies report 

that the main reasons for failures existed in a large portion of first tap-out are simply functional 

errors which could escape from the earlier correction step  [1]. So, the correction procedure is 
considered the expensive and complicated task because other phases of IC design directly depend 

on "how efficiently the correction procedure works". In this paper, we focus on improving the 

process of auto-correction using partial test patterns in the gate-level representation as it is a core 
factor of reducing the ad-hoc manual effort, time and possibilities of undetected bugs in the 

manufactured chip. 

 
 Gate-level auto-correction problem has been addressed by many researches proposing different 

algorithms for auto-debugging and/or suggesting the possible modification for achieving the 

correct design. Also, most of error correction techniques are focused on gate-level netlist because 

it can give the designers different reasons of occurring bugs such as incorrect individual 
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connection wires or incorrect individual gate types that can NOT be provided in a higher level of 
abstraction.  The conceivable idea of fixing errors by re-synthesis is not an efficient way for most 

of today's digital circuits as errors can be caused by the synthesis tool itself. Also, some physical 

optimization that should be previously performed might Not be validated. 

 
In this paper, we proposed a new efficient automatic correction (ACM-CTV) method using 

partial test patterns to generate both a corrected digital circuit and compact test patterns by the 

following advantages: 
 

1- The injecting circuit is reduced to be 3-to-1 multiplexers instead of 6-to-1 multiplexers as 

it used in [4]. 
2- One of two solutions that are generated in every iteration is exploited to reduce the search 

space (Find_OneSol Algorithm). 

3- Parallel distribution of test patterns (GPU_UC procedure) is performed that can give a 

high performance in case of large number of inputs and outputs of faulty digital circuit.  
 

2. RELATED WORK 
  
Recently, many extensive problems in digital very-large-scale-integration problems can be 
addressed within a Boolean satisfiability framework as it offers various solutions. In [5-7], the 

main idea is mapping the diagnosis problem to SAT problem in a compatible form (as CNF) to be 

solved using SAT solvers. These SAT-based methods outperform the traditional methods as it is 
implemented with high performance. 

 

In [8], the bug localization problem is addressed by replacing every possibly buggy gate with 2-
to-1 multiplexers, then converting to a conjunction normal form (CNF) formula. After that, a new 

constraint is added to the CNF instance to represent the initial test patterns and passing all the 

final formula to SAT solver to return a satisfiability model of CNF instance that can detect the 

exact locations.  
 

Authors in [6] have proposed a debugging method of gate-level circuits using partial maximum 

satisfiability (MAX-SAT) for detecting spatial and temporal bug locations.  
 

In [9], authors proposed a bug localization of gate-level circuits using level Quantified Boolean 

Formula (QBF) that is equivalent process to repetitive calls of normal SAT solvers. All the 

previous methods attempt to exactly detect logic bugs in order to finally rectify the digital circuit 
to satisfy specifications. 

 

On the other hand, the auto-correction methods have been addressed using both the bug locations 
and test patterns for the corresponding logic bugs. In [10], a mutation-based correction 

mechanism is proposed by adding 6-to-1 multiplexers into the place of every potential bug to 

quickly check all possible gates instead of the faulty one. In [11], the rectification process is 
employed by injecting 3-to-1 multiplexers instead of 6-1 multiplexers in order to reduce the CNF 

instance passed to SAT engine for shrinking the search space. The previous two methods are 

based on knowing exact bug locations and test patterns of the correct digital circuit in order to 

automatically correct circuits. In [12], a new correction method is proposed based on [10] in 
order to incrementally correcting a given circuit by generating new test patterns. The generation 

of compact test patterns is performed by finding two different solutions in every iteration, so it 

can guarantee that the returned rectified circuit is completely corrected for all test patterns.  
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In [4], authors improved the previous automatic correction method by exploiting the two 
solutions generated in every iteration not only in finding a new test pattern but also, in shrinking 

the search space for the next iterations. Therefore, the proposed rectification (ACM-CTV) 

mechanism exploit advantages of methods proposed in [4, 11] in order to reducing search space 

and running time for correction.  
 

3. BACKGROUND 
 

3.1.  Design Errors 
 

A component among a design implementation such as RTL or gate-level representation or 

behavioural specifications such as testbench and assertions that produces functional 
inconsistencies between the two representation is known as an error or a bug. Therefore, failures 

(defined in Definition 4) can be occurred in design implementation or behavioral specification as 

a result of bugs or errors. There are different categories of bugs or errors that can be found in 
digital VLSI circuits but they can be divided into three main types: design errors, verification 

errors and manufacturing errors. Design errors also can be divided into: functional errors and 

electrical errors or circuit bugs. Functional errors are the functional inconsistences (or functional 

mismatches) in a design implementation as a result of incorrect wire connections or functional 
misbehavior of some gate elements. The main reason of occurring design errors is usually a 

designer interference during a synthesis phase in order to reach to a specific level of a system 

optimization. On the other hand, any bugs occurred in a behavioral specification is known as 
verification errors. 

 

Definition 4: If the same primary input stimulus is applied to observe IC design with the same 
initial condition and at one or more observation points, there is an inconsistency between a design 

implementation (RTL abstraction) and its specification, it can be called as a failure. 

 

 
 

Figure. 1. Main Types of Errors or Bugs. 

 

3.2. Bug Localization and Auto-Correction processes 
 
In Bug localization process, counterexamples generated in logic verification phase are exploited 

to quickly detect potential locations of observed bugs. The efficient mechanism is identifying 

fault candidates by adding extra logic to faulty circuit and converting to a suitable formula to be 

handled by recent SAT solvers. Therefore, most debuggers take test patterns (logic assignments 
of inputs and their expected output of circuits) and buggy digital circuit then passed to four main 

stages as shown in figure 2 to finally detect fault candidates. The CNF formula [13, 14]  of the 
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complete design can be easily refined and replicated to every test pattern and every time frame 
then passing to SAT solver to find error suspects 

 

 
 

Figure 2. Main Steps of SAT-based Debugging Approach 

 

In [15], a diagnosis technique is proposed to find potential bug locations using minimal 

correction subsets of UNSAT formula represented a faulty circuit. Also, the reasons of errors can 
be generated as a minimal unsatisfiable formulas (MUS) which can give designers which clauses 

combined together and produce the logic fault.      

 

In most SAT-based auto-correction routines, the faulty circuit is automatically modified in order 
to be satisfy the given test pattern. Therefore, the accuracy and number of test patterns give to 

rectification algorithm have a high impact on the performance and accuracy of the rectified 

circuit. Therefore, the algorithms of auto-correction are classified into two main categories. 
Figure 3 demonstrates the main differences between those two categories. The first group of 

approaches as shown in figure (3.a) [16] focuses on the accuracy of corrected circuit by 

combining the debugger and correction algorithms together in order to achieve the equivalence 
between the actual circuit and the golden test patterns (as a black box of specification). Some 

techniques can be utilized to improve these error-fixing categories by abstracting and refining 

processes [17]  for reducing the repetitive checking process. But these methods are not practical 

in a large-sized digital circuit as it has high consumed time and low resolution. 
 

 The second category is shown in figure 3.b. In this mechanism, the repetitive calling of logic 

debuggers and verifiers can be dispensed by fixing upon reduced counterexamples and using the 
original gate-level circuits [18]. Therefore, the performance of these techniques for rectifying 

design errors is improved but the accuracy is dependent on how many test patterns utilized. 

 

 
                                                       

a. First Mechanism 
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b. Second Mechanism 

 
Figure 3. Categories of Debugging and Correction strategies. 

 

4. THE PROPOSED RECTIFICATION ALGORITHM 
 
In this section, the proposed automatic correction algorithm with generating compact test patterns 

(ACM-CTV) is described in more details. 

 
Algorithm 1 illustrates the pseudo code of the proposed algorithm for generating both the Correct 

Circuit (CC) and Compact Test Vectors (CTV). The main inputs of this algorithm are: 

 

1- Buggy circuit. 
2- Buggy location. 

3- Specification of the expected correct circuit. 

4- Initial Test pattern (always one test pattern) 
 

First of all, the Boolean values of inputs and outputs of buggy component should be defined. So, 

if it's one of the circuit's inputs and outputs, there is no need to call SAT solver. Otherwise, the 
buggy circuit with the initial test pattern are passed to SAT solver in CNF form in order to detect 

the Boolean values of inputs and outputs of the faulty location. Defining these assignments have 

a great impact on reducing the size of search space for generating the correct circuit and the 

compact TV. This process performed in lines 1-9 at Algorithm 1. Next, If the faulty gates have 
one input so the faulty circuit is enriched by 2-1 MUX. Otherwise, the faulty circuit is injected 

with 3-1 MUX. The inputs of 3-1 MUX are determined according to the detected Boolean values 

of inputs and output of faulty gate. These steps for generating CNF formula of MUX is 
performed in lines 10-16. After that lines 17-38, the steps for expecting the correct circuit with 

compact Tv are performed using the enriched circuit and the initial Tv. This process is a loop of 

generating two possible solutions (sol1, sol2), mitering between them, generating a new TV, 

pushing it into compact TV and retaining the possible correct solution as sol1 between two 
solutions for the next iteration. The loop stops when there is no second solution. Therefore, the 

sol1 is the correct component and the generated TV is the compact TV. 
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Algorithm 2 illustrates the pseudo code of the procedure of  This main goal of 

this process is to detect a probable second corrected circuit that can satisfy the generated compact 

test patterns and can be another solution than sol1. This process can be performed by duplicating 

the enriched circuit according to the current number  of compact test patterns then adding 

new constraints for: 

 

1- representing compact test patterns 
2- blocking solution 1. 

 

Therefore, the final CNF instance can be a combination of duplicated circuits 
 

Algorithm 1: Pseudo code of Proposed ACM-CTV Method  

Input: ECA_CTV ( ):  

Output:  

1.   

2.    

3.    

4. if  then 

5.      

6. else  

7.      

8.        

9. end-if 

10. if  then        // NOT, BUFF or DFF gates 

11.       

12. else  

13.              

14.      

15.      

16. end-if 

17.  

18.  

19. do 

20.      if   then 

21.              

22.      else 

23.              

24.      end-if 

25.       

26.      if ( ) then 

27.              

28.             if (  then    // cir1 is not compatible with  

29.                   (  

30.             end-if 

31.      else  

32.              

33.      end-if 

34.       

35. while ( ) 

36. end-do-while 

37.  

38.  
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 , blocked clause  and unit clauses for  as shown in 

equation 1, where :  

 
 

After creating equation 1, the solver is called by this instance to find a second solution (Sol2), the 
assigned values of MUX' selectors that can be used to produce cir2 which is used to find a new 

test pattern if it exists (line 25 in algorithm 1).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Algorithm 3 illustrates the pseudo code of  method that is used to generate new 
compact test pattern during searching for the correct circuit. This procedure has three main 

inputs: 

 

1- Specification of the expected correct circuit. 
2- The probable first circuit. 

3- The probable second circuit. 

 
This procedure is dependent on finding the Boolean values of inputs that can represent a 

difference between outputs of cir1 and cir2. For finding these values, a CNF instance represented 

a miter circuit between cir1 and cir2 is performed using  (line 2). The miter 
circuit is nothing but XORs between the outputs of the circuit and OR between all XORs. After 

that, a new constraint is added to  in order to reduce the search space that make the 

output of miter circuit as 1 (line 3). After that, this instance is passed to SAT solver. If the CNF 
formula is satisfied, the model returned from solver can be used to find the assigned values of 

inputs (line 6). Then, the expected correct output  corresponding to   is 

generated using specification which can be combined with   (line 7) in one CNF formula and 

passed to SAT solver (line 8). Otherwise ( ), there is no new test pattern .  This 

means that Sol2 is a spurious solution (line 31-33 in algorithm1) that should be blocked in the 
enriched circuit before going to the next iteration in algorithm 1.  
  

Algorithm 2: Find_OneSol Method  

Input:  ( ):  

Output:  

1.  

2. for do 

3.     

4.     
5. end-for 
6. if ( ) then 

7.        
8. end-if 

9.  
10. if then 

11.  
12. end-if 

13.  

14.  
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5. PERFORMANCE EVALUATION 
 

In this section, a comparison between our proposed ACM-CTV algorithm with serial and parallel 

distribution and the previous proposed algorithm in [4] in terms of running time is proposed in 
table 1. The implementation is performed using ISCAS'85 benchmark [19] of SAT CNF 

instances (6 combinational circuits). Two algorithms were implemented in C++ and executed on 

Intel core i7-4510U working at 2.6 GHz with 8 GB system memory. As it proposed in compared 
algorithm in [4], every bug has been injected randomly in the Verilog module of a given circuit 

as a logic design error. Also, the SAT instance of every faulty digital circuit of ISCAS'85 is 

generated using a serial version of SAT encoder proposed in [13]. Also, the solving process is 
performed using Parallel CUD@SAT DPLL engine in two algorithms. Parallel subroutines are 

implemented in CUDA C and executed on NIVIDIA Geforce. 

 

Table 1 illustrates the consumed time in seconds of previous correction process proposed in [4] 
and the proposed ACM-CTV correction algorithm. After analysis, the proposed ACM-CTV 

algorithm can rectify faulty digital circuit with full accuracy by generating compact test patterns 

during correction process in order to guarantee that there is no new test pattern can prove 
inconsistence. The proposed correction algorithm for single design errors in digital VLSI circuits 

delivers about 4.8x average speed compared to the latest existed correction method proposed in 

[4]. Also, the parallel version of test pattern distribution has a good benefit in case of using digital 

circuit with large ports as c432. Therefore, the maximum speed of parallel distribution of test 
patterns are 1.2x comparing to serial distribution proposed in [4]. 

 
Table 1. Comparison between running time (s) of previous Correction algorithm  

and proposed ACM-CTV algorithm. 

 Method: Algorithm 3 

Input:   ( ):  

Output:  

1.  

2.  

3.  
4.  
5. if  then 

6.       
7.       

8.       

9.        

10.        
11. end-if 

12.  

 

CNF 

Type 

 

 

#gates 

 

 

#Inputs 

 

 

 

#outputs 

 

Time (s) of 

Correction 

Algorithm in 

[4] 

 

Time(ms) of 

proposed 

ACM-CTV 

with serial 

dis. 

 

Time (ms) of 

proposed 

ACM-CTV 

with parallel 

dis. 

C17 6 5 2 0.420 0.018 0.469 

C432 160 36 7 3.127 1.668 1.529 

C499 202 41 32 3.195 2.654 3.038 

C880 383 60 26 5.931 5.953 5.537 

C1908 880 33 25 17.683 15.698 15.843 

C3540 1699 50 22 40.389 31.356 34.445 
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6. CONCLUSIONS 
 
In this paper, we propose an incremental auto-correction algorithm with generating compact test 

patterns. The main advantages of the proposed ACM-CTV algorithm are avoiding the 

dependency of the given test patterns by incrementally generating compact patterns and reducing 

the search space by injecting small size of in-circuit mutation (MUX 3x1 instead of MUX 6x1). 
By combining two enhanced methods, the proposed algorithm significantly outperforms the 

previous algorithm in [4] in terms of run time, delivering 4.8x average speed. Also, it shrinks the 

search space using small size of injected circuit and one test pattern in case of single faults. 
Therefore, the shrinking rate of search space is 6x compared to previous methods in [4, 11].  
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ABSTRACT 
 
This paper discloses in synthesis a super-computation computer architecture (CA) model, 

presently a provisional Patent Application at INPI (nº 116408). The outline is focused on a 

method to perform computation at or near the speed of light, resorting to an inversion of the 

Princeton CA. It expands from isomorphic binary/RGB (typical) digital “images”, in a network 

of (UTM)s over Turing-machines (M)s. From the binary/RGB code, an arithmetic theory of 

(typical) digital images permits fully synchronous/orthogonal calculus in parallelism, 

wherefrom an exponential surplus is achieved. One such architecture depends on any “cell”-

like exponential-prone basis such as the “pixel”, or rather the RGB “octet-byte”, limited as it 

may be, once it is congruent with any wave-particle duality principle in observable objects 

under the electromagnetic spectrum and reprogrammable designed. Well-ordered instructions 

in binary/RGB modules are, further, programming composed to alter the structure of the 
Internet, in virtual/virtuous eternal recursion/recurrence, under man-machine/machine-machine 

communication ontology.  

 

KEYWORDS 
 
U-Mentalism, Super-computation, Computer Architecture, Cybernetics, Programming 

Languages Design. 

 

1. INTRODUCTION 
 

This document is intended to serve as white paper to describe in the most possible composed 

details and in anticipation the technology of U-Mentalism. As referred beforehand “U-Mentalism 
is a philosophical and programming idea that proposes a singular (one only and individual, 

intensional) and universal (all and wholly comprehensive, extensional) programming language 

which is, simultaneously, an inverted scheme of all the established computer architectures 

(…)”[1], with this meaning a common ever-evolving Assembly Programming Language, giving 
rise to a semantic explosion of programming languages, all throughout what can be described as 

an inversion of the so called von Neumann or Princeton CA in network cybernetic fashion. 

Protected as it may be by a provisional Patent Application at INPI (Portuguese Institute of 
Industrial Property) (nº 116408), a fairly elaborated disclosure can be eloquent enough as to 

describe its most basic settings. Although fundamentally expanded in technical computational 

terms, it should always be attained that one such implementational, informatic and informational 

method [U-Mentalism and the “C” approach in computation] is inextricable from a metaphysical 
naturalistic method [U-Mentalism and the “O” approach in ontology]. In addition to this, it is also 

to remember that the shades of relativistic and possibly technical contentious matter are all 

related to the perdurable problem of the context and contingent matter of technology’s state-of-
the-art, yet never to the very core of the new utility general-purpose application or, better said, 

the invention’s original idea. Lastly, it is worth mentioning that the technical drawing of the CA 

herein disposed can also be found in the following divulging website: www.u-mentalism.com . 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N15.html
https://doi.org/10.5121/csit.2020.101509
http://www.u-mentalism.com/
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2.1. The imagetic frame of reference of U-Mentalism in relation to the 

“O(ntological)” and “C(omputational)” approaches 
 
We shall begin by stating that the “C” method is to be performed by UTM(s) with controlled, 

orthogonal and synchronous, camera-like digital images RGB sensing/processing and computing 

binary isomorphic processors, thus with (typical) digital images “scanner” (impression) and 

“printer” (emission) abilities. Universal Turing Machines are described in .6 “The universal 
computing machine” of Alan Turing´s 1936 seminal paper On Computable Numbers, with an 

Application to the Entscheidungsproblem [2]. In this paragraph the machine U is supplied with a 

tape where is ahead written the S. D. (standard description)for any other machine M. In such 

manner, U will compute exactly the same sequence as the machine M. The novelty herein in U-

Mentalism is that the U-machine or UTM(s) are camera image sensing (impression) and 

processing (emission) RGB/binary isomorphic processing computers with likewise symbols and 

m-configurations, and because UTM(s) are also M(s), every UTM is also able to compute any 

other UTM(s)’ computable sequence, and in such a way that any such computable sequence in a 
network of information, or the Internet, is equally likely to be computed. In UTM(s) the graphical 

camera display is the forefront processor, and RGB, although synchronous to the binary code, is 

the primeval symbolic feedback, in exact opposition to classical computation in M(s), wherein 
control and communication is wholly set on the binary code. 

 

Now, in U-Mentalism under the “O” approach, what is relevant is the constitution of the 

physicalist most differentiated quanta of spacetime and observables, each of which to bear all 
possible viewpoint “images” for every possible and most differentiated quanta of spacetime and 

observables, wherein the latter observables are themselves included, as well as every all other, 

thus conceivably measured, in every possible viewpoint “images” in spacetime, infinitely and 
recursively. All in all, one such cogitation is produced by a pure imagetic frame of reference 

ofspacetime with bijective transformations of the state spacetime common to the different 

observers, and wherein the proper metric/imagetic/recursive and observable state spacetime is the 

observational reference frame of spacetime itself. All in all, in an analogy argument it goes as if 
spacetime, not affected by the indeterminacy principle (Heisenberg) and in full entanglement, 

could infinitely observe itself with the frame of reference being any constituted chosen metric 

and noematic image. If, for example, we could, non-contradictorily, in inter-noumenal or inter-
monadic fashion, observe every viewpoint of every photon for the most differentiated quanta of 

spacetime observables, recursively in a standard description (S.D.) frame of reference of imagetic 

nature, herein presumed the pure imagetic viewpoint of photons, we are more inclined to 
understand not only the observables incompleteness (roughly expanding Gödel´s theorems from 

logic to “O”) and undefinability (roughly expanding Tarski´s theorem from logic to “O”), but 

also, more conveniently, the consistent and effective passible intermediate states if the set of 

boundaries or limits are much less forceful. One such case is, most definitely, the“(typical) digital 
image”, a conveniently neutral physicalist viewpoint, further permitting the classes of computable 

expressions and functions, such as the binary code at its core, to be mapped onto images, as 

expressions of the RGB codomain. We choose the S.D. frame of reference to be, according to the 
state-of-the-art technology, the 8K (≈8000 Pixels) 60 Frames per Second (FPS), 24 bits in depth 

images, choosing pixels-per-inch (PPI) as the standard resolution pattern, in which case we are 

exhibiting a basic setting for U-Mentalism under the “C” approach. In this wise, although far 
away from the philosophical crux of U-Mentalism “O” - “every possible image in every possible 

spacetime composed in every possible mind and n-dimensionally by perceived photons of light” 

[1] -we are resolutely bridging the chiasm by means of the presentation of a simple object, i.e., an 

U. 
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2.2. U-Mentalism as a method of (typical) digital images non-standard positional 

numeration base with isomorphic many-bijective modules recursive powers 
 
Considering the general analogy between the “byte” and the “pixel”, with 28 (0-255) (256 

tonal/chromatic values per each byte in the pixel with 3 pixels), it is known that a single RGB 

pixel holds, according to the formula 2(8x3), i.e., 16.777.216 tonal values or colours, which is 

basically the same number of bytes overall combination. This value corresponds to 224 in prime 
factorization, which is a measure very appurtenant due to the imperative of cryptography in the 

system. The provisory value of the pixel (224 colour/bytes combinations) is now our minimal 

symbolic unit, in correlation with the standard binary code, also an (observable noematic) 
wavelength impression. Now, the density of the pixel equation in agreement with the number of 

total pixels provides the image resolution in PPI=
𝑑𝑝

𝑑𝑖
[diagonal resolution in pixels=(𝑑𝑝);diagonal 

size in inches = (𝑑𝑖])]after the diagonal pixel resolution found through the use of the Pythagorean 

theorem: 
 

𝑑𝑝 = √𝑤𝑝
2 + ℎ𝑝

2 

 

[diagonal resolution in pixels =(𝑑𝑝); width resolution in pixels =(𝑤𝑝);height resolution in 

pixels=(ℎ𝑝)]. Needless to say, we are envisaging any possible variations of measures in the 

overall structural and functional method.  

 
Also relevant, both physically and symbolically, is the fact that the system in UTM(s) has 

invariance by synchronicity in all positively-defined and non-accelerating frames of reference 

(herein “Frames Per Second” = FPS) of the “(typical) digital image” in the system, and likewise 
the speed of light in the vacuum is the invariant non plus ultra limit of the technology. Therefore, 

under one such assertion, an 8K Ultra Full HD (7680*4320) has 33.177.600 pixels disposed (in a 

16:9 ratio, i.e., 24: 32 in prime factorization). In other terms, this means that each 8K RGB digital 
colour (FPS) image has 796.262.400 bits, or 99.532.800 bytes. 

 

As we are referring to an RGB/binary synthesis within an isomorphic and bijective model, we are 

most surely asserting a presumed less-to-the-furthest well-ordering recollection of typical digital 
images, arriving either by general image sensing or general image processing to the UTM(s), 

from a pool of very different kinds of typical digital images most generally found on the Internet: 

photos, URL(s) and Web pages, all Turing-machine Frames (FPS) including e-mails and instant 
messaging, kernel and system logs, OS environment FPS “films”, digital TV FPS “films”, and 

every other sort of Turing-machines graphical interface FPS like outdoors and consoles, ATM(s) 

and GPS(s), CCTV, camera drones, mobiles and tablets, ubiquitous computing things, etc.  

 
Before anything else, the well-ordering of the RGB/binary graphical/digital coeval isomorphic 

code should be preliminarily understood. Accordingly, below is shown a table of partial well-

ordering (16; 0-15) in a positional numeration base, with inherent many-bijective modules 

recursive powers. The table is the correspondent to 
256

16
 bytes or colours, i.e., 

1

16
 of the whole 

symbolic power of one pixel only under the standard description of the 8K model which holds 

33.177.600 pixels. It is to be noticed in the table below that the symbolic manipulation under this 

pixelized part is, hence, only affecting the Blue Byte (in truth, rounded off to even numbers, 

roughly only 
7680∗3 

16
 i.e.,  

1

1440
 bytes parts of the total in one width or horizontal pixelized line with 

7680 pixels, in turn intersected with 4320 pixels in height or vertical lines, in a 16:9 ratio, which 

sums up a total for each FPS, or “(typical) digital image”, of≈33.000.000 pixels and, therefore, of 

≈99.000.000 bytes. 
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This is so due to the patterns of the RGB code industry convention, wherein WHITE is 

255*65536+255*256+255 = #FFFFFF, and so, by order, RED is 255*65536+0*256+0 = 

#FF0000, GREEN is 0*65536+255*256+0 = #00FF00, and BLUE is 0*65536+0*256+255 = 

#0000FF. However, any other suitable well-ordering complies and falls as predicted and logically 
accommodable in the technology. 

 
Table 1.  RGB 24 Bits Colour Calculus, RGB Binary, Hexa, and Ordinal RGB modules 

 
RGB 24 Bits Colour 

Calculus 

RGB Binary Hexa Ordinal 

module and 

Decimal 

(0*65536)+(0*256)+Blue (00000000,00000000,00000000) #000000 = 0 1st  = 0 

(0*65536)+(0*256)+Blue (00000000,00000000,00000001) #000001 = 1 2nd, =1 

(0*65536)+(0*256)+Blue (00000000,00000000,00000010) #000002 = 2 3rd = 2 

(0*65536)+(0*256)+Blue (00000000,00000000,00000011) #000003 = 3 4th  =3  

(0*65536)+(0*256)+Blue (00000000,00000000,00000100) #000004 = 4 5th = 4 

(0*65536)+(0*256)+Blue (00000000,00000000,00000101) #000005 = 5 6th = 5 

(0*65536)+(0*256)+Blue (00000000,00000000,00000110) #000006 = 6 7th = 6 

(0*65536)+(0*256)+Blue (00000000,00000000,00000111) #000007 = 7 8th = 7 

(0*65536)+(0*256)+Blue (00000000,00000000,00001000) #000008 = 8 9th =8  

(0*65536)+(0*256)+Blue (00000000,00000000,00001001) #000009 = 9 10th = 9  

(0*65536)+(0*256)+Blue (00000000,00000000,00001010) #00000a = 10 11th = 10  

(0*65536)+(0*256)+Blue (00000000,00000000,00001011) #00000b = 11 12th = 11  

(0*65536)+(0*256)+Blue (00000000,00000000,00001100) #00000c = 12 13th = 12  

(0*65536)+(0*256)+Blue (00000000,00000000,00001101) #00000d = 13 14th = 13  

(0*65536)+(0*256)+Blue (00000000,00000000,00001110) #00000e = 14 15th = 14  

(0*65536)+(0*256)+Blue (00000000,00000000,00001111) #00000f = 15 16th = 15 

(0*65536)+(0*256)+Blue (00000000,00000000,00010000) #000010 = 16 17th = 16 

 

The well-ordering herein disposed constitutes itself a major resemblance feature with the 
fundamental theorem of arithmetic, but this time in graphic/digital format, and fundamentally 

with inherent many-bijective recursive powers under super-computation, greatly emancipating 

the products of the faculty of imagination, with much greater power of synthesis and scope. 

Because it is not only analytical, but dialectic, or better said dynamic, it is not only arithmetic, but 
essentially algorithmic. 

 

Indeed, the unique-prime factorization theorem in arithmetic progression, as well as any chosen 
unique or non-unique progression containing composites (not necessarily through 8 bits modules) 

is spontaneously an algorithm of the system, moreover with canonical or non-canonical 

operations and functions, either cognitive (man-machine noematic-representing) or practical 

(man-machine evaluation-apt and choice-expressing), where from mathematical and 
philosophical noemas and judgements are predicated in relation with UTM(s). 

 

In what regards the positional system, enough is said if we declare that the binary radix of the 
system, congruent with any other numeral system, works with the “octets-bytes”, or rather “3 

octets – 3 bytes”, of the “pixel” itself as placed (RGB bytes and colour) value notations, with 

width and height, and ahead time-valued and inter placed-FPS combined index positions, 
constituting any possible number or algorithm. Let us notice that by programming itself, non-

autonomously but spontaneously, a non-standard positional numeral system, in synthesis 

(presumably also under the unity of apperception in man-machine communication) and 

synchronicity with a place and time combined valued notations, is present, even if the system is a 
standard positional numeral system.  
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At this point, with the value at hand of 99.532.800 bytes in an 8K Ultra HD digital image, this 

value corresponds to the total isomorphic RGB digital image-to-binary code ready to be 

processed by image sensors (impression), and also ahead processors (emission), being in this way 

clear that the system has only to differentiate 28 per byte/per pixel, or 28*3 per pixel locally, 
instead of the much harsher demand of the linear-dependent CPU, or non-linear CPU-dependent 

GPGPU general amount of 99.532.800 bytes per FPS, in one “(typical) digital image”. 

 
The next step is, thus, the assessment of the chosen value of 60 FPS (Frames per Second) in 

conjunction with the present invention, a pretty conservative value to take into account, 

especially if we consider that the INRS research team has, with the T-CUP, overpassed the 

threshold of 10 trillion FPS, invading the femtosecond scale, i.e., 
1

1∗10−15 of one second (or 

quadrillionth of a second). Now, 60 (22*3*5 in prime factorization) FPS, as soon as it meets the 

second FPS or frame, is defined as a “movement-image” or “film”, pointing out to a value of  

 
60 (FPS) * 60 (´´) * 60(´) * 99.532.800 bytes 

 

21.499.085.000.000 = 2.1499085e+13 bytes per hour in one film only in the technology herein 

presented. The correspondent and conveniently converted value of bytes per hour in one film 

only is, hence, 2.1499085e+25 Terabytes, or 21.499085*1015Zettabyes. 

 

It is pertinent to contend that this value is a dense discrete metric measure and, although it can be 
put forward in synthesis in one film only, in programming algorithmic technical terms it might 

eventually have been formed by the concurrence of many permuted and/or combined, rather than 

composed, “films”, or as it might be FPS tunnels of “pixels” as wavelength 
impressions/emissions all throughout every bit and at the full length of the movement-image per 

hour in one film only under the technology. 

 
Confronting anew with Alan Turing´s On Computable Numbers, with an Application to the 

Entscheidungsproblem, definition – “The machine is supplied with a ‘tape’ (the analogue of 

paper) running through it, and divided into sections (called ‘squares’) each capable of bearing a 

‘symbol’”[2] – the shift to U-Mentalism in the “C” approach is easy to follow if we declare that 
the “tape” is now film, “squares” are now (FPS) frames, and the “symbol” the graphical/digital 

movement-image encompassing the necessary RGB/binary “r-th bearing of the symbol” in 

network distributed in as many as possible partial computing UTM(s). 
 

Attention should also be called to the fact that IDC and Seagate forecast that the global 

datasphere, which was of 33 Zettabytes in 2018, will grow to 175 Zettabytes (175 ∗ 1021 bytes) 

by the coming year of 2025 [3]. In other words,  the figure found of 21.499085*1015 Zettabyes 

for U-Mentalism one hour of one film only of processing power return from data is, on its own, 

1.2285191e+14 times more than the expected global data for 2025. In point of fact, it would have 

to elapse 120 years, with each year equally with 2025’s 175 Zettabytes + a 100% growth rate for 
each year, so that the data sphere would approximate the return result of processing power of the 

technology for one only film of one hour only thereof encapsulated. The growth rate of data is 

hereof paramount, as considering if not, figures are that 17.500 years, each with equal 175 
Zettabytes of data, would have to pass by to meet one hour only of U-Mentalism, with very 

conservative parameters for the processing power. In view of this, and on the other way, 

assuming the quadratic nature of quantum computing worst-case complexity in confront with 
classical computation, if we envisage the system´s complexity complemented with quantum 

computing complexity, and most specially, counting with the accelerator factor of U-Mentalism 

on the production of data, the inception in years might be dramatically shorter. What is more, 
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supposing that the technology and CA would work on the full 175 Zettabytes of global data for 
the year 2025, the super-computation involved would assume 48.611.111 Terabytes per second 

(4.8611111 ∗ 1019 bytes per second), which sums up 265.39792 per second, already above the 

capacity of a 64 bits architecture. In truth, in one such case, the technology is imminently 

conjectured to improve above 1 Exbibyte (EiB) = 260 or 10246. 

 

Because the S.D. of the technology can be represented by a set forming the symmetric group of 

the set, which is a bijection from S.D. to itself, and for which every placed octet-byte (binary) 

element occurs exactly once as the corresponding placed (RGB) image value, 𝑆. 𝐷.𝑛 is the 

symmetric group under permutation, a broad relation and it is also a function composition under 

group theory. For the reason of implementation of less-to-the-furthest well-ordered recollection 
(large numbers arithmetic) and further forward well-ordered collection (at large algorithmic) of 

typical digital images, onward to be run by as many as possible UTM(s) in a network of UTM(s) 

on the Internet, a calculus of permutations is needed and, complementarily, it is imperative to 
calculate a fair assessment of U-Mentalism computational time complexity. With this procedure 

we are already asseverating the inclusion of crucial demands of the system, such as the use of AI 

& cryptography general image processing of typical digital images, apart from general image 

sensing of typical digital images, as well as the run time complexity in relation with the data 
memory involved. 

 

3.1. U-Mentalism (typical) digital images permutations in partial and distributed 

UTM(s) in a network, on the Internet 
 

Once the 8K resolution Ultra Full HD (typical) digital image (FPS) bears (7680 ∗ 4320) pixels, 

which sums up 33.177.600 pixels (width * height), what follows is the application of the formula 

of permutation having in mind the measurement in pixels 

 

𝑃(𝑛, 𝑟)
𝑛!

(𝑛 − 𝑟)!
 

 

Thus, 𝑛? is, really, the number of colors per pixel, which is 2563 and the correspondent to the 

combination range, which equals 16.777.216 color combinations per pixel, while 𝑟? is, really, the 

previous value of 8K Ultra Full HD (width * height), i.e., 33.177.600 pixels. It is very easy to 

appreciate that the break-up of the two orders of factorials points out to unmanageable numbers, 

directing both to countable infinite numbers, and 𝑂(𝑛!) non-assessing time complexity, 

regardless of the CA, recursion power or machine. One such calculus is, nevertheless, judiciously 

desirable by cause of the intrinsically 𝑂(𝑛!) factorial time complexity exposition of the system, 

dragging 𝑂(2^𝑛) exponential time, and O(n^2) quadratic time hardness lines, as well as, in 

middle-way and by order, 𝑂(𝑛) linear and 𝑂(𝑙𝑜𝑔 𝑛) logarithmic times -herein 𝑂(𝑛!) grows faster 

as it abridges a constant exponential base 2 -, but on the side of U-Mentalism overlapping 

solvability, not of classical computation. Simply, the algorithms of U-Mentalism are yet 
unknown, and the infimum complexity that solves a class of problems is of the same complexity 

as that of the problem. One such assessment comes even beforehand newly fine-grained analysis, 

defining the possible class of problems as the set of computational problems of related resource-

based complexity, given that time, processing, memory, and more so the relation between them is 
radically different in U-Mentalism, however included in Turing-machines computability 

Application to the Entscheidungsproblem [2]. 

 
On the edge, by nature of the intrinsic arithmetic system in U-Mentalism, we could even consider 

each frame a large number image, reducing the composites factor in 8K of 33.177.600 pixels to 

one FPS and, consequently, to each one (FPS) large number linear arithmetic progression image, 
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which and in turn transforms the calculus of the combination of colors per pixel per FPS, to one 
onlylarge number arithmetic mirror per FPS. One such FPS large number image progression 

would meet a factorial (FPS) table itself of 𝑂(𝑛) linear time complexity, that is made exactly a 

“C”imago mundi for the “movement-image” recursion in the system. It is true that the immediate 

next polynomial running times (quadratic, cubic, 𝑛𝑐, etc) hold important classes of algorithms to 
discern an unequivocal well-ordered (FPS) large numbers arithmetic progression mirrored (RGB) 

images, in recollection (composition) and collection (permutations/combinations) of typical 

digital images. However, U-Mentalism is not a system to solve one such linear progression FPS 
problem, but instead to solve ahead any algorithm class problems newly defined by the system 

itself, with inherent new space and time complexity powers, insofar one such linear FPS 

progression is being expanded in the system. 

 
It is important, under this context, to remember that decidability is based on the 

localistdecidability (even working with non-localist quantum computation by chance) of the pixel 

isomorphic RGB image of every binary octet. Accordingly, the large number arithmetic (RGB) 
image mirrors of the system have already exceedingly computing power, all throughout a system 

where data and processing are positively “C” entangled: data capacity returns processing power, 

and processing power returns data capacity.  
 

All in all, and luckily, steadily pacedperformance up to constant verifiable factors is all that is 

needed under the U-Mentalism system, in a deep and low-level performance requirement 

RGB/binary enhancement only, wherein, unambiguously, arithmetic progression in FPS follows 

locally each digit power of two in binary, once decidability in terms of a machine M or U is said 

to be a decidable problem if there exists a corresponding M or U which halts on every input with 

either 0 or 1, thus low-level feeding the FPS arithmetic progression of large number mirror RGB 

images. This is, besides all, what makes it not constructive at all, and indeed counter-productive, 
any glimpse whatsoever over a hypothetical solution based on (typical) digital image decreasing 

measure overall pixel/bytes reconversion. An aforesaid presumptive choice of lesser resolution-

say, maintaining the 16:9 = (42:32) ratio, 500 ∗ 281.25 (width * height) in pixels -would 
naturally decrease the computational power of the technology and, ergo, the overall scalability of 

the technology in relation to the cybernetic network on the Internet, under which a minor 

convolution of data and processing power altogether would impend on time complexity 

solvability. 
 

What happens is exactly the contrary: the datasphere is too tiny when confronted with the power 

of U-Mentalism, to the point where well-ordered recollection and collection are pivotal not only 
to operability, but also to the progress of the technology. 

 

More importantly, in the localist decidability of the pixel isomorphic RGB image of every binary 

octet resides the fundamental criterion of difference and repetition at which underlies the 𝑋𝑂𝑅 

or𝐸𝑥𝑐𝑙𝑢𝑠𝑖𝑣𝑒 𝑂𝑅 argument at the root of progression of binary numbers or, indeed, 𝑚𝑜𝑑 2 

addition. 

 

If noticed, the progression (00,01,10,11) corresponds to binary addition, after which completion 

the next two bits on the left are triggered to shift by half-addition, the same is saying, the double 

of the previous elements of the series of progression. 

 

In other terms, it corresponds to a not equivalence 𝑁𝐸𝑄 difference and repetition operation in 

binary/RGB isomorphic arithmetic progression, wherein the proper R(ed), G(reen) & B(lue) are 

module operations. In this fashion, the whole (FPS) (typical) digital image becomes a truth-table, 
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for the reason that the lines and the columns (width * height) are themselves a sum operation, 

needing only a carry-out color/bit to the left when the progression (00,01,10,11) ends.  

 

This would equate having in the binary logic and image sensing (and processing) unit, 

presumably, a two-color/bits XOR and AND adder. Naturally, because of the need of a full adder 
circuit for the entire (FPS) (typical) digital image, the binary/RGB isomorphic nature of the 

UTM(s) would rather, again presumably, be prone to use a two-bits/color XOR, AND and 𝑂𝑅. 

Inasmuch as, for instance, in propositional calculus, laying the foundational bedrock of logic 
since Aristotle – considering the four different types of categorical propositions in the square of 

opposition, withstanding the syllogism theory - there are three propositions for each place-valued 

syllogism figure out of possible four. Thereupon, the possible total number of syllogism modes is 

four times that number, i.e., 256 logically possible distinct types. Because 256 is the same 
number of module 8 bits per RGB color in the (FPS) (typical) digital image, what this signifies is 

that, for the sake of the argument and hypothetically, an (FPS) (typical) digital image is a 

polysyllogism and a calculus ratiocinator M. 

 

However, and fundamentally, in U-Mentalism the CA is inverse and, thereupon, it is not built on 
binary/RGB, but instead RGB/binary. Without this judgement, it comes not to be transcendental. 

It shall produce wavelength colors and forms synthesis, just like φύσις (nature). 

 
Due to the localist nature of both the pixel and of the whole (FPS) (typical) digital image, the 

RGB/binary isomorphic nature processed in the UTM(s) will be prone to use, not quite an 

equivalent color summands adder, but instead an every n-arycolor/bits RGB imagetic relations 

instant mirror, filter and mixer, always remembering that in between different modules and (FPS) 
films the exactly same holds true. What this means is that U-Mentalism is, at each UTM 

processing, constant metric localist, either in a pixel, a module, or the entire FPS, with equal 

time-dependent “film” computing power on the previous synchronous and orthogonal base for 
each (typical) digital image, n-arymodules or bytes. 

 

In truth, the RGB/binary relation in the CA is always affected by a special bottleneck related with 

the communication with classic computation, as far as other much less grievous than the von 
Neumann bottleneck, which basically corresponds to the arithmetic logic unit binary mirroring of 

the RGB image codomain in case only of U-Mentalism scanner-to-printer or Eye-to-Brain, but 

except for machine learning, not in the case of U-Mentalism printer-to-scanner or Brain-to-Eye. 
If any bottleneck in the system exists that is worth mentioning it is, inevitably, what we choose to 

designate the unfolding “O” and “C” philosophy of (time) history bottleneck. The reason behind 

so is that computational means and resources up to this point of the “C” state-of-the-artdo not 
produce a reasonable amount of data as to test match the system, which is test halting (time) 

history itself. Before having a chance of escalation from one hour of one only film in the 

technology to a film of several hours, years, and even synthesis of the image metric distance, in 

the “C” movement-image, in light-seconds, (time) history “O” has, simply, to elapse. In contrast, 
as seen before, [“C”] computational time complexity in U-Mentalism has equally to elapse, 

although much more tied with bondless mathematical and dynamical limits, precisely on the 

grounds of the [“O”]constitutive transcendence on [“C”].  
 

It is, ultimately, by virtue of this assertion that it is more appropriate to make mention of a 

general U-Mentalism “C”-“O” bottleneck, which is, by and on itself, a rectification of the 
classical von Neumann bottleneck. To alleviate any remaining doubts, it should be elucidated that 

the system is an inversion of the von Neumann CA, not only because of the RGB graphical 

primeval symbolic precedence, but also, amongst other aspects, of the inherent entanglement of 

data and processing power, which drives high latency, on a U-Mentalism turn, from being orderly 
unavoidable to well-orderly avoidable. 
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U-Mentalism, in this fashion, especially due to the diagonal method of computability beforehand, 
and of well-ordering collection also on the basis of the diagonal method of cryptography and 

permutation/combination, has a nature of transfinite (FPS) typical digital images, denumerable 

“image-movement” sets, with inherent cardinals and ordinals equipollence. For the moment it 

suffices to say that the nature of computable and definable numbers, as for the rest composite or 
prime numbers in U-Mentalism as “3 octets – 3 bytes” modules, typical digital images, or “films” 

is, intrinsically, a bijection of the well-ordered set of all finite ordinals in the system 𝑤0 to 

cardinality א
0

.  Therefore, an algorithm for an well-ordered collection of typical digital images in 

the system could easily resort to a typical diagonal on the binary basis and exceptionally 

reductionist. 

 
Inquisitively, one can picture also, in an Imitation Game [4] register, or in a Turing Test flair, a 

different dialogical test. We shall call it for now both the U-Mentalist “O” inquiry and the “C” 

test. On the grounds that any (human or machine) synthesis of electromagnetic wave-like 

physical and symbolical impressions, susceptible of being, in turn, emitted in any body or 
technology, are to be, in quantized electromagnetic wave-like impressions in continuous 

spacetime, indiscernible in nature, the following questions arise: 

 
Under U-Mentalism “O”, we inquire if it is possible to be an observer without photons or any 

observable frame of reference in spacetime. 

 

Under U-Mentalism “C” and likewise, we shall test if ever the prior impressed and, thus, emitted 
UTM(s) wave-like synthesis or images, in spite of the foreign face-to-face relation within a body 

of a presence in front of it, can be made discernible from the frame of reference of the observer. 

 
 

 
 

Figure 1.  U-Mentalism Computer Architecture Design 
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3.2.  U-Mentalism UTM(s) network analogy with current data nº1 TOP500 Linpack 
 

Super-computation is often measured or estimated according to the floating-point (FLOPS) 

(additions and multiplications) computing power in the M, under the numeric and scientific 

Fortran-derived linear equations in the LINPACK Benchmarks, taken as 64-bit floating-point 
peak performance. Besides being quite a multi-dimensional problem to address, and essentially a 

non-distributed supercomputer system ranking, it is the most reliable source for high-

performance computing so to have a basis of comparison with the U-Mentalism CA, either 
distributed or non-distributed, in or out of a network, on or outside of the Internet. This is 

important to refer, once the CA is developed to be on distributed massive parallel computation 

with the most possible advanced cryptography methods on each UTM server/node (like open-

source Blockchain), in a network, on the Internet. Any contrary application of the CA is 
envisaged as jeopardizing and, indeed, potentially very harming if ill-fated. It shall, hence, be laid 

open – patere (wherefrom the word patent derives) – for both public inspection and public 

policies, laws and interests of governments and the people. Once these aspects bring in multi-
variables of which values is difficult to know, although being much easier to acknowledge 

approximations, and most specially orientated-guise measures of central tendency, normal 

distributions probability, and  deterministic ranges, our method shall simply attain to the plausible 
measure for the intensity of the required memory per unit of performance, along the standard of 

FLOPS and bytes per FLOP (B/F).  

 

Currently, the nº1 position of the 55th TOP 500 following the LINPACK benchmarks suite (June 

2020) is the Fugakupetascale (1015 floating-point operations per second = 1 petaFLOPS, i.e., a 

thousand million millions 64 bits operations per second) supercomputer. The Fugaku holds 415 

petaFLOPS with a 158,976 (two types of) nodes Fujitsu TofuD, 6D mesh/torus Interconnect, in a 
A64FX CPU (48+4 core) per node CA, with a second-generation High Bandwidth Memory 

(HBM2) of 32 GiB/node. 

 
Our next step is, thus, by multiplying Fugaku´s instance of cores * nodes (52*158,976 

=8.266.752) find the equivalent processing power of the very same number of UTM(s) 

cameras/computer processing nodes/servers and later, having in mind that the Internet has around 

50.000.000.000 nodes, well above the 1012 to 1024 FLOPS of all the existent computers (2015), 
at the end reasonably cut the latter figure by reason of factors such as entrance in the industry, 

price and energy, besides any hindering variables, thus obtaining a fair value for the CA 

implementation in the network of networks, i.e., on the Internet. 
 

First off, the value of 21.499085 ∗ 1015 Zettabytes of one only “film” of one hour in U-

Mentalism divided by the number of cores * nodes (52*158,976 = 8.266.752), equals 

2.6006689𝑒 + 15 Zettabyes, which converted is 2.6006689e+15 Petabytes. Therefore, assuming 

a 64 bits operation, we have roughly 325083615.064 PetaFLOPS per each server/node out of 

8.266.752 in the technology, if U-Mentalism was to have the same number of nodes/servers on 
the Internet, presumably settled for a start on an Internet with an even much bigger number of 

nodes. And even if there would never be the same number of servers as nodes, in reality and at 

present the Internet detains around 50.000.000.000 nodes.  

 
In abstract, the value divided by the computer performance of the Fugaku supercomputer 

indicates that one only hour of one only “film” in the technology would equate to 

783334.012203 times the nº1 position of the TOP 500 Linpack benchmark as of October 2020. 
In reverse manner, we could affirm that the 415 overall petaFLOPS of the Fugaku 

supercomputer, compared with the 597196805556 Zettabytes/per second (or 597196.805556  
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Petabytes/per second) in U-Mentalism, stipulates that a presumed value in 64 bits 

(74649.6006944) petaFLOPS/per second in U-Mentalism is, in itself, 179.87855589 times 

more than the overall performance of the Sugaku supercomputer. 

 

The extreme low latency of the invention is best shown if we divide the overall abstract 
performance of U-Mentalism of petaFLOPS/per hour (2.6006689e+15) by the actual number of 

Internet nodes (50.000.000.000). The result is 52013.378 petaFLOPS per each one out of 

50.000.000.000 Internet nodes, when indeed, chances are not only that the divisor will be much 
larger, but essentially that the number of typical digital images reaching the system will be 

exponentially wider. Confronting with the Sugaku supercomputer, this would mean that at each 

one of these 50.000.000.000 nodes, it would be instantiated 125.333440964 times more the 

performance peak of the Fugaku supercomputer in PetaFLOPS. 
 

Nevertheless, because the hindering variables are numerous and immense, even though we are 

experimenting values with greatly sub-optimized inherent values (pixel resolution, FPS, Hz, and 
subordinate processing-time of the technology to one-hour only), we shall now, thinking ahead 

the barriers to the entrance in the industry in terms of price, energy, etc., cut the preliminary 

values to around 20%. Thus, the result at hand is, under one such 20% cut under the very same 
parameters, of65016.7225 PetaFLOPSfor each one out of 50.000.000.000 Internet nodes, which 

equates to 100.266752771 times more the performance peak of the Fugaku supercomputer, 

measured in PetaFLOPS for the very same value of each one out of the 50.000.000.000 Internet 

nodes.   
 

One such technology shall be exclusively scientifically-driven. In fact, in terms of the stored-

program concept, we can designate it, in in differentiable manner, (φύσις) science, if granted that 
the overall feedback and cybernetic loop mechanism, that we choose to call an “algorithmitron”, 

i.e., an accelerating mechanism for all classes of algorithms, and thus a procedure on its own, is 

itself well-ordered within the extensional and intensional self-image of man and the cosmos that 

is (φύσις) nature. The extensional and intensional philosophical synthesis and programing 
regulative idea shall be explored in recurrence and recursively.  

 

Very concretely, the actual example provided by the current use of the nº1 TOP 500 Linpack 
benchmark Fugaku Japanese supercomputer, which has presently been used for COVID-19 

research, and the nº2 TOP 500 North-American supercomputer Summit, whose current work with 

scientific impact is on various levels (deep learning for human systems biology, plasma fusion 
simulation, combustion in turbulent environments, stellar astrophysics nuclear burning, cancer 

treatment and surveillance planning, high-temperature superconductors) are nothing but just a 

pale coup d’oeil of what can be, at a greater extent, achieved with the forthcoming fabrication. By 

all means, U-Mentalism participative and all-engaging cultural-scientific accelerator, social and 
technological, financial and political, inter-dependability and transparency, shall act as new 

measures for the human. We have to remember, for that purpose, that a world with a 24 hours 

“film” in the technology, however 1.2285191𝑒 + 14 times the value of 175 Zettabytes 
(estimation of global data for 2025) with the necessary equivalent data input, thus dependent on 

the U-Mentalism “C”-“O” bottleneck, would grant the CA with a processing power of 

5.1597804𝑒 + 17 Zettabyes (21.499085 ∗ 24 ∗ 1015). The same is valid for “films” of several 
years, and even of the “image”-distance in light-seconds, most assuredly in prospective proper 

physicalist-reductionist underpinnings, rather than merely technological.   

 
Yet, more frequently than not in dialectic terms, time and history itself naturally supersede and 

are transcendent in relation to any object (such as technology). In fact, the author suggests that 

the contemporary crisis in philosophy of science (φύσις) points out to the extreme of that reality. 

If any peak in civilization was possible to be found, it definitely was the period from the birth of 
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Classical Greece up to the end of the Hellenistic period, from classical Athens to the Hellenistic 
Alexandria. It worked as a natural philosophy (φύσις) explosion or radiation, all throughout two 

millennia with tergiversated and fragile-weaved, often sinuous paths on the edge of eradication, 

as epiphenomenon’s echoes throughout the Roman and Byzantine, Islamic and Indian Empires, 

before the turning from Medieval times to the European Renaissance, and thereupon Modernity 
and Contemporaneity, that was afterwards, arguably, to see its dimmest resonate and last hour in 

XXth century Vienna. This serves to explain the non-mutual relation between progress and 

technology. More so, sometimes the value of a technology is best evaluated if tested against the 
worst demeanors and actions known to the history of civilizations. For example, in substitution of 

a colossal computing and processing power, the technology of U-Mentalism could benefit more 

from improvements in cryptography, or primarily human-agent decisions.  
 

Coming to think of it, and bearing in mind imaging and sensing technology latent in U-

Mentalism - metal–oxide–semiconductor (MOS) based charged-coupled devices (CCD), and 

active-pixel sensors (CMOS) in the present state-of-the-art, prior to the reductionist more general 
“cell”-like synthesis–we can think of two unexpected, but conceivable and tenable breakthroughs 

cognate with the technology that are worth to be referred. 

 
One is, definitely, the use of biopolymers as paper for the use of electronic applications, namely 

paper transistors recurring to metal oxide semiconductor (MOS), complementary (CMOS) 

circuits, and eventually transparent conductive oxides, i.e., paper-based electronics or 
papertronics [5, 6]. Most importantly in the case of a simple and universal device architecture in 

correlation with the novel U-Mentalism CA, it could literally be possible having always and ever 

a paper copy of every book in the world in the same paper organic substrate, also electronic 

component (dielectric), and charge storage media, an upturn revival of the inceptive idea of the 
Great Library of Alexandria and Mouseion since Ptolemy Soter I, center of Hellenistic 

civilization and epitome of Classical Greece, where the study of natural philosophy (φύσις) found 

its ἀκμή(acme). 
 

The other conceivable breakthrough is directly correlated with the possible use of transparent 

oxide electronics as a backbone to U-Mentalism Assembly Language programming. Because in 

U-Mentalism there will be the need to instruct in symbolic RGB/bytes machine code modules, 
“frames” and “films” through instances of time in tunnels of “pixels” or, in fact, any other 

instances of “cell”-like exponential-prone alike basis, having access to novel semi-conductor 

amorphous oxides or applications with high transparency and electrical conductivity, can open 
the gates to create an endless array of philosophical and programming short-cuts over typical 

digital images. In reality, beyond Thin Film Transistors (“active matrix” TFT), Liquid Crystal 

Display (“passive matrix” LCD), and Organic Light Emitting Diode (OLED), the transparent 
semiconducting oxides (TSOs) and transparent conducting oxides (TCOs) can help the 

technology to directly assemble the building block-structure-luminous response mechanism itself, 

bridging optoelectronics with programming, and possibly breaching into Photo-Voltaic modules 

(PV or solar panels) or electronics Organic Solar Cells (OSC), including polymer solar cells. 
 

Lastly, the author would like to reiterate the U-Mentalism “O”-to-”C” cybernetic analogy with 

photosynthesis, the very definition of “synthesis of light”, already expanded in a preliminary 
paper, in all likelihood with improved understanding as of now close to the conclusion: 

 

U-Mentalism is mainly intended to be a programming synthesis of light through typical (digital) 
images, organized as symbolic-informational truth-equivalent programming language abstracts. 

Photosynthesis puts together a synthesis of light, carbon dioxide and water into glucose at 

reaction centre proteins with chlorophyll (digital images), wherein to the fore roots have absorbed 

water (computability) from the soil, through the stem (programming language abstracts and 
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paradigms) and through the leaves (programming languages). This is why to the exact 
chlorophyll complementary light (diagonalization) absorbance centre chloroplast organelle 

(pixel) there is, at large, a leaf lamina (frame), as a surface area to capture the light, under light’s 

every possible and each necessary time-image. There is, in the overall process of photosynthesis, 

a light-dependent cycle and a light-independent cycle. In the light-dependent or light cycle 
(scanner-kinescope), as an effect, short-term stores of energy are produced, enabling their transfer 

to drive other reactions (computer vision & multiple-view geometry; U-Mentalism Recollection), 

while in the light-independent cycle (printer-iconoscope; U-Mentalism Collection), the so called 
Calvin cycle, the atmospheric carbon dioxide is incorporated into organic carbon compounds (U-

Mentalism Assembly Language Programming), and dependent on the previous light-dependent 

reactions (semantic isomorphic correspondence), are then used to form further carbohydrates, 
such as glucose, the most important source of energy metabolism in bioenergetics (cybernetics) 

[1]. 

 

4. CONCLUSIONS 
 
In the present study, following closely the theoretical and practical keystone of the provisional 

Patent Application at INPI (Portuguese Institute of Industrial Property) (nº 116408), designated 

as U-Mentalism, a method to perform computation at or near the speed of light, resorting to 
“(typical) digital image” RGB-to-binary in singular or multiple nodes/serversin a network, on the 

Internet, in its entirety a philosophically-meaningful new computer architecture, is displayed its 

simplest baseline, adjustable for the research and industry communities. Foremost, the proper 

discrepancy between the imagetic frame of reference of U-Mentalism in relation to the 
“O(ntological)” and “C(omputational)” approaches is elucidated. No substitute of the latter can 

prepare ahead the in-depth comprehension of the intrinsic method of typical digital images 

coincident with non-standard positional numeration base with isomorphic many-bijective 
modules recursive powers. Ensuing, typical digital images permutations in partial and distributed 

UTM(s) in a network, on the Internet, is shown to be the proper context for the technology to be 

undertaken, which suits the passage to a vaguely prosaic, but matter-of-fact indisputable, 
comparison of the fundamentally futuristic trait of the invention with the current data nº1 

TOP500 Linpack supercomputer as of November 2020, the Fugaku supercomputer at the RIKEN 

Center for Computational Science in Kobe, Japan. 
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ABSTRACT 
 
As students learn biology in term of molecule, cells, or proteins, cross section of 2D image is a 

traditional method study the details of them. However, this method cannot bridge the gap 

between reality and students’ imagination based on 2D image. This paper proposes a tool which 

can assist students to learn biology knowledge more effectively through augmented-reality. The 

experiments on accuracy and performance of the image pattern recognition indicates that FAST 

algorithm is the best choice currently. It reaches the highest accuracy of 94.5%. 

 

KEYWORDS 
 
Augment reality, Vuforia, Blender, Unity 

 

1. INTRODUCTION 
 
When coming to a biology molecule-for example, cells and proteins-it can be quite hard for 

students to visualize. Traditionally, students can see cross sections of the molecule in 2D images. 

However, there is always a gap between the sides to sides as well as the reality’s conception and 
the audience’s imagination. For example, the overlapping sections in tissues would be hard to 

recognize when given a cross-section. The emergence of 3D digitalization has altered such 

scenarios profoundly. When applying 3D modeling to biological molecules, instructors may 

describe and convey the knowledge more vividly and students may understand the designs more 
fully and more accurately in a more convenient way. 

 

Open Problem: Although students can use diverse methods to learn biological molecule 

such as 3D digital and 3D physical models, they are no efficiency since they are costly, 

complex and inaccessible. Some digital 3D modeling techniques and systems that have been 

proposed to demonstrate biology structures include websites like sketchfab and Turbosquid 
[12][13]. Sketchfab and Turbosquid are platforms that sell, publish, share, and buy 3D model 

content. However, these websites are constructed as data bases for 3D models and their goal is to 

establish a platform for people to post and trade their 3D models. These platforms do not have 

enough biology models specifically made for school purposes, therefore, a lot of the biology 
models they have are either too abstract or complex for student understanding. Besides digital 3D 

modeling, using physical 3D biology molecule models for demonstration is another option. 

However, physical 3D models are relatively inefficient, considering making a physical model is 
usually time consuming and limited people can have access to the model [20]. Nevertheless, 
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physical models are usually rigid, unlike digital models which students can zoom in and out and 
view the interior of the models.  

 

Solution: built a 3D biological molecules model using Augmented Reality and Computer 

Vision. Software’s or websites specifically dedicated to demonstration of 3D biological 
molecules is a relatively innovative and unique idea. When coming to the purpose of teaching 

and demonstration to facilitate student understanding, a software specifically dedicated to biology 

models is especially practical, efficient, and engaging, since it can be downloaded on digital 
devices easily and gives students a thorough understanding of the biology molecule. 

 

For our mobile application, we used Unity3D, Blender and Vuforia.  Unity3D is the game engine 
we used to import the 3D biological molecule models and 3D target model to create the mobile 

application. We chose Unity3D since it supports cross platform development for both android 

and IOS. Blender is an open-source 3D modeling software tool that we used to create some of the 

3D biological molecule models.[5][7] Vuforia is an Augmented-Reality software for mobile 
application developed by Qualcomm [14]. It uses computer vision technology to track and 

recognize image in real time [4]. I used it to assist recognition of the images. 

 
Two experiments have been conducted to verify the following two aspects of the system: 

Experiment 1: The accuracy of the image pattern recognition using different algorithms. The core 

image pattern recognition algorithms rely on the image feature extraction methods. We have 
tested the different feature extraction algorithms to recognize the image pattern based on the 

chosen sampled test images, such as FAST, Difference of Gaussians, and Determinant of 

Hessian. It turns out that FAST has the highest accuracy of 94.5%.  

 
Experiment 2: The speed of image pattern recognition using different algorithms. To guarantee a 

smooth user experience, the recognition algorithms should be fast enough to provide a real-time 

experience. We tested the training dataset collected using different feature extraction algorithms 
to measure the performance. Although most of the speed are similar to each other, the FAST is on 

average faster than the rest. 

 

In this paper, challenges during the development of this project and sample design structure will 
be discussed in detail in Section 2. Experiments implemented to examine the validity of this 

program will be discussed in section 4. Published works similar to or related to this project will 

be discussed in section 5. Finally, concluding remarks as well as future perspectives will be 
discussed in section 6. 

 

2. CHALLENGES 
 

Building a mobile application for the first time with a new programming language is not an easy 
task. Throughout the course of the development, we ran into several challenges that needed 

overcoming. Here is a brief overview of some of the most difficult challenges that we faced when 

developing this app. 
 

2.1. Challenge 1 
 
Initially we intended to use existing biology models on the market. However, after research 

there’s not sufficient models that fit my education purpose of demonstration to students. For 

example, the neuron structures we found on sketchfab are relatively accurate however complex 
models, that different parts like axons and dendrites are hard to identify for students [18]. To 

solve this, we decided to build my own 3D models. We decided to build the models in blender, 
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since blender is a free and open-source graphic software that gives users a lot of freedom and 
flexibility to model anything they want. While crafting the 3D models, we realized I need to craft 

a 3D model by adjusting each point, edge, and face. This limits the complexity of my models 

since we did not have matured 3D modeling skills. Therefore, we re-chose the biological 

molecules for modeling. 
 

2.2. Challenge 2 

 
There are also issues in constructing 3D models themselves [19]. For example, originally, we 

intended to use two cylinders and a UV sphere to construct each single phospholipid to create a 
phospholipid bilayer model for the action potential demonstration, but there is a gap in the 

connection of the cylinder and the UV sphere. After we deleted one face of the UV sphere, the 

open-space is a polygon instead of a circle, which the cylinder doesn’t fit perfectly into. 
Therefore, we changed the construction method to that like a tree branch. I extended one face of 

the UV spear to make it protrude out, and we adjusted the protruded part to make it look like the 

phospholipid tail. 

 

2.3. Challenge 3 
 
There were lots of problems during the coding process as well. At first, the objects did not turn at 

the desired speed, so different parameters were tried for x, y, and z to get the preferable turning. 

When testing the capture function, the 3D model appeared but it did not show its full feature.  To 

solve this issue, camera position and the image to model ratio was adjusted. This allowed the 
model to appear right at the place of the image and be the appropriate size that can rotate properly 

and show the full feature of the models. These are just examples of the changes and 

improvements, and in my mind one most interesting aspect of constructing an application is 
constantly refining it. 

 

3. SOLUTION 
 

3.1. Augmented Reality Model  
 

We used Vuforia Engine to create model target of biological molecules. In model target, we do 
not need to scan the real object instead we use computer-aided design (CAD). Using 3D data 

makes the recognition and tracking of the object more powerful and faster. To create the model 

target we require Unity 3D, which is a Vuforia Model target generator, physical object, matching 

3D CAD model and Vuforia Engine.  
 

There are some characteristics that we need to consider when we create our 3D biological 

molecule objects to augment and optimize our AR model for better performance. First, the 
objects must have sufficient geometric details and the object must be rigid. Also, we reduce our 

3D model down just to the part that the camera can identify to recognize the object.        

       

To make our augmented reality application, we used Blender, Unity and Vuforia. (See figure 1) 
First, we created 3D model of Biological molecules by using Blender; In Blender, we used UV 

wrapping process to imitate the texture and material of biological molecules. Then we created our 

Vuforia database that contains target images (biological molecules). In this database we upload 
the image of biological molecules in png and jpg format.[9] After we created the image target and 

3D models, we imported the target images and the 3D models to Unity, so the 3D models can be 

mapped with the target images. [10][11]  
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Figure 1: Components of Augmented Reality Model. 

 

3.2.  Computer Vision Mobile Phone 
 

We used computer vision library Vuforia to recognize the 2D image. Vuforia provides diverse 

feature detectors such as Scalar-Invariant Feature Transform (SIFT) and Speeded up Robust 
Features (SURF) [16]. In order to get the most accurate approach, we analysed 3 different 

detection algorithms and compared their result. The approaches that we have chosen are Features 

from Accelerated Segment Test (FAST), Difference of Gaussians, and Determinant of Hessian. 
FAST is a corner detection algorithm that focused on efficiency [15].  Difference of Gaussians is 

an algorithm that involves the subtraction between 2 Gaussian kernels with different standard 

deviations [17].  

 

3.3.  Mobile Phone Application 

 
Our solution is a program built based on Unity that can scan and recognize specific pictures and 

demonstrate a 3D model along with explanation of the corresponding image. This application can 

be used in different platform such as Android, iOS and Windows. This application contains 3 
different levels of depths. (see Figure 2) First there is a menu page, with three buttons “capture”, 

“collection”, and back. When a user clicks on the capture button, the application enables the 

camera of the phone, so the application can recognize the specific 2D biological molecule image. 
After the specific image is recognized, the page is updated with the biological molecule 

information and its corresponding 3D model of the image. For example, in figure 3, we can see in 

the right side the 3D Brain image on top of the 2D image of the Brain. The 3D model is pre-built, 

and images are preloaded into the database. I scanned some images from the Campbell AP Bio 
textbook chapter 48(Neurons, synapses, and signaling), and built corresponding models.[2]  
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Figure 2: Overview of 3D Biological molecule image User Interface 
 

 

   
 

Figure 3: 2D image of a brain image from a book(left). 3D image of  

a brain using Augmented - reality (right) 

 

Apart from scanning, users can also see the collection when clicked on the “collection” button, 

where there is a list of buttons users can scroll through to select the model they want to view. 
(See Figure 4) When clicked on the specific model, the page is directed to the 3D model page. In 

Figure 5, we can see that after the user clicked in one of the categories, the information of the 

chosen biological molecule is showed on the screen with its specific image. On the left and right, 

we can observe protein channel and neuron information with its corresponding image, 
respectively. 
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Figure 4: Collection Menu 

 

              
 

Figure 5: More Information Screen. Protein Channel (Left). Neuron (right).  

 

4. EXPERIMENT 
 
Two experiments have been conducted to measure the performance of the system. 

 

4.1.  The accuracy of the image pattern recognition  

 

The core experience and performance of the AR application is based on the accuracy of the 

image pattern recognition based on the view captured by the camera. We have tested the accuracy 
of the image pattern recognition using different algorithms. The core image pattern recognition 

algorithm relies on the image feature extraction methods. Different feature extraction algorithms 

to recognize the image pattern based on the chosen sampled test images are experimented, such 

as FAST, Difference of Gaussians, and Determinant of Hessian. It turns out that FAST has the 
highest accuracy of 94.5% as shown in the chart below. 
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4.2.  The speed of the image pattern recognition  
 

The speed of image pattern recognition using different algorithms. In order to guarantee a smooth 

user experience, the recognition algorithms should be fast enough to provide a real-time 
experience. We tested the training dataset collected using different feature extraction algorithms 

to measure the performance. Although most of the speed are like each other, the FAST is on 

average faster than the rest as shown in the Figure below. 

 

 
 

5. RELATED WORK 
 
Frantz, T. et all addressed the data tracking issue of Microsoft’s HoloLens, a tool in 

neuronavigation, by using Vuforia and Unity[1]. They demonstrated that HoloLens with Vuforia 

achieves better result and hologram stability than using it without Vuforia. In this work, we used 
Vuforia to recognize biological molecule images and Unity to create our application. 

 

Amin, D. and Govilkar, S. presented a comparative study of Augmented Reality SDK’s such as 

Metaio SDK, Vuforia SDK, Wikitude SDK, D’Fusion SDK and ARToolKit SDK. [3] They 
compared them based on license type, platform supported, marker generation, tracking and 

overlaying capability. Even though Vuforia has some disadvantages such as it does not provide 

utility function that can load 3D model from diverse formats, we decided to use it since it can 
support different platforms (Android, iOS and Windows). 
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Takala T. et all implemented a 3D modeling with Blender.[6] In their study, professional and 
novice 3D artists used their program to create 3D models. Even though the application was easy 

and fun to use, it has posing accuracy issues. In our work, we used Blender since it works very 

well with Vuforia and Unity. 

 
Liu X. et all described how to use Vuforia and Unity to design a game.[8] They explained how to 

set up Environment Development and Production Process of AR Tower Defense Game. First, the 

explained step by step of how to establish the environment. Then the step that you must follow to 
Process of AR Tower Defense Game Generation. Finally, how to generate the game. In their 

application they can play video, set animation, and interact by using virtual button mode.    

 

6. CONCLUSION AND FUTURE WORK 
 
Learning biological molecules can be very difficult and challenge for learners since they need to 

try to visualize the biological molecules so they can understand their functionality. They can only 

use 2D images that are provided in Biology books or Sketchfab and Turbosquid – platforms that 
buy, sell, share and publish 3D content model- and 3D physical biological molecule models. 

However, these methods are inefficient and costly. In order to solve this issue, we designed an 

Augmented-Reality application for Biological molecules that students can use to learn and study 
biological molecules. Our application has a collection mode in which users can access to a 

database that contains Biological molecules. In this database, there are information of biological 

molecules and their corresponding picture. Another option is the capture mode in which learners 

it to visualize a biological molecule in 3D. This capture mode uses the camera to recognize the 
2D image of a biological molecule as input and output the 3D image and information of the target 

image.  

 
To develop, the AR application, we used Vuforia, Blender and Unity. We decided to use Vuforia, 

an AR software, since it supports iOS, Android and Window platforms, which were our target 

platforms. Also, we decided to use Blender, a 3D modeling, and Unity, a game engine, to show 
the visualization of the biological molecules and they work very well with Vuforia.   

 

We used 3 different algorithms: FAST, Difference of Gaussians, and Determinant of Hessian for 

the image pattern recognition. Our experiments show that FAST algorithm is more effective and 
efficient since it is faster than other algorithm and provides highest accuracy of 94.5%.  

 

There are some limitations like the range data in Vuforia database and 3D models are limited. As 
result, we plan to construct more 3D models for a wider range of biology molecules and integrate 

the models into the software in the next version. In addition, we plan to add a feature that create 

animation effect and labels for the 3D models, so that learners can understand and study 

biological molecules.    
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ABSTRACT 
 

Coronavirus disease 2019 (COVID‐19) is causing an ongoing pandemic. Social distancing and 

quarantine are the few effective methods to reduce the spreading risk of the coronavirus among 

people. As business starts to open up and quarantine policies become looser, the risk of COVID-

19 spreading becomes greater [1]. This paper describes the development of a context-aware 

and geo-based mobile application to automatically track an individual’s surroundings and 

calculate the exposure risk to a public health issue, such as COVID-19. Our application uses 

other user’s data and online databases with information on COVID-19 cases to calculate a 
percentage revealing the user’s possible risk at that location. 
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1. INTRODUCTION 
 

Coronaviruses are a group of RNA viruses that usually cause infections in the respiratory tracts 

[2]. Most coronaviruses lead to mild illnesses, such as the common cold. However, some 

coronaviruses can be fatal. The SARS-CoV-2 virus caused an COVID-19 outbreak in China that 
quickly spread around the world in early 2020. The virus spreads primarily through person-to-

person contact, which leads to respiratory tract infections that can affect the sinuses, nose, throat, 

windpipe, and lungs [3]. Within the span of a few months, the SARS-CoV-2 virus spread to 215 
countries, causing many of these countries to enforce strict isolation policies [4]. As these 

policies loosen up and daily life resumes, the risk of SARS-CoV-2 spreading becomes greater. 

This study aims to develop a mobile application that will assist enforcing social distancing 

measures by calculating users’ risks of contracting the virus based on their geographical locations 
and surroundings based on big data analysis. Users will be notified when they are in high-risk 

areas, and using this application, they can seek areas with lower risk levels. Providing real-time 

information on the risk level associated with a certain location may help slow the spread of 
SARS-CoV-2 virus. Measures such as social distancing and quarantine have been adopted in 

many countries around the world to slow the COVID-19 spread. Since this virus spreads 

primarily through person-to-person contact, isolating people in their own homes and maintaining 

a 6-feet distance while in public helped to slow the spread of the SARS-CoV-2 virus [5]. 
However, as businesses begin to open up and isolation measures begin to loosen, the risk for 

COVID-19 exposure may increase again. 
 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N15.html
https://doi.org/10.5121/csit.2020.101511
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Another measure proposed to slow the COVID-19 spread relies on facial masks, protective 
equipment, and frequent hand-washing. The idea is that these protective measures can prevent 

droplets from traveling and potentially spreading the virus into new hosts [6]. Facial masks 

provide effective protection since they shield the nose and mouth from droplets that contain 

bacteria and viruses. A good habit of thorough hand-washing, for at least 20 seconds, is also 
helpful to prevent the spread of the SARS-CoV-2 virus from hands to others [7]. Ideally, 100% of 

the population would wear masks or other protective gear, but in reality, many people do not 

wear masks due to lack of awareness or other reasons [6]. This increases the exposure risk to 
more people to the virus. The Institute of Health Metrics and Evaluation suggests that around 

33,000 deaths can be avoided by October if 95% of people wear a mask [6]. Hospitals are also 

keeping medical records of patients infected with SARS-CoV-2. These medical records are used 
by public health workers to trace infections up the chain of command to learn how the disease 

spread [5]. This method, known as contact tracing, allows professionals to control the spread of 

disease. However, these medical records are not available to the general public, and cannot help 

people to identify when and where they may be at risk. 
 

Our proposed method is a mobile application that provides personalized real-time information on 

geo-based risks of potential COVID-19 exposure with context-aware features. The application 

uses geographic location data to gather information about the user’s surroundings, such as 
potential hot spots and large gatherings, as well as user data to find nearby users with COVID-19 

diseases. When the user’s position changes, the application recalculates a new risk percentage 

according to the new environment, providing the user with real-time updates calculated 
specifically for that user. Our application also provides the user with the risk at nearby locations, 

allowing users to scout for potentially safer locations if necessary. Many existing methods utilize 

data from medical records or confirmed COVID-19 cases, however some of such data is not 

available to the general public and is not updated frequently. Our application uses geo-location 
and self-reported health data to predict and calculate risks for users. This allows our application 

to rapidly generate a real-time risk that is updated whenever and wherever the user moves to a 

new location. Our application is also widely available to the general public, and anyone who has 
a smartphone can use it anywhere at any time. Therefore, we believe that this application could 

help users to reduce the potential exposure risk to COVID-19 by providing real-time warning to 

users of the calculated risk at their location. 
 

In the case where geo-location data is limited or unavailable, we demonstrate how the 

combination of user data and a machine-learning algorithm predicts the user’s risk. We 

experimented with different models, parameters, and data sets, and we found that the machine 
learning model algorithm predicts the risk with the highest accuracy. We also created a machine 

learning algorithm to predict the risk based on users most frequently visited locations. For this 

algorithm, we also experimented with different models, parameters, and data sets to produce the 

model with the highest accuracy. These experiments produced more accurate machine learning 
algorithms so that in the case where the application does not have sufficient data, it can predict a 

potential risk. Since our application primarily uses geo-location and self-reported user health 

data, these machine learning models fix the issue of not having sufficient data. Especially for 
locations where there is limited geo-data and when there are limited users, these experiments 

increase the accuracy of the risk algorithm. Increasing the accuracy of our risk calculation means 

that users will better understand their surroundings and be more aware of their risks. By 
providing more accurate warnings and risks, users can take more social distancing precautions or 

avoid high risk areas by finding and staying in locations with lower risks. This will help users 

reduce their risks to potential exposure to COVID-19. 
 

The rest of the paper is organized as follows: Section 2 discusses the challenges that people face 
when exercising social distancing; Section 3 describes our solution to the aforementioned 
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challenges in Section 2; Section 4 presents the experiments we did; Section 5 compares our 
application to other SARS-CoV-2 tracking applications; Finally, Section 6 concludes the current 

work and gives the directions for future work. 

 

2. CHALLENGES 

 
The current measures to reduce the COVID-19 spread rely on social distancing precautions and 

CDCdata, however these methods do not provide people with real-time analysis of their 

surroundings. There is a need for a mobile application that offers a personalized geo-based real-
time context-aware risk analysis of the potential diseases that the user is exposed to. However, 

there are several challenges one has to overcome to develop such a mobile application. 

 

2.1. Challenge 1: How to enable a personalized geo-based real-time analysis? 
 

One challenge in developing the mobile application is to enable a personalized geo-based real-
time analysis. Real-time analysis requires not only the live data of the user's geographic locations 

and surroundings, but also the real-time data of location and the self-declared health information 

of nearby people. When one of these factors change, the risk is re-calculated, providing a real-

time analysis that is up-to-date. This requires a large amount of data and the capability of big data 
analysis. 

 

2.2. Challenge 2: How to integrate context-aware types of risk features? 

 

The second challenge in developing the mobile application is to enable context-aware features to 

calculate the risks. This context-awareness may help to increase the precision of the risk by 
taking the user’s surroundings into account. Using the user’s position, the application searches 

the surroundings for possible events or hot spots, such as restaurants, tourist attractions, and 

malls. If there are events or hot spots nearby, then the risk algorithm will factor that into the risk 
percentage. This allows the risk to calculate a more precise risk analysis by better understanding 

the surroundings. With a more precise risk analysis, the user can better understand the 

surroundings and find a relatively safe area to stay in. 

 

2.3. Challenge 3: How to predict and provide the information for the areas that do 

not have sufficient data available? 
 

The third challenge in developing the mobile application is to enable risk analysis for areas that 

do not have sufficient data. For some areas, there could be little data on the COVID-19 spread 
rate, possible hot spots, or health status of nearby users. Under such cases, the mobile application 

would use a machine learning algorithm to predict the potential exposure risk. The machine 

learning algorithm would be able to predict the potential exposure risks by using data on other 
locations, such as the latitude, longitude, number of hot spots nearby, and number of events 

occurring nearby. 

 

3. SOLUTION 
 
This study develops a context-aware and geo-based mobile application to automatically track an 

individual’s surroundings and calculate the exposure risk to a public health issue, such as 

COVID-19. It functions with three main components: the frontend UI, backend server, and 
database. Users first interact with the UI of the application. The frontend of the application 

consists of the visualization, format, pictures, textboxes, etc. Users first sign in, or if they have 
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already created an account, they can log in. Once logged in, users can pick locations on Google 
Map and find the COVID-19 risks at those locations. 

 

The Google Maps on the frontend of the application is connected to a backend server. This 

component of the application contains algorithms and HTTP APIs to find the user’s frequently 
visited locations, calculate the potential exposure risks, and search for the risks at other locations. 

The backend server is also connected to a database that stores users’ data. Storing latitude, 

longitude, name, age, email, etc., the database provides the necessary data for the server to 
calculate a real-time geo-based risk analysis. The database is also connected to the frontend of the 

application. In storing the login data for each user, it assists in the login and signup process in the 

UI. 
 

The frontend of the application was developed using Flutter, an open-source UI development kit 

used to create both the Android and iOS versions of the application. The frontend consists of the 

visualization, format, pictures, textboxes, etc. When the application is initially opened, the user is 
directed to a welcome page that gives the option to either “Sign Up” or “Login” (Figure 1). For 

first-time users, the “Sign-Up” button allows them to create new accounts. Clicking the “Sign-

Up” button directs users to another screen that allows them to input their name, age, email, and 
password, creating a new user in the system (Figure 2). For returning users, the “Login” button 

allows access to the existing account, where the user’s data is logged. Clicking the “Login” 

button brings users to the “Login” Page (Figure 3), where they can type their emails and 
passwords to access their accounts. 

 

     
 

            Figure 1. Welcome Page        Figure 2. Sign Up Page        Figure 3. Login Page 

 

The images of Welcome Page, Sign Up Page, and Login Page of the mobile application. 
 

After signing up or logging into the account, the user can access three pages through the bottom 

navigation bar. The first page is the “My Locations” Page, where users can see a Google Map 
with pins that displays the user’s commonly visited locations (Figure 4). Clicking on each pin 

will reveal a textbox that shows the location’s name, description, as well as risk factor calculated 

by the app. The second page is the “Nearby” Page, which shows users a Google Map centered 
around their current location with pins displaying the surrounding locations with a high potential 

risk factor, such as restaurants, schools, shopping malls, tourist attractions, etc (Figure 5). Similar 

to the 
 

“My Locations” Page, clicking on the pins will open a textbox revealing the name, type of hot 

spot, and risk factor of the location. The third page is the “Profile” Page, where users can see 
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their profile information, such as the name, age, and diseases they may have (Figure 6). On this 
page, users also have the option of editing their disease information by turning on a switch and 

entering the diseases that they have. 

 

    
 

Figure 4.                               Figure 5.                              Figure 6.                             Figure 7. 

    “My Locations” Page               “Nearby” Page                  “Profile” Page           “getNearbyUsers” Page 

 

The images of “My Locations”, “Nearby”, “Profile”, and  “getNearbyUsers” Pages of the mobile 

application. 
 

The backend server of the application was created using a Python Flask server to create 4 main 
HTTP APIs. Python Flask is a micro web framework, which routes an HTTP request to the 

specified controller. This calls a function in the server, and an HTTP response is then returned. 

The “My Locations” and “Nearby” Pages use this Python Flask server to find nearby users, find 
nearby hot spots, retrieve a user’s most visited locations, and calculate a risk percentage for the 

user. Within the Python Flask server, there are four main HTTP APIs that carry out these tasks. 

The first HTTP API is called getNearbyUsers, and it does the task of getting nearby users (Figure 

7). This API uses three parameters, which are the user’s current latitude position, longitude 
position, and a given radius to search for nearby users. The function then loads all users by 

retrieving the data from the Firebase database. By using the Haversine formula that calculates the 

distance between two points on a sphere, the function then returns the users that are located 
within the specified radius of the user. 
 

The second HTTP API is called getNearbyHotPlacesWithAllTypes, and it gets the nearby hot 

spots (Figure 8). This function uses three parameters: the user’s current latitude, current 
longitude, and a specified radius. The function first specifies the types of hot spots, such as bars, 

restaurants, tourist attractions, malls, etc. The function then loads the hot spots that are located 

within the specified radius around the user’s location using the Google Maps API. Finally, the 
function returns the hot spots, as well as the risk at that hot spot. 

 

The third HTTP API is called getMostVisitedLocations, and it gets the user’s most frequently 

visited places (Figure 9). This function loads the user’s data from the Firebase database, and it 
counts the number of times the user visited each location. Counting the number of visits, the 

function returns the locations with the highest number of visits. 
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The last API, get_location_risk, calculates the risk for each location (Figure 10). It works by 
taking the current location from a user, and it checks if another user with a disease is within a 

specified radius of the user. For every user nearby that has diseases, the risk increases by one. 

The function then returns the risk for the user’s current position. 
 

This application uses a Firebase database to store users’ login, profile, and location information. 

The Firebase Real time Database stores and syncs user data from the application. Firebase stores 

this user data in JSON format, which consists of attribute-value pairs and array data types. Within 

the database, there are two main branches in which the data is sorted: users and logs. The users 
branch is further categorized into smaller branches for each user, which is labeled with a unique 

uid. Within these individual users’ branches, the name, age, email, and diseases are stored. The 

other main branch, logs, tracks the user’s location. Within the logs branch, there are also branches 
for each user labeled with the user’s unique uid. These branches contain the latitude and 

longitude of the user at different time stamps, creating a log of all locations that the user has 

visited. 
 

 
 

Figure 8. get Near by Hot Places With All Types 
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Figure 9. get Most Visited Locations 

 

4. EXPERIMENT 
 
To evaluate the accuracy of the risk algorithm, we experimented with the different models, 

parameters, and data set features to find the most accurate machine learning model. The first 

experiment was conducted to find a machine learning model that predicts the risks for a new geo-

location without available data. This experiment has three parts: experiment 1-1 tests different 
regression models, experiment 1-2 tests different polynomial parameters, and experiment 1-3 

tests different data set features. The machine learning model was created with 5000 data sets for 

each experiment. The accuracy of each experiment was calculated using the machine learning 
algorithm and comparing the prediction with the actual risk. For experiment 1-1, different 

machine learning models were applied to the same data set to find out which model would 

produce the most accurate algorithm. The models used are linear, polynomial with a power of 2, 

logistic, and random forest regressions. Experiment 1-2 tested the polynomial model parameters 
2, 3, 4, and 5, and tested which model would have the highest accuracy. Experiment 1-3 tested 

two data sets: one set with four inputs (latitude, longitude, number of hotspots, and number of 

events) and the other set with two inputs (number of locations and number of events). 
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                             (a)                                               (b)                                               (c) 

 
Figure 10. The results of experiment 1 

 

The results of experiment 1-1 can be seen in Figure 10. The Random Forest model has the 

highest accuracy at 31.772%. In comparison, the Logistic model has the lowest accuracy of the 

four models, with an accuracy of 21.6%. This proves that the geo-based risk does not follow a 
Logistic model. The results of experiment 1-2 reveals that 3 parameters in the polynomial model 

produces a higher accuracy at 30.568%, but not by much. The models with 2, 4, and 5 parameters 

have similar accuracies to the model with three parameters, with the least accurate model (2 
parameters) being less than 1% away from the most accurate (3 parameters). As mentioned 

previously, experiment 1-3 compares two data sets with different inputs and different parameters. 

The most accurate model was produced using Data Set 2 and 5 parameters, and on average, Data 
Set 2 produced more accurate models than Data Set 1. 
 

The second experiment was conducted to find a machine learning model that predicts the risks for 

a user based on the most-visited locations. This experiment has three parts: experiment 2-1 tests 

different regression models, experiment 2-2 tests different polynomial parameters, and 
experiment 2-3 tests different data set features. The machine learning model was created with 

5000 data sets for each experiment. The accuracy of each experiment was calculated using the 

machine learning algorithm and comparing the prediction with the actual risk. For experiment 2-
1, different machine learning models were applied to the same data set to find out which model 

would produce the most accurate algorithm. The models used are linear, polynomial with a power 

of 2, logistic, and random forest regressions. Experiment 2-2 tested the polynomial model 
parameters 2, 3, 4, and 5, and tested which model would have the highest accuracy. Experiment 

2-3 tested two data sets: one set with four inputs (type of location, number of nearby hot spots, 

number of visits, and the duration of each visit) and the other set with three inputs (type of 

location, number of hotspots, and duration of each visit). 
 

 
     (a)                                                  (b)                                               (c) 

 
Figure 11. Results of experiment 2 

 

The results of experiment 2-1 can be seen in Figure 14. The Logistic model has the highest 

accuracy at 49.8%. In comparison, the Random Forest model has the lowest accuracy of the four 

models, with an accuracy of 27.721%. This proves that the geo-based risk does not follow a 
Random Forest model. The results of experiment 2-2 (Figure 11) reveals that 4 parameters in the 

polynomial model produces a higher accuracy at 32.649%, but not by much. The models with 2, 
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3, and 5 parameters have similar accuracies to the model with four parameters, with the least 
accurate model (5 parameters) being less than 1% away from the most accurate (4 parameters). 

As mentioned previously, experiment 2-3 (Figure 11) compares two data sets with different 

inputs and different parameters. The most accurate model was produced using Data Set 2 and 4 

parameters, and on average, Data Set 2 produced more accurate models than Data Set 1. 
 

Experiment 1 tried to find the most accurate model for predicting risks for new geo-locations 

without prior data. The most accurate algorithm was one with a Random Forest model, 3 

parameters, and using Data Set 2 (a data set with 2 inputs, specifically the number of hot spots 
and number of locations). Experiment 1-1 proved that using a Random Forest model resulted in a 

higher accuracy, and a Logistic model had the lowest accuracy, revealing that the geo-location vs. 

risk does not follow a Logistic pattern. Experiment 1-2 found that a 3-parameter polynomial 
model had the highest accuracy, but overall, there was not a significant difference between a 2, 3, 

4, or 5-parameter polynomial model. Experiment 1-3 found that the model using Data Set 2 and a 

5-parameter polynomial model was the most accurate. This is interesting since in experiment 1-2, 
the 3-parameter model was the most accurate, not the 5-parameter model. This is perhaps due to 

the fact that in experiment 1-2, the models had very similar accuracies that only deviated by less 

than 1%. Experiment 1-3 also reveals that on average Data Set 2 had a higher accuracy, 

suggesting that the input of latitude and longitude in Data Set 1 made the risk algorithm less 
accurate. Since the risk algorithm did not use the latitude and longitude, it makes sense that Data 

Set 2 was more accurate. The latitude and longitude position does not directly relate to the risk at 

the geo-location, and the number of nearby hot spots and events have a greater impact on the risk. 
 

Experiment 2 tried to find the most accurate model for predicting exposure risks based on users’ 

most visited locations. The most accurate algorithm was one with a Logistic model, 4 parameters, 

and using Data Set 2 (a data set with 3 inputs, specifically the type of location, number of 
hotspots, and duration of each visit). Experiment 2-1 proved that using a Logistic model resulted 

in a higher accuracy, and a Random Forest model had the lowest accuracy, revealing that the geo-

location vs. risk does not follow a Random Forest pattern. Experiment 2-2 found that a 4-

parameter polynomial model had the highest accuracy, but overall, there was not a significant 
difference between a 2, 3, 4, or 5-parameter polynomial model. Experiment 2-3 found that the 

model using Data Set 2 and a 4-parameter polynomial model was the most accurate, although 

there is less than a 1% difference in accuracy between models trained with Data Set 1 and Data 
Set 2. 

 

5. RELATED WORK 
 

Coveley, M. et al [8] developed a tracking system for infectious diseases. This system consists of 
transmitter circuits that record the infected people within the confined space. The system works 

by identifying the people within the location, establishing a record for each person with a time 

and date, and storing these records [8]. These records can be retrieved to generate an audit record 
that can help in tracking the disease [8]. Since this tracking system relies on transmitter circuits 

spaced out over a confined location, it is designed for and best suited to be used in a hospital with 

medical professionals and potential carriers of the disease inside. Our application also tracks 
users with diseases; however, it utilizes location data of nearby users to warn someone of 

potential exposure. This feature allows our application to be used anywhere and anytime as long 

as the user has a mobile device with them. 
 

Segal, E. et al built an international consortium to track COVID-19 spread [9]. This system relies 

on participants to self-report COVID-19 symptoms. Participants will also report their geospatial 

location, time, age, demographic information, and pre-existing medical conditions [9]. This data 

is used to help track COVID-19 around the world. This is very similar to our application, since 
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both rely on self-reported data and a large group of users/participants. However, our application 
takes this one step further by using the self-reported data to calculate a personalized risk analysis 

for users. Not only does the risk analysis utilize other user’s self-reported data, but it also uses 

geo-location data to find nearby hot spots and large events that could increase the risk of COVID-

19. 
 

Boulos, M. et al describes a range of online and mobile GIS mapping systems that track COVID-

19 [10]. Some of these systems include Johns Hopkins’ CSSE dashboard (Figure 12), World 
Health Organization’s dashboard (Figure 13), and HealthMap (Figure 14). All of these systems 

track COVID-19 cases on a map, as well as figures, tables, and graphs showing the trends. The 

CSSE dashboard uses diagnosed cases based on symptom array and chest imaging, and the WHO 
dashboard uses laboratory-confirmed cases [10]. HealthMap uses machine learning and language 

processing to sift through news reports to track COVID-19 [10]. HealthMap also offers a feature 

to find “outbreaks near me” [10]. This is very similar to our application, that uses user and 

location data to find the risk and nearby users with diseases. 
 

 
 

Figure 12. Johns Hopkins CSSE dashboard 

 

 
 

Figure 13. WHO dashboard 
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Figure 14. HealthMap 

 

6. CONCLUSION AND FUTURE WORK 
 

In summary, our application tracks COVID-19 among its users and provides a personalized real-

time geo-based risk analysis for its users. Using geo-location data and self-reported disease data 
from users, the application calculates a risk factor with the nearby users, hot spots, and events. By 

warning users of the calculated exposure risks at their location, this application helps slow the 

spread of COVID-19. Users are also able to see nearby locations that may have a smaller risk, 

allowing them to move to a relatively safer location. In cases where the geo-location of a user has 
no available data, the application would use a machine learning algorithm to predict the risk. Our 

experiments tried to find the most accurate algorithm by adjusting the regression model, 

polynomial parameter, and features of the input set. The results show that using a Random Forest 
model with 3 parameters trained with an input of [number of hotspots, number of events] will 

result in a more accurate model. The estimation accuracy of these models are between 20 - 30%. 

With the addition of the machine learning algorithm, this application is able to predict a risk at 
locations without sufficient data, which greatly expands the coverage of this application. 

 

However, there are some limitations in this application. First, the risk algorithm partially relies on 

self-reported disease data. If there are not enough users, then the risk might be underestimated, 
losing the risk algorithm’s accuracy. Another limitation is that the machine learning algorithm 

may not be optimized. The experiment revealed that individually, the best features led to a higher 

accuracy. But when the best features are combined, the resulting algorithm may not have the 
highest accuracy. A third limitation is that the risk algorithm could be better optimized using 

more factors. Currently, the risk algorithm uses self-reported user disease data, nearby hot spots, 

and nearby large events. This algorithm could be further improved to increase the estimation 

accuracy on COVID-19 exposure risks. 
 

Further development will address these limitations. The risk algorithm could be further 

experimented with and developed so that it does not heavily rely on self-reported user data. Using 
more location data, such as the number of nearby laboratory-identified COVID-19 cases, could 
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lessen the reliance on many users self-reporting data. Furthermore, conducting experiments that 
combine the best features could optimize the accuracy of the machine learning algorithm. Testing 

different combinations of features would lead to the best overall model. 
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ABSTRACT 
 

Recently, I have received many spam calls every day. My phone number is associated with many 

essential accounts due to this reason, so I could not change a new phone number. Sometimes the 
spam call wakes me up at 7 am on the weekend. This situation has sustained from March to 

June.  It bothers my life. I have tried to put them in my phone blacklist, however every time the 

number call in is different, so my blacklist does not help so much. This paper proposes an 

application to automatically detect the call content and tell the user what kind of call it is. We 

applied our application to the call, especially from other states or countries. The results show 

that the app can detect if the call is a spam call or not. 

 

KEYWORDS 
 

Voice Recognition, Spam detection, Firebase, Artificial intelligence 

 

1. INTRODUCTION 
 
The background of my topic is for people to have a better life, to expect the spam call to bother 

people’s lives [11][12] My argument is very important because sometimes the spam call can 

worry about people’s emotions; for example, when you are having a meeting with someone 
famous, at this moment, the spam calls in. It will give you an awkward situation. Another 

example, you try to wake up late at the weekend because you have too much work during the 

weekdays, you try to give yourself some relaxation; however, a spam call comes in at 7 in the 
morning. You thought it was your friend or your boss calling you for some emergency; however, 

when you pick up the phone, it is a spam call, it will drive you crazy and upset. My topic is 

important because it can solve this kind of problem and give people a better life. 

 
Some of the spam call resistor techniques and systems that have been proposed to remind you 

this is a spam call, which allows the user to decide to pick up the phone or not [13][14][15] 

However, these proposals cannot really fix the basic problem of spam call, which is rarely the 
case in practice. Their implementations are also limited in scale, with samples given for the 

common app online, they usually just block the call for you but not telling you what’s the info 

about the call. They cannot get the content of the call because their method used cannot be too 
sophisticated and often results in blocking the wrong call [16] [17] In this paper, we follow the 

same line of research by detecting the call. Our goal is to pick up the call and detect the content 

and analyze the call for the user. Our method is inspired by AI voice recognizer. There are some 
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good features of using AI to detect spam calls. First it prevents the probability of banning the 
wrong number. Second, the user can know what the content information was about in the call.  

 

2. CHALLENGES  
 

2.1. Challenge 1 

 

The first challenge we meet is when shall the application pick up the phone or not. This is a 
challenge because sometimes people do not want the app to automatically pick up any call by 

themselves. For example, when people are having a meeting, they want the application to pick up 

any call for them, but when people are waiting for someone to come, they definitely want their 

phone to ring. 
 

2.2. Challenge 2 

 
The second challenge is how we can make the app record the phone call. There are some 

challenges that the android system does not allow the application to record the phone call unless 

the application is verified by the government. However, we need this to be able to work in our 
application, otherwise the whole system will not work. 

 

2.3. Challenge 3 
 

The third challenge we met is we have to enable the voice recognition system into our application 

so that when the people are talking on the phone, the application can detect what the person is 
talking about and get the text format of the call. After we get the voice recognition done, we have 

to add the keyword search also. We have to have the text version of the call first and then let the 

application to search some keyword in the call to detect whether the call is spam or not. 
 

3. SOLUTION 
 

3.1. Overview of the Solution 
 

An overview of the system is presented in Figure 1. An incoming phone call comes and the voice 

call is recorded and sent to database. The system interprets the voice recorded and verifies if the 

phone call is a spam or not. Finally, the result is sent to the phone application. 
 

 
 

Figure 1. Overview of the Solution 
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3.2. Data Storage 
 

We utilize Android studio to develop our application and Firebase to store recorded voice. 

Android Studio is an integrated development environment uses for building application for 
Android phones, tables, Android TV, and Android Auto [4][5] [7] Firebase is a platform created 

by Google for developing web and mobile application [1][2] 

 
To store a voice recorder, we created an instance of the Firebase Storage and used this instance to 

create a storage reference from our application. Then we got the path of the recorded voice and 

upload the MP4 file to Firebase. 

 

 
 

Figure 2. Upload File to Firebase 

 

3.3. Voice Recognition 
 

We used Python for the system and Speech-to-text from Google Cloud to recognize the voice 

recorded. Speech-to-text use Google’s AI technologies to convert the voice into text [3] [6] In our 
system, we interpret the voice recorded and verify if the message contains the keywords that 

demonstrate that the message is a spam or not. 

 

3.4. Android Application 
 

As a shown in Figure 3, the app has a button that enable the blocking spam call. When the 
blocking spam call is enabled, and the app closes and runs in the background. Also, this screen 

has the option of change the setting and manage the blacklist. 
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Figure 3. Turn on Blocking Spam Call 

 
The App has a functionality to add keywords that would be used to verify if the phone call is a 

spam or not. To set up the spam call App, an user would add keywords that the user would think 

that a spam phone would contain in its voice message to the call assistant list. (see Figure 4) 
 

 
 

Figure 4. List of keywords to be considered as a spam 
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Because the app is running in the background, the app would notice when an incoming phone call 
come. Thus, when the incoming phone call ends, the process would process and interprets the 

voice recorded and return a message that notify if the phone call is a spam or not. If the phone 

call is an spam a red button appears next to the voice message otherwise a green button appears 

next to the voice message. (see figure 5) 
 

 
 

Figure 5. List of phone call message. Spam phone call (Red button). Real phone call (Green button) 

 

4. EXPERIMENT 
 
At present, the most up to date technologies on voice recognition are Amazon Transcribe, 

Microsoft Azure Speech and Google Cloud Speech. They allow developers to translate voice 

into text automatically. We conducted an experiments on the three APIs and made informative 

comparison and justify our choice. 
 

• Azure Speech to Text 

 
The key feature for Microsoft Azure Speech is that it supports custom speech and acoustic 

models, which make users to alter original speech recognition under special circumstances. 

Also, Azure Speech can deliver speech in real-time. This feature is able to provide timely 

feedback to users and help them to adjust their speech in some way. Microsoft Azure Speech 
provides a very popular interface - REST API, which is widely used in application development 

today. 
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• Amazon Transcribe 
 

Amazon Transcribe can translate audio file into text, then make useful detection based on the 

text. Even Amazon cannot translate speech to text in real-time, it can automatically recognize 

multiple speakers and can show a timestamp.  
 

• Google Cloud Speech 

 
To realize speech to text, google developed its own speech-to-text engine, which process both 

short audio snippets for voice interfaces and longer audio for transcription. It supports 120 

languages in real time or from pre recorded audio files. 
 

 
 

Figure 6. Accuracy Comparison 
 

 
 

Figure 7. Efficiency Comparison 
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We did an experiment on the above three APIs and analyze them based on the same input speech. 
There results show all of them roughly lie in the same level. Google Cloud Speech show a 

slightly better on efficiency. 

 

5. RELATED WORK 
 
Seneviratne, S., et all presented an Adaptive Boost classifier to identify if an app is a spam or not. 

[8] They created their training dataset by manually label a sample of removed apps. Then they 

utilized the metadata of apps to run the classification. In their result, they estimate that at least 2.7 
% of the apps at the app market are spam. 

 

Coles, Scott, et al proposed a system to retrieve important information that agents can use to help 

customer.[9] They developed a voice recognition system that pick up a plurals keywords while 
the customer and agents are talking on the phone. These keywords are utilized to search 

information in the database that can be very helpful for the agent and customer. In our project, we 

used voice recognition to identify if a phone call is a spam or not. As different of this approach, 
we set up the keywords to interpret a incoming phone call. 

 

Yoav, T. developed a system that displays targeted advertising on end-user device such as a 
mobile, a static device and/or a computing device.[10] The system utilized voice recognition in 

speech that is taking from automated systems such as an interactive voice response (IVR) or 

voice mail system. Then the system picks some keywords from the conversation and identify 

user’s targeting items, such as user past behavior and user's physical location to search possible 
ads that can be interested to the user. Finally, the system displays the ads on the end-user device. 

 

6. CONCLUSION AND FUTURE WORK 

 
In this project, we proposed an artificial intelligent approach for blocking spam calls. Our mobile 

app utilizes the recorded voice call and voice recognition system to identify if an incoming phone 

call is a spam or not. First, the phone call is recorded and sent to the Firebase. Then the speech-

to-text gets the voice recorded from the database and interpret the voice recoded. To identify a 
spam call, we set up keywords that we believe that are associated with spam calls. 

 

As future work, we plan to add phone number of spam calls to our database, so that the system 
can block a phone call automatically if the phone number is in our database. 

 

One limitation that is related with this app is that it incoming phone call needs to end to verify if 
it is spam or not. One feature that we plan to add to the app is to have the ability to set a recorded 

time for the phone call, so that when the incoming call reaches the recorded time, the recorded 

voice is sent to the Firebase and the system can validate if the incoming call is a spam or not. 

 
In the future, we plan to improve application in efficiency, accuracy, and usability. our 

application will be able to reach its full potential. 

 

REFERENCES 
 

[1]  Khawas, Chunnu, and Pritam Shah. "Application of firebase in android app development-a study." 

International Journal of Computer Applications 179.46 (2018): 49-53. 

[2]  Moroney, Laurence, Moroney, and Anglin. Definitive Guide to Firebase. Apress, 2017. 

[3]  Bijl, David, and Henry Hyde-Thomson. "Speech to text conversion." U.S. Patent No. 6,173,259. 9 

Jan. 2001. 

[4]  Zapata, Belén Cruz. Android studio application development. Packt Publ., 2013. 



138   Computer Science & Information Technology (CS & IT) 

[5]  Developer, Android. "Android Developer." línea]. Available: https://developer. android. com (2009). 

[6]  Ballinger, Brandon M., et al. "Speech to text conversion." U.S. Patent Application No. 12/976,972. 

[7]  Powar, Swapnil, and B. B. Meshram. "Survey on Android security framework." International Journal 

of Engineering Research and Applications 3.2 (2013): 907-911. 

[8]  Seneviratne, Suranga, et al. "Early detection of spam mobile apps." Proceedings of the 24th 
International Conference on World Wide Web. 2015. 

[9]  Coles, Scott, et al. "Dynamic information retrieval system utilizing voice recognition." U.S. Patent 

Application No. 10/191,225. 

[10]  Tzruya, Yoav M. "Voice-Recognition Based Advertising." U.S. Patent Application No.   12/566,189. 

[11]  Azad, Muhammad Ajmal, and Ricardo Morla. "Caller-REP: Detecting unwanted calls with caller 

social strength." Computers & Security 39 (2013): 219-236. 

[12]  Whitworth, Brian, and Elizabeth Whitworth. "Spam and the social-technical gap." Computer 37.10 

(2004): 38-45. 

[13]  Mcrae, Matthew Blake, Kendra Sue Harrington, and Allen Joseph Huotari. "Method and system 

device for deterring spam over internet protocol telephony and spam instant messaging." U.S. 

Patent No. 7,992,205. 2 Aug. 2011. 

[14]  Sahin, Merve, Marc Relieu, and Aurélien Francillon. "Using chatbots against voice spam: Analyzing 
Lenny’s effectiveness." Thirteenth Symposium on Usable Privacy and Security ({SOUPS} 2017). 

2017. 

[15]  Rao, Anup, et al. "Method and system for deterring SPam over Internet Protocol telephony and SPam 

Instant Messaging." U.S. Patent Application No. 11/203,449. 

[16]  Nassar, Mohamed, and Olivier Festor. "Labeled voip data-set for intrusion detection evaluation." 

Meeting of the European Network of Universities and Companies in Information and Communication 

Engineering. Springer, Berlin, Heidelberg, 2010. 

[17]  Narayan, Akshay, and Prateek Saxena. "The curse of 140 characters: evaluating the efficacy of SMS 

spam detection on android." Proceedings of the Third ACM workshop on Security and privacy in 

smartphones & mobile devices. 2013. 

 
 

 

© 2020 By AIRCC Publishing Corporation. This article is published under the Creative Commons 

Attribution (CC BY) license. 

 

http://airccse.org/


MINIMISING DELAY AND ENERGY IN ONLINE 

DYNAMIC FOG SYSTEMS 

Faten Alenizi and Omer Rana 

School of Computer Science and Informatics, Cardiff University, Cardiff, UK 

ABSTRACT 

The increasing use of Internet of Things (IoT) devices generates a greater demand for data transfers and 

puts increased pressure on networks. Additionally, connectivity to cloud services can be costly and 

inefficient. Fog computing provides resources in proximity to user devices to overcome these drawbacks. 

However, optimisation of quality of service (QoS) in IoT applications and the management of fog resources 

are becoming challenging problems. This paper describes a dynamic online offloading scheme in vehicular 

traffic applications that require execution of delay-sensitive tasks. This paper proposes a combination of 

two algorithms: dynamic task scheduling (DTS) and dynamic energy control (DEC) that aim to minimise 

overall delay, enhance throughput of user tasks and minimise energy consumption at the fog layer while 

maximising the use of resource-constrained fog nodes. Compared to other schemes, our experimental 

results show that these algorithms can reduce the delay by up to 80.79% and reduce energy consumption 

by up to 66.39% in fog nodes. Additionally, this approach enhances task execution throughput by 40.88%. 

KEYWORDS 

Dynamic Fog Computing, iFogSim, Computational Offloading, Energy Consumption, Minimising 

Delay, Dynamic Resource Management, Internet of Things (IoT). 

1. INTRODUCTION 

Cloud computing plays an important role in processing tasks generated by IoT devices [1]. 

However, as the number IoT devices increases, so does the amount of generated data, and 

processing these data in the cloud may incur significant overhead in multi-hop networks. This is 

because the cloud server is usually remote and spatially distant from the IoT devices, which leads 

to high transmission latency, downgraded performance of latency-sensitive applications and 

network congestion [2]. To address this issue, fog computing (FC) – considered an extension of 

cloud computing (CC) [3, 4] – has been introduced by CISCO [5] which acts as an intermediary 

between the cloud and end-user devices. This brings processing, storage, and networking services 

spatially closer to end devices to reduce latency and network congestion. The main idea behind 

FC is to deploy computing resources, i.e. fog nodes (FNs), at the network edge [3, 6]. FNs can be 

routers, gateways, and access points to which end devices offload their computationally intensive 

tasks. However, FNs are characterised as resource-limited devices  [4, 7] because they cannot 

handle all requests emanating from IoT devices located in their radius of coverage. To overcome 

this problem, computational offloading within the fog computing paradigm is one of the solutions 

that helps to improve the utilisation of available resources at FNs and allows for the processing 

of end-user tasks  [8-10].  

In fog computing, computational offloading refers to the cooperation between fog nodes in the 

same layer or with upper layers in which overloaded FNs delegate part of the workload to 

underloaded FNs within their proximity  [9, 11] (we refer to such proximal fog nodes as forming 

a “neighbourhood”). Offloading, in this sense, refers to the sharing of the workload amongst the 
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nodes to minimise the overall latency of end-user tasks and improve QoS for user applications 

[11-13]. Computational offloading aims to maximise usage of the available fog resources, 

however at the expense of increasing energy use of fog nodes. An open research challenge 

considered in this work is understanding when a FN will decide to dynamically offload its 

workload and to which other FNs in the neighbourhood. This timely decision making is critical 

but challenging, especially within a dynamic system, where tasks generation cannot be known a 

priori. Another important question is understanding how to manage energy of fog resources, while 

still exploiting most of the available resources. The optimization problem of minimising the delay 

and the energy consumption has been decomposed into two sub-problems, named delay 

minimization problem and energy saving problem. The main objectives of this work can be 

summarised as following: (i) maximising the utilisation of resource-constrained fog nodes; (ii) 

minimising application loop delay; (iii) improving throughput of user tasks; (v) optimising energy 

consumption of fog nodes. This paper is structured as follows. The related works are introduced 

in Section 2. We describe the model of the fog computing system and constraints in Section 3. In 

Section 4, we explained the problem formulation. In Section 5, the proposed algorithms are 

presented. Simulations are conducted in Section 6 with numerical results, and concluding remarks 

are drawn in Section 7 with future work. 

2. RELATED WORK 

This section is divided into two main parts. The first focuses on computational offloading between 

entities within a specific system model; the second addresses the effect of dynamically controlling 

servers to improve power efficiency (e.g. either switching servers on and off as required or 

running them at lower capacity to improve power efficiency).  

2.1. Computational Offloading 

Offloading computing tasks to a cloud data centre and/or neighbouring fog computing servers has 

received considerable attention in other publications [4, 8, 9, 12-15]. Due to the differences in 

system models, existing works can be categorised as outlined below: 

2.1.1. Computation Offloading in IoT-Fog-Cloud Computing Systems 

IoT devices can be tasks generators and can process their own tasks aided by either fog or cloud 

resources, or both. The following scenarios illustrate this point: 

(i) An end-user device either processes its tasks locally or chooses to offload them to the nearest 

fog node for processing (this is referred to as the IoT-Fog computing system). In this scenario, 

Tang et al. [12] aimed to maximise the total number of executed tasks on IoT devices and fog 

nodes while meeting the deadline requirements under energy constraints. The authors formulated 

the problem as a decentralised, partially observable offloading optimisation problem in which end 

users are partially aware of their local system status which includes the current number of 

remaining tasks, the level of battery power and the availability of the nearest fog node resource 

(availability is based on the number of tasks in the fog node’s queue). These criteria are used to 

determine whether to process tasks locally or offload them to the nearest fog node. The suggested 

solution enables the IoT device to make an approximate optimal decision based on its locally 

observed system while meeting the delay requirements. Chen and Hao [15] investigated the task 

offloading problem in a dense software-defined network. The authors describe the problem as a 

mixed-integer nonlinear problem and decomposed it into two sub-problems: (1) deciding whether 

the end-user device should process its tasks locally or offload them to the edge device and (2) 

determining how many computational resources should be given to each task. To solve these sub-

problems, the authors proposed an efficient software-defined task offloading scheme. The results 

of their proposed scheme, compared to random and uniform offloading schemes, demonstrate the 

effectiveness of their solution in decreasing the overall task execution time and the end-user 

device’s energy consumption. 
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(ii) To determine whether end-user tasks should be processed on the end-user device, on the fog 

nodes or on the cloud servers (this is referred to as the IoT-Fog-Cloud computing system), Sun et 

al.  [14] Since processing tasks are not limited to fog nodes, most tasks are processed either on 

the IoT devices (if they have the computational capacity), or on cloud servers as long as the task 

deadline is not violated. This leads to fewer tasks being processed within the fog environment, 

thereby reducing the energy consumed in fog nodes. Computational offloading has been studied 

in fog radio access networks [13] to achieve minimum system cost, which is the weighted sum of 

total energy consumption and total offloading latency. In their work, task latency only involves 

computation and transmission latency – no queuing latency is considered. To enhance the 

offloading decision, along with improving resource allocation for computation and radio 

resources, Zhao et al. have formulated the problem as a non-linear, non-convex joint optimisation 

problem. Their proposed solution has proven its effectiveness in comparison both to the mobile 

cloud computing system (MCC), in which all user tasks are processed on a cloud server, and to 

the mobile edge computing system (MEC), in which all end-user tasks are executed in the edge 

computing system. This is attributed to the fact that, in their model, both the fog and the cloud 

computation resources are available to support the offloading scheme. 

(iii) In this scenario, in addition to the previous scenario, fog nodes can make the decision to 

offload the workload partially or fully to another fog node (this is referred to as the IoT-Fog-Fog-

Cloud computing system. In [11], Yousefpour et al. proposed a delay-minimisation policy to 

reduce the overall service delay. In their work, the decision for a fog node to process its upcoming 

task(s), or either to offload to one of its neighbours (horizontal cooperation) or to the cloud server, 

is based on the estimated queue waiting time. If the offloading (queue waiting time) threshold has 

been reached, then a fog node will select one of the neighbouring fog nodes in its domain to 

offload its upcoming tasks to. The selection of the best neighbouring fog node is based on 

minimising total propagation delay plus queuing delay. Three different models have been 

considered and compared. In the first model, there is no processing of tasks in the fog system 

(NFP), so an IoT device either processes its own requests or sends them to a cloud data centre. 

The second model only allows for the processing of light computational tasks in the fog system 

with heavy computational tasks being processed in the cloud (LFP). In the third model, fog 

computing can process all types of tasks (AFP). The results show that AFP achieved the minimum 

average service delay compared to the two previous models. 

2.1.2. Computation Offloading in Fog-cloud Computing Systems 

In this approach the end-user devices offload all their computational tasks to the associated fog 

nodes for processing. The associated fog nodes can choose to offload part of their computational 

workload to another fog node or to the cloud, thereby exploiting fog and cloud resources to 

process end-user tasks. Gao et al. [9] investigated dynamic offloading and resource allocation, 

formulating the problem as a stochastic network optimisation to minimise delay and power 

consumption while ensuring the stability of all queues in the system. They present a predictive 

offloading and resource allocation approach that focuses on the trade-off between energy 

consumption and delay. Their approach suggests that increasing the allocation of processing 

resources in fog nodes causes a reduction in delay but increases energy consumption due to the 

processing of additional tasks and vice versa. The authors demonstrate the benefit of their 

approach compared to other schemes.  

In [4], Xiao and Krunz developed a workload offloading strategy that maximises the average 

response time of all end-user tasks that are given a power efficiency constraint. In their 

experiment, power consumption is measured as the power spent on offloading each unit of 

received workload, but the power consumed to execute workloads is not considered. The decision 

for fog nodes to start cooperating and offload the workload is made through an agreement between 

the parties, and the amount of workload to be offloaded is based on the workload processing 

capabilities and the workload arrival rates. Based on their results, cooperation between fog nodes 
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helps to decrease the average response time. They also observed a fundamental trade-off between 

the average response time and the power efficiency of the fog node. The authors suggested that 

in order to optimise the power efficiency of the fog computing systems the response time of end-

user tasks should be set to its maximum tolerable point, which means that when end-user tasks 

can stand higher delay there is no need to offload tasks to save energy. In addition, the authors 

stated that with delay-sensitive applications it is better to equip fog nodes with high-power 

consumption so that they are able to share more of their workload with other fog nodes, thus 

minimising response time. 

2.1.3. Computation offloading in Fog Computing Systems 

In this computing system, only fog resources are available to process end-user tasks, but no 

processing in the cloud is considered. Considering computation resources, Mukherjee et al. [16] 

designed a scheduling policy that manages to meet the deadline constraint of end-user tasks. In 

their scheduling policy, the deadline requirements of a task determine whether a fog node places 

it in its high priority queue, in its low priority queue or offloads it to one of its neighbouring fog 

nodes within the same tier. The decision whether to process the task or offload it to its neighbours 

is based on the availability of a neighbour with a lower transmission delay plus lower queue length 

of a specified type. Their results show the effectiveness of their proposed policy when compared 

to (a) an approach where no offloading is involved, and the fog node assigns its upcoming tasks 

randomly to one of its two queues with no consideration to priority and (b) an approach where 

workload offloading occurs between fog nodes with random task scheduling to any queue without 

considering their priority.  

2.2. Dynamic Server Energy Management 

Related work in this area is classified into two sections based on the environment in which this 

technique has been applied, which are Cloud Computing systems and Wireless Local Area 

Networks (WLANs). This technique has not been applied in fog computing system, while it has 

proved its efficiency in other environments. 

2.2.1. Cloud Computing System 

To save energy in a cloud environment, it has been proposed that servers should be dynamically 

shut down  [17, 18] or put into sleep mode [19-21]. The authors in [17-21] investigated the 

problem of Virtual Machine (VM) placement to save energy and still maintaining QoS. In their 

work, underloaded data centres were detected and shutdown as per  [17, 18] or put in a sleep mode 

as per [19-21]. All VMs in those data centres where then be migrated to other active underloaded 

data centres. This is done to minimise the energy consumed by cloud computing systems and is 

called ‘VM consolidation’. For overloaded data centres, different VM selection methods have 

been proposed to decide which VMs should be migrated to other active data centres. Furthermore, 

a switched-off data centre could be activated to accommodate the migrated VMs to ensure QoS 

requirements in the system are met. The researchers saved the most energy when putting idle-

mode data centres into sleep or shutdown mode. 

Mahadevamangalam in [19] stated that in a cloud environment, idle-mode data centres with no 

workload consume energy equivalent to 70% of the energy consumed by data centres that are 

fully utilised and in busy mode. Therefore, shutting down idle-mode data centres will save up to 

70% of the energy consumed in a cloud environment. 

2.2.2. Wireless Local Area Networks (WLANs) 

In WLANs, putting access points (APs) into sleep mode or switching them off has improved the 

energy efficiency of WLANs. In [22], Marsan and Meo found that in a group of APs that partially 

overlap, having one AP in each group to monitor the system and serve the upcoming users while 

all others are switched off can reduce energy consumption by up to 40%. In addition, if all APs 
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are switched off during idle periods, e.g. at night, energy consumption could be reduced by a 

further 60%. Li et al.  [23] proposed a state transitions-aware energy-saving mechanism in which 

APs are not just switched on and off based on user demand, but there is also an intermediate stage 

that helps make the switching frequency as low as possible. This is to avoid frequently switching 

APs on and off as this will shorten their service life and also to avoid latency and energy overheads 

when APs are switched on. 

2.3. Summary 

In connection with minimising delay, computational offloading has been proposed in the literature 

[4, 8, 9, 11-16, 24]. Computational offloading can be deployed offline or online. In offline 

deployment, computational offloading decisions are made at the system design stage. All the 

required information about the system is known beforehand and is based on historical or 

predictive knowledge, such as the computational capacity of fog nodes, the total number of IoT 

devices and their workload (number of requests). In online deployment, the decision of 

computational offloading takes place at run-time and considers the current system status and 

process characteristics, such as the current waiting time. Most research investigating the 

offloading problem have considered the offline approach [4, 8, 9, 14, 15, 25] , while online 

approach has limited coverage [11-13, 16]. This shed lights on the importance of investigating 

the online computational offloading method, our approach primarily makes use of the online 

approach. In addition to that, none of the state-of-the-art fog computing models explore the impact 

of varying the offloading threshold on the system performance.   

Fog computing is designed to place computational resources near the end users. To minimise 

delay, the end-users send their requests to the nearest fog node. However, if the fog node is 

overloaded, existing mechanisms focus on offloading part of this workload to the cloud for 

processing. However, there might be other nearby underloaded fog nodes that could help to 

process the workload to further minimise delay. This is called ‘fog cooperation’, but so far it has 

received limited coverage  [4, 9, 11, 16]. 

In terms of minimising both delay and energy in the fog paradigm, most studies have addressed 

either minimising energy at IoT devices and ignoring the energy spent at the fog paradigm [12, 

13, 15] or investigating the trade-off between these two aspects withing fog systems [4, 9, 14] 

because executing more tasks at fog nodes will reduce delay and consume more energy while 

executing fewer tasks at fog nodes and sending the rest to the cloud will increases delay but 

reduces energy consumption at fog paradigm. Therefore, most research addresses the balance 

between delay and energy by processing the workload on IoT devices, fog nodes or cloud servers 

if the QoS is satisfied. This results in fewer tasks being processed by the fog, thus consuming less 

energy as long as the QoS is met (e.g. deadline of users’ tasks). However, there might be 

underloaded or idle-mode fog nodes that could be switched off to save energy but still maintain 

the benefits of fog architecture, i.e. executing more tasks at fog nodes and thus minimising delay. 

To the best of knowledge of this paper’s authors, minimising both delay and energy at the same 

time and applying dynamic server energy management by switching on/off fog nodes have not 

been addressed before in the fog system. 

3. SYSTEM MODELLING AND CONSTRAINTS 

System model is presented in section 3.1, and Types of Connections and Constraints is described 

in section 3.2. 

3.1. System Model 

Network diagram is described in section 3.1.1, and application module description in section 

3.1.2. 
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3.1.1 Network Diagram  

An overview of the fog computing architecture is shown in Figure.1 and consists of three layers: 

• The IoT devices layer: this layer contains of mobile vehicles. The vehicle node has a set of 

sensors. Each sensor transmits different types of tasks and an actuator and once they are within 

the coverage radius of a fog node, they will send their tasks. Two types of tasks are emitted by 

the mobile vehicle. The first type is non-urgent and contains information such as current 

location, speed, and direction of the vehicle. The second task is an urgent request that requires 

a quick response. For example, this task may contain a video stream of a moving vehicle’s 

surroundings, which requires quick processing by fog nodes to help avoid collisions. This 

might be important, especially for autonomous driverless vehicles. 

• Fog computing layer: this layer consists of a set of fog nodes and a fog controller. Fog nodes 

reside in roadside units (RSU) that are deployed in different areas of a city. Fog nodes can 

communicate with each other if they are located within each other’s vicinity [26]. Fog nodes 

can form an ad hoc network between themselves to share and exchange data. All fog nodes 

are logically connected to the fog controller which monitors the performance of all fog nods 

and manages the resources. The fog nodes are static and receive two different types of tasks 

from all vehicles within their radius. These tasks are called priority and non-priority tasks. 

Regarding priority tasks, fog nodes process requests generated by a user’s sensor and send 

the response back to the user. For non-priority tasks, fog nodes do some processing of the 

information provided by the vehicles within their range and send the results to the cloud for 

further analysis and storage for retrieval by traffic management organisations.  

• Cloud computing layer: this layer contains cloud servers. It manages and controls the traffic 

at the city-level based on historical data received by fog nodes. 

 

Figure 1: Fog Computing Model 

3.1.2 Application module description 

The application model of this study consists of three modules named Road Monitor, Global Road 

Monitor and Process Priority Tasks. The first two modules are responsible for traffic light control 

systems and the last module is only for processing end-user priority tasks. The function of each 

of these modules is as follows: 
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• Road Monitor: this module is placed in fog nodes. If a vehicle enters an area within the coverage 

of a fog node, the sensor automatically sends the current car location, its speed, weather conditions 

and road conditions to the connected fog node for analysis. Then the module processes these data 

and the results are sent to the cloud for further analysis. 

• Global Monitor: this module is placed in the cloud and receives the collected data from fog 

nodes (after being processed by the Road Monitor module), analyses these data and stores the 

results. 

• Process Priority task:  this module is placed in fog nodes and is responsible for processing the 

priority requests from the user. The results are then sent back to the user. The application in 

iFogSim is represented as a directed acyclic graph (DAG) = (M, E) where M is the set of 

application modules deployed = {m1, m2, m3, ... , mn}, e.g. Process Priority Task, Road Monitor 

and Global Road Monitor modules. Between application modules, there is a set of edges 

belonging to E, which represents the data dependencies between application modules. This is 

shown in Figure.2. 

 

Figure 2: Directed Acyclic Graph (DAG) of the application model. 

3.2 Types of Connections and Constraints 

This section describes the connections between a vehicle and a fog node, between fog nodes, and 

between fog nodes and cloud. Also, the set of constraints involved within these connections. 

3.2.1 Connection between Vehicles and Fog nodes 

The connection between a vehicle and a fog node is made with communication and processing 

constraints. 

• Communication Constraints  

Vehicles connect to the fog node if and only if it is located within its communication range, as 

constraint (1) 

 𝑫𝒗,𝒇 ≤  𝒎𝒂𝒙 𝑪𝒐𝒗𝒆𝒓𝒂𝒈𝒆𝒇;  ∀ 𝒗 ∈ 𝑽, ∀ 𝒇 ∈  𝑭𝑵 (1) 

Where V is all vehicles, v one vehicle, FN is all fog nodes and f is one fog node. D v,f is the 

distance between a vehicle v and a fog node f, is calculated as 
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 𝑫𝒗,𝒇 =  √(𝑿𝒗 − 𝑿𝒇) + (𝒀𝒗 −  𝒀𝒇 );    ∀ 𝒗 ∈ 𝑽, ∀ 𝒇 ∈  𝑭𝑵 (2) 

where (XV, YV) and (Xf, Yf) are the coordinates of a vehicle and a fog node, respectively. If a 

vehicle is located within the coverage radius of more than one fog node it will connect to the 

nearest fog node. This to reduce delay because the expected arrival time of the task at the 

connected fog node depends on the transmission and the propagation delay, but the propagation 

delay depends solely on the distance between the two connected objects. Propagation delay (PD) 

is calculated as   

 𝑷𝑫 =
𝑫𝒗,𝒇

𝑷𝑺
 (3) 

Following [27], we assume that the speed of signal propagation (PS) is equal to the speed of light, 

c = 3 × 108. 

• Processing Constraints 

For fog nodes to process user tasks, application modules in which these tasks are processed should 

be placed at fog nodes. To ensure the placement of these application modules, application 

modules require CPU, Ram and Bandwidth capacity so that fog nodes will have enough CPU, 

Ram and Bandwidth capacity to place these application modules, thus processing end-user tasks 

at the fog paradigm. 

 ∑ 𝑹𝒆𝒒𝒖𝒊𝒓𝒆𝒅𝑪𝒂𝒑𝒂𝒄𝒊𝒕𝒚

𝑴

𝒊=𝟎

𝒎𝒊 ≤ ∑ 𝑨𝒗𝒂𝒊𝒍𝒂𝒃𝒍𝒆𝑪𝒂𝒑𝒂𝒄𝒊𝒕𝒚 𝒇; ∀𝒎𝒊 ∈ 𝐌, ∀𝒇 ∈ 𝐅𝐍  (4) 

Where 𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 for each application module = {CPU, Ram, Bandwidth} and the fog node 

capacity = {CPU, Ram, Bandwidth}. Constraint (4) ensures that the total required capacity of all 

application modules should not exceed the available capacity of the fog node in which they should 

be placed. In iFogSim, if the capacity required to place application modules exceeds the available 

capacity of fog nodes, the system will iterate through upper tiers fog computing system until it 

reaches the cloud and places these application modules. The CPU required for an application 

module is calculated as following: 

 𝑪𝑷𝑼 = 𝑵𝑽 ∗ (𝑹𝒂𝒕𝒆 ∗ 𝑻𝒂𝒔𝒌𝑪𝑷𝑼) (5) 

Where NV is the total number of connected vehicles to a fog node, and TaskCPU is the task CPU 

length which is the number of instructions contained in each task in Million Instructions Per 

Second (MIPS). Rate is calculated as: 

 𝑹𝒂𝒕𝒆 =
𝟏

𝑻𝒓𝒂𝒏𝒔𝒎𝒊𝒔𝒔𝒊𝒐𝒏 𝑻𝒊𝒎𝒆 𝒊𝒏 𝒎𝒔
 (6) 

The placement of application modules in iFogSim is done before running the system and starting 

the emission of tasks. If the number of vehicles increases, this will impact the required CPU 

capacity for an application module. In this case the number of connected vehicles for each fog 

node is limited as constraint (7). 

 ∑ 𝒗𝒊

𝑽

𝒊=𝟎

𝒇𝒋 ≤  𝑴𝑨𝑿𝒗𝒆𝒉𝒊𝒄𝒍𝒆 𝒏𝒖𝒎𝒃𝒆𝒓;  ∀ 𝒗𝒊 ∈ 𝑽, ∀ 𝒇𝒋 ∈  𝑭𝑵 (7) 

 

Computer Science & Information Technology (CS & IT)146



3.2.2 Connection between Fog nodes 

This section describes the waiting queue for fog nodes in which the offloading decision is 

determined, how fog nodes communicate and the selection criteria for the best neighbouring fog 

node.  

• Fog nodes’ waiting queue  

Each fog node maintains a waiting queue into which tasks are placed upon their arrival at the fog 

node. Fog nodes process one task at a time. Once the execution of that task is completed the fog 

node will check its waiting queue and process the next task according to its scheduling policy, i.e. 

first come, first served. This process continues until no tasks are in the waiting queue.  Following 

the work [11], the waiting queue time triggers the decision to start computational offloading to 

neighbouring fog nodes. To start sharing workloads, the queue waiting time (𝑻𝑸𝒖𝒆𝒖𝒆) should exceed 

the offloading threshold, e.g. 50ms, 100ms or 200ms. 

 𝑻𝑸𝒖𝒆𝒖𝒆  > 𝑴𝒂𝒙𝒕𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅 (8) 

 

𝑇𝑄𝑢𝑒𝑢𝑒  is calculated as  

 𝑻𝑸𝒖𝒆𝒖𝒆 =  ∑ 𝑻𝒊 ∗  𝑻𝒊
𝒑𝒓𝒐𝒄𝒆𝒔𝒔

+ ∑ 𝑻𝒛 ∗  𝑻𝒛
𝒑𝒓𝒐𝒄𝒆𝒔𝒔

; ∀ 𝒊, 𝒛  ∈ 𝑻 (9) 

Where Ti and Tz are the total number of tasks of the type i and z, e.g. priority or non-priority. T is 

all tasks and 𝑇𝑖
𝑝𝑟𝑜𝑐𝑒𝑠𝑠 is the expected execution time of a specific task and calculated as 

 𝑻𝒑𝒓𝒐𝒄𝒆𝒔𝒔 =  
𝑻𝒂𝒔𝒌𝑪𝑷𝑼

𝑭_𝑴𝑰𝑷𝑺 ∗ 𝑵 𝒐𝒇 𝑷𝑺
 (10) 

Where F_MIPS is the total mips available in a fog node and N of PS is the total number of 

processing units allocated in that fog node.  

• Coverage Method  

To achieve area coverage, several fog nodes are required. Fogs can also overlap to achieve 

maximum coverage as in  [28] see Figure. 3. 

 

Figure 3: Overlapping Fog Nodes. 

• Selecting the Best Neighbouring Fog Node 

The process of selecting the best neighbouring fog node follows the work in  [11]. It happens 

when a fog node reaches its offloading threshold, e.g. 50ms, 100ms or 200ms waiting queue time, 

for each upcoming task that is generated from vehicles in the coverage range of this fog node. 
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The neighbouring fog nodes of a fog node are the fog nodes that are located within the coverage 

radius of the fog node itself. This is shown in constraint (11) 

 𝒅𝒊𝒋 ≤  𝑪𝒐𝒗𝒆𝒓𝒂𝒈𝒆𝒓𝒂𝒅𝒊𝒖𝒔;  ∀ 𝒊, 𝒋 ∈  𝑭𝑵 (11) 

Where dij is the distance between fog nodes i and j. In Figure. 3, FOG 2 and FOG 3 are the 

neighbouring fog nodes for FOG 1. Also, FOG 1, FOG 4, FOG 5 are the neighbouring fog nodes 

for FOG 3. The criteria for selecting the best neighbouring fog node depends on two factors. First, 

the neighbouring fog node should be within the communication range of the primary fog node. 

Second, and most importantly, a neighbouring fog node should have the minimum sum of waiting 

queue time plus propagation delay amongst all available neighbours.  

 𝑴𝒊𝒏  ∑ 𝑻𝑸𝒖𝒆𝒖𝒆 + 𝑷𝑫 (12) 

PD is calculated as 

  𝑷𝑫 =  
𝑫𝒇,𝒇′ 

𝑷𝑺
 (13) 

 

(𝑫𝒇,𝒇′) is the distance between fog nodes f and f’and it is calculated similar the distance between 

a vehicle and a fog node (𝑫𝒗,𝒇) and propagation speed PS is equal to the speed of light, its value 

3×108, this done similar to the work in [27]. 

3.2.3 Between Fog Nodes and the Cloud  

When fog nodes finish the processing of non-urgent tasks the results are sent to the cloud for 

further analysis and processing by the application module named Global Road Monitor. In the 

current work, the cloud is the least to be considered in sharing the workload of fog nodes when 

they reach the offloading threshold. This is due to the availability of neighbouring fog nodes and 

in order to get maximum usage of the available resources in the fog system. However, if all 

neighbours reach their offloading threshold, the primary fog node will determine to send the task 

to the cloud if its queue waiting time is higher than transmission delay caused by sending the task 

for processing to the cloud and getting the results back. Due to the powerful computational 

capabilities at the cloud server compared to fog nodes, queueing delay is neglected so tasks are 

processed upon their arrival [29-31] . 

4. PROBLEM FORMULATION 

The optimisation problem of minimising the delay and the energy consumption has been 

decomposed into two sub-problems: the delay minimisation problem and the energy saving 

problem. 

4.1 Delay Minimization Problem 

The response time includes the round-trip time for transmitting the workload between a user and 

the associated fog node. It includes the transmission delay, propagation delay, queuing delay and 

processing delay. If the workload is processed by the vehicle’s primary fog node then the service 

latency is calculated as  

 𝑻 =  𝑻𝒔𝑻𝒗  + 𝟐 𝑿 (𝑻𝒗𝑻𝒇
𝑻𝒓𝒂𝒏𝒔𝒎𝒊𝒔𝒊𝒐𝒏  + 𝑷𝑫𝒗𝑻𝒇 ) + 𝑻𝑸𝒖𝒆𝒖𝒆  +  𝑻𝒑𝒓𝒐𝒄𝒔𝒔 + 𝑻𝒗𝑻𝒂 (14) 

Where 𝑻𝒔𝑻𝒗 and 𝑻𝒗𝑻𝒂 is the latency time between a vehicle and its sensor, and between the vehicle 

and its actuator, respectively. 𝑻𝒗𝑻𝒇
𝑻𝒓𝒂𝒏𝒔𝒎𝒊𝒔𝒊𝒐𝒏 is transmission delay between the vehicle and its 
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primary fog node. It is based on the network length of the task and the bandwidth, and it is 

calculated as 

 𝑻𝑻𝒓𝒂𝒏𝒔𝒎𝒊𝒔𝒊𝒐𝒏 =  
𝑵𝒆𝒕𝒘𝒐𝒓𝒌 𝑳𝒆𝒏𝒈𝒕𝒉 𝒐𝒇 𝑻𝒂𝒔𝒌

𝑩𝒂𝒏𝒅𝒘𝒊𝒅𝒕𝒉 
 (15) 

If the primary fog node decides to offload the workload to one of its neighbours, then the latency 

is calculated as  

 
𝑻 =  𝑻𝒔𝑻𝒗 + 2 x ( 𝑻𝒗𝑻𝒇

𝑻𝒓𝒂𝒏𝒔𝒎𝒔𝒊𝒊𝒐𝒏 +  𝑷𝑫𝒗𝑻𝒇 )+ 2 x (𝑻𝒇𝑻𝒇
𝑻𝒓𝒂𝒏𝒔𝒎𝒊𝒔𝒔𝒊𝒐𝒏 + 𝑷𝑫𝒇𝑻𝒇) + 𝑻𝑸𝒖𝒆𝒖𝒆+ 

𝑻𝑷𝒓𝒐𝒄𝒆𝒔𝒔 + 𝑻𝒗𝑻𝒂 
(16) 

If the primary fog node decides to send the task to the cloud, then the latency is calculated as 

 𝑻 =  𝑻𝒔𝑻𝒗 + 2 x ( 𝑻𝒗𝑻𝒇
𝑻𝒓𝒂𝒏𝒔𝒎𝒔𝒊𝒊𝒐𝒏 +  𝑷𝑫𝒗𝑻𝒇 )+ 2 x (𝑻𝒇𝑻𝒄

𝑻𝒓𝒂𝒏𝒔𝒎𝒊𝒔𝒔𝒊𝒐𝒏 ) + 𝑻𝑷𝒓𝒐𝒄𝒆𝒔𝒔 + 𝑻𝒗𝑻𝒂 (17) 

 4.2 Energy Saving Problem 
By minimising the power consumption of fog nodes, the overall cost of electricity consumption 

and environmental impact is reduced. Each fog node has two power modes: idle and busy. The 

fog node’s power is said to be in idle mode when the fog node is not doing any task processing 

and in busy mode when the fog node is busy processing tasks. The energy consumed is the power 

spent when a fog node is processing workload and when the fog node is switched ON and not 

doing any processing. The total energy consumption in iFogSim is calculated as in [32] as  

 𝑬 = 𝑷𝑹 + (𝑻𝑵 − 𝑳𝑼𝑻) ∗ 𝑳𝑼𝑷 (18) 

Where PR is previous total energy consumed in this fog node, TN is the time now which is the 

time that the updateEnergyConsumption () is called when utilising this fog node, LUT is the last 

time this fog node has been utilised and finally LUP which is the fog node last utilization power 

status, which is idle power or busy power, the value of this is based on the predefined parameters 

when creating a fog node. The problem of minimizing delay and energy is formulated as follows: 

Min ∑ 𝑻  & ∑ 𝑬 

s.t.   (1), (7), (4) 
 

𝑻𝑸𝒖𝒆𝒖𝒆  ≤ 𝑴𝒂𝒙𝒕𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅        (19) 

                                                   𝑷𝑭  + 𝑷𝑵 = 𝟏, 𝑷 𝑭 & 𝑷 𝑵  =  {𝟎, 𝟏}        (20) 

Equation (1) ensures the connection between a fog node and a vehicle that is located within its 

communication range. Equation (7) ensures the number of vehicles connected to one fog node 

does not exceed the threshold number. Constraint (4) ensures the placement of application 

modules at fog nodes. Equation (19) ensures the stability of fog nodes’ queues so that, to process 

its upcoming tasks, the waiting queue time should not exceed its threshold. In constraint (20), PF 

and PN mean that if the task is processed in its primary fog node, then PF = 1 and PN = 0 and 

vice versa. Therefore, the task is either processed in the primary fog node or one of its neighbours. 

5. PROPOSED ALGORITHMS 

An approach that combines two algorithms has been proposed to solve the above stated 

problem. The first algorithm is called dynamic task allocation and the second is called dynamic 

resource saving. In this paper, both stated algorithms need to work together to achieve the 

intended outcome.  
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5.1 Dynamic Task Scheduling (DTS): 

The aim of this algorithm is to minimise delay by allowing cooperation between fog nodes in 

terms of workload sharing, to maximise the resource utilization and maximise throughput. The 

fog controller is not involved in the selection of the best neighbouring fog node, it is mainly 

involved in the DEC algorithm. Also, in regards to DTS algorithm, if the best neighbour is 

switched OFF, the fog controller will send a signal to switch ON the selected best neighbour, this 

is further explained in section 5.2.   

The process of offloading a task based on the queue waiting time of the fog nodes was originally 

proposed by [11]. In [11], the task can be offloaded multiple times, which means that if the 

primary fog node decides to offload the upcoming task to its neighbour i, by the time this task 

arrives at fog node i, fog node i might have reached its offloading threshold. Then fog node i will 

select fog node j to offload this task to, resulting in offloading this task multiple times and adding 

additional transmission and propagation delay. As stated by [11], multiple task offloading will 

increase the delay compared to only allowing the task to be offloaded one time, and this is applied 

to the current work. The technique is shown in Figure. 4.  

When a fog node receives a task, if this task is the first task in its queue it will immediately process 

it, if not, it will check its queue waiting time. If its queue did not reach its offloading threshold, 

e.g. 50ms, 100ms or 200ms, the task will be added to its queue, but if the queue reaches its 

threshold the fog node will check if the task has been offloaded by another fog node. If it has, 

then it will add this task to its queue. If it has not been offloaded by another fog node it will select 

the best neighbour to offload this task to, according to the criteria described in section 3.2.2. If 

the best neighbour reaches its offloading threshold during the selection process and before 

offloading the task, then the primary fog node will make the decision whether to offload the task 

to the cloud for processing or process the task locally. This is determined when comparing the 

transmission delay caused by sending the task for processing to the cloud and getting the results 

back with the queuing delay of the fog node itself. if the queueing delay is higher, then the fog 

node will send the task for processing to the cloud, else, the task will be processed locally at the 

primary fog node. 

 

Figure 4: Flowchart of Dynamic Task Scheduling Algorithm. 
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5.2 Dynamic Energy Control (DEC) 

The need for 24/7 availability of fog nodes poses a challenge on energy efficiency and cost since 

the fog provider needs to maintain available resources that may be used but are not continuously 

needed. If a fog node is not needed it should be turned off to save energy. Dynamic energy control 

(DEC) has been proposed in order to optimise resource utilisation by dynamically deciding when 

to switch off an active fog node(s) and conserve overall system energy. The pseudo code of our 

proposed algorithm is given in Algorithm 1. 

In this system, the ON and OFF switching of fog nodes is carried out by the fog controller which 

runs algorithm 1 each time it receives information about the system. Fog nodes update the fog 

controller with their information so that fog controller can make the appropriate decision to save 

energy. At the beginning of the simulation, all fog nodes are switched OFF. 

Algorithm 1 Dynamic Energy Controlling 

Input: System Data: 1- current waiting time; 2- current processing states; 3- if 

awaiting task/s 

Output: Sending signals to switch ON/OFF determined FNs 

1: Fog Controller receives System data 

2: for all FNs do: 

3:   if (FN. status ==OFF) 

4:     if (FNQueueSize! = 0) 

5:       Send Signal ON 

6:     else 

7:   else 

8:     if (processingStatus =1) //fog node is not processing task/s 

9:       Send Signal OFF 

10:     else  

11:   end if 

12: end for 

6. PERFORMANCE EVALUATION 

In this section, we first provide the details of the simulations, then we investigate the performance 

of our two comined algorithms.  

6.1 Simulation Environment Settings 

iFogSim has been used to simulate the environment. It is a toolkit developed by Gupta et. al [33], 

which is an extension of the CloudSim simulator. It is a toolkit allowing the modelling and 

simulation of IoT and fog environments and is capable of monitoring various performance 

parameters, such as energy consumption, latency, response time, cost, etc. For this research, the 

three-tier fog system was established first as shown by the simulation in Figure. 1. The simulation 

was run with one cloud server, seven fog nodes, the fog controller, and a total of 50 vehicles. Two 

fog nodes connected to 25 vehicles, but the other five fog nodes are not connected to any vehicles. 

This is done to vary the workload amongst fog nodes because if all fog nodes have the same 

workload then offloading will not be beneficial [11]. Each vehicle transmits two different tasks 

every 3ms. The parameter values used in the simulation is in Tables 1 - 5. 
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Table 1: Application Modules Requirements. 

Module CPU (mips/vehicle) BW (Mbps) Ram (GB) 

Process priority task 333.33 1000 10 

Road Monitor 300 1000 10 

Global Road Monitor 99.99 1000 10 

 

Table 2: Tasks details. 

Task Type Processed module CPU length (MIPS) Network Length 

(Mbps) 

Request (urgent) Process priority task 1000 1000 

Sensor (nonurgent) Road Monitor 900 500 

Statistical traffic data Global Road Monitor 300 500 

 

Table 3: Entity Configurations in iFogSim. 

Characteristics Vehicle Fog nodes Cloud servers 

CPU (MIPS) 0.0 15100 448000 

RAM (MB) 0 40000 40000 

Uplink BW (Mbps) 1000 1000000 1000000 

Downlink BW 

(Mbps) 

1000 1000000 1000000 

Rate Per MIPS 0.0 0.001 0.01 

Level 2 1 0 

 

Table 4: Power Consumption with ON/OFF. 

Device Power Consumption (W) when 

device is ON 

Power Consumption (W) when 

device is OFF 

Idle Busy Power 

Fog Node 83.4333 107.339 0.0 

Cloud Server 16*103 16*83.25 No 

 

Table 5: Latency values between entities. 

Between Link latency (ms) 

Cloud Fog node 100 ms 

Fog node Neighboring FN 2 ms 

Vehicle Fog node [1-5] depends on location 

Sensor/Actuator Vehicle 1 ms 

 

6.2 Experiments  

The conducted experiments are shown in Table 6. The metrices used to measure the 

performance are: 

• Service latency as the average round trip time for all tasks processed in the fog environment 

• Throughput, which is measured as the total number of processed tasks within a time window. 

• Total Energy Consumption in fog environment 
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Table 6: Set of Conducted Experiments Details. 

Experiment Dynamic Task Scheduling Dynamic Energy 

Controlling no name Yes/No When 

1 No offloading no - No 

2 no - Yes 

3 Offloading-50 yes 50 ms No 

4 yes 50 ms Yes 

5 Offloading-100 yes 100 ms No 

6 yes 100 ms Yes 

7 Offloading-200 yes 200 ms No 

8 yes 200 ms Yes 

6.2.1 Average round trip time 

There are two control loops in the simulation: 

• Sensor → Process Priority Tasks → Actuator. This control loop represents the path of the 

priority requests, and it is called Control loop A. 

• Sensor → Road Monitor → Global Road Monitor. This control loop represents the path pf the 

non-priority requests, and it is called Control loop B. 

 

Figure 5: Average Round Trip Time with no-offloading and different Offloading Thresholds 

The aim here is to minimise the average round-trip time for control loop A, in which the result is 

going back to the users, compared to control loop B, in which the user tasks should be processed 

at fog nodes and the results sent to the cloud for further analysis and storage. The results in Figure. 

6 show that when a fog node is not offloading its tasks to the neighbouring fog nodes, the average 

round trip time for all the processed tasks for control loop A is 203.01ms. This is due to the long 

queuing delay. However, the average round trip is minimised when the offloading threshold is set 

to 50ms. This is because more neighbours are involved in the process of executing tasks. With a 

50ms threshold, the average latency of the control loop was reduced by 80.79% compared to the 

no-offloading case.  
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6.2.2 Throughput Evaluation 

According to the results in Figure. 7, when the offloading threshold is set to 50ms the number of 

executed tasks is increased by almost 40.88% compared to the no-offloading method. As with the 

no-offloading method, many tasks are waiting to be executed in the queue compared to when the 

offloading threshold is set to 50ms, the threshold where fog node cooperation is allowed and 

workloads (tasks) are shared. 

 

Figure 6:Number of executed Tasks in Fog Nodes with no offloading and different Offloading 

Thresholds 

6.2.3 Total Energy Consumption 

In cases where a dynamic energy control algorithm is not applied the highest energy consumption 

in the fog environment occurs when the offloading threshold is set to 50ms. This is because more 

fog nodes are involved in the execution process and are in their busy mode power mode. This 

compares to the no-offloading method where only two fog nodes are busy processing tasks while 

the rest of the fog nodes are not doing any processing and are in their idle power mode (see Figure 

8). In the no-offloading method, DEC saves around 66.39% of power. This power was spent 

powering on unused fog nodes, which cause a wastage in resources. Applying the DEC algorithm 

helps to minimise the total energy consumed in the fog environment by 2.59%, 3.84% and 6.37% 

with the various offloading thresholds of 50ms, 100ms and 200ms, respectively. The reason for a 

low energy saving with various offloading thresholds compared to a high energy saving with the 

no-offloading approach is that the workload of the primary fog nodes is high, thus sharing some 

of their workloads with their neighbours. As a result, neighbours staying ON most of the time 

helps to process these tasks.  
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Figure 7: Total Energy Consumed in the fog environment with no offloading and different 

offloading thresholds with and without Dynamic Energy Controlling (DEC) algorithm 

Varying the offloading threshold of the queuing delay, such as 50ms, 100ms and 200ms does 

improve service latency and throughput. However, this is not the case with energy consumption 

because more energy is spent by the fog system when the offloading threshold is set to 50ms. This 

is because more fog nodes are involved in the execution process and therefore require more power 

to work efficiently. However, after applying the DEC algorithm, energy consumption was 

reduced. Varying the offloading threshold has not been addressed before in other publications, 

but it does have a positive impact on overall results. However, this technique depends on the 

number of neighbouring fog nodes that are willing to help and the availability of these fog nodes. 

This will be addressed in future work.  

7. CONCLUSION  

In this paper, we studied the problem of minimising service latency and power consumption in 

fog computing systems and proposed a combination of two efficient and effective algorithms: 

dynamic task scheduling (DTS) and dynamic energy control (DEC). 

In future work, latency and energy overhead caused by activating switched off fog nodes should 

be considered, and their impact on the system should be addressed. This is because fog nodes are 

operational devices that require time and energy to boot up in contrast to previous work that 

powers on switched off datacentres without considering latency and energy overhead. Also, 

frequent switching ON and OFF of edge devices might lead to edge device failure in the long 

term and shorten the life of edge devices. Therefore, the frequency of switching fog nodes on and 

off should be considered and minimised. 
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ABSTRACT 
 
It is commonly understood that code reviews are a cost-effective way of finding faults early in 

the development cycle. However, many modern software developers are too busy to do them. 

Skipping code reviews means a loss of opportunity to detect expensive faults prior to software 

release. Software engineers can be pushed in many directions and reviewing code is very often 

considered an undesirable task, especially when time is wasted reviewing programs that are not 

ready. In this study, we wish to ascertain the potential for using machine learning and image 

recognition to detect immature software source code prior to a review. We show that it is 

possible to use machine learning to detect software problems visually and allow code reviews to 

focus on application details. The results are promising and are an indication that further 

research could be valuable. 

 

KEYWORDS 
 

Code Reviews, Machine Learning, Imagine Recognition, Coding Style 

 

1. INTRODUCTION 
 

Code reviews are policy in many software development organizations, and it is commonly 

believed that code reviews are an economical way to discover faults before a software product is 
deployed. Indeed, it is even suggested that code that has not been adequately reviewed has twice 

the faults of reviewed code [1]. However, many software engineers are overwhelmed with work, 

so proper code reviews are often not done. The reviewability of software is affected by many 
factors such as documentation, logic, semantics, and syntax.  Source code includes aspects that 

might even be considered aesthetic, and aesthetic aspects might turn tedious and possibly 

overwhelm the review process [2]. In a paper by Yazdani and Manovich, non-photographic 

images, such as screenshots and images of text messages, were analysed and found they could be 
useful in predicting social trends [3]. This paper aims to evaluate the possibility of using 

"screenshots" of source code with machine learning image recognition as part of the software 

code review process. Tools to reduce monotonous tasks related to reviews could be very 
valuable. This paper begins by discussing the readability aspects of code and estimates the impact 

style has on reviews. We then created images of poorly styled code and properly styled code and 

used machine learning to train an image recognizer to identify poorly formatted code and present 
positive results. Creating source code “screenshot images” for analysis could be part of 

automating code reviews. Using automation as part of the review process could make software 

engineers more efficient.   
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2. RELATED WORK 
 

2.1. Code Reviews  
 

As code reviews are an essential topic, many papers are written each year to address the review 
process's problems. In the paper, "Confusion in Code Reviews," the authors recognize that code 

reviews do not always go smoothly and identify items confusion in the review process [4]. 

Fatima et al. discuss the good and bad consequences of feedback in the review process [5].  A 
vital feature these papers discuss is related to problems of the code review process, and by 

automating some of the toils of the review process, we believe it is possible to improve the 

overall quality of the review. 

 

2.2. Machine Learning and Image Analysis  
 

Machine Learning and Image Recognition has been used with success in many areas.  For 

example, Lin et al. describe the successful use of deep learning for laser positioning [6].  An even 

more applicable subject is image processing and sentiment analysis.  Qian et al. analysed twitter 
messages attempting to capture human expressiveness with image recognition [7].   Zhang et al. 

(2015) describe microblogs' sentiment analysis by integrating text and image features [8].  

Although these papers were not software related, they positively demonstrate the success of 

machine learning in the context of image analysis as well as showing the possibility of detecting 
text sentiment. 

 

2.3. Machine Learning and Source Code 
 

Concerning research related directly to software source code, the paper, "Aesthetics Versus 

Entropy in Source Code," found that evaluating code beauty could be used for style checking [9].  
Other studies have used machine learning and deep learning in code review systems to analyse 

code errors automatically. Bielki et al.  introduced a machine learning-based system where the 

analyser learned to produce static analysis tools using a decision tree algorithm [10]. The system 
showed a coverage improvement but mentioned scalability and generalizability could be 

improved. Gupta and Sundaresan created a system using a 'long short-term memory' network 

called DeepCodeReviewer, which learned to review from human reviews. The authors explain in 
their paper they plan to improve the DeepCodeReviewer tool to learn continuously and 

personalize itself to a team or a repository [11].   These papers demonstrate the applicability of 

machine learning to the code review process, but do not address reviews using image processing.  

 

3. BACKGROUND FOR METHODS 
 

3.1. Data from Previous Work 
 
This paper uses some data originally gathered in preparation for the 2019 IEEE Aerospace 

Conference in Big Sky, Montana (Aeroconf). At Aeroconf, we wanted to study what stylistic 

issues were most problematic for code reviews [7]. For this study, we created 'code snippets' and 
asked programmers to determine the proper outcome should the code be executed. This survey 

demonstrated that problematic code not only takes longer to review, but it is more often reviewed 

incorrectly. The survey showed that improperly formatted code had a review success of less than 
90% on average, and on average it took about 22.5 seconds longer to review than properly 

formatted code. Some feedback received from this presentation indicated that many issues could 

be avoided simply by following coding standard rules.  We agree, as in general, the issues 
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identified were stylistic, not logic-based. With this in mind we suggest these issues may be 
spotted visually, analogous to a tumour in a medical CT scan. 

 

3.2. Scope of the Problem 
 

Even though modern code editors can enforce properly formatted code, we were still surprised to 

see how much existing code violates style rules. It seems that even though modern tool kits are 
helpful, some issues of poorly formatted code linger. To demonstrate the ramifications of this 

problem, we downloaded several hundred projects from GitHub and scanned them for the 

common issues. As shown in Table 1, we discovered that most projects had at least some 

software issues and two projects had more than 15% of their lines associated with a issues. Figure 
1 shows this table graphically. We used static analysis tools ‘nsiqcppstyle’[12] and ‘lizard’[13] to 

identify issues. 
Table 1. 

 

Percent Value 

0 to 1% 180 

1.1% to 2% 181 

2.1% to 3% 121 

3.1% to 4% 51 

4.1% to 5% 36 

5.1% to 6% 23 

6.1% to 9% 22 

9.1% to 12% 15 

12.1% to 15% 3 

More than 15% 2 

Increased Time 21% 

 

 
 

Figure 1. Percentage of Lines Associated with Tumours 

 

3.3. Impact of Tumours 
 
We will examine a hypothetical project to illustrate the possible consequences of tumours in 

source code. To arrive at a reasonable size for our hypothetical project, we analysed projects in 

our collection with very few tumours, specifically the projects where 0% to 2% of their lines 
were associated with a tumour, as shown in Figure 1. Static analysis of this group showed the 

median number of lines was 61,649, and the median number of tumours was 499, with the 
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probability of a line being part of a tumour being 0.008. Our hypothetical project was given 
characteristics based off these numbers and is shown in Table 2 with the results. We used the 

results of the Aeroconf [7] study to estimate how long code with and without tumours takes to 

review, and in our hypothetical project the presence of tumours increased the review time by 

21%. It is also important to note that not only does the presence of tumours increase the review 
time, but it also reduces the accuracy of the review to lower than 90% [7]. 

 
Table 2. Hypothetical Project Specifications 

 

Description Value 

Project Lines 61,649 

Project Tumours 499 

Code Segments 

Lines 

56 

Segment Count 1,100 

No TumourSegment 

Review  Time 

37.5 Seconds 

Segment Review 
Time with Tumour 

59.5 Seconds 

No Tumours 

Review Time 

11.5 Hours 

Tumour Review 

Time 

14.5 Hours 

Increased Time 21% 

 

3.4. Deep Learning Review 
 

In recent years, deep learning and convolutional neural networks (CNN) have been shown to be 

efficient in resolving complex non-linear problems and have become a prevalent approach for a 
broad range of tasks [14]. By automating the process of feature learning, CNN takes advantage of 

the concept of local information and effectively detects different deep features in multiple 

successive stacked layers [15]. This has resulted in CNN becoming one of the most popular 
methods for image recognition and classification. In this paper, we leveraged the powerful 

capacities of CNN to develop our recognition system. 

 

VGG-19 and ResNet50 are state-of-the-art convolutional neural networks that are trained on the 
ImageNet dataset for solving image classification tasks in computer vision [15][16]. VGG-19 is a 

classic convolutional neural network that has 19 layers with trainable weights, in which exists 16 

Convolutional layers and 3 fully connected layers [17]. ResNet50 (Residual Networks) has 50 
layers [16]. They are both applied to solve tasks related to transfer learning. These networks are 

used for this study as they possess a rich feature representation and can likely yield good results.  

 

4. METHODS AND ALGORITHMS  
 

4.1. Identification of the Tumours  
 

As previously mentioned, hundreds of GitHub projects were selected in order to conduct the 
analysis [18]. Problematic code was identified through static analysis and image files were 

created. Good code snippets were likewise identified and separated, and the resulting image files 

were also produced. The process for image creation is shown in Figure 2. In total, a set of about 
44,000 images were prepared and collected for model training and testing, with about 38,000 

images labelled as non-tumour and the remaining labelled as tumour (about 6,000). However, due 
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to the imbalanced distribution ofdata, only about 6,000 of the non-tumour images were randomly 
selected, along with the 6,000 images of tumour data. Doing this, the model potentially avoids the 

problem of overfitting, which is a major factor leading to the poor performance of a model and 

boosts its overall performance significantly. 

 

 
 

Figure 3. Example Source Code Image 

 

The created images are monochromatic and 228 pixels by 280 pixels in size. An example 

is shown in Figure 3.  
 

4.2. Implementation  
 

In training the models, a Keras framework [19][20] is utilized with a Tesla T4 GPU [21]. All the 

models are rigorously trained over 100 epochs. Data is broken down into batches of 64 images. 
Different optimizers were tried to accelerate the training process, and stochastic gradient descent 

was selected with a learning rate of 0.001. Also, ImageDataGenerator [22] is employed to 

progressively manipulate and load data in batches and help monitor the training process. 
  

As shown in Figure 4, ImageDataGenerator implements multiple stages in a single platform, 

ranging from the preprocessing of data, the code-snippets in this case, to the training and 
evaluating the resulting models. Using ImageDataGenerator makes the training and testing 

straightforward, and it also helps effectively monitor the training.  We choose this class as an 

intermediary is because of the automation and convenience it offers.  ImageDataGenerator is a 

very beneficial tool and is heavily used for big datasets demonstrating training automation and 
computational efficiency.  

 

In this project, two advanced architectures for image classification, VGG-19 [23] and ResNet50 
[24], as well as a customized CNN, were adopted. We felt that traditional machine learning 

methods would be ineffectual in capturing spatial and local features in images. Accordingly, we 

adopted the advancements of deep neural networks as the principal proposition of this study. In 
particular, VGG19 and ResNet50 were trained on top of two fully connected layers interwoven 

with a dropout layer and a pooling layer in between.  
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Transfer learning is regularly used with pre-trained models as a starting point for further 
development on the task at hand. Consequently, we exploited transfer learning to utilize the well-

tuned pre-defined architectures to accelerate the result and speed up the training. With minor 

modifications on this predictive task, pre-trained models can harness the proven feature learning 

capacity and yield better outcomes. 
 

 
 

Figure 4. Pre-processing Data and Training Models 
 

The customized CNN consists of three convolutional blocks which are followed by two fully 
connected layers at the end for classifying whether a given snippet of source code contains a 

tumour or not. By training the network, the model will be learning the weights and adjusting 

according to the training process that the model went through. 
 

All the models are trained on the same data for the sake of accuracy rate comparison. The model 

selection is executed manually after the training and the model which achieved the best result in 

model evaluation phase is selected as a final model for predictions (Figure 5). 
 

 
 

Figure 5. Model Evaluation 
 

5. RESULTS AND DISCUSSION 
 
To evaluate performance of the architectures, two metrics were used: accuracy and F1-score. 

Accuracy is adopted to measure how accurate the models are and F1-score is also elected so that 

the way the models make predictions can be observed and accessed more closely. We tried to 
balance the distribution of tumour and no-tumour training images, yet the probability of predicted 

images still might not be well distributed, so steps were taken to help mitigate noises and over 

fitting.  The customized CNN architecture was found to be the best model with 80% accuracy and 
a 0.79 F1-score. VGG-19 and ResNet50 did not seem to perform as well on this task with results 

of only 59% and 55% respectively in terms of accuracy. Relevant comparisons are shown in 

Table 3.The problem might lie in the inherent nature and the amount of data presented. The 
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application of transfer learning makes a smooth transition to solve the problem, but the models do 
not align well with the data leading to the performances being weak. In addition, the amount of 

training data is not sufficient to bear the number of layers that constructs the notable distinction 

of the two state-of-the-art architectures. Our customized CNN has fewer layers and a less 

complicated architecture then ResNet50 and VGG-19. Also, since this is a binary classification 
problem, it seems to fit the data better than other pretrained powerful models such ResNet50 or 

VGG-19. 
Table 3. Model Accuracy Rate Comparison 

 

Description Accuracy  F1-Score 

VGG19 59% 0.62 

ResNet50 55% 0.61 

Our CNN 80% 0.79 

 
As we performed a reduction in training data earlier, class distribution over the data is balanced, 

and hence the problem of overfitting was avoided. This is exhibited via the results in the 

confusion matrix shown in Table 4. The number of correctly predicted tumours is appropriate for 
the number of tumours exists in the dataset. In other words, the precision and recall rates of the 

target classes are relevant and consistent, which demonstrate the efficiency of the model. 

 
The deep convolutional network designed for this project achieved an impressive outcome as 

compared to VGG-19 and Resnet50. Using a convolutional model, 80% accuracy was achieved 

in detecting software tumours in the code snippets, which shows it is possible for a CNN to 

identify software segments with code tumours.  
 

Even though we obtained a satisfying outcome, there are still gaps that could be filled in order to 

achieve a better effect. On the one hand, data is essential for any CNN model to operate well on a 
given task. Therefore, with improved tools to extract and process data, we could expect the model 

to perform better, and accordingly gain more effect. On the other hand, a larger and more 

sophisticated network can be employed to learn more complex features with the introduction of 
both spatial and temporal information into the network. These topics should be addressed in 

future research. 
Table 4. Classification Report of the Final Model 

 

Description Precision Recall F1-Score 

No tumour 0.77 0.85 0.81 

Tumour 0.83 0.74 0.78 

Macro average 0.81 0.80 0.80 

Weighted Average 0.81 0.80 0.80 

 

6. CONCLUSION 
 
Even for humans, visually recognizing a code tumour in software is a difficult task. Applying 

deep learning image classification brings a huge advancement and a positive outcome. This paper 

shows it is possible to use a convolutional neural network with up to 80% accuracy to identify 
patterns in code. Though our work identifies patterns that might be spotted by static analysis 

tools, it is possible that other tumour styles can be identified and discovered by our method. It 

seems it is possible to identify any bad looking code using machine learning and image 
recognition. Other methods should certainly be explored and researched since this work shows 

promising results, and tools can be created to enhance code review practices and perhaps other 

aspects of software development. Further research is required to make this system practical and 

useful. 
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ABSTRACT 
 

Volunteering is very important to high school students because it not only allows the teens to 

apply the knowledge and skills they have acquired to real-life scenarios, but it also enables them 

to make an association between helping others and their own joy of fulfillment. Choosing the 

right volunteering opportunities to work on can influence how the teens interact with that cause 

and how well they can serve the community through their volunteering services. However, high 

school students who look for volunteer opportunities often do not have enough information about 

the opportunities around them, so they tend to take whatever opportunity that comes across. On 
the other hand, as organizations who look for volunteers usually lack effective ways to evaluate 

and select the volunteers that best fit the jobs, they will just take volunteers on a first-come, first-

serve basis. Therefore, there is a need to build a platform that serves as a bridge to connect the 

volunteers and the organizations that offer volunteer opportunities. In this paper, we focus on 

creating an intelligent platform that can effectively evaluate volunteer performance and predict 

best-fit volunteer opportunities by using machine learning algorithms to study 1) the correlation 

between volunteer profiles (e.g. demographics, preferred jobs, talents, previous volunteering 

events, etc.) and predictive volunteer performance in specific events and 2) the correlation 

between volunteer profiles and future volunteer opportunities. Two highest-scoring machine 

learning algorithms are proposed to make predictions on volunteer performance and event 

recommendations. We demonstrate that the two highest-scoring algorithms are able to make the 
best prediction for each query. Alongside the practice with the algorithms, a mobile application, 

which can run on both iPhone and Android platforms is also created to provide a very 

convenient and effective way for the volunteers and event supervisors to plan and manage their 

volunteer activities. As a result of this research, volunteers and organizations that look for 

volunteers can both benefit from this data-driven platform for a more positive overall 

experience. 

 

KEYWORDS 
 

Machine learning, Predictive Analytics, Flutter, Volunteer Management, Scikit-learn 

 

1. INTRODUCTION 

 
Community service and volunteering events are prevalent, not only helping serve the underserved 

but also providing people, particularly younger students, with the opportunity to better their 

community and influence those around them [3]. Since many universities seek students who 

demonstrate the passion and ability to impact those around them, community service and 
volunteering often play a significant role in college applications. Aside from general community 

http://airccse.org/cscp.html
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service events such as packing food boxes for the poor and donating to toy drives, there are also 
specialized events that focus on a particular topic or subject. Participating in volunteering projects 

relating to a student’s interest is both gratifying and beneficial to the student’s resume [1][2]. 

 

Identifying the volunteering events that fit volunteers has never been easy for high school 
students, as they might need to take their interests and abilities, logistics of locations, time 

commitment, skills required for the jobs, and even the attitude of the organization staff into 

consideration. In reality, however, most high school students will just take any volunteering 
opportunity available to them because they don’t have enough information they need in order to 

make a better-informed judgment about whether the event fits their pursuit, passion, and ability. 

On the other hand, it is also very challenging for the volunteer event supervisors to evaluate the 
volunteers and select those who are qualified for the jobs. Instead, they may just follow a first-

come, first-serve basis, along with some minimum basic requirements. Such practices may result 

in unfavorable volunteering outcomes: volunteers may not really be passionate about or capable 

of doing the jobs that were assigned to them, and organizations do not get the quality services 
they expect from the volunteers. In most cases, there is also very little that organizations can do 

with the quality of the volunteer service since most volunteer jobs are free. In the meantime, there 

are many qualified high school teenagers out there who are looking for volunteer opportunities — 
they just don’t have a centralized platform to help them identify opportunities that fit them.  

  

This research paper focuses on building an intelligent, data-driven platform that allows volunteers 
to plan and manage their volunteer activities and enables organizations to identify the volunteers 

who are most likely to fit the job by finding connections between volunteer profiles, their 

expected event or job performance, and best-fit volunteer opportunities. 

 
Open Questions. In this paper, we aim to answer the following inquiries: 

 

1. Given the user’s previous performance on events, interests, and age, among other profile 
attributes, as well as the event’s type, time commitment requirement, etc., how well will the 

user perform in volunteering for this event? 

 

2. From the user’s interests and previously participated events, what event should be 
recommended to the user? 

 

Many studies have found other methods in predicting volunteer activity and outcomes. For 
example, one study found that grouping volunteers into different motivational groups will predict 

volunteer outcomes better than knowing only the motives of the volunteers. On the other hand, 

another study proves that the motives of volunteers have a weaker than expected effect on the 
length of volunteerism and service. Rather, a volunteer’s identity and expectations are what best 

predicts the period of volunteerism. A different study links subjective experiences before and 

during volunteering to the ultimate satisfaction and length of volunteer service. This study, 

however, aims to predict the effects of volunteerism and volunteer interest on volunteer 
outcomes. 

 

Solution. In order to make reasonable predictions to answer the previously mentioned queries, a 
three-part system was created to gather data, store data, and make predictions using the data. To 

gather data, we implemented a multi-use mobile application that volunteers and supervisors may 

use to create and join events, log and approve hours, and log volunteer interests, etc. The app is 
easily navigable and contains many functions that volunteers and supervisors need. Any data 

gathered from this app is stored inside an organized cloud database. The database has functions 

that also allows for secure user authentication, so users can log in safely. At any time, the app 

may query any data from the database about the user to display on the app. A machine learning 
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framework that gathers data from volunteers and makes predictions was implemented as well. We 
generated dummy data, mimicking data of real volunteers, in order to train the machine learning 

algorithms. Through multiple trials, we were able to find the best-performing algorithms to use in 

predicting each question. In the end, the chosen algorithms are run on a server that the app may 

access at any time to show prediction results to users. The use of dummy data allowed the 
machine learning algorithms [4][5] to train and produce the best possible results. Together, the 

three systems work together to accurately make the best predictions possible. 

 
Various experiments were devised in order to find the top-performing algorithm for making 

predictions for each question. For each question, multiple experiments were run, differing each 

time in areas such as algorithm parameters, volunteer feature sets, and training data sizes. 
Changing these areas allows us to determine if a certain prediction model depends heavily on one 

of these areas. Training the machine learning algorithms to make the best possible prediction 

required tens of thousands of generated dummy data. To easily compare the prediction results 

with a separate dataset to prove its accuracy, the data is randomly split into two sets: a training set 
and a test set. Through running multiple trials, the mean accuracy of the prediction was generated 

for classification algorithms, and the coefficient of determination, the R2 value, of the prediction 

for regression algorithms. Each experiment generated multiple mean accuracies and R2 values 
that were then graphed in order to find the top-performing algorithm for each question. Analysis 

of the graphs shows that each prediction model yields a consistent accuracy of prediction through 

multiple trials, however, the accuracy of prediction differs greatly between multiple models. Any 
further interesting finds were noted as well. It was found that generally, one prediction model 

trumped the other prediction models, regardless of changes in algorithm parameters, volunteer 

feature sets, or training data sizes. 

 
The rest of this paper is structured as follows: Section 2 will detail the multiple challenges faced 

in this study and how they were overcome; Section 3 will describe the methodology and solution 

in greater detail; Section 4 details the experiments that were performed in this study, as well as a 
thorough analysis of the results; Section 5 will list any related works that have also been done 

regarding volunteering; and lastly, Section 6 will conclude the study and state any future work 

that may be done. 

 

2. CHALLENGES 
 

In order to build the data-driven application system, a few challenges have been identified as 

follows. 

 

2.1. Challenge 1: The Heterogeneous Data Communication Between Multiple Roles 
 
Traditional management of volunteers by event supervisors include email, texting, or online chat 

services. However, these methods of communication may be slow and require extra planning. 

This application aims to provide instant management of events and volunteers. Appropriated for 
multiple types of users from volunteers to supervisors, this application must facilitate data 

communication between the supervisors and the volunteers. Volunteers must be able to see event 

data and join events the supervisors have created, and supervisors must be able to view volunteer 

profile information, create events, and manage volunteers. When a supervisor creates an event, 
there must be some way for volunteers to view the event and join the event, and when a volunteer 

joins an event, the supervisor must be able to view the volunteer and his/her profile. Real-time 

data updates must be available for users, so no communication errors occur. To solve this 
challenge, a cloud database will be used, so the application can read and write data at any 

moment. Any information that users log, including hours, events, or profile changes, will be 
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written to the cloud database. This will allow other instances of the application to read the 
changes that have been made. 

 

2.2. Challenge 2: The Complexity of the User Roles and the Associated Data 

Structures 
 

In order to ensure efficient and effective communication between roles, any data logged by users 
must be structured to allow for easy retrieval and writing of data. Since the application is targeted 

towards both supervisors and volunteers, there are many types of data subsets that need to be 

organized and collected. These may include variables such as volunteer hours log, volunteer 
joined events, supervisor created events, or profile changes. Without the correct organization, data 

may be redundant or lost, causing problems in readability and query time. The data being 

collected is organized into multiple collections and subcollections. For this application, there are 
three main entities: profile information, organizations, and events. Profile information includes 

any data regarding users, such as name, email, age, gender, joined/created events are logged 

under this entity. The data in the Organizations collection includes organization name, join code, 

administrators, members, etc. The Events collection includes the organization it belongs to, date, 
time, supervisors, volunteers, etc. Together, all three entities are connected, and often, data from 

one entity may be used to query data from another entity. For example, accessing the profile 

information will allow us to view the list of events that the volunteer is currently signed up for, 
and using this list of events, further information regarding each event may be queried from the 

Events collection. 

 

3. SOLUTION 
 
This application is an intelligent, data-driven volunteer management platform that allows 

volunteers to track hours and join events and allows supervisors to create and manage activities. 

The application has three components that ensure the highest quality performance for the user: the 
frontend application, the backend cloud database, and the backend machine learning server. The 

application, written in Dart in Flutter [7], can run on both iOS and Android devices. It hosts many 

features that allow both volunteers and supervisors to keep track of their workflow. The app is 
also able to communicate with the cloud Firebase. The cloud database uses Google Firebase [8] 

and stores data as JSON objects [9]. Google Firebase contains a multitude of features, such as 

analytics, authentication, and storage. The application directly writes data into the Firebase and is 

later able to read the data. Lastly, the machine learning code is written in Python and hosted on a 
server. The Python server will access any data gathered by the application and use the data to 

make predictions about the user. There are multiple machine learning algorithms, to ensure each 

query uses the best prediction model to its needs. These three components constantly exchange 
information. The main technical challenge is keeping the three systems in check and 

communicating correctly, with data produced on two different occasions: the frontend application 

and the backend Python code. It is crucial to keep all data organized and stored in the correct 

places to avoid any errors in communication between the systems. The following section will 
describe each component in further detail. 

 

The frontend of this application was built in the IntelliJ integrated development environment 
(IDE) using Google’s open-source UI software development kit Flutter. Flutter uses the object-

oriented programming language, Dart [6].  

 
The application, targeted towards both the volunteers and supervisors of events, will provide each 

user access to one of two platforms: the volunteer only platform and the supervisor only 

platform. Each platform has its respective pages, depending on the user. Upon entering the app, 
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all users will be prompted with the same login screen, with the option to either login or sign up 
for an account. After logging into an account, a home screen will appear with a bottom navigation 

bar containing different pages depending on whether the user is a volunteer or a supervisor. In the 

case of the volunteer only, the pages Home, Events, Hours, and Profile are shown. Figure 1, 

shown below, displays the volunteer only platform. In each page, users will be able to view their 
enrolled events, view any upcoming events, log their volunteer hours, and edit their profile, 

among other features. Any data, including hours, registered events, and profile changes, is stored 

in a cloud database that the application will be able to access. 
 

 
 

Figure 1. The Volunteer Only platform storyboard 

 

The supervisor only platform follows a similar flow, shown in Figure 2. After logging into a 
supervisor only account, the home page appears, with a bottom navigation bar that contains the 

pages Home, Events, Organizations, and Profile. In these pages, the user will be able to see their 

upcoming events, approve volunteer hours, create and manage events, join and create volunteer 

organizations, and edit their profile, among other features. Any data shown in these pages are 
stored in the cloud database as well. 
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Figure 2. The Supervisor Only platform storyboard 

 

The application includes complex code to load data from the firebase. This function is attained by 
employing elements such as asynchronous functions and future data types. The use of the two 

components mentioned before allows the application to run multiple tasks at once and store and 

use data that will exist in the future. Shown in Figure 3 is an example of the code. In the snippet, 
a query is sent to the database using an asynchronous function. The use of an asynchronous 

function allows the application to make a query to the Firebase while other tasks are running or 

loading. Usually, when using a variable, there must be a declaration of what the variable is 

representing. However, this can be problematic if the data does not exist yet, such as while data is 
being loaded from a database. The use of a future data type solves this problem, as instead of 

throwing an error, it can wait for the data to be a non-null type before showing the data. 

 

 
 

Figure 3. Snippet 1 of the application code 
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In order to collect the data, the application implements a page that asks users for their interests. 
Figure 4 shows the code implementation of the application. In the snippet of code, multiple Dart 

widgets are utilized to create elements on the screen, including the ExpansionTile, 

CheckboxListTile, and the Text widgets. These widgets allow users to check their interests and 

input any preferences they may have.  
 

 
 

Figure 4. Snippet 2 of the application code 

 

The backend of this application includes two portions: the machine learning server and the cloud 
database. To make predictions regarding the users, the machine learning model and cloud 

database communicate consistently. Since user data is stored in the cloud database, the machine 

learning model must be able to read data from the database and produce a result and subsequently 

store this result into the cloud for the front end to query. 
 

Google Firebase is used to store and read data efficiently. The Firebase contains features that 

allow user authentication by email, phone number, or other accounts without any additional code. 
Using this feature, users may create accounts and safely log in through the app. In the Firebase, 

there are three main types of entities stored as documents in collections of the same name: users, 

organizations, and events (Figure 5). Each entity has its own properties, and some have their own 
subcollections. The Firebase is organized sensibly as such so that the data can be queried 

efficiently by the application. 
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Figure 5. The “organizations” collection within the Firebase 

 

The machine learning framework in the backend is written in Python and employs Scikit-learn, a 
software machine learning library for Python. Scikit-learn features a myriad of regression, 

classification, and clustering algorithms. Scikit-learn is used to make predictions on the two 

inquiries mentioned above. 

 
Multiple algorithms are tested to find the top-performing algorithms for each prediction. To train 

the prediction models, tens of thousands of accounts of dummy data is generated, with data 

including age, gender, interests, etc. The variables within the data are linked, for example with 
volunteer performance increasing with age. Next, to train the algorithms, a class in the Sci-kit 

Model Selection library named train test split is used (Figure 6). This class divides the dummy 

data into two groups; one to train the model and the other to test the model. This allows the 
predictions of the training set data to be compared accurately with the actual results from the test 

data. After running multiple training tests, the algorithm that consistently performed the highest 

was confirmed. 

 

 
 

Figure 6. A snippet of the Python code 

 

4.  EXPERIMENT 
 

When signing up to volunteer for an event, a volunteer may not know how well they will perform 

in the event due to not completely understanding the requirements and expectations of 

volunteering for the event. In this experiment, we aim to find the best machine-learning algorithm 
to predict a volunteer’s performance on a scale of one to ten based on preceding experience, user 

information, and event information. 
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To train the algorithm, data from previous users and their ratings after each event is used. When a 
prediction is required, it will take into account the current user’s profile information and the 

user’s past ratings to make a prediction on how well their performance on the specified event will 

be. Using the Scikit-learn machine learning library in Python, multiple algorithms, including 

linear regression, polynomial regression, random forest classifier, k-nearest neighbor classifier, 
Gaussian naive Bayes, and random forest bagging classifier, are tested for accuracy in prediction 

[13][14][15]. Each prediction model is trained with dummy data variables that include volunteer 

age, event type (science, engineering, math, writing, public speaking, etc.), interests, and a rating 
on the event. Although all volunteer profile information and the event type is randomly generated, 

the performance is tied to these generated numbers. For example, if the event type is science, and 

if the user is interested in science, then the minimum performance will be increased. Similarly, 
the minimum performance of the volunteer will increase with the age of the volunteer.  

 

Multiple experiments are run, each with multiple trials. Each experiment alters one part: 

algorithm parameters, volunteer feature sets, or training data sizes. Through these experiments, 
we will be able to determine if an algorithm depends on certain factors to produce the best results. 

Each algorithm is then tested and scored to find the most accurate prediction model. 

 
Figure 7 illustrates the results of experiment 1. Over twelve trials, the random forest bagging 

classifier and the Gaussian naïve Bayes consistently outperformed the rest, followed closely by 

the random forest classifier. By contrast, the linear regression prediction model consistently 
scored the lowest. 

 

 
 

Figure 7. Experiment 1.1 Results Graph 

 

An interesting find was that the random forest bagging classifier and the Gaussian naive Bayes 
algorithms scored exactly the same numbers, as can be seen in Table 1. After further 

examination, it was concluded that this was an error in the Python code. 
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Table 1. Experiment 1.1 Results 

 

 
 

To ensure that the random forest bagging classifier would be the best predictor of volunteer 
performance, another experiment (Experiment 2) was conducted, changing the feature set of the 

volunteer dummy data. In addition to the previous data set, which included volunteer age, event 

type (science, engineering, math, writing, public speaking, etc.), interests, and a rating on the 

event, this experiment added extra variables: the number of hours required for the volunteer to 
volunteer in the event and the volunteer’s previous average ratings in previous events. These 

variables were once again linked to the randomly generated performance number: the higher the 

volunteer’s previous rating, the higher the minimum performance of the volunteer will be, and 
the more hours are required for the event, the lower the minimum performance of the volunteer 

will be. 

 
Figure 8, the graph for experiment 2, shows that the polynomial regression, random forest 

classifier, and the Gaussian naive Bayes algorithms scored very similarly. In contrast with 

Experiment 1, where polynomial regression was one of the worst-performing algorithms, 

polynomial regression scored exceptionally. 
 

 
 

Figure 8. Experiment 1.2 Results Graph 

 
In experiment 3, we altered the model parameters of one prediction model. Since the random 

forest bagging classifier did not currently include any parameters, we altered the parameters of 
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the second-best predictor thus far, the random forest classifier. The random forest classifier 
requires two parameters: n-estimators and max depth. 

 

In the results, shown in Figure 9, it is clear that most changes in parameters yielded similar 

results, except when n-estimators was a small number and max depth was a large number. 
  

  
 

Figure 9. Experiment 1.3 Results Graph 
 

Experiment 4 explored the impact of sample size on the accuracy of the prediction. In Figure 10, 

it is apparent that in the trials with 1000 volunteers, the prediction model scores less consistently 
than the trial with 10000 volunteers does. It was found that rather than increasing the accuracy of 

the prediction models, training the prediction models with more sets of data would increase the 

consistency of the predictions. 
 

 
 

Figure 10. Experiment 1.4 results graph 

 
Overall, it was found that the random forest bagging classifier was the highest performing 

prediction model when trying to predict the volunteer’s performance. Furthermore, avoiding the 
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use of random forest algorithm parameters of a low n-estimators value and a high max depth 
value and training the datasets with more trials will yield better results. 

 

The application will employ event recommendations for users to volunteer in. This will improve 

volunteer and supervisor experience in multiple ways: 1) Volunteer exposure to suitable events 
will increase, allowing volunteers to serve in more events, and 2) The supervisors’ events will be 

advertised to volunteers who are more interested and experienced, increasing the quality of 

volunteer service. In this last experiment, the goal was to accurately recommend a category of the 
event to a volunteer based on the events they had previously volunteered in, profile information, 

and event information. 

 
As performed in the previous experiment, the machine learning algorithms are trained using 

previous user data. Both previous users’ event data and the user’s current data will be used in 

order to make the prediction. The Scikit-learn machine learning library in Python allows usage of 

linear regression, polynomial regression, support vector machine, random forest classifier (n-
estimators = 30 and max_depth = 30), k-nearest neighbor classifier (n-neighbors = 3), and 

Gaussian naive Bayes to make predictions [13][14][15]. Each prediction model is trained with 

dummy data variables including the number of each specific type of event (science-oriented, 
computer-science-oriented, writing oriented, public-speaking-oriented, math-oriented, and 

engineering-oriented) that the volunteer has served in. The generated recommendation is related 

to the number of events of each type that the volunteer has attended. 
 

Within this experiment, multiple experiments with multiple trials were run. Each experiment 

alters one of each: algorithm parameters, volunteer feature sets, and training data sizes. These 

experiments will allow us to determine which machine learning algorithms will predict 
recommendations for users the best. 

 

In experiment 1, the only data taken into account was the amount of each type of event the 
volunteer participated in. The type of event that the volunteer served most in was the 

recommended event. Figure 11 illustrates the results of experiment 1. The two highest-scoring 

prediction models were the support vector machine and the random forest classifier, and the 

random forest classifier scored slightly higher than the support vector machine on certain 
accounts. Linear regression was the lowest scoring prediction model 
 

.   

 

Figure 11. Experiment 2.1 results graph 

 

During experiment 2, the two model parameters, n-estimators and max-depth, of the highest-

scoring model, the random forest classifier, were altered. Figure 12 shows the results of the 
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second experiment. Overall, the different groups scored similarly, with the exception of n-
estimators = 5 and max depth = 5, and n-estimators = 30 and max depth = 5. The highest scoring 

was n-estimators = 30 and max depth = 30, which is the same model parameters used in 

experiment 1. 

 

 
 

Figure 12. Experiment 2.2 results graph 

 

In experiment 3, the impact of sample size on the result was once again tested. The highest 
scoring prediction model, the random forest classifier, was tested in this experiment. Figure 13 

shows the unanticipated results of the experiment. With the introduction of more trials, the 

machine learning algorithm performed worse than with fewer trials. 
 

 
 

Figure 13. Experiment 2.3 Results Graph 

 

5.  RELATED WORK 
 

Stukas, A. et al [10] propose an index that calculates the volunteer’s matches to one or more of 

six motivational categories identified in previous research. The authors of the paper prove that the 
use of this index will predict volunteer outcomes better than volunteer motives and affordances 

alone can predict. Furthermore, the authors find the less structured organizational contexts are, 



182   Computer Science & Information Technology (CS & IT) 

the greater the total matches’ effect may be. In contrast, this paper uses machine learning 
algorithms to predict multiple outcomes, one of which is volunteer performance based on traits 

like age, gender, interests, etc. Rather than categorizing volunteers, this study connects the 

volunteer and his/her information directly to volunteer performance. Connections between 

volunteer performance and organizational structures are not covered in this paper. 
 

Finkelstein, M. et al [11] predicted how volunteerism is affected by multiple factors, such as 

initial motives, personality, and role identity. The paper found that a volunteer’s identity and 
expectations were the greatest predictors of the length of volunteering. Instead of searching for 

the basis of volunteerism, this paper aims to find patterns between a volunteer’s disposition and 

the types of events volunteers may want or should volunteer in. These patterns will be used to 
predict events to recommend to the volunteer or the effectiveness of volunteering in an event to 

the volunteer’s final goal. 

 

Davis, M et al [12] explores how volunteer behavior is influenced by subjective experiences 
during volunteering and preceding experiences before volunteering. Two-hundred-thirty-eight 

real volunteers over nine organizations were studied over the course of a year. Findings indicate 

that, consistent with their model, volunteer involvement is influenced by the satisfaction felt from 
volunteering, but the continuance of volunteerism is not. This study uses dummy data and aims to 

predict how both objective and subjective factors influence the performance of the volunteers. 

These factors may include age, gender, and interests. 
 

6. CONCLUSION AND FUTURE WORK 
 

There are many organizations seeking volunteer services, and teenagers are valuable resources of 

energy, talent, and creativity to fulfill those volunteer jobs. While there is a fair amount of 
emphasis on how volunteer services can enhance a teen’s college and scholarship applications, 

we should all realize that the meaning and value of volunteer services can go far beyond that. 

Being able to participate in the right service opportunities can contribute to developing a sense of 
self-confidence for the teens and can help shape their life-time opinions on the volunteer services 

to serve the needs of the less fortunate around them. Teens who have a positive experience in 

volunteer service are usually more responsible and have higher self-esteem and resilience when 

they become adults. Therefore, it is meaningful and valuable to build an intelligent, data-driven, 
and easy-to-use volunteer platform that provides teenage volunteers the information they need to 

choose the right service opportunities that accommodate their interests, talents, and time 

commitment. This will allow users to get involved with something they are truly passionate about 
and are capable of doing.  

 

In this research paper, we first built a platform to collect the volunteer profiles and event activity 

information and turned them into structured data. Then we use advanced machine learning 
methods and predictive analytics to turn data into valuable and actionable intelligence for the 

volunteers and organizations. By identifying the best machine learning algorithms to predict the 

two queries introduced previously, volunteers will now be able to identify the right volunteer 
opportunities for them, while organizations will benefit from improved services provided by the 

best-fit volunteers. The results of this research can be used by all the volunteers and organizations 

providing volunteering opportunities for a brand-new, much more effective, and enriching 
volunteer experience in the future. 

 

A major limitation of this research is that the dummy data that we used was generated by code; 

therefore, there could be some inconsistencies between the dummy data and real volunteer data. 
In the real world, there are much more demographic variables and behavior attributes that could 

be included in the model. Future research will examine further connections between real 
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volunteer profiles, predicted volunteer performance, and event recommendations based on the 
real data we collect from the platform using the mobile application. 

 

In addition, we also plan to structure a teenage volunteer cycle model to trace a volunteer’s 

profile and behavior data from the day they sign up, to the day they go to the college or exit the 
system. When a volunteer leaves the system, we will collect data on which universities they get 

accepted and what majors they pursue in college. Based on this, we could further improve our 

prediction models by factoring in the correlation between volunteering events and volunteers’ 
future colleges and majors. This would be extremely valuable to the high school teens and their 

parents as they will then have free access to custom, data-driven volunteer opportunity 

recommendations to help them plan for their volunteer services during their high school years. 
We are very excited to introduce this intelligent platform with advanced built-in predictive 

analytics to the volunteer teens, their parents, and the organization volunteer supervisors. 
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ABSTRACT 
 

With the ever-growing achievements in Artificial Intelligence (AI) and the recent boosted 

enthusiasm in Financial Technology (FinTech), applications such as credit scoring have gained 

substantial academic interest. Credit scoring helps financial experts make better decisions 

regarding whether or not to accept a loan application, such that loans with a high probability of 

default are not accepted. Apart from the noisy and highly imbalanced data challenges faced by 

such credit scoring models, recent regulations such as the `right to explanation' introduced by 

the General Data Protection Regulation (GDPR) and the Equal Credit Opportunity Act (ECOA) 

have added the need for model interpretability to ensure that algorithmic decisions are 

understandable and coherent. An interesting concept that has been recently introduced is 

eXplainable AI (XAI), which focuses on making black-box models more interpretable. In this 
work, we present a credit scoring model that is both accurate and interpretable. For 

classification, state-of-the-art performance on the Home Equity Line of Credit (HELOC) and 

Lending Club (LC) Datasets is achieved using the Extreme Gradient Boosting (XGBoost) model. 

The model is then further enhanced with a 360-degree explanation framework, which provides 

different explanations (i.e. global, local feature-based and local instance-based) that are 

required by different people in different situations. Evaluation through the use of functionally-

grounded, application-grounded and human-grounded analysis show that the explanations 

provided are simple, consistent as well as satisfy the six predetermined hypotheses testing for 

correctness, effectiveness, easy understanding, detail sufficiency and trustworthiness. 

 

KEYWORDS 
 

Credit Scoring, Explainable AI, BRCG, XGBoost, GIRP, SHAP, Anchors, ProtoDash, HELOC, 

Lending Club  

 

1. INTRODUCTION 
 

1.1. Problem Definition 
 
Credit scoring models are decision models that help lenders decide whether or not to accept a 

loan application based on the model's expectation of the applicant being capable or not of 

repaying the financial obligations [1]. Such models are beneficial since they reduce the time 
needed for the loan approval process, allow loan officers to concentrate on only a percentage of 

the applications, lead to cost savings, reduce human subjectivity and decrease default risk [2]. 

There has been a lot of research on this problem, with various Machine Learning (ML) and 
Artificial Intelligence (AI) techniques proposed. Such techniques might be exceptional in 

predictive power but are also known as black-box methods since they provide no explanations 

behind their decisions, making humans unable to interpret them [3]. Therefore, it is highly 

unlikely that any financial expert is ready to trust the predictions of a model without any sort of 
justification [4]. Model explainability has recently regained attention with the emerging area of 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N15.html
https://doi.org/10.5121/csit.2020.101516
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eXplainable AI (XAI), a concept which focuses on opening black-box models in order to improve 

the understanding of the logic behind the predictions [5, 6]. With regards to credit scoring, 
lenders will need to understand the model's predictions to ensure that decisions are made for the 

correct reasons. Furthermore, in adherence to existing regulations such as the GDPR ‘right to 

explanation’ and the ECOA, applicants have the right to know why they have been denied the 

loan. Therefore, credit scoring models must be both exceptional classifiers and interpretable, to 
be adopted by financial institutions [7, 8]. Formally, in this work we refer to model 

interpretability as the model's ability to explain or to present in understandable terms to a human 

[9]. The terms explainability, interpretability, understandability and comprehensability are used 
interchangeably in this work. 

 

There are a number of challenges posed when working with XAI, including questions like “who 
are the explanations for (experts or users)?”, “what is the best form of representation for the 

explanations?” and “how can we evaluate the results?” [10]. The literature still lacks precise 

answers to these questions since different people require different types of explanations. This 

lead to ambiguity in regulations and solutions needed [11]. The literature includes very few 
entrances of such interpretable credit scoring models, most of which provide only a single 

dimension of explainability. Therefore, in this work, we shall be addressing this gap by proposing 

a credit scoring model with state-of-the-art classification performance on two popular credit 
datasets (HELOC and Lending Club Datasets) and enhanced by a 360-degree explanation 

framework for model interpretability by bringing together different types of explanations. 

  

1.2. Aims and Objectives 
 

Our goal of an interpretable credit scoring model can be decomposed into the following two main 
objectives:  

 

1. Model interpretability of the implemented credit scoring model by providing human-
understandable explanations through different XAI techniques (Section 3.3) 

2. A comprehensive approach for evaluation of model interpretability through both human 

subjective analysis and non-subjective scientific metrics (Section 4) 

 
Details about how these objectives have been met are found in the rest of this paper, which is 

organized as follows. Chapter 2 includes a review of existing methods in the XAI domain. A 

detailed workflow of the system is discussed in Chapter 3. Chapter 4 includes all the experiments 
carried out to evaluate the interpretability performance, whilst any limitations, improvements and 

conclusions are finally discussed in Chapter 5. 

 

2. RELATED WORK 
 
Back in 1981, [12] state that the ability to explain decisions is the most highly desirable feature of 

a decision-assisting system. Recently, XAI has gained high popularity. It aims to improve the 

model understandability and increase humans' trust. There have been various efforts in making 
AI/ML models more explainable in many applications, with the most popular domain being 

image classification [13, 14, 15].  

 

The authors in [16] state that dimensionality reduction like feature selection and Principle 
Component Analysis (PCA) can be an efficient approach to model interpretation since the 

outcome can be intuitively explained in terms of the extracted features. Štrumbelj and 

Kononenko in [17] propose a sensitivity analysis based model, which analyses how much each 
feature contributes to the model's predictions by finding the difference between the prediction 
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and expected prediction when the feature is ignored. Such explanations are given in the form of 

feature contributions.  

 

Trinkle and Baldwin in [18] investigate whether Artificial Neural Networks (ANNs) can provide 

explanations for their decisions by interpreting the connection weights of the network. They 

conclude that performance was restricted due to the use of just one hidden layer and state that 
such interpretation techniques are not robust enough to handle more hidden layers. Baesens et al. 

in [19] contributed to making ANNs more interpretable by making use of NN rule extraction 

techniques to investigate whether meaningful rule sets can be generated. They implemented three 
NN rule extraction techniques being Neurorule, TREPAN and Nefclass, and the extracted rules 

were then presented in a decision tree structure since graphical representations are more 

interpretable by humans. 
 

The authors in [20] propose Layer-wise Relevance Propagation (LRP), a post-hoc interpretability 

model for interpreting the individual predictions of a Deep Neural Network (DNN) rather than 

the model itself. It propagates back through the layers of the network until reaching the input and 
pinpoints the regions in the input image that contributed the most to the prediction. In [21], Yang 

et al. propose Global Interpretation via Recursive Partitioning (GIRP), a compact binary tree that 

interprets ML models globally by representing the most important decision rules implicitly 
contained in the model using a contribution matrix of input variables. Ribeiro et al. in [22] 

propose Local Interpretable Model-agnostic Explanations (LIME), a novel technique that 

explains any classifier's predictions by approximating them locally with a secondary interpretable 
model. While these are local explanations, the global view of the model can be presented by 

selecting a set of representative and non-redundant explanations. In [23], Ribeiro et al. introduce 

another novel model-agnostic system to explain the behaviour of complex models. They propose 

Anchors, which are intuitive high precision IF-THEN rules that highlight the part of the input, 
which is used by the classifier to make the prediction. It is shown that Anchors yield better 

coverage and require less effort to understand than LIME. The authors in [24] propose SHapley 

Additive eXplanations (SHAP), a unified framework for interpreting predictions. SHAP are 
Shapley values representing the feature importance measure for a particular prediction and are 

computed by combining insights from 6 local feature attribution methods. Results show that 

SHAP are consistent with human intuition. 

 
In 2018, Fair Isaac Corporation (FICO) issued the Explainable Machine Learning Challenge in 

aim of generating new research in the domain of algorithmic explainability. They challenged 

participants to create ML models that are both accurate and explainable, in aim of solving the 
credit scoring problem using the HELOC financial dataset. The final models were qualitatively 

evaluated by data scientists at FICO. The winners, Dash et al. [25], propose Boolean Rules via 

Column Generation (BRCG), a novel global interpretable model for classification where Boolean 
rules in disjunctive normal form (DNF) or conjunctive normal form (CNF) are learned. Column 

generation is used to efficiently search through the number of candidate clauses without heuristic 

rule mining. BRCG dominates the accuracy-simplicity trade-off in half of the datasets tested, but 

even though it achieves good classification performance and explainability, methods like the 
RIPPER decision tree still obtain a better classification accuracy in many of the datasets, 

including HELOC. The authors state that limitations include performance variability as well as 

the reduced solution quality when implemented on large datasets. In [26], Gomez et al. propose 
another solution to this challenge. They make use of a Support Vector Machine (SVM) model 

with a linear kernel for classification, where features were first discretized into ten bins to get rid 

of outliers and ensure scalability and manageable time complexity. For explainability, they 
implement an updated version of Anchors [23], which finds key features by systematically 

perturbing the columns and holding others fixed. They combine instance-level explanations and 

global-level model interpretations to create an interactive application visualising the logic behind 
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the model’s decisions, identifying the most contributing features in a decision. Using a greedy 

approach, they also suggest the minimal set of changes required to switch the model’s output. 
Chen et al. are also mentioned for their great work in [27], who propose a globally interpretable 

model known as the ‘two-layer additive risk model’, achieving accuracy similar to other neural 

networks. The model is decomposable into subscales, where smaller models are created from 

subgroups of features and eventually combined to produce the final default probability. The 
decomposable nature of the model allows it to produce meaningful components that identify the 

list of factors that contribute most to the model's predictions, providing rule-based summary 

explanations for global interpretability and local case-based explanations for local interpretation. 
 

All these XAI techniques present their ability in making ML/AI models more interpretable. The 

last three mentioned techniques are credit scoring models that provide good classification 
performance as well as local and/or global explainability. In fact, they present an interesting 

evolution of explainability within credit scoring, motivating the main goal of this project. The 

winner of FICO's Explainable Machine Learning Challenge in 2018, BRCG [25], is considered as 

a state-of-the-art of XAI in credit scoring and is therefore selected as the benchmark paper for 
this work. 

 

3. METHODOLOGY  
 
For this work, an interpretable credit scoring model is proposed. As depicted in Figure 1 the data 

is first preprocessed and then a classification function is adopted to classify the data instances. 

Subsequently, the classifier is extended by three XAI methods to provide a 360-degree 

explanation framework. Therefore, the pipeline of the system comprises of three main sequential 
phases:  

 

1. Data handling & preprocessing: transforming and preparing data for classification 
2. Classification: classifying data into predetermined labels 

3. eXplainable AI: appending interpretable explanations to the classification predictions 

 

 
 

Figure 1.  Pipeline of proposed Interpretable Credit Scoring model. 

  

3.1. Data Handling and Preprocessing 
 

Considering that our classifier requires supervised learning, the first concern is the preparation 
and handling of the data. Two datasets are used in this project: 
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 The Home Equity Line of Credit (HELOC) Dataset which contains around 10,000 

instances with 24 different features (21 numerical and 3 categorical).  

 The Lending Club (LC) Dataset which includes around 2.3 million loan applications with 

145 features of different types.  
 

The HELOC Dataset is used by the benchmark paper [25] and therefore used for fair comparison, 

whilst the LC Dataset is quite popular in the credit scoring literature [28, 28, 30, 31] and is used 

to further evaluate the implemented model. Figure 2 depicts the different stages undertaken 
during the preprocessing phase until the data is ready to be used by the model. 

 

 
 

Figure 2.  Pipeline of the different stages during the data preprocessing phase.  

 

Firstly, the data is cleaned by handling any special values in the HELOC Dataset, converting the 

target variables into binary labels, removing outliers, imputing empty values in the numerical 

features with the mean and imputing empty values in categorical features with unused category 
values, converting categorical features using one-hot encoding, and eliminating noisy data. Next, 

some additional variables are computed for the Lending Club Dataset such as Loan Amount to 

Annual Income since ratios are better for deep learning classifiers, and feature selection is 
performed on the LC Dataset through analysis of the correlation matrix and change in 

classification performance. Furthermore, both datasets are split with 75:25 ratio using 

stratification and the training set is further split using stratified 10-fold cross validation. The data 
for each fold is then normalised using both the min-max normalisation and standard scaling 

techniques and best method is identified through evaluation. Finally, the training data of the LC 

Dataset is balanced using four different resampling techniques and best method is also identified 

through evaluation. 
 

3.2. Classification 
 

Initially, a DNN model was chosen as the classification function, however after abundant 

experiments and evaluation it was noted that the performance was not as satisfactory as expected. 

As observed by the authors in [32] and [33], DNNs often suffer from reduced performance on 
certain credit scoring datasets. After replicating the work in [29], who use an ANN and present a 

high accuracy, results show that their model was actually overfitting and classifying all instances 

into the same class (i.e. giving a high accuracy due to data being highly unbalanced). From the 
literature [32, 34, 35] it was observed that other methods like Random Forest (RF) and Extreme 

Gradient Boosting (XGBoost) perform strongly in credit scoring. Hence, for this work, the most 

commonly used classification techniques are implemented and compared in order to find the best 

performing algorithm in credit scoring on both the HELOC and LC Datasets. The ML models 
implemented include Logistic Regression, Decision Tree, Random Forest, ANN and XGBoost. A 

"light" version of the BRCG algorithm by Dash et al. [25], which is a more efficient variant of 

the method, is also implemented in this work to enable better comparison with more metrics 
between the classification techniques. 

  

Results show that the XGBoost model does not require any data normalisation and that the 
oversampling technique gave the best performance on the Lending Club Dataset. Using the 

optimal parameter values found by the grid search on the HELOC Dataset portrayed 

classification performance improvement on both datasets. It is concluded that XGBoost yields 

less Type-I and Type-II errors than LBRCG on the HELOC Dataset whereas LBRCG yields less 
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Type-I errors (5,112 loans) but much more Type-II errors (27,767 loans) than XGBoost on the 

LC Dataset. This signifies that the XGBoost model is better at maintaining a good balance 
between Type-I and Type-II errors and improves performance over the LBRCG model by an F1-

Score of more than 3% on the HELOC Dataset and an F1-Score of over 7% on the LC Dataset. 

 

3.3. eXplainable AI 
 

Given their opaque nature, deep learning techniques lack interpretability and are unable to 
explain their decisions. Therefore, the main goal of this project is to enhance the implemented 

credit scoring model by augmenting it with a 360-degree explanation framework such that it can 

provide different types of explanations for its predictions. Many new XAI methods have been 

recently published in the literature, some of which have not yet been explicitly applied to the 
credit scoring domain. 

 

It is important to note that different people in diverse situations require different explanations [8]. 
There are three different personas that require explainability in credit scoring, being (i) loan 

officers that are said to prefer local sample-based explanations, (ii) rejected loan applicants that 

are said to prefer local feature-based explanations, and (iii) regulators or data scientists that are 
said to prefer global model explanations. Hence, a single XAI method does not suffice to provide 

all the explanations required [11]. In this project, we aim to propose an explainable credit scoring 

model that provides 360-degree interpretability by producing explanations for each of the three 

different personas mentioned. Table 1 represents the three different state-of-the-art XAI methods 
used to yield the different explainability dimensions required. The following subsections describe 

the implementation details of the XAI method implemented for each of the three different 

explanation types. 
 

Table 1.  The XAI methods used to generate each explanation type and the format  

of the explanation provided by each method. 

 

Explanation Type XAI Method Explanation Form Reference 

Global SHAP+GIRP Decision Tree / IF-THEN rules [24], [21] 

Local feature-based Anchors DNF rule  [23] 

Local instance-based ProtoDash Prototypical instances [36] 

 

3.3.1. Global Explanations 
 

Global explanations are explanations that provide a global understanding of how the 

classification model works overall. They interpret the reasoning behind the general logic used by 

the model when making its predictions. Such explanations are usually preferred by regulators and 
managers since they are mostly concerned with the global understanding of the credit scoring 

model rather than the individual explanations of each instance. This is because regulators and 

data scientists are responsible of ensuring that the model is being correct, fair and compliant in its 
predictions. 

 

As discussed previously, the benchmark BRCG method [25] is a directly interpretable supervised 

learning method that provides Boolean rules to globally explain its logic. Therefore, in this 
project, we aim to implement an XAI technique that provides similar or better global 

explanations to BRCG. For this part of the XAI objective, a SHAP+GIRP method is 

implemented. GIRP [21] is a post-hoc method that is capable of interpreting any black-box model 
by extracting the most important rules used by the model in its predictions. It is a very recent 

model that depicts state-of-the-art capabilities in model-agnostic interpretability. It is important to 

note that, to the best of our knowledge, GIRP has not yet been explicitly applied to the credit risk 
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problem and no formal academic results have been presented for this domain. The explanation 

provided by GIRP for the global understandability of the model is given in the form of a decision 
tree, however the IF-THEN rules that make up the tree are also extracted and provided for 

variety. 

 

GIRP makes use of a contribution matrix to generate a decision tree consisting of the most 
discriminative rules contained in the trained model, which is then pruned for better generalisation 

to form the Interpretation Tree. The contribution matrix contains the contributions of each input 

variable to the prediction of each instance. To generate this contribution matrix, Lundberg and 
Lee’s SHAP [24] method is used and is implemented using the SHAP Python library. Using the 

SHAP package, an explainer is created over the XGBoost model to generate SHAP values for 

each feature for each prediction, constructing the contribution matrix for GIRP. For the 
implementation of GIRP, source code was adapted from a Github repository 

(https://github.com/west-gates/GIRP [Accessed: 10/08/2020]) containing an implementation of 

GIRP on text classification. The code was updated such that the methods handle tabular data 

rather than words from text extracts. The rules extracted from GIRP include a number of 
conditions in their IF statement and a default rate in their THEN section. The larger the default 

rate, the higher the risk. 

 

3.3.2. Local Feature-based Explanations 

 

Local explanations are explanations that provide a local understanding on how and why a specific 
prediction was made. Such explanations are said to be preferred by loan customers since they are 

mostly interested in why they have been denied the loan and what is the reasoning behind the 

model's prediction for their particular loan application. This type of explanation can be provided 

in the form of feature relevance scores or rules. It is important to note that local explanations are 
not provided by the benchmark BRCG model. However, in this work, we aim to go above and 

beyond global explainability. As discussed, Lu et al. in [8] state that different people in different 

scenarios require different explanations and therefore, we aim to provide further model 
interpretability through local explanations. 

 

In this work, the local feature-based explanations are generated using the post-hoc Anchors 

method from [23]. The explanations are given in the form of rules containing conditions on the 
most important features for the model prediction. The original Python implementation of Anchors 

from [23] is used. Anchors generates an anchor rule that is iteratively increased in size until a 

predetermined probability threshold is reached. The outputted rule is the shortest rule with the 
largest coverage and closest estimated precision to the threshold, that explains the model 

prediction. The anchor rule contains the features and feature values that contributed to the model 

prediction. An anchor rule is a sufficient condition, which means that other data points that 
satisfy it should have, with an x% probability, the same prediction as the original data point. The 

probability x is set to 90% in this work. It was noted that for the HELOC Dataset, the resulting 

anchor rule only holds for the data point it was built for (from the entire test data), even when 

reducing the probability threshold x to 50%. Furthermore, the outputted anchor rules contain an 
average of 35 conditions, which might make the rule hard to read and consequently 

uninterpretable. Therefore, we implemented a further extension that iterates over the partial 

anchors in the main anchor to find the shortest partial anchor that still holds for the data point. 
This obtains rules that contain an average of 4 conditions. Finally, the derived rule of each data 

point is used as the local feature-based explanation for its prediction. 

 
 

 

 

https://github.com/west-gates/GIRP
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3.3.3. Local Instance-based Explanations 

 
Similar to local feature-based explanations, these explanations provide a local understanding on 

individual predictions rather than the model as a whole. Such explanations are said to be 

preferred by loan officers since they are interested in validating whether the prediction given by 

the model for a loan application is justified. Therefore, it is said that a loan officer would gain 
more confidence in the model's prediction by looking at other similar loan applications with the 

same outcome, and hence understanding why a loan application has been denied compared to 

other loan applications that were previously accepted and then ended up defaulting [11]. This 
type of explanation is usually provided in the form of prototypes (i.e. similar data points from the 

dataset). Again, it is important to note that this type of local explanations is not provided by the 

benchmark BRCG model but in this work, we aim to provide further model interpretability by 
providing explanations for the three personas that require explainability in credit scoring.  

 

In this work, local instance-based explanations are generated using the post-hoc ProtoDash 

method by Gurumoorthy et al. [36]. The explanations are given in the form of two prototypical 
data points that have similar features. The implementation of ProtoDash by AIX360 [11] is used. 

ProtoDash employs the fast gradient-based algorithm to find prototypes of the data point in 

question as well as the non-negative importance weight of each prototype. The algorithm aims to 
minimize the maximum mean discrepancy metric and terminates when the number of prototypes 

m is reached. For this work, m=6 is used and the two prototypes with the largest weight from the 

outputted six are selected as the final exemplar-based explanation. 
 

4. EVALUATION & RESULTS 
 

The aim of this study is to enhance the credit scoring system with interpretability such that its 

predictions are also justified by reasons. However, these reasons need to make sense and need to 
be simple enough for easy understanding by both domain experts and layman. Therefore, the 

analysis of the explanations is important since it moves us away from vague claims about 

interpretability and towards evaluating methods by a common set of terms [4]. There are three 
evaluation approaches for XAI being (i) functionally-grounded, where some formal definition of 

interpretability is used as a proxy for explanation quality analysis, (ii) application-grounded, 

where human experts evaluate the quality of the explanations in the context of the end-task, and 

(iii) human-grounded, where lay human-subject experiments are carried out to test the 
explanation quality regardless of its correctness [4, 27]. 

 

The majority of the papers that do perform evaluation adopt one of the last two evaluation 
approaches, making use of human subjects as their evaluators. However, as noted by [46], 

evaluating interpretable systems using only human evaluations can imply a strong bias towards 

simpler descriptions that might not completely represent the underlying reasoning of the method. 

In this project, we address this gap by adopting a comprehensive evaluation approach, where 
apart from the usual human subjective analysis, the interpretability efficiency is also analysed 

through functionally-grounded techniques so as to provide results in non-subjective and scientific 

metrics. Since this type of evaluation approach is rarely used throughout the XAI literature, it is 
difficult to compare to existing XAI techniques and interpretable systems in terms of such 

metrics [10]. Table 2 lists the hypotheses (A-F) that are tested during each of the three analysis 

approaches. 
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Table 2.  The hypotheses tested by each XAI evaluation approach. 

 

 Hypothesis Description Functionally-

grounded 

Application-

grounded 

Human-

grounded 

A 
The explanations provided are 

complete and correct 
✓ ✓  

B 
The explanations provided are 

effective and useful 
 ✓ ✓ 

C 
The explanations provided are 

easily understood 
 ✓ ✓ 

D 
The explanations provided boost 
trust in ML models 

 ✓ ✓ 

E 
The explanations provided are 

sufficiently detailed 
 ✓ ✓ 

F 
Different explanations are 

required by different people 
 ✓  

 

The below subsections include the evaluation results of each of the three types of analysis 

approaches on the explanations provided. 
 

4.1. Functionally-Grounded Analysis 
 
There are two types of functionally-grounded measures being complexity-based that analyses the 

complexity of the rule base, and semantics-based that analyses whether the semantics of the rules 

associate with the membership function. Motivated by Martens et al. [38] and the taxonomy 
proposed in [39], the below functionally-grounded measures are used in this study: 

 

 Number of unique rules 

 Average number of rule conditions 

 Consistency of rules by checking if any contradicting rules exist and if rules are similar for 

instances of the same class 

 Completeness/Fidelity by computing the percentage of instances where the model and the 

rules agree on the label 

 

One might suggest that a lower number of rules are preferred since it makes it easier to follow 

through and keep track of things. However, more information in an explanation can also help 
users build a better mental model [40]. The consistency of the rules determines whether the 

method is trustworthy and reliable in its logic, whereas the completeness of the rules identifies 

how well they explain the decision function of the model, testing Hypothesis A. In the below 
subsections, analysis of each explanation type is carried out using the defined measures. 

 

4.1.1. Global Explanations 

 
As discussed in Section 3.3.1, the global explanation is provided in the form of a decision tree, 

but for better comparison with the BRCG global explanation, the IF-THEN rules were also 

extracted from the tree. For BRCG, satisfying the DNF rule signifies that the loan application is 
likely to default, whilst for the implemented SHAP+GIRP method, satisfying either one of the IF-

THEN rules results in a specific default rate. 
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Figure 3.  Global explanation for credit scoring model via SHAP + GIRP on HELOC Dataset. 

 

Figure 3 illustrates the global explanation for the implemented XGBoost model on the HELOC 

Dataset, given in the form of a decision tree. As shown, when the External Risk Estimate feature 
has a smaller value, the loan application has a higher default risk. Moreover, a smaller Percent 

Trades W Balance leads to a lower default rate. These observations are inline with the 

monotonicity constraints of the HELOC Dataset. Table 3 depicts the evaluation results for both 

the BRCG and SHAP+GIRP global explanations on both datasets. For BRCG, each clause in the 
DNF rule (i.e. the rule of ANDs) is considered as a separate rule since either one of these clauses 

must be satisfied to satisfy the whole DNF rule. As shown, the BRCG model outputs fewer rules 

than the implemented SHAP+GIRP model. Impressively, BRCG manages to explain all the 
model predictions with just two rules of two conditions each for the HELOC Dataset and just one 

rule of two conditions for the LC Dataset. This could be possible due to BRCG's greedy approach 

in generating the rules. For the implemented SHAP+GIRP approach, the number and complexity 
of the rules could be easily adjusted by the maximum tree depth. Using a maximum tree depth of 

2 resulted in 4 rules of 2 conditions each. As later shown during the application-grounded 

analysis (Section 4.2) having more rules and features could lead to more justifiable explanations 

that lead to more trust. In fact, most of the domain experts interviewed in this work suggested that 
having more features would have improved the explanations. 

 

With regards to consistency, it is demonstrated in Table 3 that the global explanation provided by 
both models contains no conflicting and/or contradicting rules. This shows that the global 

explanation provided for XGBoost by the implemented SHAP+GIRP method is reliable and 

logical. When considering the completeness metric (i.e. the fidelity of the explanation to the 

predictions), the global explanation provided by the BRCG method is almost 100% complete for 
both datasets. BRCG achieves this high completeness rate because it is intrinsically explainable. 

On the other hand, the global explanation of the implemented XGBoost model achieves a 

completeness rate of around 90% on the HELOC Dataset and around 97% for the Lending Club 
Dataset. The loss in fidelity is most probably due to the extrinsic nature of the XAI method since 

the explanation was extracted from the XGBoost model through two levels of external processes, 

firstly SHAP to extract the feature contributions and then GIRP to form the global interpretation 
tree using these contributions. Therefore, it seems reasonable for such an explanation to have a 

lower completeness rate than an explanation extracted from a natively interpretable method. It is 

interesting to note that when increasing the maximum tree depth of the GIRP method to 100 on 

the HELOC Dataset, as done for other applications in [21], the completeness rate increased 
slightly by around 1%. However, the interpretability of the model was then greatly diminished 

since the decision tree became very hard to follow and the number of rules and conditions 

increased immensely. Therefore, completeness must be slightly sacrificed for considerably better 
interpretability. All in all, the completeness rate achieved by the SHAP+GIRP method is still 

quite high for both datasets, confirming Hypothesis A. 
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Table 3.  Functionally-grounded metrics on global explanations. 

 

 Metric BRCG SHAP + GIRP 
H

E
L

O
C

 Number of unique rules 2 8 

Average number of rule conditions 2 3 

Consistency of rules Yes Yes 

Completeness rate 99.96% 89.95% 

L
C

 

Number of unique rules 1 8 

Average number of rule conditions 2 3 

Consistency of rules Yes Yes

Completeness rate 99.66% 96.88%

 

4.1.2. Local Feature-Based Explanations 
 

As discussed in Section 3.3.2, the local feature-based explanations provided by Anchors are 

given in the form of DNF rules that contain conditions on the most important features. Since 
BRCG does not provide local feature-based explanations, these explanations cannot be compared 

to the benchmark. 
 

 
 

Figure 4.  Two examples of the local feature-based explanations via Anchors on LC Dataset  

 
Figure 4 illustrates two examples of the provided local feature-based explanations from the 

Lending Club Dataset. As opposed to the global explanation, a local explanation is data-point 

specific. Therefore, the number of rules is equal to the size of the test set. As shown in Table 4 
the average number of rule conditions is 4 for both datasets. This is quite a reasonable number of 

conditions since it provides sufficient details without complicating the rule too much. Moreover, 

the local feature-based explanations provided are consistent and 100% complete for each dataset 
since each rule is faithful to the data point and prediction it is explaining, confirming Hypothesis 

A. 
Table 4.  Functionally-grounded metrics on local feature-based explanations. 

 

 Metric Anchors 

H
 

Average number of rule conditions 4 

Consistency of rules Yes 

Completeness rate 100% 

L
C

 Average number of rule conditions 4 

Consistency of rules Yes 

Completeness rate 100% 
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4.1.3. Local Instance-Based Explanations 

 
As discussed in Section 3.3.3, the local instance-based explanations provided by ProtoDash are 

given in the form of prototypical instances from the data. This type of explanation assumes that 

loan applications that exhibit similar behaviours might end up in the same situation. It is 

important to note that BRCG does not provide local instance-based explanations. 
 

Figure 5 illustrates an example local instance-based explanation provided for the LC Dataset. The 

Loan application column lists the feature values for the application at hand, whereas the two 
other columns list the feature values along with the target class and prototype weight of the two 

prototypical samples extracted as local instance-based explanations. Identical feature values are 

highlighted in green.  

 
 

Figure 5.  Sample local instance-based explanation via ProtoDash on LC Dataset.  

 
Similar to the local feature-based explanations, such explanations are data-point specific, such 

that the prediction of each instance in the test set is explained through the use of two prototypical 

instances from the training set. It is noted that functionally-grounded analysis on local instance-
based explanations in terms of number of rules, rule conditions and consistency is meaningless 

since these explanations are not given in the form of rules. As proven in this work and as stated in 

[37], local explanations are more faithful than global explanations. 

 

4.2. Application-Grounded Analysis 
 
As stated in [37], there is a lack of formalism on how this type of XAI evaluation, or any type of 

XAI evaluation for that matter, must be performed. Application-grounded analysis requires 

human domain experts to quantify the correctness and quality of the explanations provided by 

performing real tasks. In credit scoring, loan officers are considered experts the area since they 
have comprehensive knowledge of loan requirements and banking regulations. 

  

In this project, interviews were carried out with seven different loan and/or risk officers 
employed at different banking and financial institutions around Malta (Bank of Valletta, HSBC, 

APS, BNF, Lombard). Each interview was around an hour long. The authors in [41] state that 5-

10 respondents are needed to get reasonably stable psychometric estimates for evaluating the 
communality of answers. Application-grounded evaluation helps to identify the actual impact of 

the proposed model in a real-world application, since it directly tests the objective that the system 

was built for, giving strong indication on the actual success. To keep the duration of the 



 Computer Science & Information Technology (CS & IT)                                    197 

interviews as short as possible, the evaluation was performed for just the HELOC Dataset. 

During the interviews, the domain experts were presented with a total of 3 tasks; one for each 
explanation type (global, local feature-based, and local instance-based). It is important to note 

that throughout the interview, it was observed that the interviewees' limited knowledge on the 

dataset contributed to an undesirable decrease in understandability. Therefore, it is worthy to 

mention that if the questions could make use of a dataset that the experts are used to and 
confident with, their understandability would have been certainly improved. 

 

4.2.1. Global Explanations 
 

Table 5 depicts the evaluation results achieved for each question from this section. As a general 

note, the Result column represents the literal result of the question, the Percentage column 
represents the result in the form of a global percentage, whilst the Hypothesis column lists the 

hypotheses confirmed by each question. 

 
Table 5.  Evaluation results acquired from interviews on the global explanation. 

 

Question/Task Description Result Percentage Hypothesis 

Forward prediction task 7/7 experts 100% A & C 

Accept/reject loan task 7/7 experts 100% A & C 

Preference of tree or rules? 6/7 experts 86% - 

How well explanation clarifies 

prediction? 
31/35 89% B 

Is explanation sufficiently detailed? 6/7 experts 86% E 

How much explanation increased trust in 

ML models? 
26/35 74% D 

 

Firstly, the domain experts were presented with a forward prediction task where they were 

requested to interpret the model's prediction given the global explanation. 100% of the domain 
experts managed to correctly complete this task and reach the same conclusion as the model, 

confirming the understandability and correctness of the explanation. For the second task, the 

experts were requested to use the model's prediction and explanation to indicate whether they 
would accept or reject the loan application. Despite their limited dataset knowledge, all seven 

experts agreed with the model's prediction. Both these tasks confirm Hypotheses A and C. 

 

Interestingly, six out of seven experts prefer the decision tree representation of the explanation. 
This implies that most humans find graphical representations more interpretable and easier to 

follow. Confirming this observation, the authors in [37] state that visualisations are the most 

human-centred technique for interpretability. This suggests that the global explanation provided 
as a decision tree might be preferred to BRCG's global explanation provided as a DNF rule, even 

though the BRCG explanation is simpler when comparing the rule-form of both methods. 

  

Confirming Hypothesis B, the domain experts indicate that they believe that the explanation 
adequately clarifies the prediction, marking the Likert scale with an average score of 4.5. 

Moreover, six out of seven experts indicate that they are satisfied with the level of detail provided 

by the global explanation, confirming Hypothesis E. Finally, despite being quite a controversial 
question since people outside the AI community might find it hard to trust ML models, the 

domain experts indicate that the global explanation increased their trust by an average of 74%, 

confirming Hypothesis D. 
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4.2.2. Local Feature-Based Explanations 

 
Table 6 depicts the results achieved for each question from this section. All the seven domain 

experts agreed with the model's prediction when asked to accept/reject a loan application, 

determining that the explanation provided is correct and easy to understand, thus confirming 

Hypothesis A and C. Regarding the explanation's ability to clarify the prediction, a total score of 
29/35 (i.e. 83%) and an average score of 4.1 was achieved, which is slightly lower than the score 

achieved for this same question on the global explanation, but still confirms Hypothesis B. Six 

out of seven experts indicate that the local feature-based explanation provided is sufficiently 
detailed, confirming Hypothesis E. Finally, it is shown that on average, the local feature-based 

explanation increased the trust of the domain experts in ML models by 77%, which is slightly 

better than the score acquired for the global explanations. This confirms Hypothesis D. From the 
general impression given by the experts and as later described in Section 4.2.4, it was observed 

that most of the experts preferred the local feature-based explanation over the global explanation. 

An interesting point that was highlighted by one of the experts is that complete trust in the model 

is not necessarily required since the model should be there to help rather than make the decisions 
itself. Therefore, the ability to understand the reasoning behind the model's decision should 

provide enough trust to use the model. 

 
Table 6.  Evaluation results acquired from interviews on the local feature-based explanation. 

 

Question/Task Description Result Percentage Hypothesis 

Accept/reject loan task 7/7 experts 100% A & C 

How well explanation clarifies 

prediction? 
29/35 83% B 

Is explanation sufficiently detailed? 6/7 experts 86% E 

How much explanation increased trust in 

ML models? 
27/35 77% D 

 

4.2.3. Local Instance-Based Explanations 
 

Table 7 depicts the results achieved for the local instance-based explanations. Similar to the other 

two types of explanations, all seven domain experts agreed with the model's prediction when 

asked to accept/reject a loan application, confirming Hypotheses A and C. With regards to the 
explanation's ability to clarify the prediction, an average score of 3.3 is achieved, suggesting that 

this type of explanation was not as favoured and possibly implies that local instance-based 

explanations are not as effective and useful as the other two types. Most of the experts also 
specified that having three or four prototypes as part of the explanation, instead of two, would 

have been more useful. This could be easily resolved by adjusting the number of prototypes 

outputted from ProtoDash. Finally, it is shown that the local instance-based explanation increased 

the trust of the domain experts in ML models by an average of 74%. This is the same score 
achieved for the global explanation, which is slightly lower than that achieved for the local 

feature-based explanation. Having said this, the results confirm Hypothesis D. In general, whilst a 

few of the experts liked the idea behind the prototypical explanations, two experts expressed their 
disagreement with comparing loan applications to each other. They state that every case is 

different even if they show similar traits. Moreover, unpredictable changes can cause loan 

applications with very good traits to default and hence comparing with such application can cause 
unreliable results. 
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Table 7.  Evaluation results acquired from interviews on the local instance-based explanation. 

 

Question/Task Description Result Percentage Hypothesis 

Accept/reject loan task 7/7 experts 100% A & C 

How well explanation clarifies 

prediction? 
23/35 66% B 

Is explanation sufficiently detailed? 6/7 experts 86% E 

Two prototypes are enough? 2/7 experts 30% - 

How much explanation increased trust in 

ML models? 
26/35 74% D 

 

4.2.4. Final Thoughts 

 

Finally, each domain expert was asked to choose their preferred type(s) of explanation(s). Some 

of the domain experts specified that all the explanation types are meaningful in different setups 
and recommended that all the three types should be available since a user might require a second 

form of explanation to confirm what is understood from the first explanation. The most preferred 

type of explanation is the local feature-based rule explanation, whilst the local instance-based 
explanation is the least preferred. However, the fact that each type of explanation was selected as 

a preferred explanation by one or more experts confirms that not everybody prefers the same 

thing. Therefore, this confirms Hypothesis F and thus affirms the efforts in this work with regards 
to providing three types of explanations for better subjective interpretability. 

 

4.3. Human-Grounded Analysis 
 

Human-grounded analysis includes conducting simpler human-subject experiments that still 

maintain the importance of the target application. Such evaluation can be carried out by lay 
humans, allowing for a bigger subject pool. This analysis focuses mainly on evaluating the 

quality and interpretability of the explanations rather than the correctness to ensure that the 

provided explanations are interpretable not just by domain experts but even lay humans.  

 
In this project, human-grounded analysis is performed through questionnaires, which were sent 

over to a number of subjects of different age, gender, occupation, education level and marital 

status. Authors in [42] and [43] suggest that 10 to 30 participants are an adequate sample size. 
For the analysis, a Google Form was posted on a number of Facebook groups with members 

having different backgrounds, and 100 participants have completed the questionnaire. To keep 

the questionnaire as simple as possible, the evaluation was performed for just the HELOC 

Dataset. The participants are given a case scenario, where they are asked to imagine themselves 
as a loan applicant that has been denied a loan and has been provided with the model explanation 

for their denial. It is important to note that some of the features for the loan application were 

removed, whilst the rest were given in easy terms to keep the task simple and easy to complete. 
Since it is said that loan applicants prefer explanations that are related to their own case, only a 

feature-based explanation is used for this analysis as the participants are representing the loan 

applicants (which are lay human) in real life. The participants are asked to fill out a total of 5 
questions using Likert scales, yes/no selection and textual answers. 

  

Through the human-grounded analysis, some interesting observations were made. Firstly, 87% of 

the participants (i.e. participants that marked Question 1 with a score of 3, 4, or 5) were satisfied 
with the local feature-based explanation provided and, on average, the participants were 74% 

satisfied with the explanations. Moreover, 89% of the participants (i.e. participants that marked 

Question 2 with a score of 3, 4, or 5) found the explanation to be profitably understandable with 
the explanation achieving an average understandability of 78% amongst all the participants. The 
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explanation provided also helped 17% of the participants to be have 100% more trust in ML 

models, whilst 38% of the participants were convinced to have more trust in ML models with 
80% confidence. On average, with the help of the local feature-based explanation, the 

participants were 70% convinced to have more trust in AI models. This question is rather 

controversial since lay humans may have less knowledge on ML and AI and might therefore find 

it harder to trust such models. It is assumed that trustworthiness in such AI and ML models will 
increase with time as their use continues to expand and the models continue to improve in terms 

of interpretability [44, 45]. Furthermore, 72% of the participants found the explanation to be 

sufficiently detailed, whilst others suggested that more features, an overall risk rating or 
visualisation charts should be added. All in all, these results further confirm that the local feature-

based explanations satisfy Hypotheses B-E. 

 

5. CONCLUSIONS 
 
In this work, a credit scoring model with state-of-the-art classification performance on the 

HELOC and Lending Club Datasets and comparable explainability to the benchmark BRCG 

model by Dash et al. [25] is proposed. The implemented credit scoring model incorporates the 
XGBoost algorithm, which demonstrates its capability of keeping a good balance between Type-I 

and Type-II errors. Furthermore, in aim of boosting the explainability of the black-box XGBoost 

model, a 360-degree explanation framework is developed by augmenting three separate post-hoc 
XAI techniques to provide three different types of explanations. A SHAP+GIRP method provides 

global explanations, Anchors provides local feature-based explanations and ProtoDash provides 

local instance-based explanations. Changing the classification function requires no changes in the 

interpretability component of the proposed model since the implemented XAI methodologies are 
model-agnostic and can be extracted from the current system pipeline and appended to a new 

classifier. It is shown, through the functionally-grounded analysis, that all the types of 

explanations provided are simple, consistent and complete. With regards to global explanations, it 
is shown that the provided explanation is comparatively as simple as the explanation produced by 

the benchmark BRCG model (in terms of number of rules and rule conditions). The application-

grounded analysis deduced that six out of seven domain experts preferred the visual 
representation of the provided global explanation, which further suggests that the provided global 

explanation (in the form of a decision tree) might be preferred over the DNF rule of the BRCG 

model. The two other types of explanations are implemented over and above the global 

explanation and enable the implemented credit scoring model to be explained in alternative 
forms. In fact, the results of the application-grounded analysis present that the most preferred 

type of explanations are the local feature-based explanations, which are not provided by the 

benchmark BRCG model. It was also concluded that most of the financial experts interviewed 
found the explanations provided to be useful and have potential to be implemented in the system 

adopted by their bank. Through the rest of the evaluation, it was shown that the three types of 

explanations provided are complete and correct, effective and useful, easily understood, 

sufficiently detailed and trustworthy. 
 

Future work can be focused on implementing a more user-specific solution with capabilities that 

allow the user to manage parameters such as the decision tree depth of the global explanations, 
the number of features in the local feature-based explanations, and the number of instances in the 

local instance-based explanations. Moreover, a possible improvement to the explanations, which 

was a popular suggestion amongst the domain experts interviewed, is to combine the global and 
local explanations in order to generate a decision tree that provides both global and local 

reasoning by highlighting the path and leaf node that is satisfied by the loan application in 

question. Future works suggested by lay humans through the human-grounded analysis include 

adding an overall risk rating or a percentage of eligibility to the explanation. 
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ABSTRACT 
 

Financial fraud activities have soared despite the advancement of fraud detection models 

empowered by machine learning (ML). To address this issue, we propose a new framework of 

feature engineering for ML models. The framework consists of feature creation that combines 

feature aggregation and feature transformation, and feature selection that accommodates a 

variety of ML algorithms. To illustrate the effectiveness of the framework, we conduct an 
experiment using an actual financial transaction dataset and show that the framework 

significantly improves the performance of ML fraud detection models. Specifically, all the ML 

models complemented by a feature set generated from our framework surpass the same models 

without such a feature set by nearly 40% on the F1-measure and 20% on the Area Under the 

Curve (AUC) value. 
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1. INTRODUCTION 
 

Online banking services has expanded rapidly, and in tandem, fraudulent activities via the 

internet and credit cards have increased substantially. According to Financial Fraud Action UK in 
2020, the financial fraud losses registered a record high of £824.8 million in 2019 [1]. Payment 

card and remote banking account for 60% of the whole fraud losses. Evidently, the fraud 

detection system (FDS), used by many financial institutions, has not caught up with the 

advancement in fraud schemes. To address constant changes in fraud schemes, the FDS has 
incorporated machine learning (ML), but it is still challenging to reveal new fraudulent patterns 

by applying ML to raw data only.  

 
The recent studies in financial fraud detection have further adopted feature engineering, which is 

an essential work in data preparation for ML. Feature engineering involves two main progresses: 

feature creation in which feature candidates are created from original data, and feature selection 
in which features are selected among the candidates as an input for ML.  

 

Broadly, feature creation is classified into two types: feature transformation and feature 

aggregation. Feature transformation creates features by transforming original data using some 
functions, which typically adopt mathematical or statistical functions. The recent example in the 

field of financial fraud detection includes Bahnsenet al [2] who use the statistical function of the 

von Mises distribution to transform interval time between the last transaction and the latest 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N15.html
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transaction by each individual customer. Feature transformation is also useful to convert values in 
categorical features into numerical values because ML algorithms unable to directly deal  with 

categorical features. For instance, Dummy variables can represent a single class from a 

categorical feature by a set of binaries with the exact same information.  

 
Feature aggregation creates features by aggregating some patterns observed from original data. 

Feature aggregation combines various features from multiple tables into a new summary form, e. 

g., average amount of transaction by each individual customer, and number of accesses to an 
online banking account per month. For example, Yesilkanat et al. [3] and Y.Xie et al [20]  use 

feature aggregation to express a sequential pattern of transactions and create new features by 

combining original data such as the place ( such as an ATM location), the amount, and the time 
of transaction.  

 

Feature selection – another progress in feature engineering - selects relevant features from the 

candidates created in feature creation for ML algorithms. By doing so, it addresses two issues: 
effectiveness and compatibility. It selects effective features that improve ML model predictions. 

It also makes features readily useable for a different type of ML algorithms. 

 
In financial fraud detection, a variety of ML algorithms have been used. They include support 

vector machine (SVM), random forests (RF), logistic regression (LR), K-means, local outlier 

factor (LOF), neural networks (NN). These ML algorithms are broadly classified into two types: 
supervised learning and unsupervised learning. Supervised learning uses historical transaction 

records including a fraud flag and learns the different patterns between fraud and non-fraud data, 

while unsupervised learning deals with big data and observes latent patterns without learning 

fraud flags from past data. Unsupervised learning has more potential to reveal underlying fraud 
patterns than supervised learning by multiplying data without training. Lee et al. [4] use a feature 

selection process for unsupervised learning for credit card fraud detection and show that a 

detection accuracy of the unsupervised learning model with selected features is better than that of 
the same model but without feature selection. Varmedja et al. [5] use a feature selection process 

for supervised learning models such as Naïve Bayes (NB) and LR, and show the effectiveness 

with selected features. 

 
Despite these progresses in the field of financial fraud detection, in the process of feature 

creation, most studies use either feature aggregation or feature selection separately. 

 
Even if one type of feature creation is used, few studies use feature selection before putting 

features into ML models. Conversely, even if feature selectin is used, few studies use feature 

creation before selection features; most of the studies select variables from original data. 
 

Against the background, in this paper, we propose a new framework of feature engineering for 

ML in financial fraud detection. Specifically, our framework consists of feature creation process 

and feature selection process jointly. In feature creation process, both techniques of feature 
aggregation and feature transformation are used to create feature candidates, which could 

improve an accuracy of ML models. Subsequently, feature selection process evaluates the 

candidate features in terms of classification report and the Area Under the Curve (AUC). Features 
are then selected based on the evaluation and are used as an input for appropriate ML algorithms.  

 

The salient aspect of this framework is three-fold. First and most importantly, the combination of 
creation process and selection processes: use of feature aggregation and feature transformation 

jointly to create important feature candidates, and selection from the feature candidates based on 

evaluation by specific ML models. Second, in feature selection process, we consider 

compatibility between features and individual ML algorithm and built the framework that can 
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accommodate any ML fraud detection models, which does not rely on a certain specific ML 
model. Third, few studies of feature engineering in financial fraud detection for unsupervised 

learning exist yet. We believe that performance of unsupervised learning models can be improved 

when using the selected important features based on our framework;  

 
The rest of this paper is organised as follows. In Section 2, we review the techniques and recent 

development of feature engineering in general study and for financial fraud detection. In section 

3, we describe about a real-life dataset from a European bank. Then, in Section 4, we present our 
development of new framework to create and evaluate effective features for fraud detection 

model. Afterwards, the experimental composition and the results is shown in Section 5. Finally, 

conclusion and discussion of the paper are given in Section 6.  
 

2. RELATED WORKS 
 

This paper is closely related to the recent literature on a fraud detection framework that 

incorporates feature engineering methods. One frequently used feature engineering approach 
combines two or more features from original data into new ones to represent customer’s 

behaviour on transaction. J.M.Kanter et al [26] developed a cross domain framework that 

generalises three parts of features, which are Label, Segment, Featurise (L-S-F), to customise the 
process of feature creations. This feature engineering framework is a general concept to improve 

an accuracy of machine learning models. Y.Lucas et al. [19] built a conceptual framework of 

generating history base features using Hidden Markov Models (HMM). The framework calibrates 

the similarity between an observed sequence and the sequences of past fraud transactions 
inspected for the cardholders. These examples of feature engineering framework in the financial 

field are for supervised learning algorithms such as Decision Tree (DT), Random Forests (RF) 

and Logistic Regression (LR), while Nargesian et al. [8] and Heaton [9] introduce the 
frameworks for improving an accuracy of unsupervised learning algorithms: Deep Learning 

(DL), Recursive Neural Network (RNN) and Convolutional Neural Network (CNN) as credit 

card fraud detection models. The framework for unsupervised learning algorithms applies 
mathematical functions on a single feature in original data to create new features for improving 

an accuracy of fraud detection models. Xinwei et al. [6] developed a fraud detection system that 

uses a progressive feature engineering process based on “Homogeneity-oriented behaviour 

analysis (HOBA) using a deep learning model. HOBA uses four categories: Recency, Frequency, 
Monetary value, and Location, to categorise into some small groups based on the similar 

characteristic on transactions. These papers demonstrate the effectiveness of using feature 

creations for prediction models.   
 

Feature creation methods in financial fraud detection are roughly divided into two categories:  

feature aggregation and feature transformation. The aggregated features are used for observing 

user’s behaviour in transactions. Y.Xie et al. [20] developed a rule-based feature engineering 
method for credit card fraud detection that considers both individual behaviour and group 

behaviour, and creates group features that classify regular and fraudulent transactions. C.Whitrow 

et al. [21] introduced the new feature aggregation technique for credit card fraud detection that 
calculates over transactions observed by a fixed time window and between maximum and 

minimum amounts. Bahnsen et al. [2] created aggregated features by applying the statistical 

function of the von Mises distribution on interval time between the last transaction and the latest 
transaction by each individual customer.   

 

Feature transformation transforms the original features into new ones to describe the original 

data. The methods of feature transformation applying mathematical functions such as log, square, 
normalization, addition, subtraction, multiplication, division, mean and standard deviation on 
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each attribute in a dataset are utilised in our framework and these methods are shown the 
effectiveness of improving an accuracy of machine learning models in general feature 

engineering studies [8, 9, 25, 27]. For example, J.M.Kanter et al [27] developed the Deep Feature 

Synthesis algorithm to create features for relational datasets. The algorithm observes 

relationships in the data and then sequentially applies mathematical functions among the data. 
Other feature transformation methods in the field of financial fraud detection are for unsupervised 

learning algorithms including deep learning [6, 22, 23, 24], and they show a high level of effects 

for unsupervised learning models.  
 

Another feature engineering approach is to select significant features for specific ML algorithms. 

Lee et al. [4] use a feature selection method for unsupervised learning in credit card fraud 
detection to select relevant features to a target and they use feature selection methods such as 

filter, wrapper and embedded. Brodley et al. [10] employ the Expectation-Maximization 

clustering method that disperse separability and maximum likelihood.  Xinwei et al. [6] select 

relevant features using Chi2 technique in feature selection for classification of e-commerce 
websites. D. Varmedja et al. [5] concluded that feature selection and balancing unbalanced label 

dataset should be carried out to enhance a credit card fraud detection for machine learning 

algorithms. Through the whole results of experiments using the selected features presented that 
feature selection is remarkably significant in achieving meaningful results. 

 

These studies show the importance of feature selection by a comparison of the performances 
between ML models built with selected features and other ones built with only original features.  

Though many studies of feature engineering have proven the effectiveness of feature creation and 

feature selection individually, they seldom implement both methods together in one framework. 

In this paper, we use feature engineering methods of feature creation process and feature 
selection process jointly for ML in financial fraud detection. 

  

3. ONLINE BANKING DATA ON TRANSACTIONS 
 
An online payment dataset is provided by a European bank to verify the effect of the framework 

and it contains approximately 29,000 transactions across about 2,692 account holders in 3 days. 

The ratio of fraud labels is about 7% of all transactions. This dataset is partially extracted from 

over 100,000 transactions for a tentative experiment. In future work, we will examine with the 
full of transactions after verifying the effect of the framework in this paper.   
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Figure 1. data modelling 

The dataset, which is integrated from different tables such as time, account, online, customer’s 
info, transaction, events, is as shown. Descriptions of each feature in the dataset are described in 

Table 1.  

 
Table 1: Description of Original Features 

 

 

4. FEATURE ENGINEERING FRAMEWORK FOR FINANCIAL FRAUD 

DETECTION 
 

The main contribution of our framework is to join two processes of feature creation and feature 
selection illustrated in Figure 2. 

 

 
  

Attributes  Description Attributes Description 

ACTD_BANKACCTNO Account’s bank  
account number 

CUSTD_ 
SMSPHONENO 

SMS phone number 

ACTD_AVAILABLEBL Available balance LATENCY Latency 

TRNSD_FASTER 
STANDARDPAYMENTIND 

Faster or Standard 
payment indicator  

IP Address Access IP Address 

ED_EVENTTYPETX Type of payments Interaction Internet banking, 
branch, mobile, Tel  

Customer ID Customer Party ID Time Access date time / 
Timestamps 

EVENT Event of 
transaction 

Financial 
INC 

Transfer 
bank name 

IDVD_INTESSIONID Internet Section ID Brand Financial Institute 
name 

IDVD_TZTX Time zone of  
transaction  

Sub channel  Sub-channel name  

IDVD_USERAGE0TTX Online user agent DEVICE Access devices 

AUTO_RESPONSE Auto response IP_ID Online banking ID 
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Figure 2. Feature Engineering Framework for Fraud Detection Models. 

 

4.1. Feature Creation Processes 
 

In the feature creation component, there are seven steps to create feature candidates and measure 

important features. The raw data collected from various sources is a mess and needs to be cleaned 
by dealing with data formats and missing values before implementation of feature engineering.  

The processes from step 1 to step 5 are relevant to pre-processing feature engineering, 

specifically in step 5, similar attributes are removed from original data to avoid over fitting by 

using correction coefficient as an evaluation method. 
 

(a) Feature Aggregation based on Customer Behaviour 

 
Feature aggregation represents customer’s behaviour on online transaction. The original data is 

grouped by each customer ID to build an individual customer’s profile. Aggregation makes more 

detailed features that express the individual customer’s regular patterns by combining two or 

more attributes from various tables as shown in Figure 3 below. 
 

 
  

Figure 3. Image of Combining Multiple Features 

 

In Table 2 describes some examples of feature aggregation that enable ML algorithms to learn 

various patterns of customer’ behaviour and to classify a fraud pattern more easily.  
 

Table 2. Feature Aggregation 

 

Attributes  Combinations 

Time Days since the last transactions 

Hours since the last transactions 
Minutes since last transactions 

Days since the last access by same device 

Hours since the last access by same device 
Minutes since the last access by same IP address 

Hours since the last access by same IP address 

Days since the last event type occurred 
Hours since the last event type occurred 

Days since the last transaction occurred from 

specific location/ATM 

Hours since the last transaction occurred from 
specific location/ATM 
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IP Address IP address of access device since last transaction 
IP address of access device since last transaction 

Amount Amount of the last transaction 

Amount of the last transaction from specific 

location/ATM 
Amount of the last transaction via IP address 

Channel Channel type when each event is occurred 

Event Type Event type accessed via IP address 

Event type accessed by a specific device 
 

(b) Feature Transformation based on mathematical functions 
 

We selected several mathematical functions to transform a single feature to different aspects. 

Some examples of mathematical functions used for transformation features are shown in Table 3. 
 

Table 3. Feature Transformation 

 
Examples of 

Mathematical 

Functions  

Formula/Equations 

Confidence 

Interval 

a statistic estimation formula that uses the normal 
distribution for observing a point estimate by 

calculating maximum, minimum, median, and mean 

Standard 

Deviation 

a method of scaling the values based on z-score 

which calculates the following equation.  
Z=(x-µ)/σ where x:value to be transformed, µ: 

mean value of the data, σ: standard deveation 

Binning a way to group figures of continuous numbers into 
bins 

Clustering 

(K-Means) 

a way to group a set of spots into clusters based on a 

distance measure. Customer’s info can be classified 

with the distances from an actual and some groups 
based on similar data patterns by using k-means 

Linear The equation:  Let A1, ……, An be n matrices having 

dimension K x L.  B =α1A 1+ … + αn An 

Logarithm Log transformation is one of the popular 
transformation.  X’I = log(xi) 

 

Now, we created approximately 42 feature candidates in the real-life dataset using feature 

aggregation and feature transformation methods as described in Table 4. 
 

Table 4. New created features based on aggregation and transformation 

 

Feature Engineering Time Series Description 

 Year Transaction year 

 Month Transaction month  

 Day Transaction day 

 Hour Transaction hour  
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 Minute Transaction minute 

 Second Transaction second 

 Weekday Transaction weekday 

 
Day of year Days of year from transaction 

Feature Engineering Clustering Description 

 Class Clustering group by k-means based on customer 

characters 

Aggregations based on customer 

behaviour 

Description 

Customer ID conf Rate Attributed rate scale by confidence on customer ID 

ED_EVENT conf Rate Attributed rate scale by confidence on Event Type 

Action Type conf Rate Attributed rate scale by confidence on Action Type 

DEVICE conf Rate Attributed rate scale by confidence on Device 
frequency 

Amount conf Rate Attributed rate scale by confidence on Amount 

Customer ID EVENT par Day Group by customer ID and Event frequency per day  

Customer ID IP Address par Day Group by customer ID and IP address frequency per 

day  

Customer ID DEVICE par Hour Group by customer ID and device frequency per hour 

Customer ID USER count Minute Group by customer ID and user agent counts per 

minute 

Customer ID Channel count 

Minute 

Group by customer ID and channel counts per minute 

Customer ID counts Count each customer ID 

New feature Time to next transaction for each customer 

Transformations based on 

mathematical method 

Description 

Latency diff Difference Latency 

Amount diff Difference Amount 

Day diff Difference Day 

Hour diff Difference Hour 

Minute diff Difference Minute 

Access min Minimum access time 

Access max Maximum access time 

Access std Standardization of Access time 

LATENCY std Standardization of Latency 

Amount std Standardization of Amount  

Amount log Log Transform of Amount 

Min log Log Transform of Minute 

Sec log Log Transform of Second 

Day bin Binning of Day 

Min bin Binning of Minute 

Channel Event Linear combinations (Channel and Event Type) 

Action IP Linear combinations (Action type and IP address) 

Event Latency Linear combinations (Event and Latency) 

Event Sub Device Linear combinations 

 (Event Type and subchannel and device) 

Event INC Code Linear combinations 

 (Event Type and Auth code and FC type) 

  

Day of year Days of year from transaction 

Feature Engineering Clustering Description 
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 Class Clustering group by k-means based on customer 

characters 

Aggregations based on customer 

behaviour 

Description 

Customer ID conf Rate Attributed rate scale by confidence on customer ID 

ED_EVENT conf Rate Attributed rate scale by confidence on Event Type 

Action Type conf Rate Attributed rate scale by confidence on Action Type 

DEVICE conf Rate Attributed rate scale by confidence on Device 

frequency 

Amount conf Rate Attributed rate scale by confidence on Amount 

Customer ID EVENT par Day Group by customer ID and Event frequency per day  

Customer ID IP Address par Day Group by customer ID and IP address frequency per 

day  

Customer ID DEVICE par Hour Group by customer ID and device frequency per hour 

Customer ID USER count Minute Group by customer ID and user agent counts per 

minute 

Customer ID Channel count 
Minute 

Group by customer ID and channel counts per minute 

Customer ID counts Count each customer ID 

New feature Time to next transaction for each customer 

Transformations based on 

mathematical method 

Description 

Latency diff Difference Latency 

Amount diff Difference Amount 

Day diff Difference Day 

Hour diff Difference Hour 

Minute diff Difference Minute 

Access min Minimum access time 

Access max Maximum access time 

Access std Standardization of Access time 

LATENCY std Standardization of Latency 

Amount std Standardization of Amount  

Amount log Log Transform of Amount 

Min log Log Transform of Minute 

Sec log Log Transform of Second 

Day bin Binning of Day 

Min bin Binning of Minute 

Channel Event Linear combinations (Channel and Event Type) 

Action IP Linear combinations (Action type and IP address) 

Event Latency Linear combinations (Event and Latency) 

Event Sub Device Linear combinations 

 (Event Type and subchannel and device) 

Event INC Code Linear combinations 

 (Event Type and Auth code and FC type) 

 

4.2. Feature Selection Processes 
 

Three types of datasets are set up after the processes in the feature creation component. The first 
dataset is original features, the second one is a set of original features and created features in the 

feature aggregation and transformation processes. The last dataset is only selected features from 

the second one based on feature importance. In the feature selection component, any ML 

algorithms for fraud detection can be chosen according to user’s needs. In the framework, 
weselected two ML algorithms of support vector machine (SVM) and isolation forest (IF). SVM 

is a supervised learning algorithm and popularly used for fraud detection in many studies 
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[3,11,12,13]. In their studies, performance of SVM is steady and fine. IF is an unsupervised 
learning algorithm and works well for anomaly detection [14,15,16]. These ML algorithms use 

the three datasets individually to build each model and evaluate their results based on 

classification report and AUC. Eventually, the best feature sets can be selected for each ML 

model.  
 

(a) Feature Importance 

 
As an evaluation method of relevant features, we select feature importance from RF model to 

measure the relative importance of each input feature. Scores of feature importance are calculated 

by the training data used to the model. In the RF model, every node indicates a status of how to 
split values in an individual feature. The status is based on impurity, which is Gini impurity or 

information gain (entropy) in case of classification. While training the RF model, feature 

importance of each feature is computed how much a single feature contributes to reducing the 

weighted impurity. The figure 4 describes feature importance of each feature in the second 
dataset. It indicates that many importance features with high scores are the created features by 

feature engineering methods. Following this evaluation result, we selected 46 features out of 66 

features in the second dataset. 
 

 
 

Figure 4. Feature Importance 
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(B) Fraud Detection Algorithms 
 

 Support Vector Machine 

 

Support vector machine (SVM) is a supervised learning algorithm and a popular classification 
method in financial fraud detection [3,11,12,13] to group values in dataset by applying a 

boundary line, called a hyper plane, which segregates a fraud pattern from normal patterns[18]. 

The best boundary will be determined by finding a hyper plane where splits the two classes of 
data locations by calculating maximum distance between the two classes shown in figure 5. A 

hyper plane is defined by the following function [18], 

 

 
 

 

 

 
 

 

 
 

Figure 5. support vector machine approach 

 

Minimize: 

 
 

Constraints: 

 
Linear SVM:        

                          
 

 Isolation Forest Algorithm  

 
Isolation forest (IF) is an unsupervised learning algorithm for anomaly detection [14,15,16] and 

consists of multiple isolation trees which are created by repeating swiftly and randomly selecting 

attributes between the maximum and minimum values. Attributes values of anomalous instances 

are commonly different from the regular instances. The median depth of the instance in the forest 
which is consisted of multiple isolation trees is calculated to give a measure of the normality and 

anomalous scores of the instance. Equation of the algorithm is described as following: 

 

(1) 

(2) 

 

(3) 

 

(4) 

 

 

 

(5) 
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Equation 1. Calculation in isolation forest  

 
Anomaly scores are calculated by the average cross multiple trees in the forest. In figure 6 and 

figure 7 show each sub dataset that was split randomly and the isolated data point of a non-

anomalous point and an anomalous point [17]. 
 

 
 

Figure 6. Isolated data point of a non-anomalous point [17] 

 

 
 

Figure 7. Isolated data point of an anomalous point [17] 

 

5. MODELLING AND RESULTS 
 

In the experiment of the feature engineering framework, six different models based on SVM and 

IF techniques are developed with three different types of feature sets, which are only original 
features, all created features and original features, selected features based on feature importance 

shown in Table 5. And subsequently, their performance is analysed and compared. Under Jupiter 

Notebook, python with sklearn library is used to create and evaluate features, and build SVM and 
IF models. As the performance evaluation methods, we use AUC and a classification report 

including precision, recall and F1-score. Each measurement is proceeded depends on how many 

target variable of fraud flag (“1”) is correctly detected by each model. 
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Table 5. Selected Features from All features in the dataset 

 

Selected Features Description 

ACTD_AVAILABLE Available balance 

ACTD FULLNATSRTCD Available transfer code 

ACTD BANKACCTNO Available bank account 

Amount conf Rate Attributed rate scale by confidence on amount 

Latency diff Difference Latency 

Latency Latency 

Event Latency Event latency 

Event Act Event action 

Event INC Code Event Inc code 

IDVD USERAGETTX Online user agent 

Sub Channel PERSONAL Sub channel type 

Action IP Action IP 

Action Type conf Rate Attributed rate scale by confidence on Action type 

Amount Transaction amount 

Minute Transaction minute 

Hour Transaction hour 

Day Transaction day 

weekday Transaction weekday 

Customer ID IDVD USERAGE 

count Minute 

Group by customer ID and online user agent 

frequency per minute 

Customer ID Channel count 

Minute 

Group by customer ID and channel frequency per 

minute 

Customer ID counts Group by customer ID counts per day 

Amount diff Difference Amount 

Device DIGITAL Access device and access type 

ED EVENT TYPETX conf Rate Attributed rate scale by confidence on event type 

Minute diff Difference Minute 

Hour diff Difference Hour 

Day diff Difference Day 

Transaction ID Transaction ID 

 

Table 6: Performance of each model using three types of feature sets 

 
Classifiers F1-Measure Precision Recall AUC 

SVM with original data (1) 0.73 1.0 0.57 0.79 

IF with original data (1) 0.25 0.24 0.26 0.59 

SVM with all features (2) 0.97 1.0 0.94 0.97 

IF with all features (2) 0.40 0.39 0.42 0.68 

SVM with selected features (3) 0.95 1.0 0.91 0.95 

IF with selected features (3) 0.60 0.57 0.62 0.79 

 * () ...dataset type 

 
The measurement results of ML models using different feature sets are shown in Table 6. Recall 

shows the proportion of the actual fraud actions that were accurately detected, while precision 

donates the proportion of the accurately detected fraud actions to the detected fraud actions. 
Specifically, the aspect of F1-measure and AUC estimate the overall performance of ML models.  

 

By comparing performances of the ML models using engineered features created by our 
framework with the ML models using only original features, all ML models using engineered 

features improve the accuracy in every measurements by nearly 40% on the F1-measure and 20% 
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on the AUC value. The SVM model using all features achieves the highest F1-measure of 0.97 
and the highest AUC of 0.97, while the SVM model using only original data records the F1-

measure of 0.73 and the AUC of 0.79. The IF models using created features through our 

framework have much better F1-measure scores of 0.60 and AUC of 0.79 than the IF model 

using original data that has the scores of 0.25 on F1-measure and 0.59 on AUC.  
 

We compare the effectiveness of the feature set using all created features with using selected 

features based on feature importance to evaluate the compatibility between the effective feature 
set and a specific ML algorithm. The performance of SVM model using all features is better than 

SVM model using the selected features, whereas the performance of IF model using selected 

features is better than IF model using all features. The AUC value of SVM model using all 
features becomes 0.97, whereas the AUC value of SVM model using the selected features is 0.95. 

The AUC value of IF model using all features becomes 0.68, whereas the AUC value of IF model 

using the selected features is 0.79. We conclude that the important feature set is not effective for 

any ML algorithms in common.  Finally, by comparing the performance of unsupervised learning 
models with supervised learning models, the AUC values and F1-measure scores of supervised 

learning models are higher than unsupervised learning models in every measurements. Overall, 

the results above demonstrate the effectiveness of the proposed feature engineering framework.  
 

6. CONCLUSIONS AND FUTURE WORK 
 

In this paper we have proposed a new framework of feature engineering for ML models in 

financial fraud detection.  What distinguishes our framework from others is that it involves both 
feature creation and feature selection. In addition, our feature creation process puts together two 

types of feature creation: feature aggregation and feature transformation.  Moreover, our feature 

selection process is compatible with a variety of ML algorithms.  Hence, our framework is 
general and applicable to many types of ML algorithms used in financial fraud detection and 

could enhance the existing financial fraud detection models.  Using an actual financial transaction 

dataset from a private bank in Europe, we have shown that our framework improves the accuracy 
of ML model prediction significantly 40% on the F1-measure and 20% on the AUC value 

comparing with baseline models. We would like to conclude the paper with two caveats.  First, 

although our experiment using an actual dataset shows an improvement in ML model prediction, 

the experiment uses standard ML algorithms such as SVM and IF, our framework will be 
applicable to richer algorithms such as a deep learning algorithm, which has recently attracted 

attention in financial fraud detection. Using such an algorithm in our framework is listed on our 

future work. Second, in our experiment, the data are limited to a small subset of large amounts of 
transactions. It would enhance fraud detection further if more contextual data about customer 

behaviour and transactions via various devices or online websites are used in our framework.  

Despite these caveats, we hope that our proposed framework will be useful for financial 

institutions to fight against financial fraudulent activities 
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ABSTRACT 
 
Signature verification is essential to prevent the forgery of documents in financial, commercial, 

and legal settings. There are many researchers have focused on this topic, however, utilizing the 

3-D information presented by a signature using a 3D optical profilometer is a relatively new 

idea, and the convolutional neural network is a powerful tool for image recognition. The present 

research focused on using the 3 dimensions of offline signatures in combination with a 

convolutional neural network to verify signatures. It was found that the accuracy of the data for 

offline signature verification was over 90%, which shows promise for this method as a novel 

method in signature verification.  

 

KEYWORDS 
 
Signature Verification, 3D Optical Profilometer, Convolutional Neural Network   

 

1. INTRODUCTION 
 

With the security requirements related to signing contracts, signing checks, etc, handwriting has 

become a more and more important factor in current society. An individual’s signature is easily 

influenced by emotions and may vary day-to-day or can be completely different over time. 

Signature fraud is difficult for a human’s eye to identify; thus it is important to find an automatic 

signature verification method. To prevent signature fraud, the handwriting verification system 

becomes crucial. Handwriting verification is widely used in many fields, it is essential to prevent 

the forgery of documents in financial, commercial, and legal environments.  

 

Signature verification can be classified into two types: online and offline. For the online type, a 

special pen and an electronic surface are required. The stored data provides information such as 

the pen’s position, velocity, acceleration, pressure, and angle as a function of time. However, 

using an electronic pen can be very different from using a pen. For the offline type, only the 

signed documents are available to be analyzed. While online signature verification provides more 

information, it needs a specific system that is not always available. What’s more, most of the 

important documents require a handwritten signature. Therefore, exploring improved methods to 

verify offline signatures is essential. 

 

Several studies have been conducted on this topic. In “Automatic Signature Verification”, the 

author presented the state of the art in automatic signature verification. It contained a 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N15.html
https://doi.org/10.5121/csit.2020.101518
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comprehensive bibliography of more than 300 selected references as an aid for researchers 

working in the field including both online and offline signature analysis [1]. The researchers 

summarized two type of features – function features and parameter features. Function features are 

position, velocity, acceleration, pressure, force, direction, etc. Parameter features are global 

parameters such as, number of penups or pendowns, time duration of positive, etc, and local 

parameters such as component priented and pixel oriented. It was concluded that based on current 

methods, the accuracy is very promising. It also pointed out that the research should be more 

focused on device interoperability and the need for specific investigations. For the online 

signature verification, the speed of the pen is used as a dynamic feature of the signature [2]. The 

pen-input on-line signature verification incorporating pen-position, pen-pressure, and pen-

inclinations trajectories was developed in “On-line Pen Input Signature Verifier PPI (pen-

Position/ pen-Pressure/pen-Inclination)” [3].  

 

For the offline signature verification, an offline signature verification system using a 

convolutional neural network was developed [4]. The resulting model was based on pre-trained 

VGG16 architecture using ICDAR 2011 SigComp dataset to train with transfer learning. J. 

Coetzer et al. [5] developed an off-line signature verification system that uses features that are 

based on the calculation of the Radon transform (RT) of a signature image. Each writer’s 

signature is subsequently represented by a hidden Markov model (HMM). In “A smoothness 

index-based approach for offline signature verification” a method was developed based on a 

smoothness criterion [6]. Although skilled forgery signatures are very similar to genuine, they are 

generally less smooth and natural on a detailed scale than the genuine ones. R. Sabourin et al. [7] 

investigated the use of shape matrices as a mixed shape factor for off-line Signature Verification. 

Originally, shape matrices have been used for planar shapes, however, the reseachers used shape 

matrices to compare signatures. They concluded that shape factor is relatively well suited for the 

global interpretation of signature images.  Luiz G. Hafemann et al [8] performed extensive 

experiments on four deep convolutional neural networks databases which are GPDS, MCYT, 

CEDAR and Brazilian PUC-PR datasets. The results show large improvement on GPDS-160 

database. As shown above, the challenge of offline signature is not only extracting the signature 

but also to choose a reliable database.  

 

Several research papers considered online signature pen pressure analysis, which requies an 

electronic pen. However, there is a difference between writing with a digital pen versus writing 

with an actual pen. With a 3D optical profilometer, offline signature pen pressure analysis can be 

determined precisely. Previous research has focused on 2D information for the offline signatures, 

which for highly skilled forgery may appear highly similar to the actual signature, but the pen 

pressure is harder to mimic. The purpose of this research is to determine the 3D information of 

offline signatures and utilize a convolutional neural network to allow a computer to extract 

features of the signature.  

 

2. EXPERIMENTAL PROCEDURE 
 

The present research consisted of two tasks. One is planning to explore deep learning algorithms, 

i.e. convolutional neural network which is used to train and test the images for 3-D information. 

Experiments were conducted to test the network by using the signatures during training. The 

second task was to utilize a Bruker Contour GT-K 3D Optical Profilometer to extract the offline 

signature. Figure 1 shows a 3-dimensional image letter ‘a’ with various depths that occur due to 

indentations in the paper when the letter was written. For example, the bright blue color 

represents areas where pen pressure was high producing relatively deeper indentations, the green 

color represents relatively low pen pressure and the red color represents the original surface of 

the paper. 
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Figure 1. The scanned 3-D image of the handwritten letter ‘a’ 

 

Figure 2 shows the typical convolutional neural network (CNN) architecture. Regular neural 

networks take the input data and convert it into a one-dimensional vector of neurons, while 

CNN's work in 3 dimensions: width, height, depth. For example, the input is the image. The 

width and the height are dimensions of the image, and the depth stands for 3 channels (Red, 

Green, and Blue). Figure 3 shows the neuron in 3 dimensions as visualized in one of the layers. In 

addition, the neurons in a layer will only be connected to a small region of the layer before it, 

rather than all of the neurons in a fully connected position. At the end of the CNN architecture, 

the full image was reduced into a single vector of class scores, arranged along the depth 

dimension. 

 

 
 

Figure 2. Typical CNN architecture 

 

 
 

Figure 3. The neuron in 3D as visualized in one layer [9] 

 

The advantage of this technique is to analyze the pen contact pressure on surfaces such as paper, 

instead of an electronic pen. As shown in Figure 4(a)-(d), there are two participants who wrote 

“Tom” and “Jim” on a piece of paper. They may not show significant differences by the naked 

eye. However, using pen pressure as shown in Figure 4(e)-(h) a significant difference can be 

observed. Using this technique combined with the current signature recognition technique, the 

accuracy of signature recognition is expected to be enhanced. 
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Figure 4. (a) (c) (e) (g) “Jim” “Tom” wrote by Participant One (b) (d) (f) (h) “Jim” “Tom”  

wrote by Participant Two 

 
 

To demonstrate the concept of this research, a simply database was created. The database is 

composed of 80 offline samples written by two participants. Because of the time constraints of 

the 3-D machine scanning process, the letter ‘a’ is used to demonstrate the concept.  In the 

experiment, every participant wrote 40 letters (35 for training and 5 for testing). Considering the 

instability which occurs in the process of collecting data, the “signature “is recorded on the same 

sheet of paper using the same pen to eliminate potential variables. 
 

The optical profilometer has different types of filters to help eliminate noise, remove the tilt of 

the surface, etc. As shown in Figure 5, it can measure the various depths of the surface in 2D and 

3D mode. 

 

 
 

Figure 5. Same handwriting with different mode (left – 2D image, right – 3D image) 

 

3. RESULTS 
 

In the experiments, the database (35 letters of each participant) was divided into a training set 

(Figure 6) and a testing set in a ratio of 3:7 to train the model, and 5 unseen data were used to test 

the performance. Five of the thirty-five training letters after the scanning process are shown 

below: 
 

ae f b

cg dh
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a I II III IV V

b I II III IV V

 
 

Figure 6. (a) Five training data from Participant One (b) Five training data from Participant Two 

 

For the two participants, five handwritten letters were used to test the accuracy of the model. The 

data are shown in Figure 7. 

 

For participant one, the 5 data were used to test the model ten times. Then an average accuracy 

was calculated which was over 90%. Three of the ten results are shown below: 
 

a I II III IV V

b I II III IV V

 
 
 

 

Figure 7. Five handwritten letters for the accuracy tests of the model (a) Participant One (a) Participant 

Two 
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Table 1. Summary results of Participant One 

 

Participant One 

1st 
ConfMat = [1.0  0; 0.1250  0.8750] 

Accuracy = 0.9375 

2nd 
ConfMat = [0.9583  0.0417; 0  1.000] 

Accuracy = 0.9792 

3rd 
ConfMat = [1.0  0; 0.0417  0.9583] 

Accuracy = 0.9792 

 

For participant two, the same method applied to participant one, three of the ten test results are 

shown below. 

 
Table 2. Summary results of Participant Two 

 

Participant Two 

1st 
ConfMat = [1.0  0; 0.0417  0.9583] 

Accuracy = 0.9792 

2nd 
ConfMat = [0.9167  0.0833; 0  1.000] 

Accuracy = 0.9583 

3rd 
ConfMat = [0.9583  0.0417; 0  1.000] 

Accuracy = 0.9792 

 

4. CONCLUSION 
 

As the results have shown, with the combination of the optical profilometer and the CNN, the 

accuracy of the data for offline signature verification is very promising. For the 3D signature 

verification method, a new option is provided to verify signatures and achieve a high accuracy in 

the analysis of offline handwriting on top of other researchers have achieved In future research, 

the training database needs to be developed with much larger data inputs as training sets by 

collecting more offline signatures from various people. The more input data collected, the more 

accurate the results will be. In addition, a more complicated algorithm to combine all relevant 

factors, such as handwriting similarity, pen-pressure, and pen-inclination trajectories, etc should 

be developed. Using the optical profilometer is time-consuming but introducing one more factor 

is a significant contribution for offline analysis. Even with different types of paper, the relative 

pen pressure has value for fraud detection. 
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ABSTRACT 

 
Knowledge representation learning (KRL) aims at encoding components of a knowledge graph 

(KG) into a low-dimensional continuous space, which has brought considerable successes in 

applying deep learning to graph embedding. Most famous KGs contain only positive instances 

for space efficiency. Typical KRL techniques, especially translational distance-based models, 

are trained through discriminating positive and negative samples. Thus, negative sampling is 

unquestionably a non-trivial step in KG embedding. The quality of generated negative samples 

can directly influence the performance of final knowledge representations in downstream tasks, 

such as link prediction and triple classification. This review summarizes current negative 

sampling methods in KRL and we categorize them into three sorts, fixed distribution-based, 

generative adversarial net (GAN)-based and cluster sampling. Based on this categorization we 

discuss the most prevalent existing approaches and their characteristics.  

 

KEYWORDS 

 
Knowledge Representation Learning, Negative Sampling, Generative Adversarial Nets. 

 

1. INTRODUCTION 
 

A knowledge graph (KG) is essentially a structural approach to tell facts. It refers to a network 
whose nodes are real entities or abstract concepts and edges are their in-between relations. Many 
KGs have gained steady development, such as NELL [1], Freebase  [2] and YAGO [3]. They 
store and express ground-truth facts in the form of a triple (head entity, relation, tail entity) or 
(subject, predicate, object). Inspired by word embedding [4], people turned to distributed 
representation of entities and relations instead of one-hot representation that benefits the storage 
of triples but fails in capturing latent semantics.  
 
Knowledge representation learning (KRL) is also known as knowledge graph embedding (KGE), 
it attempts to embed entities and relations in the KG into low-dimensional vector space. In recent 
years, a variety of KRL models have been successively proposed and deployed. Looking at 
conventional translational distance-based TransE [5], semantic matching-based RESCAL [6] or 
the state-of-the-art attention-based KBAT [7] and GAATs [8], they aim to learn better knowledge 
representations to serve knowledge graph completion tasks. KRL models define their own 
scoring functions on account of different embedding modes, which returns a score to measure the 
plausibility of the given triple. Mikolov et al. [4] simplifies noise contrastive estimation (NCE) 
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[9] to negative sampling with the aim of reducing computational complexity. KRL extends this 
strategy that ranks observed (“positive”) instances higher than unobserved (“negative”) ones [10]. 
As seen in translational distance-based models [5, 11-14], they are optimized through partitioning 
scores of positives and negatives with an adaptive margin. A large number of negative samples 
are required in training KRL models. However, most KGs only store ground-truth triples, for the 
sake of space efficiency. Negative sampling thus plays a pivotal role in the training process. The 
widely-used negative sampling method is uniform sampling[5, 12], which replaces the head or 
tail entity of the positive triple with an entity that is uniformly sampled from the entity set of the 
KG. Nevertheless, such generated negative triples are too obviously incorrect and contribute less 
as the training goes on, in most cases. Bernoulli sampling[11] applies different probabilities in 
head and tail replacement to alleviate the problem of false-negative triples. KBGAN [15] and 
IGAN [16] adversarially train the generator to provide better-quality negatives by applying a pre-
trained KRL model as the discriminator. TransE-SNS [17] and NSCaching [18] carry out 
negative sampling in a more concentrated way. Furthermore, enlightened by CKRL [19], NKRL 
[20] puts forward a confidence-aware negative sampling method. Yang et al. [21] recently 
derives the general form of an effective negative sampling distribution, which is of pioneering 
significance. They are the first to deduce the correlation between positive and negative sampling 
distribution. Trouillon et al. [22] further studies the number of negatives generated for each 
positive triple, and elicits that fifty negative samples per positive is a good choice for balancing 
accuracy and training time. 
 
In this review, we summarize current negative sampling methods and divide them into three 
categories, sampling from fixed distribution, sampling from GAN-based framework and 
sampling from custom cluster. Most KRL research focuses on proposing new embedding 
methods or their applications in downstream tasks, such as knowledge graph completion [23], 
question-answering [24] and recommendation [25]. Little attention is paid to negative sampling, 
although it is an influential and crucial step in KRL model training. In KRL surveys [26, 27], 
negative sampling is mentioned but only in a short space. To the best of our knowledge, this 
review is the first work to systematically and exhaustively overview existing negative sampling 
methods in KRL.  
 
Around twelve negative sampling techniques applied in KRL are summarized in our work. 
Definitions and notations, as well as two necessary assumptions before modelling, are briefly 
covered in Section 2. Developments in KRL are presented in Section 3, in which we sort KRL 
models from four perspectives as is routine. Negative sampling is elaborated in Section 4 and this 
presents our main contribution. Finally, this review finishing with a conclusion and future 
research directions.  
 

2. DEFINITIONS, NOTATIONS AND ASSUMPTIONS  
 

In a standard KG, � represents the set of entities, ℝ represents the set of relations. �� and �� are 
sets of the positive triples �� = �ℎ, �, � and the counterpart negative triples respectively. The 
following formula sets out the components of the set ��. In general cases, one KRL model can 
be explained by its own-defined scoring function ���ℎ, �  where ℎ  and �  belong to �  and � 
belongs to ℝ. The relation � maps the head entity ℎ to its tail entity �. The plausibility of each 
possible triple is measured by the scoring function. The higher the plausibility is, the more 
probability for the triple being a piece of truth.  
 

�� ∈ �� 
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�� = ��ℎ’, �, ��ℎ’ ∈ �	�	ℎ’ ≠ ℎ�	�ℎ, �, � ∈ ��� 																				
∪	 ��ℎ, �, �’��’ ∈ �	�	�’ ≠ ��	�ℎ, �, � ∈ ��� 	
∪	��ℎ, �’, ���’ ∈ �	�	�’ ≠ ��	�ℎ, �, � ∈ ��� 

 
KRL models are trained under the open world assumption (OWA) [28] or the closed world 
assumption (CWA) [29]. The CWA states that facts that are not observed in �� are false, while 
the OWA is relaxed to assume that unobserved facts can be either missing or false. Most models 
prefer the OWA due to the incompleteness nature of KGs. The CWA has two main drawbacks, 
worse performance in downstream tasks and scalability issues caused by tremendous negative 
samples [26].  
 

3. KRL MODELS 
 

The goal of KRL is to embed triples �ℎ, �, � into a low-dimensional continuous vector space. A 
scoring function ���ℎ, �is manually defined to calculate the credibility score for the given triple. 
Different models embed semantic information into the vector representation of the KG in 
different ways [26]. By convention, there are mainly two types of KRL models, the Translational 
Distance-based and the Semantic Matching-based. In recent years, neural networks and additional 
information (entity type, path, text, etc.) have also been considered.  
 
Translational distance-based models. The main idea of the translation-based models is to 
measure the distance between the head entity and the tail entity after triples in the KG are 
vectorized. Inspired by translation invariance in word vectors, TransE [5] considers the relation 
vector as a transition from the head to the tail, i.e. ℎ + � ≈ �. A short distance between ℎ + � and 
� reflects high credibility of the given triple. TransH [11] improves TransE to make it more 
applicable for modeling complex relations, like one-to-many and many-to-many. Some other 
variants extend TransE by projecting the embedding vectors of entities into various spaces, such 
as TransR [12], TransD [13] and TransG [14].  
 
Semantic matching-based models. Compared to translational distance-based models, semantic 
matching-based models pay more attention to the latent semantics embodied in vectorized entities 
and relations. They are also called matrix decomposition models. RESCAL [6] is one of the 
earlier works that defines the scoring function based on semantic matching, in which, the relation 
vectors compose the mapping matrix M� between the head and the tail, and the matrix product 
ℎM�� is used to measure the plausibility of triples. DistMult [30] simplifies RESCAL by limiting 
M� to be a diagonal matrix, while ComplEx [22] extends DistMult to the complex field to build 
an antisymmetric-relation model.  
 
Neural network-based models. Applying neural networks in KRL has also seen steady 
progresses. MLP [31] feeds entities and relations into a fully-connected layer to encode semantic 
matching. ConvE [32] attempts to fit the scoring function using 2D convolution. By 
distinguishing relations and entities, RSN [33] introduces a recurrent skip mechanism. KG-BERT 
[34] is based on Transformer (BERT) to integrate KRL and language model pre-training. 
Referring to graph neural networks (GNNs), R-GCN [35] is the pioneer to encode relational data 
with the graph convolutional network framework.   
 
Auxiliary-dependent models. Some work suggests incorporating additional information for 
improvement. Guo et al. [36] considers the entity type to be an extra piece of information and 
assumes that entities of the same type ought to be closer in vector representation. PTransE [37] 
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attempts to describe multi-hop relations between entities through addition, multiplication and 
RNN rules so that the relation paths between entities can be represented by the vector 
calculations of relations. In addition, Wang et al. [38] introduces a joint model adding the text 
information in the embedding process, and Guo et al. [39] comes up with a rule-based KRL 
model combining some rule information. 
 
All the above models require negative samples during training. Before explaining the necessity of 
negative sampling in KRL, its roles in word embedding ought to be mentioned. Both word 
embedding and KGE belong to the scope of unsupervised learning. The softmax function has 
conventionally served as the training objective that approximately maximizes its log probability 
by normalizing with respect to all words in the dictionary, which is highly inefficient and 
computationally expensive. Negative sampling is proposed to simplify the computation. Instead 
of estimating the probability distribution based on the whole dictionary, the final representations 
can be obtained through distinguishing the positive sample from a few negative samples that are 
generated by perturbing the positive one. In view of random walk over graphs, graph structured 
data is similar to natural language, where nodes are as words and links as context. KRL adopts 
negative sampling that is trained by discriminating from a preset number of negative samples, 
rather than modelling conditional on all nodes.  
 
It is noticed that poor negative samples can be easily discriminated and helpless for training. 
However, most KRL studies center on embedding modes and simply apply uniform sampling to 
generate negative training triples [26]. At present, only a few works have been devoted to 
improving the quality of negatives. We outline these methods with the aim of gaining more 
attention to this field. Besides, conventional and the state-of-the-art KRL models, their 
applications and future trends, can be found in the representative surveys [26, 27, 40].  
 

4. NEGATIVE SAMPLING 
 
Negative sampling was first proposed in neural probabilistic language models and labelled as 
importance sampling [41]. Mikolov et al. [4] emphasizes it as a simplified version of NCE [9] to 
benefit the training of word2vec. Extended by word embedding, KGE also takes negative 
sampling as the prerequisite for the model training. Poor or too obviously false negatives are hard 
to capture for latent semantics in the KG and easily cause the zero loss problem as well. 
Conversely, generating better-quality negative triples will facilitate both the smooth running of 
the training and the learned embeddings getting desired performance in assessment tasks. 
Recognising the importance, benefit and standard of negative sampling, many methods have been 
proposed and many approaches have been tested. We survey the existing strategies and present 
them in the following schema.  
 
4.1. Fixed distribution-based sampling 
 
Negative sampling methods of this category are broadly used due to their simplicity and 
efficiency. However, the ignorance of changes over the negative sample distribution can easily 
result in the vanishing gradient problem and impede the model training.  
 
4.1.1. Uniform sampling 

 
Uniform sampling [5]is the earliest, easiest and most widely-used negative sampling method in 
KRL. It refers to constructing negative triples by replacing either the head ℎ or the tail � of a 
positive triple with the entity randomly sampled from the entity set � according to uniform 
distribution. However, in most cases, the uniformly sampled entity is unrelated with the corrupted 
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positive triple, then the formed negative triple is too wrong to facilitate the training. Taking the 
triple (London, locatedIn, UnitedKingdom) as an example, its tail entity UnitedKingdom needs to 
be replaced to produce counterpart negative triples. Under the uniform sampling schema, the 
generated negatives could be (London, locatedIn, apple) or (London, locatedIn, football). These 
low-quality triples will be easily discriminated by the KRL model merely in terms of different 
entity types, which can slow down the convergence [42]. Similarly, IGAN emphasizes the zero 
loss problem in the random sampling mode, and explains the little contribution made by the low-
quality negatives. Translation-based KRL models prefer adopting a marginal loss function with a 
fixed margin to distinguish positive triples from negative ones. Unreliable negatives tend to be 
out of the margin, which easily results in zero loss. Another severe drawback of uniform 
sampling lies in false-negative samples. After replacing the head in (DonaldTrump, Gender, 

Male) with JoeBiden, (JoeBiden, Gender, Male) is still a true fact (false negative). 
 
4.1.2. Bernoulli sampling 

 
To alleviate the false negatives problem, Bernoulli negative sampling [11] suggests replacing 
head or tail entities with different probabilities according to the mapping property of relations. 
That is, to give more chance of replacing the head in one-to-many relations and the tail in many-
to-one relations. Gender is a typical many-to-one relation. Replacing the tail in (DonaldTrump, 

Gender, Male) with high probability unlikely cause false negative triples. If setting constraints on 
entity type, it may generate high-quality negatives. Zhang et al. [43] extends Bernoulli sampling 
by considering relation replacement following the probability � = 	 � �� + �⁄ , here �  is the 
number of relations and � is the number of entities. The rest 1 − � is divided by head entity 
replacement and tail entity replacement according Bernoulli distribution. Such changes enhance 
the ability of KRL models in relation link prediction.  
 
4.1.3. Probabilistic sampling  

 

Kanojia et al. [44]proposes probabilistic negative sampling to address the issue of skewed data 
that commonly exists in knowledge bases. For relations with less data, Uniform or Bernoulli 
random sampling fails to predict the missing part of golden triplets among semantically possible 
options even after hundreds of epochs of training. Probabilistic negative sampling speeds up the 
process of generating corrupted triplets by bringing in a tuning parameter " known as train bias 
that determines the probability by which the generated negative examples are complemented with 
early-listed possible instances. Kanojia et al. evaluates probabilistic negative sampling (PNS) 
over TransR in link prediction, and elicits that TransR-PNS achieves 190 and 47 position gains in 
Mean Rank on benchmark datasets WN18 and FB15K [5] respectively compared to TransR using 
Bernoulli sampling.  
 
4.2. GAN-based sampling 
 
GAN is short for Generative Adversarial Network [45]. In the GAN-based framework, the 
generator is responsible for providing negative samples and the discriminator is the target KRL 
model. Adversarial training is going on between the generator and the discriminator to optimize 
final knowledge representations. Reinforcement learning is required for training GAN [18]. The 
framework can be performed on various KRL models as it is independent of the specific form of 
the discriminator [16]. GAN is capable of modelling dynamic distribution, its generator has 
advantages in providing negative samples with better quality consistently. However, potential 
risks (training instability and model collapse) embodied in reinforcement learning should not be 
neglected.  
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4.2.1. KBGAN 

 
KBGAN [15] is the first work to adapt GAN to negative sampling in KRL. It considers selecting 
one of two translational distance-based KRL models (DistMult [30], ComplEx [22]) as the 
negative sample generator and one of two semantic matching-based KRL models (TransE [5], 
TransD [13]) as the discriminator for adversarial training. The generator produces a probability 
distribution over a candidate set of negatives and selects the one with highest probability to feed 
into the discriminator. The discriminator minimizes the marginal loss between positive and 
negative samples to learn the final embedding vectors. KBGAN combines four Generator-
Discriminator pairs that show better performance than baselines, which reflects the strength of 
the adversarial learning framework.  
 
4.2.2. IGAN 

 
Different from that of KBGAN [15]which considers probability-based, log-loss KRL models as 
the generator, IGAN [16] applied a two-layer fully-connected neural network as its generator to 
supply better quality negative samples. The discriminator is still the desired KRL model. The 
embedding vectors of the corrupted positive triple are fed into the neural network and followed 
by non-linear activation function ReLU. The softmax function is added after to calculate the 
probability distribution over the whole entity set � instead of a small candidate set in KBGAN. 
The quality of the formed negative is measured by the scoring function of the discriminator. 
IGAN can mine negative samples with relatively high quality during adversarial training but 
suffers from high computational complexity.  
 
Comparison between GAN-based and self-adversarial sampling. Adversarial Contrastive 
Estimation (ACE) [46] introduces a general adversarial negative sampling framework for NCE 
that is commonly used in NLP. RotatE [47] thinks that such adversarial framework is difficult to 
optimize since it needs to train the discrete negative sample generator and the embedding model 
simultaneously, which costs a lot in computation. GAN-based sampling has no advantage in 
efficiency. In order to reduce the risk of training instability caused by reinforcement learning, 
both KBGAN and IGAN requires to be pre-trained, which gives rise to extra costs. Therefore, 
RotatE proposes a self-adversarial sampling method based on self-scoring function and avoids 
the requirement of reinforcement learning. Meanwhile, it outperforms KBGAN in link prediction.  
 
4.3. Custom cluster-based sampling 
 
Sampling from custom clusters means that the desired negative sample is selected from a handful 
of candidates rather than sampled from the whole entity set. For example, domain sampling [48] 
suggests to sample from the same domain, and affinity dependent sampling relies on the 
closeness of entities that are measured by cosine similarity. Two more sampling methods, 
TransE-SNS and NSCaching, are elaborated in this section. Reducing the sampling scope makes 
the target of negative sampling more clear, which gains efficiency. Because KGs grow rapidly 
and update frequently, the constant renewal of custom clusters is essential and skilled.  
 
4.3.1. TransE-SNS 

 
Qin et al. [17] puts forward entity similarity-based negative sampling (SNS) to mine valid 
negatives. Inspired by the observation that smaller distance between two entity vectors imply 
their higher similarity in the embedding space, the K-Means clustering algorithm [49] is used to 
divide all entities into a number of groups. An entity is uniformly sampled from the same cluster 
of the replaced head entity to complete the corrupted positive triple and when necessary, the tail 
entity is replaced in the same manner. The negatives generated in a such way should be highly 
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similar to the given positive triple. Adapting SNS to TransE (TransE-SNS) and then evaluating in 
link prediction and triple classification, demonstrates that SNS enhances the ability of TransE. 
 
4.3.2. NSCaching 

 
High-quality negative samples tend to get high plausibility measured by scoring functions.  
Motivated by the skewed score distribution of negative samples, Zhang et al. [18]attempts to only 
track helpful and rare negatives of high plausibility with cache. NSCaching can be considered to 
be in the same group of GAN-based methods since they all parametrize the dynamic distribution 
of negative samples. To be precise, NSCaching is a distilled version of GAN-based methods, 
because it has fewer parameters, it does not need to be trained through reinforcement learning, 
and it also avoids the model collapse problem brought by GAN. After storing the high-quality 
negative triples in cache, NSCaching uniformly samples from the cache and applies importance 
sampling to update it. With more concentrated sampling and more concise training, NSCaching 
performs better than GAN-based methods in terms of efficiency and effectiveness. 
 
4.4. Other novel approaches 
 
We find that there are some novel negative sampling methods that cannot be simply classified 
into the above three categories, such as confidence-aware negative sampling [20] and Markov 
chain Monte Carlo negative sampling [21].  
 
4.4.1. NKRL  

 
Since human knowledge is innumerable and changeable, bypassing crowdsourcing and manual 
efforts in building KGs is the mainstream. Noise and conflicts are inevitably involved due to the 
auto-construction, explosive growth and frequent updates of typical KGs. Xie et al. [19] initially 
proposes a novel confidence-aware KRL framework (CKRL), and Shan et al. [20]extends this 
idea to negative sampling in noisy KRL (NKRL). CKRL detects noises but applies uniform 
negative sampling that easily causes zero loss problems and false detection issues. NKRL 
proposes a confidence-aware negative sampling method to address these problems, and the 
concept of negative triple confidence it introduces is conducive to generate plausible negatives by 
measuring their quality. NKRL also modifies the triple quality function defined in CKRL with 
the aim of alleviating the false detection problems and improving noise detection ability. Both 
CKRL and NKRL are performed on translation-based KRL models, and NKRL outperforms 
CKRL in link prediction task.  
 
4.4.2. MCNS 

 
Yang et al. [21] creatively derives that a nice negative sampling distribution that should be 
positively but sub-linearly correlated to the positive sampling distribution, and raises Markov 
chain Monte Carlo negative sampling (MCNS). In the proposed SampledNCE framework, the 
depth first search (DFS) algorithm is applied to traverse the graph to obtain the Markov chain of 
the last node, from which negative samples are generated. MCNS uses the self-contrast 
approximation to estimate positive sampling distribution, and the Metropolis-Hastings algorithm 
[50] to speed up negative sampling. Embedding vectors are updated by minimizing the hinge loss 
after inputting the positive sample and the generated negative sample into the encoder of the 
framework. The importance of negative sampling is proved in the formula derivation. 
Experiments exhibit that MCNS performs better than all baselines in downstream tasks and wins 
in terms of efficiency. The proposal of MCNS is based on graph structure models without 
limitation to KRL, which is a generic solution.  
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5. CONCLUSIONS 
 

In this short paper we have reviewed negative sampling in KRL. We sketched out existing well 
known negative sampling methods in three categories. We aimed to provide a basis for selecting 
the proper negative sampling method to train a KRL model to its best. The majority of KRL 
studies focus on defining new scoring functions to model multi-relational data in KGs, thus 
simply selecting the random mode for negative sampling. Nevertheless, as another momentous 
perspective of KRL, negative sampling is of the same significance with positive sampling. We 
hope that this review can be of some help to those who are interested in negative sampling. 
Subsequent work lies in comparing the methods mentioned here by performing link prediction on 
benchmark datasets. Besides, proposing a new strategy for negative sampling is a challenging 
attempt but is also under consideration.  
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ABSTRACT 
 

The human resource (HR) domain contains various types of privacy-sensitive textual data, such 

as e-mail correspondence and performance appraisal. Doing research on these documents brings 

several challenges, one of them anonymisation. In this paper, we evaluate the current Dutch text 

de-identification methods for the HR domain in three steps. First, by updating one of these 

methods with the latest named entity recognition (NER) models. The result is that the NER model 

based on the CoNLL 2002 corpus in combination with the BERTje transformer give the best 

combination for suppressing persons (recall 0.94) and locations (recall 0.82). For suppressing 

gender, DEDUCE is performing best (recall 0.53). Second NER evaluation is based on both strict 

de-identification of entities (a person must be suppressed as a person) and third evaluation on a 

loose sense of de-identification (no matter what how a person is suppressed, as long it is 

suppressed) 
. 

KEYWORDS 
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1. INTRODUCTION 
 
De-identification of texts has become a common task within the medical domain, for researching 
health care records and many other medical documents. The HR field also contains a lot of 
textual data, but in contrast to de medical domain we did not find any HR text de-identification 
tools. De-identification of texts provides benefits for organisations. First, the General Data 
Protection Regulation (GDPR) asks for limiting personal identifiers (PIDs) in processing data. 

Second, data scientists can work safer with pseudonymised texts, because the PIDs are 
suppressed. De-identifying methods will reduce the impact of data breaches. And third, 
organisations can temper employee privacy concerns by removing individual characteristics. 
Therefore, to realise these benefits, we investigate text de-identification in Dutch governmental 
HR e-mail correspondence. 
 
This paper transfer existing Dutch medical text de-identification methods to the HR domain. The 

case organisation is a Dutch governmental HR organisation. The organisation provides employee 
payments and HR management. More than 100,000 civil servants rely on their systems. Civil 
servants could contact the organisation's contact centre by phone, e-mail, and chat. The contact 
centre gets questions like: "how to get tax reduction by buying a bike for commuting?"  
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The correspondence system saved more than 300,000 e-mails. Over 2,000 e-mails are manually 
annotated on eleven characteristics. Next, we trained NER models to recognise names, locations, 
and organisations. Then, different NER methods and de-identification methods are combined and 
compared with each other. 

  
The research question of this paper is: To which extent can current de-identification methods 
anonymise Dutch HR related texts? Our main contributions are bringing de-identification to the 
HR domain, benchmarking current de-identification methods, updating NER models, and 
benchmarking NER methods.  
 
The paper is structured as follows: The Background section elaborates on NER, de-identification 
and policy and PIDs. From this background, the expectation is that updating NER models with 

the so-called transformers should enhance de-identification results. About PIDs, none of the de-
identification methods are specialised in supressing gender, job titles and regular titles. Because 
of the absence of recognising the classes, we expect that performance will be modest. In the 
Methods section, this paper elaborates how we update the NER methods and how we combine 
this with de-identification methods. 
 
The Results section shows the performances of the NER and de-identification methods. The 

results are divided in three evaluations. The first one evaluates the performance of the current and 
the updated NER models. The second evaluation shows how the state-of-the-art de-identification 
methods suppress PIDs correctly. Third evaluation brings the result of to which extend the PIDs 
are suppressed, no matter how it is labelled by the methods. 
 
After, we discuss the shortcomings of the current de-identification methods and what features 
future de-identification methods should have. We conclude that current Dutch NER methods can 

be improved through transformers and that with the TKS method and a state-of-the-art NER 
method the best results can be achieved in de-identifying HR texts. 
 

2. BACKGROUND 
 
This section overviews three elements of de-identification. The background starts with NER. 
NER recognise privacy sensitive elements in texts. Second part elaborates about the de-
identification methods and the usage of NER systems in de-identification methods. Third and last 
part explain about the policies of de-identification. 
 

2.1. NER for Dutch 
 
A definition of NER is: “the task of automatically identifying names in text and classifying them 
into a pre-defined set of categories” [1, p. 1].  Automated text de-identification and NER share 
the same goal: recognise entities in texts [2]. Three main approaches can be distinguished [3]. 
The first approach is rule-based, this method contains name lists, regular expressions and other 
predefined handcrafted rules. Second is an unsupervised learning approach, with clustering, word 

groups can construct based on context similarity. Third approach is a supervised learning, with 
predefined labels on words in a corpus. The results are good in this approach, but the construction 
of corpora for NER is a time-consuming process. 
 
For supervised learning NER, the conditional random fields (CRF) algorithm plays a major role. 
CRF takes neighbouring tokens into account and so context plays a role in labelling names in 
texts. Long short-term memory (LSTM) also impacts a major role in NER. LSTM is “capable of 

remembering information over long time periods during the processing of a sequence” [4, p. 1]. 
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Recent developments show an upcoming rise of transformers, like BERT (Bidirectional Encoding 
Representations for Transformers), introduced by Google [5]. Test results show improvements in 
NER because of BERT.  
 

Two known hand-annotated corpora are publicly available to create Dutch NER systems, namely 
CoNLL-2002 (Conll) and SoNaR-1 (Sonar). Conll has four labels for entity recognition: persons, 
locations, organisations and miscellaneous. The training corpus contains 218,737 lines of words 
[6]. The Sonar corpus got two extra labels: products and events. Sonar contains 1 million words. 
Where the Conll corpus uses news data, Sonar uses news items, manuals, autocues, fiction and 
reports and ‘new’ media like blogs, forums, chat and SMS [1]. 
 
For Dutch, there is a well-known NER system, namely FROG [7]. FROG detects persons, 

organisations, locations, products, events, and miscellaneous entities in texts. Another Dutch 
NER system (with English, Spanish and German) is created by Lample et al. [8], but 
unfortunately, the Dutch model isn’t available online. Another attempt is Polyglot [9], based on 
Wikipedia and freebase data and brings a service with 40 language models. Performances for 
NER are mostly tested with the Conll corpora. Table 1 lists the NER systems with support for 
Dutch. 

Table 1: NER systems with support for Dutch 

 

Approach Test set Language Rates 

Classifying Wikipedia data [10] CoNLL-2003  English F1-score 85.2 

CoNLL-2002 Dutch F1-score 78.6 

CoNLL-2003 German F1-score 66.5 

CoNLL-2002 Spanish F1-score 79.6 

Single CRF classifier [1], [7] SoNaR Dutch F1-score 84.91 

Discriminative Learning, word 

embeddings [9] 

CoNLL-2003  English F1-score 71.3 

CoNLL-2002 Dutch F1-score 59.6 

CoNLL-2002 Spanish F1-score 63.0 

LSTM-based [11] CoNLL-2003  English F1-score 84.57 

CoNLL-2002 Dutch F1-score 78.08 

CoNLL-2003 German F1-score 72.08 

CoNLL-2002 Spanish F1-score 81.83 

LSTM-CRF [8] CoNLL-2003  English F1-score 90.94 

CoNLL-2002 Dutch F1-score 81.74 

CoNLL-2003 German F1-score 78.76 

CoNLL-2002 Spanish F1-score 85.75 

 

2.2. Text De-Identification Methods 
 

Because of the Health Insurance Portability and Accountability Act (HIPAA) regulations, text de-
identification methods originate from the medical domain. These methods use a combination of 
rule-based and/or statistical approaches. Both approaches are used in the method of Tjong Kim 

Sang (TKS) et al. [12]. In this method, the user can add names in a list and can also find names 

with FROG NER. There are also non-statistical approaches like DEDUCE [13]. This rule-based 

method employs user-added lists of names and other sensitive entities. Table 2 gives an overview 
of the two different approaches in Dutch. 
 
DEDUCE is created for de-identifying psychiatric nursing notes. The method requires an 
organisational context for defining important entities. The method brings the most popular names 
in the Netherlands, but it is recommendable to expanse this list with person names from the 

organisational systems. The same routine implies for institutions or organisations and locations. 
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TKS uses NER systems, like Frog, for tokenising the text document. The output is directly 
annotated in long lists of tokens with labels (entity or O). Like the case of DEDUCE, extra 
organisational context extends the method. The tokens are already annotated by the NER system 
or will be looked up in the context lists. At last, the tokens will be analysed with regular 

expressions for dates, (phone) numbers and e-mails. 
 

Table 2: Overview of previous Dutch text anonymisation research. 

 

Name Approach Corpus Identifiers Rates 

DEDUCE 

[13] 

Rule-based Psychiatric 

nursing notes 
(2,000) 

Person, url, institution or 

organisation, location, phone 
number, age, date 

F1-score  0.826 

TKS [12] Rule-based, 

CRF  

Data from 

therapeutic 

sessions 

Frog: Persons, locations, events, 

misc., products, organisations  

Method: numbers, months, days, 

numbers, month, days, mails, 

phone numbers 

F1-score0.84 

unlabelled 

score, low 

micro average 

0.55 

 

2.3. Policy and PIDs 
 
De-identified data contains no identifiable elements of individuals. When an element is 
identifiable to an individual differs from situation to situation, and is also referred to as an 

anonymity versus utility dilemma [14]. The medical world introduced many de-identifiers. It is 

helpful to see what criteria there are, because the GDPR does not have an exact specification 
about what PIDs are. The law describes that personal data: “any information relating to an identified 

or identifiable natural person” [15, p. 2]. The HIPAA provides eighteen possible identifiers [16]. 
 
De-identified data asks for policy. It would be dangerous to give an anonymised dataset to the 

public. For example, Narayanan and Shmatikov [17] demonstrate a de-anonymisation attack on 

the Netflix user dataset. Netflix de-identified user data for a recommender system competition, 
but the public release of this dataset, backfired to the corporation. Hence, three important policies 

should be considered when working with de-identified data [18]. First, control spread of the data. 

Second, prevent identification attempts. Third, provide security measurements. 
 

3. METHODS 
 
The methods explain how the evaluation is done. The first two sections explain how the NER is 

constructed and how the NER and the de-identification methods are evaluated. The third part 
elaborates about the metrics. The fourth part explains how the data is annotated and how the 
agreement is scored between the annotators. 
 

3.1. NER Construction and Evaluation  
 

As explained in Background, two Dutch NER applications are publicly available, Polyglot and 
FROG. We construct four NER models based on the Conll and Sonar corpora. The first two 
models on both the corpora are trained on the BERT Multilingual Cased (ML), where Dutch is 

included. The third and fourth models are trained on the two corpora with BERTje [19]. BERTje 

has specifically been created for the Dutch language. From both Conll and Sonar, we only test 
persons, locations and organisations. Both contain miscellaneous, but this entity is not annotated 

in the test dataset. Sonar also contains products and events, but these are also disregarded from 
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the test dataset. Software for constructing NER transformers based on BERT is derived from 

Raj’s github [20]. 
 

3.2. De-Identification Evaluation 
 
Based on the literature, this paper evaluates two de-identification methods, DEDUCE and the 
method of TKS. The method of TKS uses Frog, but other NERs can also be attached to this 
method. Therefore, the created NER models based on BERT, are also attached to the method of 
TKS.  

 
Due to a lack of comparability between DEDUCE and TKS, this research chose not to evaluate 
DEDUCE’s url, phone number and age retrieval performance. DEDUCE can detect somebody’s 
age, or phone number, but there are also other forms of numbers. DEDUCE classifies e-mail and 
websites as URL, therefore it is difficult to distinguish them from each other. With the method of 
TKS, this research did not evaluate phone numbers, mails, events, miscellaneous and products, 
for the same reasons as with DEDUCE. In table 3, our annotation classification labels connects to 

the DEDUCE and TKS label. 
 

Table 3: Comparison of entity classification identifiers. 

 

Our classification labels DEDUCE TKS 

Person Person Person 

Organisations  Institution Organisation 

Location Location Location 

Num ... Num 

Date Date Month, date, days numbers 

 

3.3. Evaluation metrics 
 

The test performance evaluation metrics are precision, recall and f1-score. Precision is measured 
by (Σ true positive) / (Σ true positive + Σ false positive). Recall is measured by (Σ true positive) / 

(Σ true positive + Σ false negative). F1-score is then measured by 
2*((precision*recall)/(precision+recall)). This paper appoints recall as the most important metric, 
because the recall is measured with the false negatives, so the harm is higher when there occurs a 
false negative than when there occurs a false positive. F1-score is the second-most important 
metric, because of the combination of false negatives and false positives in the measurements. 
 

Table 4: Generated examples of e-mail questions. Signatures are parsed out of the context 

 

Goodmorning, Please handle the following. [SIGNATURE] Dear colleague, from the 9th of October 

2016, I am seconded to the Apeldoorn office of the Tax and Customs Administration, but in the P-
Portal my old Ministry of Finance e-mail (j.doe@minfin.nl) is still connected to my account. I 

would like my new e-mail (john.doe@belastingdienst.nl) to be connected to P-Direct. My 

employee number is 98706540. Thanks in advantage. Greetings John. [SIGNATURE] 

Hello, with permission from the board, I want to change my commuting fee. During long road 

construction, my commuting distance to the PI Amsterdam increased from 35 km to 41 km. This 

situation is happening since the 5th of November past year, so I’d like, retrospectively, to get a 

higher commuting fee since the 5th of November. Sincerely, [SIGNATURE] 
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3.4. Annotated Data 
 
E-mail data is used from a Dutch government organisation. This e-mail data concerns all kinds of 

HR related issues. Most of these correspondences relate to HR administration or to modification 
to personnel files. The dataset contains 2,017 e-mails, with a mean of 133 tokens per e-mail. 
Table 4 shows two examples of messages. Annotations were made in these e-mails, in total 
13,496. Software for making annotations is AnnotatorJS and a SQL database to store these 
annotations. There is a mean of 6.69 annotations per e-mail, with a standard deviation of 11.21.  
 
Table 5 contains the different PIDs. Date is everything what points to a date, i.e. month year, or 

day. Weekdays, like Sunday and Monday, are excluded; this turned out too generic. Numbers are 
defined as a sequence of two or more digits, meaning that 1 or 2 are excluded, but 10 and 222 are 
not excluded. One digit turned out to be too generic. Persons (per) include names, surnames, and 
initials. This research also includes Gender, because gender related words can be seen as a 
binary. With these words and other identifiers an attacker can easily deduce people. Gender 
words are like sir, madam (or in Dutch: de heer, mevrouw), but also he, she, son, his. We define 
Organisation (org) as groups of people larger than one person. The E-mail (mail) section was 

difficult, because some e-mails contain a whitespace, this is strictly impossible, probably written 
by mistake. Location (loc) is everything what refers to a physical place, such as a street, postal 
code, municipal, country, area, region and so forth. Job title refers to somebody’s job, like policy 
officer or contact center agent. Title includes degrees such as MSc, Dr or Duke. Code is anything 
what refers to an account, like IBAN numbers, usernames and passwords. Websites can also 
reveal the organisation a person is working at, so this research annotates this information as well. 

 

Table 5: Counted PIDs in the dataset 

 

PID Date Num Per Gender Org Mail Loc Job 

title 

Code Title Website 

Num 3628 3338 3086 1567 1011 279 225 120 116 96 28 

 
The first annotator labelled the entire sample of 2,017 e-mails. A second annotator labelled 283 e-
mails, 14% of the sample. For measuring the correctness of the labelled representations, an 

interrater reliability is used with a kappa statistic. According to [21], a kappa score of at least 

0.80 is sufficient, a kappa below 0.60 indicates a non-agreement between annotators. A kappa 

statistic is measured as follow: 
 

𝜅 =
Pr(𝑎) − Pr(𝑒)

1 − Pr(𝑒)
 

 
Pr(a) is the observed agreement between the annotators and Pr(e) is the expected change 
agreement. The observed agreement is 0.99 and the expected agreement is 0.82. The kappa score 
is 0.92 and we conclude there is a high agreement between the annotators.  
 

4. RESULTS 
 
The results are distinguished in three evaluations. First, how well do the NER models perform? 
Second, how do the de-identification methods perform in a “strict” sense? A strict sense means 
that the suppression both identifies and classifies the entity correctly. The third and last 

evaluation shows how the de-identification methods perform in a “loose” sense. A loose sense 
only takes the identification of the suppression into account and not the classification.  
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All three evaluations are important, because a good NER will recognise entities without 
organisational knowledge. A high strict de-identification ensures that the utility will not drop too 
much, because only the sensitive entities are suppressed, and the false positives are low as 
possible. A loose sense de-identification evaluation is important because suppression is the key to 

anonymisation. 
 

4.1. NER Evaluation 
 
Table 6 shows the results of two existing NER models, namely Polyglot and FROG, against 
trained BERT-based models. A remarkable outcome is the fact that the Conll corpus gives 

highest results with respect to recall. As the creators of Sonar explained, Sonar has a more 
diverse corpus than Conll. Because of this diversity, the expectation was that Sonar could better 
recognise entities than Conll. The precision of Sonar BERT ML gives in almost all cases the best 
results. 

Table 6: NER results (underline is highest result in row) 

 

 Metrics Polyglot Frog

  

Conll 

BERT 

ML 

Sonar 

BERT 

ML 

Sonar 

BERTje 

ConllB

ERTje 

Per Precision  0.69 0.68 0.69 0.81 0.77 0.72 

Recall  0.35 0.80 0.86 0.86 0.83 0.88 

F1 0.46 0.73 0.77 0.83 0.80 0.80 

Org Precision  0.66 0.38 0.47 0.71 0.63 0.59 

Recall  0.16 0.46 0.66 0.65 0.54 0.69 

F1 0.26 0.42 0.55 0.68 0.58 0.64 

Loc Precision  0.10 0.09 0.26 0.40 0.34 0.41 

Recall  0.36 0.49 0.64 0.60 0.57 0.65 

F1 0.16 0.15 0.37 0.48 0.42 0.50 

 
Table 7: Strict de-identification results (underline is highest result in row) 

 

 Metrics DEDUCE TKS + 

Frog 

TKS + 

Sonar 

BERT ML 

TKS + 

Conll 

BERT ML 

TKS + 

Sonar 

BERTje 

TKS + 

ConllB

ERTje 

Per Precision 0.42 0.66 0.64 0.57 0.61 0.59 

Recall 0.77 0.86 0.91 0.87 0.88 0.92 

F1 0.55 0.74 0.75 0.69 0.72 0.72 

Org Precision 0.06 0.28 0.56 0.25 0.51 0.47 

Recall 0.00 0.45 0.68 0.49 0.59 0.68 

F1 0.00 0.35 0.61 0.33 0.55 0.56 

Loc Precision 0.70 0.16 0.23 0.20 0.21 0.26 

Recall 0.26 0.38 0.32 0.47 0.31 0.40 

F1 0.38 0.22 0.26 0.28 0.25 0.31 

Date Precision 0.71 0.97 0.98 0.98 0.97 0.97 

Recall 0.65 0.90 0.94 0.90 0.94 0.94 

F1 0.68 0.96 0.96 0.94 0.96 0.96 

Num Precision  ... 0.62 0.62 0.62 0.62 0.62 

Recall  ... 0.92 0.93 0.91 0.93 0.93 

F1 ... 0.74 0.74 0.74 0.74 0.74 
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4.2. Strict De-Identification   
 

Table 7 shows the results for strict de-identification. This means that for example a person is 
identified as an organisation, the person identifier gets a false negative. The BERT-based 
transformers perform better in almost all NER related fields. It is in the line of expectations that 
the method of TKS would perform the best regarding the recall in combination with the 
ConllBERTje model. The NER results section shows that this model also performs best.  
 
The precision can be lower compared to the NER results. The reason for this decrease is the 

added organisational data. This added data has a positive influence on the recall, because more 
entities are recognised, but the downside is an overfitting and that influences the precision. Or the 
problem in other words: sometimes names can be regular words. 
 

4.3. Loose Sense De-Identification  
 

The focus in this section is only whether something is suppressed or not. Loose sense de-
identification is when an identifier is, suppressed, a true positive is seen and when an identifier is 
not suppressed, a false negative is seen. False positives are not considered, because not all 
methods recognise gender, codes, titles and job titles. A false positive can also be a true positive 
in another identifier class. 
  
The highest results of table 8 are TKS with the Conll corpus and BERTje for training. The 

combination preforms best on persons and locations. For persons the BERT based methods are 
preforming slightly better than Frog. The same is happening with locations and organisations.  
Interesting is DEDUCE, as it accounts for gender and title more often. This happens because 
DEDUCE looks for so-called prefixes at names. These prefixes are like sir, prof, dr and so forth. 
DEDUCE is not build for recognising words as her/his or son/daughter, so the results remain at a 
recall of 0.49. However, for recognising titles, it does a good job, with a recall of 0.83. The prefix 
list was incomplete and should be enlarged with more titles (like nobiliary and accountancy 
titles). 

 
E-mails are not well recognised; this is due to the tokenisation of the NER methods. The example 
sentence: “My e-mail is johndoe@example.com” will be tokenised as follows: “My”, “e-mail”, 
“is”, “johndoe”, “@”, “uu.nl”. The TKS method wants a full e-mail as token and simply selects 
the e-mail based on its @-sign. The DEDUCE method also contains errors for particularly e-
mails, for example when somebody writes their e-mail in capitals or partly in capitals. 

 

Table 8: De-identification results (underline is highest result in row) 

 

Entities Metrics DEDUCE TKS + 

Frog 

TKS + Sonar 

BERT ML 

TKS + Conll 

BERT ML 

TKS + 

Sonar 
BERTje 

TKS +                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                            

ConllB
ERTje 

Person Recall 0.79 0.9 0.93 0.89 0.93 0.94 

Org Recall 0.00 0.75 0.81 0.76 0.77 0.78 

Location Recall 0.38 0.76 0.75 0.77 0.76 0.82 

Date Recall 0.61 0.92 0.96 0.92 0.97 0.97 

Number Recall 0.30 0.88 0.89 0.87 0.88 0.89 

Gender Recall 0.49 0.11 0.10 0.16 0.10 0.16 

E-mail Recall 0.53 0.44 0.40 0.40 0.49 0.48 

Code Recall 0.19 0.48 0.40 0.48 0.49 0.60 
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Title Recall 0.83 0.13 0.14 0.13 0.15 0.18 

Job title Recall 0.11 0.52 0.49 0.45 0.49 0.51 

Website Recall 0.08 0.08 0.08 0.08 0.00 0.00 

 

5. DISCUSSION 
 
De-identification is a difficult task, as which entities are revealing an individual, and which are 

not, differs per situation. This research aimed to be as strict as possible in annotating identifiers. 
Unlike other studies, we also took job titles, titles and gender into account. Of course, it is 
arguable that not every identifier is as important as the other. Revealing a person’s name holds 
more privacy risk than revealing a person’s gender. But a combination of generic identifiers can 
lead to a high enough specificity that allows for the identification of individuals 
 
None of the methods had a hundred percent score compared to the annotated set and this means 
that using these methods will not de-identify everybody. Hence, when using a selected method, a 

researcher should always check data for false negatives. Besides the de-identification techniques, 
it is arguable to embrace text de-identification workflows in a research organisation. With 
handles to identify which PIDs are important to suppress.  
 
The BERT transformers had in almost all cases a positive influence on enhancing the 
identification of the person, organisation, and location entities. A particularly interesting potential 
future improvement in NER method performance could be to focus more on recognising gender 

in texts. NER models must in the future handle lower cased names because texts are and will 
always be noisy and we cannot rely that all writing persons will write correctly. Although we 
underline that updating and expanding NER corpora is a time-consuming process. 
   
We gathered organisational data, like name and organisation lists for feeding DEDUCE and TKS, 
however, in both methods this turned out insufficient to reach near-perfect performance. For 
organisational entities the score of DEDUCE was too low. It is arguable that we didn’t gather 

enough organisational data to fill the organisation list. On the other hand, organisational data is 
never enough. To illustrate, a person can mention his/her partner’s name in an e-mail, but a 
partner’s name doesn’t have to be saved in the organisation system. So, when requesting all the 
existing names from the organisation for the names list, a partner’s name in an e-mail doesn’t 
have to be matched and thus there can occur a false negative. Hence, in our result, the NER 
methods could de-identify at least 75 percent, so applying NER always seems at least a good 
starting point for de-identifying texts. 
 

The major feature of TKS is that it is modular concerning NER applications. We could easily 
connect BERT-based NER methods to the de-identification method. We recommend that future 
text de-identification methods should follow this path and consider easy implementations of other 
entity recognition methods in a pipeline overview. Thereby, it is recommendable to add the 
possibility to let a user add de-identification methods to the overall de-identification method. The 
text de-identification task differs per situation. 
 

6. CONCLUSIONS 
 
There are no strict rules for what should be left out of a text and what should not. Every word in a 

text could lead to revealing a natural person. We tried to be strict as possible with our annotations 
and annotate everything what could lead to identifying a person. However, none of the methods 
aim to include every PID we identified, like gender or job titles.  
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The loose sense de-identification section shows that the rule-based approaches can detect a 
person’s gender-based salutation but has more trouble to identify a personal name when it is not 
in the list. The statistical approaches with NER are way better in the situation when a person’s 

name is not in the provided list. 
 
This paper evaluated Dutch NER models and de-identification methods. None of the methods 
achieve a near-perfect performance. Updating NER models with transformers had a positive 
influence in all de-identification approaches. This paper showed that the Dutch Conll corpus 
gives the best results regarding recall performance in combination with the Dutch pretrained 
transformer BERTje for de-identifying Dutch HR text data.  
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Parallel Data Extraction Using Word Embeddings
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Abstract. Building a robust MT system requires a sufficiently large parallel corpus to be avail-
able as training data. In this paper, we propose to automatically extract parallel sentences from
comparable corpora without using any MT system or even any parallel corpus at all. Instead,
we use crosslingual information retrieval (CLIR), average word embeddings, text similarity and
a bilingual dictionary, thus saving a significant amount of time and effort as no MT system is
involved in this process. We conduct experiments on two different kinds of data: (i) formal texts
from news domain, and (ii) user-generated content (UGC) from hotel reviews. The automatically
extracted sentence pairs are then added to the already available parallel training data and the
extended translation models are built from the concatenated data sets. Finally, we compare the
performance of our new extended models against the baseline models built from the available
data. The experimental evaluation reveals that our proposed approach is capable of improving the
translation outputs for both the formal texts and UGC.

Keywords: Machine Translation, parallel data, user-generated content, word embeddings, text
similarity, comparable corpora

1 Introduction

A parallel corpus is the main ingredient for building an MT system. Usually, there
are two ways of parallel corpus acquisition, namely: (i) manual development, and
(ii) automatic extraction. Although manual development is ideal and is produced in
most cases by human translators, this process requires a huge amount of time and
effort which is considered to be less practical than automatic extraction of parallel
data for MT. One of the easiest ways to accomplish this task is to employ an MT
system that translates all the source-language texts into the target language and
then performs text similarity in the target language. However, using an MT system
is not always the best solution mainly due to the following reasons: (i) it requires
a significant amount of time to build the MT system itself, especially if this is an
NMT system, (ii) it also takes a long time to translate all the source-language doc-
uments into the target language especially for large corpora, and (iii) MT systems
for all domains and language pairs are not available. These problems demonstrate
that finding a suitable alternative to using an MT system for parallel data extrac-
tion is an important aim. In this work, we propose to combine the CLIR, text
similarity and word embedding-based approach for extracting parallel sentences
from the comparable corpora for both formal texts and UGC, without the help of
any MT system or any parallel corpus, thereby saving a significant amount of time

David C. Wyld et al. (Eds): ACITY, DPPR, VLSI, WeST, DSA, CNDC, IoTE, AIAA, NLPTA - 2020
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and effort. We use the We use the Euronews corpus and hotel reviews (discussed
in detail in Section 3) as the comparable corpora for parallel data extraction. We
conduct our experiments on English and French texts from these corpora. We con-
sider French as the source- and English as the target language in our experiments.
As the CLIR-based searching works at document level, we represent each sentence
as a document. Initially, we use the CLIR- component of FaDA [17] to index all
the source and target language documents and then find a set of suitable candi-
date target-language documents for each source-language document. Afterwards,
we translate1 all the content words (i.e, after removing stopwords) of the French
documents using a French-to-English dictionary.2 Each of the extracted candidate
English documents is then compared with the French document using the average
word embeddings of the content words of each English document and that of the
English translations of the words in the French document. The word embedding-
based similarity is also accompanied by text similarity. The English document with
the highest similarity score is selected as the parallel counterpart of the French
document.

The remainder of this paper is organised as follows. In Section 2, we discuss some of
the existing relevant works in this field. The description of the data sets we use in
this work is provided in Section 3. In Section 5, we describe the experimental setup
which is followed by the results obtained in Section 6. We perform output analysis
in Section 7. Finally, we conclude our work and point out some future possibilities
in Section 8.

2 Related work

The extraction of parallel sentences/segments plays an important role in improving
MT quality [22, 13]. In general, the issue of parallel data extraction is addressed in
different ways. For example, [16] propose a crowdsourcing approach for extracting
parallel data from tweets. They attempt to find the translations in tweets instead
of translating the texts. [8] extract both parallel sentences and fragments from
comparable corpora of Chinese–Japanese Wikipedia to improve statistical MT. [12]
apply a domain-biased parallel data collection and a structured methodology to
obtain English–Hindi parallel data. Deep learning has gained popularity in this
task [5, 11] recently. Many work exploits MT for parallel data extraction [7, 19]. As
the alternative resources to parallel data, the comparable corpora are considered as
valuable resources for MT. For example, [1] use a multimodal comparable corpus

1 Note that this is merely a word-to-word translation, not a generic MT
2 The dictionary is available at: www.seas.upenn.edu/~nlp/resources/TACL-data-release/

dictionaries.tar.gz

Computer Science & Information Technology (CS & IT)252



of audio and texts built from ‘Euronews’3 and ‘TED’4 web sites for parallel data
extraction. [14] propose a bidirectional method to extract parallel sentences from
English and Persian document-aligned Wikipedia. They use two MT systems to
translate from Persian to English and the reverse after which an IR system is used
for measuring the similarity of the translated sentences. Although many parallel
data extraction systems employ MT, it is not always a good idea and so we simply
discard the requirement of any MT system and any parallel data at all.

3 Data set

We use two different types of data sets in our experiments: (i) formal text corpora
from news domain, and (ii) UGC corpora of reviews.

3.1 Formal text corpora from news domain

The formal text corpora consist of the Euronews and the News commentary corpus.

– Euronews corpus: The Euronews corpus [2] is a multimodal corpus of com-
parable documents and their images. In our experiments, we consider only the
documents and not the images as this is beyond the scope of this work. Each
document in Euronews corpus consists of at least one line of text and many of
them contain multiple-line texts with multiple sentences.

– News commentary corpus: This data set is comprised of the English–French
parallel sentence pairs from the ‘News-Commentary’ corpus.5 We refer to this
data set as NewsComm in short.

Data set Language # Documents # Sentences

Euronews
English 40, 421 644, 226
French 37, 293 614, 928

NewsComm
English / 246, 946
French / 246, 946

Table 1: Data statistics

Table 1 shows the statistics of the Euronews and the NewsComm data. We already
mentioned earlier in Section 1 that we split each document into multiple sentences
in this work. We can see in the above table that in the Euronews data, 644K
English and 614K French sentences are obtained from 40K English and 37K French

3 https://www.euronews.com/
4 https://www.ted.com/
5 http://www.casmacat.eu/corpus/news-commentary.html
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documents, respectively. Note that the NewsComm data set is simply a parallel
corpus at sentence level, not any document level, and so the third column entries
are replaced by the ‘/’ character which means ‘not applicable’ in this case.

3.2 UGC corpora of reviews

– FourSquare parallel corpus: This data set contains over 11K reviews (or
18K sentences) from the French–English parallel corpus of Foursquare restau-
rant reviews6 [3]. The reviews were originally written in French, which were
then translated into English by the professional translators. The authors also
provide the official training, development and test splits for this data set.

– Hotel review corpus: The Hotel Review corpus7 consists of 878K reviews
from 4, 333 hotels crawled from TripAdvisor. Although most of the reviews are
in English, some of them are also written in French. Table 2 shows randomly
selected three example reviews (two English and one French) from this data set.
We highlight the special characters such as newlines, unicodes in red.

Table 2: Review examples

Note that the newline characters are not always explicitly present even if a
new sentence starts. For instance, in example 2, there are no newline characters
before the sentences such as ‘Poor windows....’ and ‘I would use this....’. In
addition, a plenty of unicode characters are present in the hexcode format such
as ‘00b4’, ‘00e9’, ‘00e8’ etc. most of which are present in the French review in
example 3. Considering these observations, we preprocess the data using the
following steps.

6 https://europe.naverlabs.com/research/natural-language-processing/

machine-translation-of-restaurant-reviews/
7 https://www.cs.cmu.edu/~jiweil/html/hotel-review.html

Computer Science & Information Technology (CS & IT)254



(i) Language detection: We perform language detection8 in order to detect
and extract the English and French reviews from this data set.

(ii) Sentence splitting: As our parallel data extraction system is implemented
at sentence level, we split the multi-sentence reviews into different parts (sen-
tence) and consider each part as a single document.

(iii) Unicode conversion: We convert9 the characters given in unicode format
into the Latin characters. For example, the character ‘00f4’ is converted into
‘ô’.

Table 3 shows an original French review (example 3 of Table 2) and its pre-
processed version. We highlight all the unicodes in the original review in red
and the converted characters in the preprocessed review in blue. Note that 4
sentences are generated from this single review after preprocessing.

Table 3: An example review before and after preprocessing

The statistics of the FourSquare and Hotel Review data sets is shown in Table
4.

Data set # Reviews # Total sentences # training # Dev # Test

FourSquare 11, 551 17, 945 14, 864 1, 243 1, 838

Hotel Review 878, 561 / / / /

Table 4: Statistics of the FourSquare parallel and the Hotel review data sets

8 https://pypi.org/project/langdetect/
9 Unicode representation of these characters can be found at: http://www.fileformat.info/

info/unicode/char/search.htm
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4 System description

Our proposed system is composed of the following components: (i) CLIR-based
system, (ii) sentence length-based pruning, (iii) average word embeddings, (iv) text
similarity, and (v) score combination.

4.1 CLIR-based system

The CLIR component used in this experiment is a part of the open source bilingual
document alignment tool FaDA [17]. It works in the following steps:

(i) firstly, the source-language and the target-language documents are indexed,

(ii) each source-language document is used to construct a pseudo-query10 which
is considered as the suitably representative of the document,

(iii) all pseudo-query terms are translated into the target-language by a bilingual
dictionary and the translated query terms are then searched in the target-language
index, and finally

(iv) the top-n11 target-language documents are retrieved.

4.2 Sentence length-based pruning

Prior to performing the word embedding- and the text-based similarities between
the source- and the target-language sentences, we exclude some of the comparisons
depending upon the sentence-length ratio. This ratio is calculated in terms of the
total number of words in the word translations of the source-language document
(sentence) and the total number of words in the target-language document (sen-
tence). We set the threshold for this ratio to 0.5, which means that the shorter of
the document pair must be at least the half of the longer document in terms of the
total number of words they contain. For example, if a French document contains 5
words and an English document contains 20 words, the ratio is 0.25 which is less
than the threshold of 0.5. This document pair, therefore, according to our criteria is
less likely to be parallel and so is not considered for comparison. The French docu-
ment must contain at least 10 words to pass this threshold in order to be considered
for further similarity measurements. However, 0.5 is not an empirically determined
threshold; we choose this value so that very unlikely candidates can be removed
from the comparison, albeit some of the invalid pairs still pass the threshold.

In general, the average length ratio of English texts over the French transla-
tions is near 1.0 [6] but there are many examples that violate this. For example,
consider the English sentence ‘I like to propose a toast.’ that contains 6 words and

10 A pseudo-query is the modified form a user’s original query in order to improve the ranking of
retrieval results compared to the original query.

11 We use the default value of n used in FaDA, where n = 10, which means the top 10 candidate
target-language documents are retrieved.
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its equivalent French translation ‘J’aime proposer un toast ’ that contains 4 words.
The sentence-length ratio in this case is below 0.7 which is far less than 1.0. There-
fore, setting a high threshold very close to 1.0 can result in discarding many valid
sentence pairs like this one.

4.3 Text similarity

We calculate the text similarity using the following steps:

(i) firstly, we remove all the stopwords from both the French and English doc-
uments.

(ii) secondly, we translate the remaining content words of the French document
into English using a French–English bilingual dictionary.

(iii) some of the word translations contain stopwords such as to, of etc. We
remove these stopwords.

(iv) finally, we calculate the total number of word matches between the words
in the English document and the word-level English translation of the French doc-
ument.

4.4 Average word vector similarity

Consider the Figure 1 that shows a collection of words represented in a two di-
mensional space. We can observe that the semantically equivalent words are placed
in close proximity. For example, the words electrical, electricity, electric etc. are
closely grouped together in the same region. However, this figure shows the sim-
plest representation of how the related words are treated. In reality, the words are
represented as a vector of real values in much higher dimensions. In pre-trained
word embeddings, the semantically related words usually contain similar vector
values.

We now discuss how the average word vectors are actually calculated. Let us
consider a sentence S with a sequence of n words: w1, w2, w3.....wn. Let the vector
embeddings of the words be uw1 , uw2 , uw3 .....uwn . The average word embedding of
S is calculated using the Equation (1) as follows:

Us =
1

n

n∑
i=1

uwn (1)

In our experiments, we use the ‘fasttext ’ pre-trained Wiki word vectors for English
which is made available by [4]. In order to obtain the word embeddings for our
experiments, we apply the following steps:

(i) All the stopwords in both the word translations of the French document and
the English document are removed,
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Fig. 1: Example of semantically related words in two dimensional space

(ii) the real word vector values of all the remaining words in the word transla-
tions of the French document are retrieved and then the average of all these vector
values is calculated,

(iii) the average word vector values for the English document is calculated in a
similar manner, and

(iv) the two averages are compared in order to calculate the average word vector
similarity.

4.5 Score combination

Once we calculate the text and the average word vector similarities, these scores
are then combined to obtain the overall similarity score. The overall similarity score
Ssim is calculated using the Equation (2) as follows:

Ssim = w1WVsim + w2Textsim (2)

In the above equation, WVsim and Textsim are the average word vector and the
text similarity scores with w1 and w2 weight values, respectively.
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5 Experiments

5.1 MT configuration

The MT models are built using the freely available open source NMT toolkit ‘Open-
NMT’12 [15]. We consider French as the source and English as the target language.
In our experiments, we use all the default parameter settings: RNN as the default
type of encoder and decoder, word vec size = 500, rnn size = 500, rnn type =
LSTM , global attention function = softmax, save checkpoint steps = 5000,
training steps = 100, 000 etc. We evaluate the translation quality using BLEU [18].

5.2 Sentence-level document alignment

We store each sentence of the Euronews corpus in a single document which results
in creating more than 600K documents per language. These documents are then fed
as input to the CLIR component of FaDA. Once the top n English documents are
obtained for a French document, we aim to find its closest semantically equivalent
English document. It is, therefore, expected that the total number of extracted
sentence pairs is over 600K. However, it is impractical to consider all these sentence
pairs as parallel data because many of them are not semantically equivalent. We,
therefore, extract only those pairs that have the similarity score greater than a
threshold (discussed in detail in Section 5.4). Table 5 shows the data size of the
existing parallel corpora and the extracted sentence pairs from the Euronews and
Hotel Review data sets.

Text type Data set # Sentence

Formal NewsComm parallel 246, 946
text Extracted sentence pairs (Euronews) 31, 860

UGC FourSquare parallel 14, 864
text Extracted sentence pairs (Hotel Review) 6, 188

Table 5: Existing parallel corpora vs extracted sentence pairs

5.3 Translation models

Note that we show data combinations for two different types of data sets: (i) formal
text, and (ii) UGC text. We built a baseline translation model and an extended
translation model for each of the above types of texts.

12 https://github.com/OpenNMT/OpenNMT-py
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Models for formal text corpora The extracted parallel sentences from the
Euronews corpus are used as the additional data set for MT training for formal
texts. We build two translation models: one is the baseline model and another is
the extended model. The baseline model is built using only the NewsComm data
whereas the extended model is built using the concatenated data. We held out
1, 000 sentence pairs for development and another 1, 000 sentence pairs for tuning
purposes from the NewsComm data. We refer to this baseline model as BaseFT

and the extended model as ExtFT , where ‘FT’ stands for ‘formal text’. Table 6
shows the data distribution. Each translation model is tuned and tested on the
same development and test data sets, respectively.

Model Data set # training # Dev # Test

BaseFT News 226, 946 1, 000 1, 000

ExtFT News + Euronews 253, 592 1, 000 1, 000

Table 6: Data distribution for two different MT models for formal text corpora

Models for UGC corpora Once the sentence pairs are extracted from the Ho-
tel Review data set, we consider them as the additional parallel resource and con-
catenate with the parallel training sentences of the FourSquare corpus. We build
following MT models: (i) a baseline model, which is built from the 14, 864 par-
allel training sentences of the FourSquare corpus, and (ii) an extended model,
which is built from the concatenation of the FourSquare data and the sentence
pairs extracted from the Hotel Review data set. The baseline model is referred to
as ‘BaseUGC ’ and the extended model is referred to as ‘ExtUGC ’. Table 7 shows
the data distribution. Both translation models are tuned and tested on the same
development and test data sets, respectively.

Model Data set # training # Dev # Test

BaseUGC FourSquare 14, 864 1, 243 1, 838

ExtUGC FourSquare + Hotel review 21, 052 1, 243 1, 838

Table 7: Data distribution for two different MT models for UGC text corpora

5.4 System tuning

As we discussed earlier in Section 4, we calculate the overall similarity score of
a sentence pair using Equation (2). However, it is required to obtain a threshold
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for the the similarity score above which all the sentence pair can be considered as
parallel sentences. We explored different threshold values for both the Euronews
and the Hotel Review data sets.
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(a) Formal text: Euronews + NewsComm
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(b) UGC text: Hotel Review + FourSquare

Fig. 2: Tuning threshold value with BLEU scores

We extract a set of parallel sentence pairs for each threshold value. Aftwerwards,
each set is added to the existing parallel resources to build extended translation
models. For example, if we set the threshold for similarity score to 0.5, all the sen-
tence pairs whose similarity score are higher than 0.5 can be considered as parallel
sentences and would be added to the existing training data. Using this method,
different sets of such concatenated data are obtained using different threshold val-
ues. We then build different translation models using each data set separately. The
model for which we obtain the highest BLEU score is considered as the extended
model and the corresponding threshold is considered as the optimal threshold.
Figure 2a and 2b show the BLEU score comparison with different threshold val-
ues used for extracting sentence pairs from the Euronews and Hotel Review data
sets, respectively and adding them to the parallel sentences from NewsComm and
FourSquare data sets, respectively. Note that the former combination belongs to
formal text and the later one belongs to UGC text. It is obvious from Figure 2a
that the BLEU score decreases as the threshold is reduced or increased from 0.55
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for the formal text corpus. The highest BLEU score of 27.5 is obtained at this
threshold. In contrast, we can observe from Figure 2b that the highest BLEU score
of 22.3 is obtained for the UGC text corpus using the similarity threshold of 0.5.
We, therefore, set the optimal similarity thresholds for the formal and the UGC
text corpora to 0.55 and 0.5, respectively.

6 Results

We show the BLEU scores obtained by the Baselines and the Extended models for
both the formal text and UGC corpora in Table 8. Note that the formal text corpus
is comprised of the parallel sentences from NewsComm and extracted sentence pairs
from Euronews data, whereas the UGC text corpus consists of the parallel sentences
from FourSquare and extracted sentence pairs from Hotel Review corpus.

Corpus type Translation model BLEU score

Formal BaseFT 27.1
text ExtFT 27.5

UGC BaseUGC 22.1
text ExtUGC 22.3

Table 8: BLEU score comparison

For formal text corpus, we can observe in Table 8 that the addition of parallel
sentences extracted from the Euronews corpus using our proposed system improves
the BLEU score, i.e. the Baseline (BaseFT ) is outperformed by the extended model
(ExtFT ) by 0.4 BLEU points. On the comparison, we notice a slight improvement in
BLEU score for UGC text corpus, i.e. the Baseline (BaseUGC) is outperformed by
the extended model (ExtUGC) by 0.2 BLEU points. We also perform the statistical
significance test of the outputs using MultEval [9]. However, we found that these
improvements in BLEU score are not statistically significant as p > 0.1.

We notice that the improvement in BLEU score for UGC text corpus (i.e. 0.2
points) is less than that for the formal text corpus (i.e. 0.4 points). One proba-
ble reason for this degradation is that the Euronews data actually contains some
parallel texts. Therefore, extracting and adding them to the existing NewsComm
parallel training data helps improve the BLEU score to some extent. In contrast,
the Hotel Review data set does not contain parallel texts. In fact, the reviews are
generated randomly by different users without any translation usage in mind. How-
ever, there exists some texts that are very close in meaning even though they are not
parallel. Due to this reason, such partially semantically similar texts help improve
the BLEU score very slightly.
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7 Output Analysis

The improvement in BLEU score shows that our automatic parallel data extraction
system helps improve MT quality by supplying additional training data. However,
this is the beginning phase of our experiment and further plans are made to ex-
tend this work. As of now, we illustrate some example outputs where the Baseline
models are outperformed by our Extended models.

Example Reference Baseline model Extended model

But, equally important, But, as important, But, equally important,
1 workers organized workers have been workers have been

themselves to defend organized to defend organized to defend
their interests. their interests. their interests.

Overall, however, the Overall, however, the Overall, however, the
2 inequality gaps are inequality gap remains inequality gap remains

large and, in many acute and in some deep, and in some
cases, growing. cases even expansion. cases it expands.

Countries that import Countries that imports Countries that import
3 currently subsidized food currently will suffer. products currently

will be worse off. subsidized will suffer.

He ate chocolate He ate chocolate He ate chocolate
4 and watched and watched from and watched the

NBA games. the NBA games. NBA games.

Table 9: Example outputs: Baseline vs Extended model (formal text corpora)

Let us first show some example outputs produced by the translation models built
from the formal text corpora (NewsComm and Euronews) in Table 9 and explain
how the Baseline model is outperformed by the Extended model. In example 1, the
word ‘equally ’ is missing in the Baseline output. The second example shows that the
ending phrase ‘in some cases even expansion’ of the output produced by the Base-
line model is grammatically incorrect whereas the Extended model produces the
phrase ‘in some cases it expands’ which is grammatically correct and semantically
equivalent to the phrase ‘in many cases, growing ’ in the reference translation.

In example 3, both translation outputs are erroneous but the output produced
by the Extended model is better as it includes the word ‘products’ which although
is not equivalent to the word ‘food ’ in the reference translation but at least con-
veys a little bit of similar meaning. Finally, example 4 shows the case where both
translation outputs are mostly correct except the presence of extra prepositions.
The phrase ‘watched the NBA games’ that is produced by the Extended model is
better than the phrase ‘watched from the NBA games’ produced by the Baseline
when compared with the reference translation.

Table 10 illustrates some example outputs produced by the translation models
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built from the UGC text corpora (FourSquare and Hotel Review data sets) and
shows how the Baseline model is outperformed by the Extended model.

Example Reference Baseline model Extended model

1 Cozy little teahouse, Disgusting room, very Small tea room, very
amazing sweets and teas. good cakes and teas. good cakes and teas.

2 A nice atmosphere to Friendly atmosphere Friendly atmosphere for
hang out with friends. for a relaxed dinner. a walk with friends.

3 The sales assistants The sales assistants The sales assistants
are super friendly. are really welcoming. are super welcoming.

Their famous hot Its suggestion hot Its legendary
4 chocolate, one of the chocolate, one of the chocolate, one of the

best in the world, best in the world best in the world
is worth the wait! is worth the wait! is worth the wait!

5 They do really They serve very They do very
good burgers. good burgers. good burgers.

Table 10: Example outputs: Baseline vs Extended model (UGC text corpora)

We can notice in the table that although the phrase ‘Small tea room’ (in example
1) produced by the Extended model is not a proper translation, it is still much better
than the completely wrong translation output ‘Disgusting room’ produced by the
Baseline model. In example 2, the phrase ‘hang out with friends’ in the reference
translation is semantically closer to the phrase ‘walk with friends’ (produced by
the Extended model) than to the phrase ‘relaxed dinner ’ (produced by the Baseline
model). Moreover, ‘super friendly ’ is more synonymous to ‘super welcoming ’ than
‘really welcoming ’ in example 3. Furthermore, the word ‘suggestion’ (see example
4) is completely meaningless when used before ‘hot chocolate’ that is produced
by the Baseline model. In contrast, although ‘legendary chocolate’ is not a proper
translation (produced by the Extended model), it is partially similar to ‘famous hot
chocolate’ in the reference. Finally, both of the translation outputs in example 5 are
sensible but the output produced by the Extended model is closer to the reference.

8 Conclusions and Future work

In this paper, we proposed a parallel data extraction technique from comparable
corpora of both formal texts and UGC in order to generate additional parallel train-
ing data for MT. Many research works employ MT itself to ease this task. However,
it is not always a practical solution because in addition to building the MT system
in the first place, it also requires a huge amount of time to translate all the source-
language documents of the comparable corpus into the target-language in order to
be able to perform the text similarity in the target language. To overcome this situ-
ation, we implemented a parallel data extraction system without any help from MT
or even any parallel corpus. We initially used the CLIR component of FaDA tool
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to extract the candidate target-language sentences for a source-language sentence.
We then used the average word-embeddings and text similarity with the help of a
bilingual dictionary in order to obtain parallel sentences from the Euronews and
FourSquare corpus. These extracted sentence pairs were then concatenated with
the existing parallel training data to build the extended translation models which
outperformed the baseline systems that are built from only the existing parallel
training data.

We noticed that extracting parallel texts from the Euronews corpus obtains a
slightly higher BLEU score improvement than for the Hotel Review data set. One
probable reason is that the Euronews data actually contains some parallel texts
and so extracting and adding them to the existing NewsComm parallel training
data helps improve the BLEU score to some extent. In contrast, the hotel reviews
are extremely unlikely to contain parallel texts as they are randomly generated
by different users without translation usage foreseen. Although not being strictly
parallel, some of them are semantically equivalent, and adding them as extra train-
ing data improves the BLEU score very slightly over the Baseline model. It is,
therefore, expected that the BLEU score can be improved further if there exists a
considerable amount of parallel texts in a comparable corpus of UGC. As we did
not use any MT system or any parallel corpus for this task, our proposed system is
very simple and can be easily applied to a large comparable corpus. Our findings in
this research are encouraging as our system relies on only the text similarity, word
embeddings and a bilingual dictionary, for which the required resources are easily
available online. We believe that our proposed model has the potential to benefit
further research in this field.

One of the drawbacks in our approach is that we have not compared our system
with some of the most popular existing sentence alignment systems. Some examples
of well-known works in this field are [20], [10] and [21]. In future, we would like to
explore these approaches and apply their sentence alignment systems on the data
sets we used in this work. Our main objective is to combine the best performing
system with our system. Another possibility is to apply all of them separately and
select the sentence alignments that are common outputs generated by all or most
of these alignment systems. In addition, we also plan to apply our system to other
types of UGC such as tweets, customer feedback, movie reviews etc.

Acknowledgements

This research has been supported by the ADAPT Centre for Digital Content
Technology which is funded under the SFI Research Centres Programme (Grant
13/RC/2106).

Computer Science & Information Technology (CS & IT) 265



Bibliography
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