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Preface 
 

The 9th International Conference on Signal, Image Processing and Pattern Recognition (SPPR 
2020), December 19 - 20, 2020, Sydney, Australia,9th International Conference of Networks and 

Communications (NECO 2020), 12th International Conference on Grid Computing (GridCom 

2020), 10th International Conference on Computer Science, Engineering and Applications 

(ICCSEA 2020), 9th International Conference on Soft Computing, Artificial Intelligence and 
Applications (SCAI 2020), 11th International Conference on Ubiquitous Computing (UBIC 

2020), International Conference on Software Engineering and Managing Information Technology 

(SEMIT 2020) and International Conference on Machine Learning Techniques and Data Science 
(MLDS 2020) was collocated with 9th International Conference on Signal, Image Processing and 

Pattern Recognition (SPPR 2020). The conferences attracted many local and international 

delegates, presenting a balanced mixture of intellect from the East and from theWest. 
 

The goal of this conference series is to bring together researchers and practitioners from 
academia and industry to focus on understanding computer science and information technology 

and to establish new collaborations in these areas. Authors are invited to contribute to the 

conference by submitting articles that illustrate research results, projects, survey work and 
industrial experiences describing significant advances in all areas of computer science and 

information technology. 
 

The SPPR 2020, NECO 2020, GridCom 2020, ICCSEA 2020, SCAI 2020, UBIC 2020, SEMIT 

2020 and MLDS 2020 Committees rigorously invited submissions for many months from 
researchers, scientists, engineers, students and practitioners related to the relevant themes and 

tracks of the workshop. This effort guaranteed submissions from an unparalleled number of 

internationally recognized top-level researchers. All the submissions underwent a strenuous peer 
review process which comprised expert reviewers. These reviewers were selected from a talented 

pool of Technical Committee members and external reviewers on the basis of their expertise. The 

papers were then reviewed based on their contributions, technical content, originality and clarity. 

The entire process, which includes the submission, review and acceptance processes, was 
doneelectronically. 
 

In closing, SPPR 2020, NECO 2020, GridCom 2020, ICCSEA 2020, SCAI 2020, UBIC 2020, 

SEMIT 2020 and MLDS 2020 brought together researchers, scientists, engineers, students and 
practitioners to exchange and share their experiences, new ideas and research results in all aspects 

of the main workshop themes and tracks, and to discuss the practical challenges encountered and 

the solutions adopted. The book is organized as a collection of papers from the SPPR 2020, 

NECO 2020, GridCom 2020, ICCSEA 2020, SCAI 2020, UBIC 2020, SEMIT 2020 and MLDS 
2020. 
 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 
success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students andeducators continues beyond the 

event and that the friendships and collaborations forged willlinger and prosper for many years 
tocome. 

David C. Wyld,  

Jan Zizka (Eds) 
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Improving deep-learning-based face

recognition to increase robustness

against morphing attacks

Una M. Kelly, Luuk Spreeuwers and Raymond Veldhuis

Data Management and Biometrics Group, University of Twente, The Netherlands

ABSTRACT

State-of-the-art face recognition systems (FRS) are vulnerable to morphing attacks, in which two

photos of different people are merged in such a way that the resulting photo resembles both people.

Such a photo could be used to apply for a passport, allowing both people to travel with the same

identity document. Research has so far focussed on developing morphing detection methods. We

suggest that it might instead be worthwhile to make face recognition systems themselves more robust

to morphing attacks. We show that deep-learning-based face recognition can be improved simply by

treating morphed images just like real images during training but also that, for significant improve-

ments, more work is needed. Furthermore, we test the performance of our FRS on morphs of a

type not seen during training. This addresses the problem of overfitting to the type of morphs used

during training, which is often overlooked in current research.

KEYWORDS

Biometrics, Morphing Attack Detection, Face Recognition, Vulnerability of Biometric Systems

1. Introduction

A Face Recognition System (FRS) performs identity verification by comparing two photos
and deciding whether or not the identities match. It was first shown in [1] that existing
Face Recognition Systems (FRS) were vulnerable to morphing attacks. A morph is an
image that contains facial features of two different people. In a border-crossing scenario
a criminal (C) could enlist the help of an accomplice to create a morphed photo. The
accomplice (A) could then use this photo to apply for a passport, which the criminal in
turn could use to cross borders undetected. The most-used method to create morphs is to
mark certain facial features, called landmarks, warp both images to a common geometry
and then blend the pixel values. For an overview of this morphing process see Fig. 1. It
has been shown that both FRSs and humans will often accept a morph made with this
method as a match with both contributing identities [2–4].

Recently, a platform was launched with which the performance of different morphing de-
tection algorithms can be benchmarked [5]. This benchmark and other research indicates
that existing algorithms do not perform well when tested across different datasets [6, 7].
Since researchers have so far had to create their own training datasets, their detection
methods may have been overfitted to specific characteristics of their training set. Fur-
thermore, some detection methods require large datasets for training, which means that
a large number of morphs need to be made. Since this is usually done automatically such
morphs will probably be of lower quality than hand-crafted morphs. A detection method
created by training with such data can detect low-quality but not high-quality morphs.
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Figure 1. Morphing process

There are two scenarios in which morphing detection can take place. In a differential
scenario, a second (frequently live) image of the passport holder or applicant is available
for comparison. In the second, more challenging non-differential scenario, whether or not
the photo has been morphed has to be decided based on the photo only.

We argue that there is a distinct possibility that carefully made morphs do not contain
any artifacts that would allow a morphing detection system to distinguish them from real
photos. That means we cannot rely on non-differential morphing detection to detect high-
quality morphs, which leaves us with differential morphing detection methods. In that
case we can use identity-related information to determine whether two images are of the
same person. Current face recognition systems are created and trained with the purpose
of verifying whether two photos are of the same person without taking into account the
possibility that one of them is actually a morph. Assume we have a face recognition
system (FRS) that has perfect performance on real, but not on morphed photos. When
comparing two photos X1 and X2, if X1, X2 is a genuine pair then (a sufficient amount of)
identity information in X1 is also present in X2, so the verification is successful. If X1, X2

is an impostor pair the identity information in X1 is not present in X2 and verification
is unsuccessful. If X2 is a morph and enough of the identity information in X1 is also
present in X2 the verification is successful. What the FRS does not take into account is
the possibility of there being identity information of a different person in X2. The fact
that many FRSs are vulnerable to morphing attacks supports this hypothesis. We argue
that instead of treating face recognition and morphing detection as two separate tasks,
it makes more sense to train an FRS that detects whether there are inconsistencies in
identity information. This makes the task of face verification more complicated, which
may lead to a lower face recognition performance, but will hopefully be better equipped
to deal with the possible presence of morphs.

The rest of this paper is structured as follows: in Section 2 we will discuss related work,
in Section 3 we describe our approach and in Section 4 introduce the metrics we use
to evaluate our method. In Section 5 we describe how we created our dataset, which
comprises both real and morphed photos. In Section 6 we describe our experiments and
in Section 7 present our results. We draw some conclusions and discuss future work in
Section 8.
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2. Related Work

2.1. Non-Differential Morphing Attack Detection

Several methods for non-differential morphing attack detection (MAD) have been pro-
posed. Such methods depend on finding artifacts or traces left by the morphing process to
detect morphed photos. However, if a high-quality morph does not contain such artifacts
or traces, then differential MAD is more suitable to address the problem. Therefore, we
will not discuss non-differential MAD methods here and instead refer the reader to [2, 3]
for an overview of existing methods.

2.2. Differential Morphing Attack Detection

Demorphing [8] proposes to retrieve the accomplice A’s identity by subtracting an available
live image from a suspected morph, but makes strong assumptions on which parameters
were used for morphing. It can reduce the rate of accepted morphs, but at the cost
of reducing the rate at which genuine image pairs are accepted from 99.9% to 89.2%,
depending on the parameter used for demorphing. When tested on benchmark datasets
in [5] equal error rates for the dection task (D-EER) of 8-16% are reported.

In [9] and [10] the locations of facial landmarks in a suspected morph are compared with
the landmark locations in an available reference image. The shift between the two sets
of landmark locations tends to be smaller for a pair of images with the same identity
than if one of the two images is a morph. In [9] the euclidean distance and angle of the
landmark shifts are used and a D-EER of 32.7% is recorded. In [10] the directed distances
of the landmarks shifts are used and a spectacular D-EER of 0.00% is reported. Since the
directed distances should be equivalent to using distance and angle (Cartesian vs. polar
coordinates), this may indicate that some overfitting has taken place. This method of
using landmark shifts achieves D-EERs of 33-39% when tested on benchmark datasets in
[5].

2.3. Morph Attack Detection using an existing FRS

Existing face recognition systems have also been used to detect morphs. In [11], the high-
level features of existing, deep-learning-based FRSs are used to train a Support Vector
Machine (SVM) [12]. The resulting hyperplane is used to classify images as morphs or
genuine photos. However, an SVM-based method that can separate morphs from genuine
photos probably uses morphing traces and artifacts, since these are very likely to be present
in an automatically created morphing dataset, and will still be present - if abstractly so
- in the high-level features of an FRS. Furthermore, this method suffers from the same
shortcoming, that improved MAD comes at the cost of lower genuine accept rates.

What these differential MAD methods have in common is that while they can lead to
improved morph attack detection, they at the same time cause more pairs of genuine
photos to be rejected, implying that the performance of face recognition on standard
photos would be negatively influenced. Since we did not evaluate the performance of our
method on the exact same datasets as were used in the previously mentioned publications
and because our aim is to develop an FRS that is more robust to morphing attacks, whereas
existing methods treat MAD and face recognition as two separate tasks, the results from
other publications are not directly comparable to the results published in this paper. In
practice, it might be useful for such MAD methods to be used in combination with an
FRS with improved robustness to morphing attacks.

Generally, the performance of detection methods seems to vary strongly depending on the
characteristics of the dataset [5].
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To the best of our knowledge, no one has tried to take into account the presence of morphs
during the development of an FRS.

3. Proposed System

3.1. VGG Face

The FRS we train is based on the convolutional neural network (CNN) model VGG16 that
was used for face recognition in [13]. There are other FRSs that have better performance,
but we chose to use this architecture since it is reasonably simple to retrain the last layer
of the network, resulting in a verification system with acceptable performance with which
we can perform preliminary experiments to test our hypothesis. The training method we
propose can also be applied to train other (deep-learning-based) FRSs. For our experi-
ments we resized images to 224 × 224 × 3 pixels, which is the input size for the VGG16
model. Using FRSs that use larger input sizes may lead to improved performance, since
more of the information contained in an image can be used.

We use the weights from a pre-trained model [14] that was trained as a classifier and only
retrain the last, fully connected layer. This means that we learn a projection from the
4096-dimensional output of the pre-trained model to a 64-dimensional latent space. We
train the weights W ∈ R64×4096 of this last layer using the empirical triplet loss [15]:

L(W ) =
∑

(a,p,n)∈T

max{0, α− ||xa − xn||22 + ||xa − xp||22}, (1)

where we select all possible genuine pairs (a, p) and in every training epoch extend these
to triplets (a, p, n) by randomly selecting an image n for each genuine pair such that (a, n)
is an impostor pair. T is the set of all triplets that violate the triplet constraint:

α+ ||xa − xp||22 < ||xa − xn||22, α = 0.2. (2)

The face embeddings xa, xp, xn ∈ R64 are determined by forwarding the normalised output
of the pre-trained network through the last, fully connected layer:

xi = W
f(i)

||f(i)||
, i ∈ {a, p, n}, (3)

where f(i) ∈ R4096 is the output of the pre-trained network given an input image i. We
follow the same procedure for training as in [13], and refer the reader to this publication for
more details on the training procedure. Since we use a much smaller dataset for training
we choose a lower latent space dimension of 64 in order to avoid overfitting.

4. Evaluation Metrics

This section introduces the metrics we use to measure the performance and robustness to
morphing attacks of an FRS. We estimate these values using the test and validation sets.

• the EER of the face recognition system: the error rate for which the False Non-Match
Rate (FNMR) and the False Match Rate (FMR) are equal: we call the threshold at
which this criterion holds tEER,

• the Morph Accept Rate at threshold t (MAR(t)): the proportion of morph pairs
accepted by the FRS as a match when using a threshold t, where a morph pair
consists of a morph and a reference image of one of the two identities present in the
morph,
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• the MAREER: the MAR at tEER,
• the Bona fide Presentation Classification Error Rate (BPCER(t)): the proportion of

genuine pairs that are not accepted by the FRS when using a threshold t,
• the Attack Presentation Classification Error Rate (APCER(t)): the proportion of

(morphing) attacks that are considered a match by the FRS when using a threshold t,
• the EER of our differential morph attack detection (D-EER): i.e. the error rate at

the threshold t for which APCER(t) = BPCER(t),
• BPCER10: the lowest BPCER(t) under the condition that APCER(t) ≤ 10%,
• BPCER20: the lowest BPCER(t) under the condition that APCER(t) ≤ 5%,
• BPCER100: the lowest BPCER(t) under the condition that APCER(t) ≤ 1%,

When using an existing FRS, the simplest way to create an MAD method would be to
simply lower the decision threshold (for an FRS that uses dissimilarity scores). This
provides a baseline with which the performance of other MAD methods that use features
of FRSs can be compared. However, such a threshold would not be useful in practice since
too many genuine claims would be rejected. Since there is often a trade-off between the
performance of face verification and morphing detection [11], we display our results by
plotting EER against MAREER. The Relative Morph Match Rate (RMMR) [16] attempts
to describe something similar, but this value is rarely reported.

5. Creation of Morphing Dataset

We use the FRGC-dataset [17] and select the portrait-style photos, resulting in 21,772
images of 583 different identities, which we split into a training and a testing set, see
Table 1. We align the images using five landmarks detected with [18] and align the faces
using [19]. We crop the images using a face detector [18] and resize them to square images
of 224x224 pixels.

Table 1. Our dataset.

# real IDs # real imgs # morph IDs # morph imgs

Training 514 19,683 434 30,924

Testing 69 2,089 99 4,900

Table 2. Validation sets.

# real IDs # real imgs # morph IDs # morph imgs

PUT 100 2,195 83 3,608

AMSL 102 204 1,140 2,175

The morphing method we use is based on the most-used method that consists of the
following steps:

1. Landmark detection,
2. Triangulation,
3. Warping,
4. Blending,
5. Splicing (slightly different from the Poisson blending [20] that is usually used).

The morphing procedure in 1)-4) has been explained in several existing publications, to
which we refer the reader for more details [1–3]. In step 5) we use a mask image to
splice the inside of the morphed face into the background of one of the two original faces
used to create the morph. We create this mask by using the convex hull defined by the
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Accomplice Full Morph Criminal

Mask

Figure 2. Splicing

outermost facial landmarks (on the jaw, chin and forehead). We ensure a smooth transition
between the morph and the background on the forehead by blurring the mask in a vertical
direction. We use a gaussian blur with kernel size 7x7 on the whole mask to prevent any
sharp transitions, and adjust the pixel values inside the convex hull in order to ensure
a natural-looking skin colour. The pixel at location (i, j), 0 ≤ i, j ≤ 223 in the spliced
morph M is

M(i, j) = Im1(i, j)(1−Mask(i, j)) +

(Mfull(i, j)− µM + µ1)Mask(i, j),
(4)

where Im1 is the background image into which the full morph is spliced, Mask ∈ [0, 1] and
Mfull is the full morph.

µM =

∑
i,j Mfull(i, j) ·Mask(i, j)∑

i,j Mask(i, j)
(5)

and

µ1 =

∑
i,j Im1(i, j) ·Mask(i, j)∑

i,j Mask(i, j)
. (6)

See Fig. 2 for an example of the splicing step. We select pairs of identities for morphing
randomly from within the training and testing set respectively, ensuring that there is no
overlap in identities in the training and testing set, see Table 1. Fig. 3 shows that the
majority of our morphs are accepted by two existing state of the art FRSs [18,21].

5.1. Validation sets

We use two different datasets to validate our results. The first is a dataset that we created
using the same pipeline as described above, but using a different dataset. For this we use
the PUT Face Database [22], where we only select the subset of frontal images. For each
identity id1 in this dataset we determine which of the remaining identities is most similar
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Figure 3. Evaluation of our morphed and genuine photos using two existing FRSs. The
blue histograms estimate the probability density of genuine scores, the red impostor
scores, and the green morph scores. Note that the dlib FRS uses dissimilarity scores

whereas FaceVacs uses similarity scores. The vertical lines represent the decision
thresholds recommended for these systems.

to it, which is the identity id2 for which∥∥∥ 1

Nid1

Nid1∑
i=1

xi −
1

Nid2

Nid2∑
i=1

yi

∥∥∥
2

(7)

is minimised, where xi, i ∈ 1, ..., N1 are all images of id1 and yi, i ∈ 1, ..., N2 all images of
the second, to be determined, identity. The embeddings xi, yj are computed by forwarding
each image through our FRS that was trained without morphs (see Section 6.1.). We
remove any duplicate pairs of identities. Since there is more pose variation in the PUT
dataset, when selecting image pairs for morphing we select images that have similar poses.

The second validation set we use is the “AMSL Face Morph Image Data Set” dataset
introduced in [23]. These morphs were created using images from [24] and [25].

Table 3. Training pairs.

Types of pairs in training set # Pairs

Genuine pairs 592,650

Genuine morph pairs 496,494

Augmented genuine pairs 2,056,974

6. Experiments

6.1. Training without morphs

We follow the same procedure for training as in [13]. This means that at the beginning
of every epoch a number of triplets (592,650, since this is the number of genuine pairs) is
randomly generated by extending each genuine pair to a triplet as described in 3.1. We
only train with the subset of triplets that violate the triplet constraint (Eq. 2). If a triplet
in this subset still violates the triplet constraint at the end of an epoch, we store it and
add it to the subset of triplets in the next epoch. We repeat this for a total of 200 training
epochs.

6.2. Training with morphs

Since we use an automated pipeline to create our morphs there are some artifacts present
in the morphed images. Such artifacts can be caused by badly selected landmarks, or by
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Photo 1 Augmented
Genuine Photo 2

Figure 4. An example of an augmented genuine, i.e. a morph of two different photos of
the same person.

different expressions, see for example the mouth in Fig. 2. The morphing process also
leaves some other traces, including a smoothing effect. This is caused by interpolation in
the warping step, which is necessary to determine the pixel values of the warped images,
and due to the blending of the two images in the splicing step. Since it is important that
the FRS does not learn to separate genuine and morphed images based on such effects,
and it would be very challenging to create a morphing dataset without them, instead we
propose to introduce the same type of artifacts and traces in the genuine images. This
can be done by creating augmented genuine photos. These are created in exactly the same
way as morphs, but by combining two different images of the same person. See Fig. 4
for an example of an augmented genuine. (This technique of creating augmented genuine
photos could be used as a data augmentation method in other applications, for example
when there are not many images of one identity available.) See Table 3 for the number of
available pairs of each type.

Table 4. Possible triplet combinations.

a p n

id1 id1 id2
id1 id1 id1 + id2
id1 + id2 id1 + id2 id3
id1 + id2 id1 + id2 id1 + id3
id1 + id1 id1 id2

When training with morphs, different triplet combinations (a, p, n) are possible. The first
possibility is that the pair (a, p) can comprise two images of the same person, just as
when training without morphs. A second is that either a or p is an augmented genuine
(of the same identity), in which case we call the pair an augmented genuine pair. The
third possibility is that (a, p) consists of two morph images, both created using the same
two identities. We call such pairs genuine morph pairs. In all three cases we extend the
pair to a triplet by either selecting a third image of a different identity (with p = 0.5),
or by selecting a morph such that one of the two identities in the morph matches that of
the genuine pair. Since there are many more triplets selected at the beginning of every
epoch, this means that at a fixed batch size more updates are performed in each epoch.
Therefore, when we train with morphs we only train for 100 epochs. The different possible
triplet combinations are summarised in Table 4, where id1 + id2 describes the identity of
a morph and id1 + id1 that of an augmented genuine.

7. Results

Fig. 5 shows that the Equal Error Rate (EER) of an FRS decreases during both training
scenarios. However, when training without morphs, after a number of updates the pro-
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Figure 5. Performance of an FRS trained without morphs and an FRS trained with
morphs and augmented genuine pairs. Results are estimated using our test set.

Performance is measured using EER and MAREER, showing that while during training
the EER decreases in both scenarios, when training without morphs this is at the cost of

robustness against morphing attacks.

portion of morph pairs accepted by the FRS increases. When training with morphs, the
EER also decreases, but seemingly not at the cost of accepting more morph pairs.

Table 5. Performance on test set.

Training: without morphs augmented&morphs
(200 epochs) (100 epochs)

EER (of the FRS) 0.55% 0.57%

MAREER 30.20% 20.54%

D-EER 6.70% 5.61%

BPCER10 4.28% 2.41%

BPCER20 9.38% 6.48%

BPCER100 28.09% 22.50%

In a practical verification scenario, such as border control, the thresholds at which the error
rates BPCER10, BPCER20 and BPCER100 are measured would not be adopted, since this
would lead to the rejection of too many genuine pairs, but we report these metrics in order
to allow our results to be compared to other research.

When comparing the performance on the test set to that on the PUT validation set, we
no longer observe an improvement, in fact the EER when training without morphs is
lower than when training with morphs while the proportions of accepted morph pairs are
similar. One possible reason for this decrease in performance is that the pose variation in
the PUT dataset is larger, and the validation set therefore also includes morphed images
with stronger poses than were present in the training set. Since the FRS did not see
such morphs during training it cannot classify them well. Another possible explanation is
that the FRS has not learned to distinguish morphs from real images based on identity
information, but has e.g. learned to recognise certain artifacts present in morphed images.
The fact that the error rates are generally larger than on the test set indicates that this is a
challenging dataset for the FRS, whether it was trained with or without morphs. Further
experiments are necessary to confirm whether the lower performance on the PUT dataset
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Table 6. Performance on validation sets.

Training: without morphs augmented & morphs
PUT: (200 epochs) (100 epochs)

EER (of the FRS) 0.69% 0.99%

MAREER 83.65% 84.62%

D-EER 15.68% 15.66%

BPCER10 20.28% 20.29%

BPCER20 27.48% 27.52%

BPCER100 40.72% 42.45%

ASML:

EER (of the FRS) 0.00% 0.00%

MAREER 24.94% 16.48%

D-EER 5.86% 4.97%

BPCER10 4.90% 4.90%

BPCER20 6.86% 4.90%

BPCER100 15.69% 14.71%

is due to the higher pose variation.

The images in the ASML dataset are quite different from the images in the training set,
since the image resolution is higher and Poisson blending was used to create the spliced
morphs. In spite of these differences, the FRS trained with morphs has better performance
than the FRS trained without morphs. This improvement is promising, since it suggests
that the FRS has indeed learned to differentiate between genuine and morph images based
on identity rather than on morphing traces or artifacts.

8. Conclusion & Future Work

In this work we observed a modest improvement in robustness to morphing attacks after
training an FRS with morphed photos. However, even a modest improvement presents an
improvement on existing MAD methods, since often better detection of morphs is at the
cost of decreasing performance of face recognition on normal images. We only trained the
last layer of the VGG16 convolutional neural network, so more significant improvements
may be achieved by training more layers of the model. Training with a larger dataset, or
using data augmentation techniques are further ways to achieve better performance. Our
results suggest that there may be merit to our training method, but they also underline
the need for morphing databases that are more varied with respect to factors such as
resolution, pose and lighting, but also variation in morphing algorithms in order to better
understand which characteristics of a morphed image cause it to be challenging to classify.

Another advantage of using our method is that existing data can be used to create morphs
or augmented genuines for training, which could potentially improve the performance of
FRSs on normal datasets without needing to collect new data.

Finally, it is of the utmost importance that results are not only tested on types of morphs
present in the training set. As we showed, these results can vary strongly when tested on
different datasets.
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ABSTRACT 
 

In order to eliminate the salt pepper and Gaussian mixed noise in X-ray weld image, the 

extreme value characteristics of salt and pepper noise are used to separate the mixed noise, and 

the non local mean filtering algorithm is used to denoise it. Because the smoothness of the 
exponential weighted kernel function is too large, it is easy to cause the image details fuzzy, so 

the cosine coefficient based on the function is adopted. An improved non local mean image 

denoising algorithm is designed by using weighted Gaussian kernel function. The experimental 

results show that the new algorithm reduces the noise and retains the details of the original 

image, and the peak signal-to-noise ratio is increased by 1.5 dB. An adaptive salt and pepper 

noise elimination algorithm is proposed, which can automatically adjust the filtering window to 

identify the noise probability. Firstly, the median filter is applied to the image, and the filtering 

results are compared with the pre filtering results to get the noise points. Then the weighted 

average of the middle three groups of data under each filtering window is used to estimate the 

image noise probability. Before filtering, the obvious noise points are removed by threshold 

method, and then the central pixel is estimated by the reciprocal square of the distance from the 
center pixel of the window. Finally, according to Takagi Sugeno (T-S) fuzzy rules, the output 

estimates of different models are fused by using noise probability. Experimental results show 

that the algorithm has the ability of automatic noise estimation and adaptive window adjustment. 

After filtering, the standard mean square deviation can be reduced by more than 20%, and the 

speed can be increased more than twice. In the enhancement part, a nonlinear image 

enhancement method is proposed, which can adjust the parameters adaptively and enhance the 

weld area automatically instead of the background area. The enhancement effect achieves the 

best personal visual effect. Compared with the traditional method, the enhancement effect is 

better and more in line with the needs of industrial field. 

 

KEYWORDS 
 

X-ray image, Mixed noise, Noise separation, noise reduction, image enhancement. 

 

1. INTRODUCTION 
 

Due to the influence of equipment and acquisition environment in X-ray welding image 

acquisition, welding images are limited by low contrast and large noise, which will interfere with 

the segmentation and recognition of welding image defects. With the development of image 
processing technology, image denoising and contrast enhancement methods have emerged in 

large numbers, and some achievements have been achieved. The weld images obtained by X-ray 

generally are characteristic of fuzzy defect edges and various image noise [1]. To detect internal 
defects more accurately, researchers should reduce noise and enhance the weld images. There are 

many research findings in these fields. For instance, an improved Gabor filter image contrast 

denoising algorithm was proposed, which can reduce the noise and retain the image details and 
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defect areas [2]. A local image enhancement method was proposed by determining the local pixel 
nonuniformity factor, and the combination of histogram equalization and contrast limitation can 

adaptively improve the defect detection accuracy [3]. However, due to the large noise of weld 

images, the contrast is low and the difference between the image background and the target gray 

is not obvious. If the nonuniformity factor is not set accurately, the background and the target 
will be enhanced, which interferes with the realization of the enhancement effect. A new 

anisotropic diffusion imaging enhancement method can smooth, maintain edges and sharpen at 

the same time [4]. We compared various denoising methods based on anisotropic diffusion, and 
evaluated their performances with mean square error (MSE) and peak signal-to-noise ratio 

(PSNR), which underlay further image segmentation and feature extraction experiments on noisy 

weld X-ray images [5]. Firstly, wavelet denoising was used to remove the random high-frequency 
noise generated in the detection of scattering radiation, then Shape from Shading(SFS) method 

was used to distinguish the moire optical characteristics of low- and high-gradient defect areas, 

and finally, Harris corner detection(HCD) method was adopted to detect and highlight the types 

of residual corners related to different welding defects [6]. Because the effect of wavelet de-
noising on Gaussian noise is obvious and the noise in a weld image is Gaussian and salt-pepper 

mixed noise, the effect of wavelet de-noising alone is not ideal. A gas tungsten arc weld (GTAW) 

deep learning enhancement method based on multi-source remote sensing image was proposed 
[7]. Two integrated methods including generative antagonism network and classic convolution 

neural network were designed, which combined multiple neural networks to improve the 

modeling performance for the unobserved data in different experimental environments. An 
enhancement method based on the scale variable stochastic resonance model and a stochastic 

resonance image enhancement method based on the genetic optimization algorithm were 

proposed, which made full use of the parallel optimization of the genetic algorithm and the weak 

signal enhancement of stochastic resonance and overcame the shortcomings of traditional 
methods [8]. A series of improvement measures based on the similarity between local blocks of 

the image were put forward [9]. Local binary pattern (LBP) texture feature and edge structure 

tensor were used to improve the comparison of similar blocks and the effect of noise reduction. In 
a two-step noise suppression based method for low-light-level image perception enhancement, 

firstly the noise level function was used for contrast enhancement of noise perception, and then 

the just-noticeable-distortion (JND) model was used to reduce the noise while keeping the details, 

estimate noise visibility according to the intensity change of brightness and extract the details 
through contrast masking and visual regularity [10]. With an improved nonlocal mean filtering 

model, the rotation angle between image blocks was calculated by using the main direction of 

corner points, and the similarity between blocks was computed more accurately [11]. However, 
the noise reduction result was not ideal for weld images, because of the overall low contrast of 

weld images and the indistinguishable similarity between image blocks [11]. When histogram 

equalization algorithm was combined with high-frequency lifting filter, the image information 
entropy and contrast after processing were higher and the processing time was shorter, which can 

meet the real-time requirements of image processing [12]. In an adaptive noise reduction method 

of image sensor, the image was decomposed by curve transform and the variational technique 

was used to reduce noise and improve PSNR [13]. In a laser 3D image enhancement system 
based on virtual reality, point cloud data were used to build a 3D image model that conformed to 

normal distribution [14]. According to the distribution of its point image elements, the image was 

enhanced effectively by the 3D image transformation enhancement system. A low-illuminance 
nonlinear laser image edge adaptive enhancement device based on radial hill was adopted [15]. 

Moreover, an nsmission estimation method based on the improved dual region filter and the 

guide filter was proposed to reduce the complexity of image defogging algorithms and solve the 
white halo of image edges, and was verified experimentally to be effective and efficient [16].In 

reference [17], an adaptive dynamic weighted median filtering algorithm is proposed, which 

achieves good filtering effect. In reference [18], a block median filtering algorithm based on 

probability decision-making is proposed, which improves the traditional median filtering, and the 
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effect is remarkable.[19] An iterative nonlocal mean filtering algorithm is proposed to remove 
impulse noise.[20]In this paper, a convolutional neural network (CNN) model algorithm based on 

deep learning is proposed. The algorithm is superior to sparse representation and block based 

method in accuracy and robustness. 

 
Based on the above analyses and in view of the Gaussian and salt-and-pepper mixed noise in 

weld images, firstly noise separation was carried out, then an improved nonlocal mean filter was 

proposed to reduce the Gaussian noise and finally, an adaptive Takagi-Sugeno (T-S) fuzzy fusion 
filter algorithm which can identify the probability of salt and pepper noise was proposed in 

combination with the median filter. To improve the image contrast, we proposed an adaptive 

parameter adjustment enhancement algorithm without human intervention. The enhancement 
effect of the algorithm can reach the best vision of human eyes. Finally, experiments show that 

the proposed algorithm has obvious advantages in noise reduction and enhancement. 

 

2. IMAGE NOISE REDUCTION 
 
The noise of an X-ray weld image is mainly the photoelectron noise caused by the photoelectron 

conversion of the image sensor during shooting, and the electronic noise caused by the random 

thermal movement of electrons. Based on mathematical analysis, the noise can be mainly divided 
into Gaussian noise and salt-and- pepper noise. The noise in an actual image is a mixture of the 

two. The model of the mixed noise can be expressed as follows: 

 

( , ) y g sf i j f z z                                                 (1) 

 

where ( , )f i j and
yf represent the image with mixed noise and the original image 

respectively; gz and
sz  represent Gaussian noise and salt-and-pepper noise respectively. 

 

2.1. Noise Model 

 

As for Gaussian noise, its probability density is described by Gaussian normal 

distribution. A larger mean value of Gaussian noise means a whiter picture; the larger 

variance indicates the image is at lower resolution and is more fuzzy. Such noise in a 

digital image is mainly caused by uneven illumination or high temperature. 

 
2 2( ) 21

( )
2

zp z e  



 

                         

 (2) 

 

where ( )p z represents the probability of the gray value z ,  and 2  are the mean and 

variance. 

 

Salt and pepper noise refers to two kinds of noise: salt noise and pepper noise. The white 

noise is salt noise and has a high gray value (255), and the black noise is pepper noise 

and has a low gray value (0). a and b  represent the limit gray values in the image. 

 

( )
0

a

b

p z a
p z p z b

else


 


                                                (3) 
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2.2. Mixed Noise Separation 

 

The gray values of salt and pepper noise points are characteristic of extreme values, and 

are generally the positive (negative) maxima or minima of gray value in the region where 

they are located. However, these positive (negative) maxima or minima may not be noise 

pixels, because there are also positive (negative) maxima or minima in the undisturbed 

image gray smooth area or the area with obvious edge. Therefore, it is necessary to 

further judge whether the extreme point is a salt and pepper noise point. Let 

an m n window with ( , )x i j be the center. If
max( , ) ( , )x i j f i j , count the pixels 

max( , ) ( , )x i j f i j in 

the window, where there are
1n in all; if

min( , ) ( , )x i j f i j , count the pixels
min( , ) ( , )x i j f i j in the 

window, where there are
2n in all. When

1n t or
2n t  ( t is the threshold value of salt and 

pepper noise and generally varies between 12  and 16), the pixel point is judged as a salt 

and pepper noise point; when
1n t or

2n t , it is not judged as a salt and pepper noise 

point. 

 

2.3. Gauss Noise Filtering 
 

2.3.1. Nonlocal Mean Filtering 

 

The basic idea of original nonlocal mean (onlm) filtering is to use a large amount of redundant 

information in the image to calculate the weighted average value of gray values of all pixels in 
the same neighborhood according to the weighted coefficient. The core problem is to determine 

the weighted kernel function by the weighted Euclidean distance between this function and the 

image. The exponential kernel function (EKF) used for weighting makes the image details too 
smooth and fuzzy. Therefore, on the basis of previous works, we discuss the establishment of the 

weighted kernel function and propose a new cosine Gaussian kernel function (CGKF) combining 

the Gaussian kernel function (GKF) and the cosine kernel function (CKF). The noise signal is 
assumed to be image-independent additive Gaussian white noise, and can be modelled as follows: 

 

( ) ( ) ( )Z i X i N i                                                 (4) 

 

where ( )X i  is the original image without noise pollution; ( )N i  is the Gaussian white noise with 

mean value of 0 and variance of 2 ; ( )Z i is the noise-contaminated image. Let { ( ) | }z z i i I   be 

a pair of discrete noisy images, where I  is the image domain. For any pixel i in the image, the 

onlm filter uses the weighted average of all pixel gray values in the image to estimate the gray 

value of the point: 

 

[ ]( ) ( , ) ( )
j I

NL z i w i j z i


                      (5) 

 

where the weight ( )z i depends on the similarity between pixels i and j , and satisfies 0 ( ) 1z i   

and ( , ) 1
j
z i j  . The similarity between pixels i and j is determined by the similarity between 

gray value matrices iH and jH ,where iH represents a known-size square neighborhood centered 

on pixel i .The similarity between the gray value matrices of each neighborhood is measured by 

their Gaussian weighted Euclidean distance ( , )d i j : 

 
2

2,
( , ) i jd i j H H


                                                                              (6) 
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where  is the standard deviation weighted by Gauss and 0  ; Function
2

. is 2L norm, so a 

higher neighborhood similarity indicates a smaller distance. Weight ( , )w i j  is defined as: 

 

1
( , ) ( ( , ))

( )
kw i j f d i j

C i
                                                           (7) 

 

where ( ) ( ( , ))k

j

C i f d i j is the normalized parameter. The core problem of nonlocal mean (nlm) 

filtering given in Eq. (6) is the kernel function (.)kf in Eq. (8) and it plays an important role in the 

denoising performance of the algorithm. The nlm method adopts EKF, which is defined as:  

 

2

( , )
( ( , )) exp( )k

d i j
f d i j

h
 

     

                               (8) 

 

where h  is the attenuation factor, which controls the attenuation speed of the exponential 

function and affects the filtering degree and denoising performance of the algorithm. 

 

2.3.2. Improved Nlm Filtering 

 

The core problem of nlm filtering is to determine the weighted kernel function. The core idea of 

weighting is to give more weight to the neighborhood with higher similarity, and less weight to 
the neighborhood with lower similarity. This is because the neighborhood with low similarity or 

dissimilarity will increase the computation of the algorithm and affect its denoising effect. Under 

certain conditions, the ideal kernel function should output larger weights when the distance 
between pixels is small, and the output will decrease rapidly to 0 as the distance is enlarged. The 

weighted kernel function plays an important role in denoising performance, including the cosine 

type and the Gauss type. Specifically, CKF is defined as:  
 

cos( ( , ) 2 ) ( , )
( ( , ))

0 ( , )k

d i j h d i j h
f d i j

d i j h
 




                           (9) 

 
and GKF is defined as: 

2

2

( , )
( ( , )) exp( ) ( , )k

d i j
f d i j d i j h

h
                            (10) 

 

When the noise intensity is weak, the denoising performance is better than that of nlm, but the 
over weighting of CKF and the insufficient weighting of GKF lead to the decrease of denoising 

performance when the signal intensity increases. Based on the comparative analysis of EKF, CKF 

and GKF, a new cosine Gaussian kernel function (CGKF) was proposed: 
 

2

222

1

2

( , )
exp( )cos( ( , ) 2 ) ( , )

( ( , ))

0 ( , )
k

d i j
d i j h d i j h

f d i j h
d i j h



  

 
 

                   

 (11) 

 

where 1h and 2h  are filter parameters. CGKF adds a cosine coefficient on basis of GKF, so the 

improved algorithm can perform denoising better at different noise levels. In comparison of Eq. 

(8) to Eq. (11), the response curve is shown in Figure 1. 
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Figure 1.  Response curve of weighted kernel function 

 

Compared with the EKF of onlm, the response curve of GKF is flatter when the distance between 

pixels is large, and drops rapidly as the distance increases, and the response curve of CKF is 

relatively flat in the whole region (Fig. 1). The improved CGKF synthesizes their advantages and 
has greater weighting when the distance is small, and the weight decreases at the enlarged 

distance, avoiding over-weighting or under-weighting. Hence, we can make full use of the high-

similarity neighborhood to filter out noise, and effectively reduce the interference of low-
similarity and dissimilar neighborhood. Experimental results show that the denoising 

performance is better than that of the onlm algorithm. 

 

2.4. Salt and pepper noise filtering 
 

For salt and pepper noise, the median filter is obviously effective on it, but has a fixed window. 

Firstly, a small window such as a 3 3 template can effectively retain image details, but its noise 

reduction effect is not good when the noise density increases. Secondly, a large window such as 

a 5 5 template can effectively reduce salt and pepper noise, but loses the image details. Moreover, 

median filtering cannot estimate the probability of salt and pepper noise. Therefore, we propose 
an adaptive salt and pepper noise elimination algorithm that can automatically adjust the filtering 

window to identify the noise probability. This algorithm is described in detail below. 

 

2.4.1.  Noise Probability Estimation 
 

The salt and pepper noise probability is estimated as follows: 

 

Step1 After the image is partitioned, select any point in each area, and take 1 2, ... nS S S , n  modules 

centered on this point; 

 

Step2 Use the adaptive median filtering window of 3 3 , 5 5 , 7 7 to filter n  regions, and 

3n 3 3 rectangular regions, and obtain 11 12 1' , ' ... ' nS S S , 21 22 2' , ' ... ' nS S S 31 32 3' , ' ... ' nS S S ; 

 

Step3 In different filtering windows, subtract each point in the filtered area 

11 12 1' , ' ... ' nS S S , 21 22 2' , ' ... ' nS S S , 31 32 3' , ' ... ' nS S S  from the gray level of each point in the previous 
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area
1 2, ... nS S S . After the absolute value of the subtracted result is taken, count the points over a 

certain positive number 
11 12 1 21 22 2, ... ; , ...n nu u u u u u ;

31 32 3, ... nu u u ; 

 

Step4 Regroup the number of pixels ( 1,2... , 1,2... )iju i n j n  in any small area, and take the 

average value of the middle m pixels in the small area, i.e. 
1 2 3a a a、 、 .The weighted average of 

1 2 3a a a、 、 is 9m higher than the noise probability. 

 

2.4.2. T-S fuzzy Model Fusion Filtering 

 

To facilitate the following discussion, let the image size be M N , any pixel point in the image 

be ( , )f i j , and the filtered pixel be '( , )f i j , where 1,2,3...i M , 1,2,3...j N . The defect of the 

median filter is that it can rank all pixels without the ability of noise point recognition and noise 
rate estimation. Herein, the variable scale sliding window is used to flexibly adopt windows of 

different sizes for different noise probabilities. It can reduce the computation amount and the blur 

caused by relatively large windows when the noise probability is low, and can improve the 

filtering accuracy when the noise probability is high. Figure 2 shows four window modes, which 

will be combined into four filtering modes, where (a) to (d) are 
1Model ,

2Model ,
3Model  and 

4Model , 

respectively and "Star" is the pixel participating in filtering. 

 

       
(a)              (b)                  (c)                     (d) 

 
Figure 2.  Maximum window model 

 

(1)
1FM (abbreviation of 

1Filter Model ), window, 
1Model is sliding filter window, and  window 

2Model  as 

the backup is the largest window; 
 

(2)
2FM :

2FM is the main window and 
3FM  is the backup; 

 

(3)
3FM :

3FM is the main window and 
4FM  is the backup; 

 

(4)
4FM ：

4FM is the main window. 

 
After determination of noise probability, the fusion filtering results of different noise probability 

values and fuzzy correspondence under T-S model of filtering model are given in  Figure. 3.    
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Figure 3. Corresponding fuzzy relation between noise probability and filtering mode 
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2.4.3. Filtering Algorithm 
 

Based on the above analysis, the steps of the adaptive salt and pepper noise elimination algorithm 

proposed here are as follows: 

 
Step1  Noise probability calculation; 

 

Step2  Model fusion: according to the noise probability, the filtering algorithm under the T-S 

model is used. If the probability of salt and pepper noise is estimated to be 0.4, 
3FM  is used; if the 

probability is 0.5, 
3FM  and 

4FM  are filtered at the same time. Finally, the results of 
3FM  and 

4FM are fused and outputted according to the T-S fuzzy relationship. 

 

Filtering under the known model: firstly, the pixel ( , )v i j  is detected. If the pixel is not noise-

polluted,  the result according to Eq. (12) is outputted and then the next pixel ( , 1)v i j   is filtered; 

otherwise, the pixels of the filtering window in the filtering mode are detected one by one, and  

the number of non-noise-polluted pixels nn is counted. If 0nn  , the output of noise pixel is 

estimated as per Eq. (13); if 0nn  , the detection range of the pixel is extended to the range of 

the standby window and Eq. (14) is adopted: 

 

'( , ) ( , )v i j v i j                              min ( , ) maxv i j                                

 

(12) 

 

'( , ) ( , )
R R R R

nm mn

m n m n

v i j v m n  
    

( , ) min ( , ) max 0v i j v i j nn  或 且
                

 (13) 

 

'( , ) ( )ijv i j med W                              ( , ) min ( , ) max 0v i j v i j nn  或 且                
(14) 

 

where ( , )v i j  is the center pixel of the current window ijW ( R R , R  is odd); '( , )v i j  is the 

estimated value after filtering of the current operating pixel; min and max are the noise thresholds; 

Med is the median value of the pixel, mn  is the weighting of the undisturbed pixel, 

i.e. 4 41 ( )x y ; x and y are the horizontal and vertical pixel spacing respectively from any pixel 

point to the center pixel point. 
 

3. IMAGE ENHANCEMENT  
 

3.1. Sin function transformation 
 

The gray-scale transformation curve of a sin function is characterized by gentle transformation of 

upper and lower wave heads, and large changes in the middle (Fig. 4). Since the gray level of the 
weld image with poor contrast concentrates in a certain range and the gray level of the range is 

stretched by the sin function, the gray level of the background area larger than the average gray 

value increases and that of the weld area smaller than the average gray value decreases. This 
feature is very effective in distinguishing the gray values of the background area and the weld 

area. The transformation method of the sin function is (15): 

 

( , ) ( )
( , ) 127 1 sin

- 2 ( )

f x y a b
g x y

b a b a

     
    

                                   

 (15) 
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where ( , )f x y  and ( , )g x y  are the gray values before and after transformation respectively; a and 

b are the lowest and highest gray values before transformation respectively. The gray ranges of 
the sin function before and after transformation are the same. 

 

3.2. Logarithmic transformation 
 

The expression of logarithmic transformation is: 

 

                       

 
cb

yxf
ayxg

ln

1),(ln
),(






                                               
(16) 

 

where a , b and c are parameters for adjusting the position and shape of the curve. Logarithmic 

transformation can stretch the low-gray area of the image and compress the high-gray area. The 

transformation curve is shown in Fig. 5. 
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             Figure 4. Sin transformation curve              Figure 5. Logarithmic transformation curve 

 

3.3. XE function transformation 
 

At present, the image of X-ray pipeline girth weld is fuzzy and low-quality. Neither manual nor 
automatic detection is conducive to identify the defects in the weld. The existing image 

enhancement algorithms mostly use histogram dynamic range stretching, which can stretch both 

the target area and the background area. However, there is still a lack of X-ray image 
enhancement technology for girth weld region of interest without parameter selection. Herein, a 

method of industrial X-ray girth weld image enhancement was used. The gray value of a weld 

area was determined by retrieving the gray value corresponding to the second peak of gray 

histogram. The gray value of the weld area was enhanced by introducing a specific continuous 
function, and that of background was suppressed. It can automatically enhance the weld area 

instead of the background area, without manual intervention in parameter selection, and has 

strong robustness. To effectively enhance the X-ray image of girth weld to the best value of 
personal visual perception, we conducted a number of experiments. The success rate of defect 

detection is improved from about 95% without enhancement to about 98% after the enhancement 

of xe function. The gray-scale enhancement is expressed as 

follows,   ,f gray i j ,   ,g gray i j is the gray value before and after enhancement.The xe 

enhancement function is shown in Figure 6 
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( ( , ))f gray i j

( ( , ))g gray i j

 
         

Figure 6. Schematic diagram of  xe function enhancement 

 

Because the collected girth weld images are placed horizontally, the xe function enhancement 

method is designed, as shown in the figure above. It can be seen from the figure that the closer 

the  xe function image is to 0, the more obvious the change of gray level is. 
 

4. EXPERIMENTAL ANALYSIS 
 

4.1. Peak signal-to-noise ratio(PSNR)comparison after filtering 
 

Totally 200 weld images were randomly selected from the image library and were filtered by the 
nlm filter with different kernel functions. After that, 10 filtered images were randomly selected 

and numbered as 1 to 10. The PSNR of these 10 images were compared with that of mean filter 

(meaf), median filter (medf) and algorithm in Ref. 10. To write conveniently, we used different 

kernel functions to represent these images. For different filters, the PSNRs of the filtered images 
are shown in Table 1. 

 
Table 1. PSNR of filtered image 

 

 

 

 
 

 

 

 

 
 

 
 

 

 
 

Image 
No. 

CGKF 
psnr 

MEAF 
psnr 

GKF 
psnr 

EKF 
psnr 

MEDF 
psnr 

CKF 
psnr 

Document  
10 psnr 

1 

2 

3 
4 

5 

6 
7 

8 

9 

10 

53.4475 

54.7413 

53.5043 
53.9554 

53.6042 

54.2037 
53.4404 

54.6302 

53.6641 

52.2199 

52.8513 

53.2919 

52.9523 
52.2902 

52.3925 

53.9670 
52.3465 

53.4509 

52.4761 

53.7228 

50.4475 

50.7413 

50.5043 
51.9554 

50.6042 

49.2037 
50.4014 

49.6302 

50.6641 

51.2199 

48.8328 

48.0659 

49.3936 
49.7863 

48.8776 

47.8695 
48.5321 

47.2283 

48.5963 

50.1466 

47.8411 

47.5142 

48.3503 
48.7751 

48.0851 

47.1965 
47.6547 

46.7074 

47.7474 

48.8726 

51.6415 

51.5501 

51.4403 
51.5855 

50.6551 

51.4965 
51.5547 

51.6475 

52.5364 

51.4827 

48.4135 

48.4492 

49.3903 
48.3516 

48.5509 

48.5565 
49.5145 

48.6075 

49.5614 

48.5425 
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Figure 7.  The psnr curves 

 

4.2. Image quality comparison after filtering 
 

4.2.1. Filtered Images and Corresponding 3D Histogram 

 

The nlm filter with different kernel functions was used to denoise the weld images, and compare 
the filtering effect of various kernel functions (EKF, GKF, CKF and GCKF) as well as the 

algorithm in the literature.  

      
 
Figure 8. The filtered images 
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(a)     (b) (c) 
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(d) (e) (f) 

 
Figure   9. Three-dimensional histograms of filtered images 

 
Figures 9(a) to (f) show the original image, filtered image (through cgkf NLM filter, mean filter, 

GKf NLM filter, EKF NLM filter, median filter, CKF NLM filter) filtered image and 

corresponding three-dimensional histogram. The simulation results show that the histogram of 

3D image is smoother and the gray distribution is more uniform after cgkf NLM filtering, which 
indicates that cgkf NLM filter is most suitable for weld image filtering. 
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4.3. Enhanced image and corresponding histogram 
 

XE function, logarithmic function, histogram equalization and sin function were used to enhance 

the same randomly-selected weld images, and compare their enhancement effects with the 
algorithms in the literature. 

 

           
 (a)     (b)     (c)     (d)    (e)   (f) 

 

Figure  10. Images enhanced by various methods 
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Figure 11. Histograms of enhanced images 

 

Figure 10 (a)-(f) shows the images enhanced by xe function, logarithmic function, histogram 
equalization, sin function, and algorithms in Refs. 3 and 6. Figure 10 shows the gray histograms 

corresponding to Figure 11. 

 

5. CONCLUSIONS 
 
Through theoretical analysis and calculation, the mixed noise was separated in the image filtering 

part. For Gaussian noise, a new Gaussian cosine kernel nonlocal mean filtering algorithm was 

proposed by comparing the filtering effects of different kernel functions. Practical verification 

showed the new algorithm had obvious advantages over the traditional algorithm. Moreover, 
noise estimation was proposed for salt and pepper noise. This algorithm solved the problem of 

fixed median filter window and the inability to estimate noise intensity. Experiments showed the 

effect of noise reduction was obvious. In the image enhancement part, the ex function 
enhancement method proposed here can automatically and adaptively enhance the weld area 

instead of the background area. The best effect of human vision can be achieved by adjusting 

parameters without human intervention. Finally, the feasibility and advantages of the proposed 
method were verified by comparing with different algorithms. 
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ABSTRACT 
 

Computational color constancy is used in almost all digital cameras to reduce the influence of 

scene illumination on object colors. Many of the highly accurate published illumination 

estimation methods use deep learning, which relies on large amounts of images with known 

ground-truth illuminations. Since the size of the appropriate publicly available training datasets 

is relatively small, data augmentation is often used also by simulating the appearance of a given 

image under another illumination. Still, there are practically no reports on any desired 
properties of such simulated images or on the limits of their usability. In this paper, several 

experiments for determining some of these properties are proposed and conducted by 

comparing the behavior of the simplest illumination estimation methods on images of the same 

scenes obtained under real illuminations and images obtained through data augmentation. The 

experimental results are presented and discussed.   

 

KEYWORDS 
 

Color constancy, data augmentation, illumination estimation, image enhancement, white 

balancing. 

 

1. INTRODUCTION 
 

The feature of the human visual system (HVS) that allows for object color recognition regardless 

of the scene illumination is known as color constancy [1]. Computational color constancy is 
present in the image processing pipelines of almost all digital cameras. Its most challenging task 

is the illumination estimation and for that the following image f formation model, which also 

includes the Lambertian assumption, is most commonly used 

 

𝐟𝐜(𝐱) = ∫ 𝐈(𝛌, 𝐱)𝐑(𝛌, 𝐱)𝛒𝐜(𝛌)𝐝𝛌
𝛚

 (1) 

 

where c is a color channel, 𝐱 is a given image pixel, λ is the wavelength of the light, ω is the 

visible spectrum, I(λ, 𝐱) is the spectral distribution of the light source, R(λ, 𝐱) is the surface 

reflectance, and ρc(λ) is the camera sensitivity of the c-th color channel. Since uniform 

illumination is usually assumed, 𝐱 is removed from I(λ, 𝐱) so the observed light source color is 

then 
 

http://airccse.org/cscp.html
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𝐞 = (

𝐞𝐑
𝐞𝐆
𝐞𝐁
) = ∫ 𝐈(𝛌)𝛒(𝛌)𝐝𝛌

𝛚

. (2) 

 

Already the direction of 𝐞 is sufficient for a successful color correction [2]. With only image 

pixel values 𝐟 being given and both I(λ) and 𝛒(λ) being unknown, estimating 𝐞 is an ill-posed 

problem, which requires additional assumptions. This has led to development of numerous 

methods and recently, there is a growing trend of proposing various learning-based methods. 
Many of these methods rely on large amounts of data for performing successful learning and 

since the publicly available training datasets are relatively small, some form of data augmentation 

is usually used. One of the augmentation techniques involves simulating as if an image was taken 
under another illumination by performing simple multiplications of the color channel values. 

Nevertheless, there is practically no report on the properties that the images obtained through 

such data augmentation should have. Therefore, the goal of this paper is to propose and perform 

several simple experiments that can numerically show at least some of the mentioned properties. 
 

The paper is structured as follows: some of the related work is described in Section 3, the 

motivation for checking for some of the properties that the images obtained through data 
augmentation by illumination simulation should have is given in Section 3, the experimental 

setup is proposed in Section 4, the experimental results are presented and discussed in Section 5, 

and, finally, Section 6 concludes the paper. 

 

2. RELATED WORK 

 

Based on the kind of the assumptions that they use, illumination estimation methods can roughly 

be divided into two groups. The first group are low-level statistic-based methods such as White-
patch [3], [4], its improvements [5], [6], [7], Gray-world [8], Shades-of-Gray [9], Gray-Edge (1st 

and 2nd order) [10], using bright and dark colors [11], etc. 

 

On the other hand the second group consists of learning-based methods such as gamut mapping 
(pixel, edge, and intersection based) [12], using high-level visual information [13], natural image 

statistics [14], Bayesian learning [15], spatio-spectral learning (maximum likelihood estimate, 

and with gen. prior) [16], simplifying the illumination solution space [17], [18], [19], using 
color/edge moments [20], using regression trees with simple features from color distribution 

statistics [21], performing various kinds of spatial localizations [22], [23], using convolutional 

neural networks [24], [25], [26], [27] and genetic algorithms [28], modelling colour constancy by 
using the overlapping asymmetric Gaussian kernels with surround pixel contrast based sizes [29], 

finding paths for the longest dichromatic line produces by specular pixels [30], detecting gray 

pixels with specific illuminant-invariant measures in logarithmic space [31], channel-wise 

pooling the responses of double-opponency cells in LMS color space [32], and numerous other. 
Low-level statistics-based method rely on simple image statistics and therefore, they are fast, 

computationally cheap, and suitable for hardware implementation. Learning-based methods are 

more complex and computationally expensive, but they also have the highest accuracy, which has 
recently often been achieved through various deep learning approaches. However, to achieve 

high accuracy, methods based on deep learning usually require substantial amount of training 

data. Since this condition may not always be met, it is not uncommon to perform data 
augmentation. 
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3. MOTIVATION 
 

3.1. Augmentation through illumination simulation 
 
One of the techniques of data augmentation used for computational color constancy methods' 

training is to multiply the image color channels in order to simulate another illumination in rough 

accordance with Eq. (1). Let 𝐟(𝐞) be an image taken under the observed light source 𝐞. If 𝐟(𝐞
′) is 

the simulation of 𝐟(𝐞) being taken under the observed light source 𝐞′, the channel c value of a 

pixel at location 𝐱 is then calculated as 

 

𝐟𝐜
(𝐞′)

(𝐱) =
𝐞𝐜
′

𝐞𝐜
𝐟𝐜
(𝐞)(𝐱). 

(3) 

 

For example in [36] and [37] this is done by taking existing image patches and then multiplying 
the color values of their pixels and the color values of their corresponding ground-truth 

illuminations by random factors so that 
ec
′

ec
∈ [0.8,1.2] for every channel c. This is a practical 

simplification, which is also often used for color correction and known as von Kries diagonal 

model [38]. Since Eq. (3) is a vast simplification of Eq. (1) that does not include inter-channel 

connections, it should have no effect on the error of moment-based methods such as Gray-world 
or its generalization Shades-of-Gray if the effects of intensity rounding are ignored. The 

illumination estimation performed by the Shades-of-Gray method is 

 

(
∫(𝐟(𝐱))

𝐩
𝐝𝐱

∫𝐝 𝐱
)

𝟏
𝐩

= 𝐞. (4) 

 

 

The Gray-world method is just a special case of the Shades-of-Gray method with p = 1. The 

error of these methods obtained on the augmented images should by definition remain the same 

except for the rounding errors. However, these methods are some of the fundamental methods of 
color constancy and they are at the core of many successful methods mentioned in the previous 

section. Therefore, it can be argued that the images obtained through data augmentation by 

illumination simulation should behave similarly to real images of the same scene taken under 

different illuminations. In other words, while the difference between 𝐞 and 𝐞′ has almost no 

effect on the errors that occur by applying Eq. (4) to 𝐟(𝐞) and 𝐟(𝐞
′), it does have an effect when 

they are applied to 𝐟(𝐞) and 𝐟(𝐞
′). Measuring the extent of that effect by appropriate experiments 

should also give more insight into how real augmented images should behave. An example of 

such behavior and how these experiments could be performed are given in the next subsection. 
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(a) (b) (c) (d) 
 

Figure 1. Examples of data augmentation by illumination simulation on images generated by the CroP 

dataset generator [33] and tone mapped by the Flash tone mapping operator [34] for display purposes: (a) 

the linear raw image of the printed photography taken under the red light, (b) the simulation of taking the 

image under the white light by applying Eq. (3) to the previous image, (c) the linear raw image of the 

printed photography taken under the white light, and (d) the simulation of taking the image under the red 

light by applying Eq. (3) to the previous image. The reproduction angular error [35]obtained by Gray-

world for the images are 7.01∘ 7.06∘, 4.63∘, and 4.62∘ respectively, which means that despite a change in 

the appearance the simulation had little effect on the moment-based Gray-World method. 

 

3.2. The CroP dataset generator 
 

In order to perform such experiments, it should be possible to obtain images of the same scene 

under various illuminations. While some datasets such as the ones in [39] and [40] have images 
of same scenes under various illuminations, the number of the illuminations is limited and the 

images are not available in the raw form that contains linear intensities expected by Eq. (1). 

 

A suitable solution for this problem would be to use the CroP dataset generator [33]. CroP allows 
for generating highly realistic simulations of raw images that follow the linear model used by 

Eq. (1). It simulates photographing a paper with printed images under one of 707 different 

illuminations. The paper is fixed and the colors are also somewhat restricted, which also limits 

the R(𝐱, λ) from Eq. (1) to the one of paper. Nevertheless, even with these constraints, it still 

represents a valuable tool because exactly the same scene can be obtained under different 

illuminations without any need of image registration and with all the effects of R(𝐱, λ). The 707 

illuminations were chosen to cover most of the chromaticity plane with a higher density around 
the chromaticities of the colors of the ideal black body. In this paper CroP is used to simulate 

taking of images as if the Canon EOS 6D Mark II camera was being used. The use of CroP can 

be considered innovative when compared to the commonly used light simulation techniques. The 
main advantages of using CroP are the high number of supported illuminations and the realistic 

rendering that includes the physical properties of the paper, while the main disadvantages are 

having the paper as the only currently supported material and being restricted to a flat plane, 
which are also the main deficiencies that can be observed when using CroP in the described way. 

 

A simple way to demonstrate the difference between using Eq. (3) and CroP is to apply e.g. the 

Gray-world method to images created by using both these approaches and then to compare the 
obtained results by measuring the error of the estimations. The reproduction angular error [35] 

was shown to be the most appropriate way to measure the errors of illumination estimation 

methods so for this reason it is used in the rest of the paper. It is defined as ''the angle between the 
image RGB of a white surface when the actual and estimated illuminations are divided out'' [35]. 

  

Figure 1 shows an example of images generated by CroP and then modified by Eq (4). First an 

image taken under the red light was created and then it was modified by Eq. (4) to appear as if it 
was taken under the white light. The reproduction angular error obtained by the Gray-world 
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method was roughly the same around 7∘ for both images due to its momentum-based nature, i.e. 
simulating the white light on the image obtained under the red light had no effect on the Gray-

world's estimation error. When the roles of the red and white light were reversed, the errors on 

the next two new images were again practically the same around 4.6∘, but they obviously differed 

from the errors obtained on the first two images. Namely, due to its spectral characteristics the 
real red illumination on the first image hides many details in the green and blue channel, while 

the simulated red in the last image only slightly changes, but it still retains the information in 

these channels and thus the obtained errors also differ. Already this example shows how much 
images obtained by simple data augmentation can differ from the realistic images they are 

supposed to simulate. 

 

4. PROPOSED EXPERIMENTS 
 
There are several questions that may be interesting in terms of the differences between the real 

images and the ones obtained through data augmentation by illumination simulation and they are 

centered around the behavior of colors under various illuminations. 
 

First, as shown by the example in Figure 1, the images obtained through illumination simulation 

by using Eq. (3) will give a very similar error when moment-based illumination estimation 

methods are applied to them. However, this example has also shown that in the case of images 
taken under real illuminations the estimation error also depends on the illumination color. 

Therefore, the first question is to what extent can the illumination color influence the estimation 

error of moment-based methods? 
 

Second, while there is a significant variation in estimation errors when the illumination colors 

differ significantly as shown in Figure 1, for similar illuminations the difference may not be 
statistically significant. Therefore, the second question is how much does the illumination color 

have to change in order to also significantly change the estimation error? 

 

Third, while the illumination color can be arbitrary when artificial light sources are used, in 
practice the digital cameras mostly focus only on a restricted set of illuminations, usually the 

ones whose chromaticities are close to the ones of the black body radiation colors [28]. 

Therefore, when looking for an answer to the first two questions, it would be useful to give it 

individually for the case when a large variety of illuminations, e.g. all 707 illuminations from 

CroP, are taken into account, but also for the case when only the illuminations close to the 

common real-world illuminations are taken into account. 

 

5. EXPERIMENTAL RESULTS 
 

5.1. Experimental Setup 
 

The images used for the experiments are the 14 well-known color images from the Volume 3 of 

the SIPI Image Database [41]. For the moment-based methods the Gray-world and the Shades-of-

Gray were used with 𝒑 = 𝟒 for the latter. The error metric is the already mentioned reproduction 
angular error [35] defined formally as 

 

𝐝(𝐠, 𝐞) = 𝐜𝐨𝐬−𝟏 (

𝐠𝐑
𝐞𝐑

+
𝐠𝐆
𝐞𝐆

+
𝐠𝐁
𝐞𝐁

√𝟑 ⋅ ‖(
𝐠𝐑
𝐞𝐑

,
𝐠𝐆
𝐞𝐆

,
𝐠𝐁
𝐞𝐁
)‖

) (5) 
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where 𝒈 is the ground-truth observed illumination and 𝒆 is the illumination estimation. To 
observe the effect of various illuminations on the reproduction angular error obtained by applying 

the Gray-world and Shades-of-Gray methods to the test images, the images' appearance under the 

given illuminations in the raw linear form was realistically simulated by using the previously 

described CroP dataset generator. 
 

The CroP database generator allows for 707 different illuminations evenly spread across the 

chromaticity plane. One of the currently largest publicly available single camera color constancy 

benchmark dataset called Cube+ [42] has 1707 different real-world ground-truth illuminations 

and it was created by using a Canon EOS 550D camera. When for each of the Cube+ ground-

truth illuminations the closest illumination available in the CroP is taken, the result is a set of 76 

different illuminations and these will be used for the experiments that examine the influence of 
real-world illuminations. 

 

5.2. Influence of illumination color on estimation error 
 

To see to what extent does the illumination color influence the estimation error of moment-based 

methods, for each of the 707 illuminations available in the CroP dataset generator a small dataset 
was created based on the SIPI Image Database color images, the Gray-world and the Shades-of-

Gray methods were applied to them, and for each of these methods the mean reproduction 

angular error was calculated. This resulted in 707 such errors for each method, one per each 
illumination, and after the outliers were dropped out, the obtained distribution of the reproduction 

angular errors was as shown in Figure 2 and Figure 3. In both cases the mean angular error spans 

a range of over two degrees, which shows also effectively shows the extant of the influence of the 

illumination color on the estimation error. Additionally, the mean angular errors closer to the 
center of both of the ranges occur more often than the errors closer to the range limits. 

 

 
 

Figure 2. Distribution of the mean reproduction angular errors obtained by applying the Gray-world 

method to the test images generated by CroP. Each mean was obtained for all test images generated by 

CroP by fixing the illumination to one of the 707 illuminations that are available in CroP. 
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Figure 3. Distribution of the mean reproduction angular errors obtained by applying the Shades-of-Gray 

method to the test images generated by CroP. Each mean was obtained for all test images generated by 

CroP by fixing the illumination to one of the 707 illuminations that are available in CroP. 

 

When the same experiment is repeated for the 76 of the CroP illuminations that more often occur 
in scenes of real-world images, the results shown in Figure 4 and Figure 5 show that the error 

spans a range of over half a degree. As expected, this is less than in the previous case due to less 

variation, but still significant. 
 

These results show how the scene information is changed depending on the illumination and 

some good data augmentation should also have such effect. 
 

 
 

Figure 4. Distribution of the mean reproduction angular errors obtained by applying the Gray-world 

method to the test images generated by CroP. Each mean was obtained for all test images generated by 

Crop by fixing the illumination to one of the 76 ones commonly seen in real-world. 
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Figure 5. Distribution of the mean reproduction angular errors obtained by applying the Shades-of-Gray 

method to the test images generated by CroP. Each mean was obtained for all test images generated by 

Crop by fixing the illumination to one of the 76 ones commonly seen in the real-world. 

 

5.3. Minimum required change 
 
To check the minimum change of the illumination color required for a statistically significant 

change in the illumination estimation errors, for each of the 707 illuminations available in the 

CroP dataset the respective datasets were generated out of the SIPI Image Database images and 

the reproduction angular errors were calculated for each of them. Then for each two pairs of per-
image angles the non-parametric Wilcoxon signed-rank test [43] was used since the angular 

errors are not normally distributed [44]. The usually used significance level is α = 0.05, but since 

numerous illumination pair comparisons are supposed to be performed, this opens the problem of 
multiple comparisons [45]. One way to counter it would be to apply the Bonferroni 

correction [46], but if all 𝑚 =
707⋅706

2
 pairs are to be compared, then the significance level has to 

be set to α =
0.05

m
≈ 2 ⋅  10−7, which results in a too high conservatism that rejects any null 

hypothesis that the two angle samples have equal means. It should be mentioned that this is 

despite the Wilcoxon's test reduced statistical power due to it being non-parametric. By using α =
0.001, only around 0.18% of the hypotheses are not rejected, while for α = 0.01 this raises to 

around 3.4%. Nevertheless, due to the mentioned multiple comparison problem the last two 
mentioned results are not statistically valid because they allow for the random sampling error to 

have a too big influence. 

 
After trying to create plots that would e.g. show the mean angle between illuminations obtained 

for p-values under a certain α or vice versa, it was concluded that the influence of the random 

sampling noise was too large. In short, the change of illumination has in most cases a significant 
effect on the performance of the momentum-based methods. 

 

To at least give an illustration of how the change in illumination influences the change in the 

performance of momentum-based methods, for every pair of the 707 illuminations of the CroP 
dataset generator the corresponding datasets were created and then the per-image difference in 

reproduction angular errors of the momentum-based methods have been calculated. The only 

information taken for each pair were the maximum of the per-image differences and the angle 
between the illuminations used to generate the datasets. The pairs were then grouped by ranges of 

the angles between their illuminations and for each range the mean of the maximum differences 
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was calculated. The results are shown in Figure 6 and Figure 7. It can be seen that the difference 
of the performance of momentum-based methods raises on average close to linearly with the 

increase of the angle between the initial and the changed illumination colors. 

 

In short, the larger the difference between the illuminations, the larger also the expected 
maximum difference in errors obtained by momentum-based methods on the images affected by 

the illuminations. 

 

 
 

Figure 6. Mean per-image maximum difference of reproduction angular error obtained by the Gray-world 

method for pairs of image datasets generated by CroP under illuminations grouped by angles between 

them. 

 

 
 

Figure 7. Mean per-image maximum difference of reproduction angular error obtained by the Shades-of-

Gray method for pairs of image datasets generated by CroP under illuminations grouped by angles between 

them. 

 

6. CONCLUSIONS 
 

In this paper some basic properties that should be expected from the images generated through 

data augmentation by illumination simulation have been examined. It has been shown how the 

commonly used data augmentation by illumination simulation has no effect on the performance 
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of momentum-based methods. This means that the usual form of augmentation also has 
practically no use at all when learning the best parameters for momentum-based methods by 

minimizing the estimation error. On the other hand, real illuminations have such an effect that the 

performance of momentum-based methods on the same images can on average differ by several 

degrees depending on the scene illumination. Additionally, in many cases even slight changes 
from one illumination to another bring significant change in performance of momentum-based 

methods with the maximum of the expected reproduction angular error obtained on images 

growing linearly with the angle between the illuminations. Future research will include designing 
more extensive tests for examining further limits of the described data augmentation and looking 

for better ways of doing it without relying on generators like CroP. As for using CroP, some 

future improvements may include its extension to other materials as well as increasing the 
number of supported illuminations and using various other light sources with different spectral 

characteristics. Additionally, the effect of using a 3 × 3 matrix instead of a diagonal von Kries 

matrix for the sake of enabling simple data augmentation is also going to be researched. 
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ABSTRACT 
 
Vehicular Ad-hoc network (VANET) has gained huge attraction from research community due 

to their significant nature of providing the autonomous vehicular communication. The efficient 

communication is considered as prime concern in these networks however, several techniques 

have been introduced to improve the overall communication of VANETs. Security and privacy 

are also considered as prime aspects of VANETs. Maintaining data security and privacy is 

highly dynamic VANETs is a challenging task. Several techniques have been introduced recently 

which are based on the cryptography and key exchange. However, these techniques provide 

solution to limited security threats. Hence, this work introduces a novel approach for key 

management and distribution in VANET to provide the security to the network and its 

components. This approach is later incorporated with cryptography mechanism to secure data 

packets. Hence, the proposed approach is named as Secure Group Key Management and 
Cryptography (SGKC). The experimental study shows significant improvements in the network 

performance. This SGKC approach will help the VANET user’s fraternity to perform secured 

data transmission.  

 

KEYWORDS 
 
Network Protocols, Wireless Network, Mobile Network, Virus, Worms & Trojan. 

 

1. INTRODUCTION  

 

The transportation system plays an important role in the development of any country’s economic 

growth. Thus, the demand for vehicles increases. This increased utilization of vehicles has 
several advantages such as better and efficient transportation, and also it has several 

disadvantages related to road safety and other issues such as accidents. A recent study revealed 

that total 232 billion accidents are reported in the United States and 100 thousand deaths are 

reported every year in China, and it is still increasing [1].  In these accidents, more than 57% of 
accidents are caused due to human error such as lack of attention, poor cooperation among 

vehicle drivers and poor decisions. The frequent exchange of accident alarm between vehicles 

can help to avoid these incidents. This communication between vehicles can be performed using 
wireless communication. Recently, increased the growth of wireless communication has gained 

huge attraction in various real-time applications such as mobile communication, wireless sensor 

networks, and satellite communications, etc. 
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The technological growth in networking, embedded technology has enabled various development 
opportunities for the automobile industry due to that vehicles are equipped with various types of 

smart devices such as Wi-Fi, GPS and other smart devices. Due to these smart devices, vehicles 

can communicate with each other in wireless manner and facilitates the formation of Vehicular 

Ad Hoc Network (VANET) where vehicles can communicate to avoid congestion and accidents. 
Recently, numerous researches are conducted to the establishment of reliable Intelligent 

Transport System (ITS) which has several facilities such as traffic monitoring, collision control, 

traffic flow control, nearby location information services, and internet availability in vehicles. 
Generally, VANETs are characterized by the following factors such as dynamic network 

topology, on-board sensors, unlimited power, and storage, etc. Similarly, the VANET 

communication systems can be classified based on the communication types which are: 
communication inside the vehicle, vehicle to vehicle communication, vehicle to road-side-

infrastructure and hybrid communication V2X where a vehicle can communicate to the vehicle 

and road-side units [2].  Due to the aforementioned reasons, VANET security is widely studied. 

These attacks include availability attack such as denial of service, authenticity attacks such as 
sybil attack, data confidentiality such as eavesdropping, data trust and non-repudiation such as 

loss of event traceability. Figure 1 shows a classification of various attacks on VANET. 

 

 
 

Fig. 1: Examples of VANET threats and attacks 

 

These attacks can lead towards the development of a poor ITS. Hence, security becomes the 

prime concern for these applications. The Several routing approaches have been introduced 

which include AODV [3], DSDV [4], DSR [5] and OLSR [6] for efficient data delivery and 
communication. Moreover, heuristic optimization algorithms are also introduced such as 

Heuristic algorithm using Ant Colony Optimization [7], Meta-heuristic [8], CACONET [9], and 

improved hybrid ant particle optimization (IHAPO) [10], etc. Similarly, artificial intelligence 

schemes are also introduced such as Fuzzy Logic based routing [11], and neural network [12], 
etc. Several techniques are introduced to overcome the security related issues in VANET. 

Recently, CARAVAN [13], AMOEBA [14], REP [15], VSPN [16] and many more approaches 

have been developed to facilitate the location privacy. Similarly, the cryptography based schemes 
are also introduced to secure the message. [17] Introduced cryptography approach to deal with 

the Sybil attacks. Some of the security schemes are introduced based on the key-management 

protocol such as [18] presented Diffie-Hellman key generation scheme. Key management and 
key generation are the crucial stages of authentication. [19] Presented ID-based authentication 

protocol. Furthermore, the cryptographic schemes are expanded based on the symmetric and 

asymmetric cryptography schemes [7]. However, achieving security in these types of dynamic 

networks is always considered as a challenging task and various researches are still under 
progress to provide more security in VANETs. This work focuses on security requirement of 

VANET and introduces a novel approach for secure communication in VANETs. The main 

contributions of the work are as follows: 
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 Development of a novel approach for group key distribution which includes authentication 
process to improve the network security.  

 Incorporating a novel data encryption process based on the Elliptic Curve Cryptography 

(ECC) scheme.  

 

Rest of the manuscript is organized as: literature review study is presented in section II, proposed 
solution for the security and QoS enhancement in the VANET is presented in section III, section 

IV presents the experimental study and presents comparative analysis to show the robust 

performance of proposed model. Finally, section V presents concluding remarks.  
 

2. LITERATURE SURVEY 
 

This section represents brief discussion about recent techniques of secure communication in 

VANETs. This section includes various schemes such as authentication, key generation, key 
exchange, hash function and cryptography schemes. Ref. by [20] presented a robust approach for 

secure and QoS aware routing approach for VANET. According to this approach, Ant colony 

optimization scheme is used to find the optimal route based on the data traffic type. The ACO 
scheme helps to achieve the best fit solution for the given problem.  Later, VANET-oriented 

Evolving Graph (VoEG) model is developed to measure the likelihood among vehicles.  Ref. 

by[21] introduced 2FLIP approach to maintain the location privacy. This process uses message 
authentication code (MAC) and hash operations to induce the two-factor authentication. 

Moreover, this approach uses biometric system for each driver to collect the traces of each driver 

where these biometrics are verified using tamper-proof device (TPD) is embedded in on board 

unit (OBU). In order to secure the V2V and V2R communication, one-way hash function are 
generated, the message is secured using MAC generation and a hash function is re-generated for 

verification. Ref. by [22] introduced an authentication model for anonymous users based on the 

signature and message recovery. This approaches uses batch operations to authenticate the 
multiple signature which helps to reduce the authentication time. The main contributions of 

approach are as follows: ID based anonymous signature scheme is developed for authentication 

where length of the packet are shorter, resulting in reduced communication overhead.  In the next 
stage, the message is recovered using signature which reduces the computation overhead by 

neglecting the message with invalid signature. Finally, batch authentication is used where all the 

messages can be authentication at the same time. Bad mouthing and providing the false 

information are the serious issues in VANETs. Generally, reputation management schemes are 
used for this purpose but it cannot handle the self-promoting attack and it may violate location 

privacy. To deal with these issues, Ref. by [23] presented privacy preserving and reputation 

management model to mitigate the bad mouthing attacks. This work presents a service reputation 
which is used for computing the QoS of the user, if any user provides low QoS then it is 

identified as malicious node. Furthermore, this work focuses on the location privacy by 

presenting the hidden-zone and k-anonymity scheme. Ref. by [24] discussed that the current 

routing scheme do not ensure the on-time packet delivery due to high dynamic nature of 
VANETs which affects the process of safety alert message. These safety messages require 

security to maintain the hassle free traffic hence in this work a secure routing scheme VANSecis 

presented to avoid the threats to the network. This approach is based on the trust management 
which identifies the false and malicious nodes.  

 

Ref. by [25] presented Ad hoc On-demand Multipath Distance Vector (AOMDV) routing 
algorithm. This algorithm provides minimum three paths to route the packets. However, 

AOMDV suffers from the lack of security scheme, cryptography and intrusion detection schemes 

because of these issues this protocol is vulnerable to the various threats such as black hole and 
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man in the middle attack. Hence, this wok introduces secure and efficient AOMDV protocol for 
VANETs. The security is enabled by detecting the malicious vehicles which are not authenticated 

and pose malicious behaviour. Furthermore, best path is obtained using Route Reply (RREP) 

packet. Ref. by [26] focused on the data security in VANETs and suggested that the secured data 

can be delivered using LEACH protocol. Hence, in this work, authors considered the 
combination of LEACH protocol and lightweight cryptographic model. For increasing the 

security, the Random Firefly is used for identifying the trustworthy vehicles in the considered 

network topology. After identifying the reliable vehicles, the lightweight security and Hash 
function methods are used for securing the information for transmission. Ref. by [27] presented 

Security Aware Fuzzy Enhanced Reliable Ant Colony Optimization (SAFERACO) routing 

protocol to distinguish the malicious and trustworthy nodes during communication. The 
misbehaving nodes are discarded from the routing process. User authentication plays important 

role to improve the security of VANETs. Several approaches are present based on authentication. 

 

3. PROPOSED MODEL  
 
This section presents the proposed model for secure and efficient communication in vehicular 

Ad-Hoc networks. Significant amount of works have been carried out to improve the 

communication performance but security remains a challenging task. Moreover, the dynamic 
network topology creates several challenging issue. Thus, user authentication and key 

management becomes a tedious task to maintain the cure communication. This research work 

focus on the key management and data security. The proposed model of SGKC organized as 

follows:  
 

A. First of all, we deploy a Vehicular Ad-Hoc network and define the preliminary and initial 

assumptions related to the network. 
B. In the next phase, V2V, V2I and V2X communication protocol is presented where key 

management, authentication, key exchange modules are presented   

C. Finally, the cryptography scheme is presented to secure the data packets.  
 

A. Preliminaries and Network Modelling  

 

The VANET architecture contains several components such as trusted authority (TA), road side 
units (RSUs), service provider (SP), and onboard unit (OBU) mounted vehicles as shown in 

figure 2.  Each entity of network has assigned specific tasks. Generally, TA is considered as car 

manufacturer or transport management departments. Trust authority is responsible for registering 
the RSUs, generates the public and private keystoauthenticate each user. TA performs several 

computations hence we assume that enough storage is provided to TA along with adequate 

computation capability. Road Side Units (RSUs) are the infrastructures which are deployed at the 

road intersection and road side which act as relays for V2I communication. 
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Fig. 2: VANET Model 

 

The communication between RSU and vehicle is performed using dedicated short-range 

communications (DSRC) protocol. The main task of RSU is to verify the legitimacy of the 

received message from vehicles [8].  The Service provider provides different types of application 
to all vehicles. In order to provide the application services, the RSU receives the message from 

vehicles, verifies its legitimacy and if the message is valid then forwarded to the application 

server for providing the required service. The SA, TA and RSU can communicate through a 
safety cable channel. Similarly, OBU is a wireless unit which is installed on the vehicle with GPS 

and a small device for short range communications. 

 

B. Security Requirements  
 

In VAETs, data security and privacy are considered as important factor to develop the secure 

VANET model. This work focuses on the following security requirements [28][29][30]:  

 

 User authentication and message integrity: in this architecture, once the message is 

transmitted to the receiver, then the receiver must ensure the message integrity and validity 

by verifying the signatures.  

 Vehicle identity protection: the actual vehicle identity is only known by the trusted 
authority and the vehicles. This helps to maintain the anonymity from other vehicles in the 

network. 

 Message traceability: during communication, if any bogus message is received by the 

receiver, then TA should be able to track the original identity of the vehicle.  

 Message stealing: during data communication of message transmission phase, the protocol 
should be able the secure the high confidentiality message by avoiding the message 

stealing by attackers.  

 Fake Message attack: the fake messages are disseminated to harm the network entities 

hence the protocol should restrict the fake message circulation in the network. 

 Fake identity: according to this attack the real identity of vehicle is forged and used for 

concealing the information. Hence, the identity of vehicles should be anonymized to 
prevent this attack.  

 

Similarly, here it focus on achieving the solution for non-repudiation attack, replay attack and 
DOS attack to develop a more robust and secure network architecture.  

 

Hence, in this work introduced a combined novel key management and data security approach for 
VANETs. The proposed model is implemented in two-fold manner where first of all key 
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management is performed and later, data encryption is applied. The proposed approach is denoted 
as SGKC (Secure Group Key Management and Cryptography). 

 
Table.1: Mathematical Properties 

 

𝒢𝑜 , 𝒢𝑁 Additive cyclic group  

𝓅 Large prime order for additive cyclic group  

Ϝ Bilinear map function  

ℛ𝑅𝑆𝑈 Random key for RSU 

𝐾𝑅𝑆𝑈 Public key of RSU 

ℍ Hash function 

 

C. SGKC (Secure Group Key Management and Cryptography). 

 

(I) Group Key Management  

 
This work first describes the bilinear map generation to incorporate the secure functionality in the 

network. Let us consider that 𝒢𝑜  and 𝒢𝑁 are the additive cyclic group with the large prime 

order 𝓅. A map function Ϝ is computed as in equation 1 
 

Ϝ̂: 𝒢𝑜 × 𝒢𝑁 → 𝒢𝑁                    (1) 

 
In which it should satisfy the following conditions to generate the bilinear pairing. 

 

 Bilinear: for all 𝑀, 𝑁 ∈ 𝒢𝑜  and for all 𝑎, 𝑏 ∈ 𝒵𝓅
∗ , the function is Ϝ̂(𝑎𝑀, 𝑏𝑁) =

 Ϝ̂(𝑎𝑀, 𝑏𝑁)𝑎𝑏. Similarly, for all 𝑀, 𝑁, 𝑌 ∈ 𝒢𝑜  the bilinear map as in equation 2 and 3. 

 

Ϝ̂(𝑀 + 𝑁 , 𝑌) = Ϝ̂(𝑀, 𝑌)Ϝ̂(𝑁, 𝑌)            (2) 

 

Ϝ̂(𝑀 , 𝑁 + 𝑌) = Ϝ̂(𝑀, 𝑁)Ϝ̂(𝑀, 𝑌) (3) 

    

 Non-degenerate: there exists that the 𝑀, 𝑁 ∈ 𝒢𝑜 , there is Ϝ̂(𝑀 + 𝑁 , 𝑌) ≠ 1 

 Computability: for all 𝑀, 𝑁 ∈ 𝒢𝑜efficient approach is  present to compute the  Ϝ̂(𝑀, 𝑁) 

 Symmetric: As per equation C4 for all 𝑀, 𝑁 ∈ 𝒢𝑜  

 

Ϝ̂(𝑀, 𝑁) = Ϝ̂(𝑁, 𝑀) (4) 

 
According to the proposed approach, first it represents the authentication process between RSU 

and vehicle. The complete authentication process is divided into three phases as initialization, 

authentication and distribution of group keys. The working process of these stages is described in 
the following subsections.  

  

I.a. Initialization  
 

In this first step of proposed SGKC approach, we perform user registration and key allocation for 

each vehicle in the network. In VANET, vehicle must be registered with the TA then TA assigns 
secret information to the corresponding vehicle.  During this process, the TA stores driver’s 

information such as contact information, address, and licence plate number. Let us consider that 

the 𝐺ℋ as cyclic additive group, 𝒬ℋ is the generator and unique vehicle id is denoted as 𝑖𝑑. Here, 

we adopt the Hash function as 𝓀: {0,1}∗ × 𝐺ℋ → 𝒵𝓅
∗  where 𝒵𝓅

∗  denotes the nonnegative integer 
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set which is less than the prime number  𝓅. Based on these assumptions, the TA generates a 

secret key 𝑆𝑖𝑑 for each vehicle in the network. The key is given as in equation 5. 

 

𝑆𝑖𝑑 = 𝒽(𝑖𝑑, 𝒬ℋ) (5)  

 

The generated key is assigned to the appropriate vehicle after registration. The secret key for each 

user/vehicle is stored in the TA’s key storage dataset. Simultaneously, the TA selects a random 

integer to assign the private key for RSU. This random number is selected as ℛ𝑅𝑆𝑈 ∈ 𝒵𝓅
∗  . Let 𝐺1 

be an additive cyclic group of order 𝑞 generated by 𝑃. Thus, the RSU public key can be 
computed as in equation 6. 

 

𝐾𝑅𝑆𝑈 = ℛ𝑅𝑆𝑈𝑃 (6)  

 

Here, RSU public key, generator 𝑃, hash function 𝓀 and 𝐺1 will be published to all devices 

whereas the RSU private secret key ℛ𝑅𝑆𝑈 is kept secret during this process. This process is used 
for registering the vehicle. Let us assume that the registered vehicle is entering the range of RSU. 

If that vehicle demands for any service from the VANET, then key assignment is the necessary 

task. This vehicle 𝑣 selects a partial private key as  𝑅𝑣 ∈ 𝒵𝓅
∗  , and the corresponding partial 

public key is given as in equation 7. 

 

𝑄𝑣 = ℛ𝑣𝑃 (7)  

 

Where 𝑃 is the generator, using these parameters service request, public key and vehicle id are 

delivered to the corresponding RSU which are arranged as 〈𝑆𝑒𝑟𝑣𝑖𝑐𝑒 𝑅𝑒𝑞𝑢𝑒𝑠𝑡, 𝑄𝑣 , 𝑖𝑑〉. once the 

partial public key 𝑄𝑣 is generated, the RSU request to TA for providing the secret key 𝑆 for 

vehicle 𝑖𝑑 i.e. RSU request to TA for 𝑆𝑖𝑑. At this stage, we generate a secure hash function as 

ℍ: {0,1}∗ × 𝐺1 → 𝐺1. With the help of this, the partial keys can be generated as in equation 8. 
 

𝑄𝑖𝑑 = ℍ(𝑖𝑑, 𝑄𝑅𝑆𝑈) (8)  

 

Based on the secret key, partial public key and secret key of RSU, a certificate is delivered to the 

vehicle as in equation 9. 

 

𝐶 = 𝑄𝑖𝑑𝑆𝑖𝑑ℛ𝑅𝑆𝑈 (9)  

 

Thus, the partial private key can be derived as in equation 10. 
 

𝑅𝑢 = 𝑅𝑅𝑆𝑈𝑄𝑖𝑑 (10)  

 

Now, the public key can be presented as 〈𝑄𝑣, 𝑖𝑑〉 and the private key set is given as 〈ℛ𝑣 , ℛ𝑢〉 
 

I.b. Authentication  
 

In this process, we present authentication process for the vehicle. We assume that at a time 𝑡, the 
vehicle starts using the road message service. The partial public key and time combine as in 

equation 11. 
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𝑄1 = 𝑄𝑣𝑡 = ℛ𝑣𝑃𝑡 (11)  

 

Moreover, a cyclic group 𝐺2 is generated with the prime order 𝑠 and the bilinear operator is given 

as Ϝ̂: 𝐺1 × 𝐺1 → 𝐺2. Here, the intermediate value of partial public key can be obtained as in 

equation 12. 

 

𝑄𝑖𝑑 = ℍ(𝑖𝑑, 𝑄𝑅𝑆𝑈) (12)  

 

where𝑖𝑑 is the vehicle id, and 𝑄𝑅𝑆𝑈 is the public key of RSU which are already known to the 

vehicle. Along with this, we generate two important parameters 𝛼 and 𝛽for authentication as in 
equation 13. 

 

𝛼 = Ϝ̂(𝑄𝑅𝑆𝑈 , 𝑄𝑖𝑑) 

𝛽 = ℎ(𝑡 ∥ 𝛼, ℛ𝑖𝑑) 

(13)  

 

Where ℛ𝑖𝑑 is the secret key of vehicle which is allocated during initialization phase. Based on 

these parameters, we generate the final signature as in equation 14. 

 

𝑈 = ℛ𝑢 + 𝑄𝑖𝑑ℛ𝑣𝑡𝑣 (14)  

From here, the vehicle sends the authentication request as 〈𝑈, 𝑖𝑑, 𝑡, 𝑣〉  and RSU performs the 

verification process whether 𝛼 =
Ϝ̂(𝑃,𝑈)

Ϝ̂(𝑄1,𝑄𝑖𝑑)𝑣. In order to deliver the message, the following 

verification condition must be satisfied as in equation 15. 

 

Ϝ̂(𝑃, 𝑈)

Ϝ̂(𝑄1, 𝑄𝑖𝑑)𝑣
= Ϝ̂(𝑃, 𝑄𝑖𝑑 , ℛ𝑅𝑆𝑈) = Ϝ̂(ℛ𝑅𝑆𝑈 , 𝑃, 𝑄𝑖𝑑) =  Ϝ̂(ℛ𝑅𝑆𝑈 , 𝑄𝑖𝑑) (15)  

 
After satisfying this condition, the authentication phase is completed.  

 

I.c. Key Distribution 
 

In this phase, the generated group keys are distributed to each legitimate vehicle. This key 

assignment is done by TA. Let us assume that the secret ℰ ∈ 𝒵𝓅
∗  is randomly selected by TA, and 

then RSU computes as in equation 16. 

 

𝕎 = ℰ𝑄𝑣𝑇 

𝔽 = ℎ(𝕎 ∥ 𝑣, ℛ𝑢) 

(16)  

 

Here RSU is capable to generate the partial public ℛ𝑢as described before. Now,the 〈𝕎, 𝔽, 𝑇〉 

iscomputed by RSU and transmitted to vehicle. Here our aim is to combine the secret key with 

the current time stamp 𝑇. In this process, the vehicle compares the value of 𝐹 with stored values 

and if it is found valid then secret is derived as in equation 17. 
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𝑁 = 𝕎𝑇−1ℛ𝑣
−1 = 𝑄𝑣𝑇ℰ𝑇−1ℛ𝑣

−1 

= ℰ𝑃 

(17)  

Hence, the final group can be achieved as in equation 18. 
 

𝐺𝑘 = ℎ(𝑁) = ℎ(ℰ𝑝) (18)  

 

(II) Data encryption and decryption 

 

This phase presents the data encryption and decryption approach to provide the secure data 
exchange. According to this process, the first task is to secure the data using encryption key 

which is used by receiver to encrypt and decrypt the data by sender and receiver. This phase uses 

the state value(𝑠𝑡𝑎𝑡𝑒) of receiver vehicle as encryption key. In order to maintain the location 
privacy, methodology uses hash the state value before transmitting to the corresponding vehicle.  

  

II.a. Key Generation  
 

This complete process of data encryption and process of key generation is shown in figure 3. 

 

 
 

Fig. 3: Data encryption process and key generation 

 

As shown in Figure 3, complete process of key generation is completed by using following steps: 

 

(a) The sending vehicle 𝑣𝑠 sends the message request (𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑟𝑒𝑞) of receiver vehicle 

𝑣𝑟request to the trusted authority where public key is used for encrypting the message 

request.  This is expressed as in equation 19. 

 

𝐶𝑖𝑝ℎ𝑒𝑟𝑉𝑠𝑇𝐴 = 𝐸𝑛𝑐𝑟𝑇𝐴𝑝𝑘
(𝕊𝐼𝑑 + ℝ𝐼𝐷) (19)  

 

As given in eq. 15, the public key of TA is used for encrypting the sender vehicle id 𝕊𝐼𝑑 and 

receiver vehicle  ℝ𝐼𝐷 
 

(b) The trusted authority decrypts the cipher text of eq. (15) using its own secret key as in 

equation 20. 
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𝐷𝑒𝑐𝑀𝑒𝑠𝑠𝑎𝑔𝑒 = 𝐷𝑒𝑐𝑟𝑇𝐴𝑠𝑘
(𝐶𝑖𝑝ℎ𝑒𝑟𝑉𝑠𝑇𝐴) (20)  

 

This decryption process provides the state values of receiver vehicle and hashes these values. 

Hash values are considered as the key for sender vehicle to encrypt the data. This is denoted as in 
equation 21. 

 

𝑘𝑒𝑦 = 𝐻𝑎𝑠ℎ(𝑠𝑡𝑎𝑡𝑒𝑟1, 𝑠𝑡𝑎𝑡𝑒𝑟2, … . 𝑠𝑡𝑎𝑡𝑒𝑟𝑁) (21)  

 

(c) TA uses sender public key to encrypt the key, the encrypted data and time stamps are send 

to the sender vehicles from TA. The final received message from TA is denoted as in 
equation 22. 

 

𝐶𝑖𝑝ℎ𝑒𝑟𝑇𝐴𝑉𝑠
= 𝐸𝑛𝑐𝑟𝑉𝑠𝑝𝑘

(𝐼𝐷 + 𝑘𝑒𝑦 + 𝑇𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝) (22)  

(d) After receiving the data from (18) sender vehicle uses own private key to decrypt this data 

and gets the real key for further encryption along with the time stamps. This is computed as 
in equation 23. 

 

𝑇𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝 + 𝑘𝑒𝑦 = 𝐷𝑒𝑐𝑟𝑉𝑠𝑝𝑘
(𝐶𝑖𝑝ℎ𝑒𝑟𝑇𝐴𝑉𝑠

) (23)  

II.b. Data Encryption & Decryption 
 

Before transmitting the data from sender vehicle to receiver vehicle we encrypt the data using 

time stamp and secret key to provide the data security during transmission. This encryption 
format is given as in equation 24. 
 

𝑀𝑒𝑠𝑠𝑎𝑔𝑒 = 𝑇𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝 + ℝ𝐼𝐷 + 𝐸𝑛𝑐𝑟𝑘𝑒𝑦(𝐼𝐷 + 𝑑𝑎𝑡𝑎) (24)  

This encrypted data is transmitted to the receiver vehicle where data decryption is performed 

through repeal mechanism. 

 

4. RESULTS AND DISCUSSION 
  

This section shows the experimental analysis using proposed approach. The obtained 

performance is compared with the existing techniques. This research work focused on ensuring 
the security for VANET.  

 

4.1. Achieved Security Issues 
 

These proposed works achieve the following security issues such as: 

 

 Authentication: In this work, authentication is an important task to avoid the attacker 
nodes to join the network. Later, Hash values are obtained from the key and authentication 

process is performed after achieving the RREP message from the communicating node. 

 Message confidentiality:  This work applies symmetric cryptography where public and 

private secrete keys are generated from the RSA key generation method.  

 Location privacy and anonymity: This security aspect is obtained by generating the Hash 

of the location of the vehicle and vehicle ID.  
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4.2. Performance Measurement Parameters  
 

This section presents the experimental analysis using proposed approach. The performance of 
proposed approach is measured in terms of packet loss, throughput, packet deliver, end-to-end 

delay, average message delay, and message loss ratio. The simulation parameters are given in 

table 2.  
 

Table.2: Simulation Parameters 

 

Simulation Parameter Used Value 

Simulation Area 1500m x1500m 

Simulation Time 100s  

Data Traffic  CBR  

Route protocol AODV 

Mobility Random Waypoint 

Channel bandwidth  6 Mbps  

 
According to the table 2, proposed approach considered total 100 nodes which are deployed in 

the 1500m  x 1500m area. The vehicles follow the Random Waypoint model with the constant bit 

rate data traffic. Total 10 nodes are considered as faulty node which is responsible for various 
attacks such as Denial-of-service, black hole, and badmouthing etc. In this work, we measure the 

performance of proposed approach under various attacks to show the robust performance. The 

obtained performance is measured using following performance metrics: 

 
(a) Packet Loss Ratio: is measured by taking the ratio of the dropped packets which are 

generated from the source but not delivered to the destination as in equation 25. 

 

𝑃𝐿𝑅 =
𝑃𝑆𝑒𝑛𝑡 − 𝑃𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑

𝑃𝑆𝑒𝑛𝑡
× 100 (25)  

 

Where 𝑃𝑆𝑒𝑛𝑡  denotes the number of sent data packets, 𝑃𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑 denotes the received number of 

data packets.  

 
(b) Throughput: is measured by computing the total of bytes received successfully in one 

communication session. This is computed as in equation 26. 

 

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =
𝑃𝑆𝑒𝑛𝑡 − 𝑃𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑

𝑃𝑆𝑒𝑛𝑡
× 100 (26)  

(c) Packet delivery ratio: this is measured by taking the ratio of delivered packet to the 

destination which are generated from source nodes. It can be calculated as in equation 27. 
 

𝑃𝐷𝑅 =
𝑃𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑

𝑃𝑆𝑒𝑛𝑡
× 100 

(27)  

 

(d) Average end-to-end delay: this is the time take by the data packet to reach to the 

destination. During this phase, the route discovery, data retransmission and propagation 
time etc. are considered. This is computed as in equation 28. 
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𝐷𝑒𝑙𝑎𝑦 =
∑ (𝐷𝑖 − 𝑠𝑖)𝑃𝑠𝑢𝑐𝑐𝑒𝑠

𝑖=1

𝑃𝑆𝑢𝑐𝑐𝑒𝑠
× 100 (28)  

 

Where 𝐷𝑖 denotes the 𝑖𝑡ℎ packet receiving time, 𝑠𝑖 denotes the sending time for 𝑖𝑡ℎ packet and 

𝑃𝑠𝑢𝑐𝑐𝑒𝑠 denotes the number of successfully transmitted packets.  
 

(e) Average message delay: this is the measurement of total delay occurred to deliver the 

message from one source to destination. This can be computed as in equation 29. 

 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐷𝑒𝑙𝑎𝑦 =
∑ ∑ (𝑇𝑠𝑖𝑔𝑛

𝑖_𝑚 + 𝑇𝑡𝑟𝑎𝑛𝑠
𝑖_𝑚_𝑅𝑆𝑈 + 𝑇𝑣𝑒𝑟𝑖𝑓𝑦

𝑖_𝑚_𝑅𝑆𝑈)𝑀_𝑠𝑒𝑛𝑡
𝑚=1

𝑁𝑣
𝑖

∑ 𝑀𝑠𝑒𝑛𝑡
𝑖𝑁𝑣

𝑖=1

 (29)  

 

Where 𝑁𝑣 is the total number of vehicles, 𝑀𝑠𝑒𝑛𝑡
𝑖  is the total number of packet sent by vehicle 

𝑖,𝑇𝑠𝑖𝑔𝑛
𝑖_𝑚

 is the time required to sign a message by vehicle, 𝑇𝑡𝑟𝑎𝑛𝑠
𝑖_𝑚_𝑅𝑆𝑈

 is the time require to transmit 

the message 𝑚 to RSU and 𝑇𝑣𝑒𝑟𝑖𝑓𝑦
𝑖_𝑚_𝑅𝑆𝑈

 is the time required for authentication. Similarly, we 

measure the message loss ratio asin equation 30. 

 

𝑀𝑒𝑠𝑠𝑎𝑔𝑒 𝑙𝑜𝑠𝑠𝑟 𝑎𝑡𝑖𝑜 =
∑ 𝑀𝑠𝑒𝑛𝑡

𝑖𝑁𝑣
𝑖=1 − ∑ 𝑀𝑟𝑒𝑐

𝑟𝑅𝑆𝑈𝑛

𝑟=1

𝑅𝑆𝑈𝑛 ∗ ∑ 𝑀𝑠𝑒𝑛𝑡
𝑖𝑁𝑣

𝑖=1

 (30)  

4.3. Comparative Performance Analysis  
 

This section shows the comparative experimental analysis where performance of proposed 

approach is compared with the existing techniques by varying the number of vehicles, speed and 
malicious nodes in the network.  

 

(a) Varying Vehicles and Fixed Speed 

 
In this phase, performance is evaluated by varying the number of vehicles ranging from 20 to 100 

with 10 numbers of malicious nodes present in the network and the speed of vehicles is fixed in 

the range of 70-72kmph. First it computes the packet loss ratio for this experimental setup and 
compared the performance with AOMDV [25] and SE-AOMDV [25] protocols. Figure 5 shows a 

comparative performance in terms of packet loss ratio. According to this experiment, the existing 

protocols AOMDV [25] and SE-AOMDV [25] [25] drop the packet due to malicious nodes in the 
network. However, the existing protocols suffer from the malicious nodes and drop the packets 

whereas proposed approach shows robust performance. The average packet loss rate is obtained 

as 1.26%, 1.68% and 0.84% using AOMDV [25], SE-AOMDV [25], and Proposed approach. 

This experiment shows that the proposed approach achieves 0.66% and 0.49% improvement 
when compared with the AOMDV [25] and SE-AOMDV [25] methods.  

 



Computer Science & Information Technology (CS & IT)                                  51 

 
 

Fig. 5: Packet Loss ratio performance 

 

 
 

Fig. 6: Througput performance 

 
In next phase of the proposed approach, it measures the throughput performance for same 

experiment setup. The obtained performance is depicted in figure 6. The more number of vehicles 

creates issues in link stability and frequent selection of relay nodes creates a complex 
environment for communication leading towards the decreased throughput, whereas proposed 

approach helps to main the network reliability and reduces packet drops. The average network 

throughput performance is reported as 341, 338.875 and 353.375 using AOMDV [25], SE-
AOMDV [25] and proposed approach. Similarly, we compute the end-end delay performance for 

varied number of vehicles for the considered experimental scenario. The obtained performance is 

depicted in figure 7. This experiment shows that the average end-to-end delay is obtained as 

4.28ms, 1.56ms, and  1.1ms using AOMDV [25], SE-AOMDV [25] and proposed approach.  
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Fig. 7: End-to-End delay performance 

 

5. CONCLUSION  
 

This proposed approach focused on improving the VANET by incorporating key management 
and data cryptography process. According to proposed approach, first it introduces a novel key 

management scheme where any new upcoming vehicle is registered with Trusted Authority (TA) 

and authenticated to perform the communication. This helps to maintain the security and reduces 
outsider attacks. In the next phase, introduced Elliptic curve cryptography scheme to encrypt and 

decrypt the data during vehicle communication. Hence, the proposed approach provides better 

security. Moreover, the proposed approach uses lightweight computations which help to reduce 
the computational overhead of the network. The comparative study is carried out which shows 

the improved performance using proposed approach. 
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ABSTRACT 
 
The goal for improved wireless communication between interconnected objects in a network has 

been long anticipated. The present Long Term Evolution (LTE) fourth-generation (4G) network 

does not allow the variety of services for the future need, as the fifth-generation (5G) network is 

faster, efficient, reliable, and more flexible. The 5G network and call admission control (CAC) 

are best certainty that defines the elementary principles of the smart cities of the upcoming 5G 

network technology. It is predicted that substantial CAC in the smart cites environment where 

millions of wireless devices are connected, communication will be granted based on latency, 

speed, and cost. Furthermore, the present CAC algorithm suffers from performance deteriorates 

under the 4G network because of the adaptive threshold value used to determine the strength of 

the network. In this paper, a novel CAC algorithm that uses dynamic threshold value for smart 

cities in the 5G network to address performance deterioration is proposed. Simulation is used to 
evaluate the efficacy of the proposed algorithm, and results show that it significantly performs 

better than do other algorithm based on the metrics measured. 

 

KEYWORDS 
 
Long Term Evolution, 4G, 5G, Networks, Call admission control  

 

1. INTRODUCTION 
 
The communication industry commenced with Advanced Mobile Phone System (AMPS) also 

known as 1G in form of analog mode. The next advancement was the Global System for Mobile 

(GSM) the first digital communication method referred to as 2G. An improvement of 2G in terms 
of data rate yield to the development of the Universal Mobile Telecommunication System 

(UMTS) is a 3G technology. With the improvement in data rates and high need for bandwidth 

Mobile Wimax and LTE (4G) evolved to overcome the limitations of 3G. Nowadays, 

sophisticated communication technology is 5G [1]. The architecture of the 4G network consisted 
of three key sub-networks via Evolved Universal Terrestrial Radio Access Network, evolved 

packet network, and broadband network. Similarly, the 5G networks consist of all Internet 

Protocol (IP) for mobile and wireless network interoperability which comprises user terminals 
and an autonomous radio access technology. Radio resource management is one of the key 

research trends in both 4G and 5G. The CAC is one of the fundamental strategies for radio 

resource management. 
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Although the LTE 4G network is good, yet it has some defects associated with it, for example, its 
environment and set back of transmission order as in the cases of 1G, 2G, and 3G. Several 

isolated rural areas and many structures in the urban cities have network access because of the 

present transmission orders and equipment. This has to be improved to satisfy the predicted 5G 

network that has a variety of different skills that are proficient in providing transmission order 
and may other purposes [2]. The present anticipated wireless communication for 5G will help the 

liberated implication of several information open which a well-known CAC in the smart city 

relies on. The CAC in the smart city and 5G are carefully correlated because the amazing large 
data created by the CAC will want the flexibility that 5G is capable to quarter and hence CAC in 

the smart city will drive the advanced form of the 5G network. 

 
The organization of this paper is as follows. Section 2 provides several related works. Section 3 

presented the proposed algorithm and its details. Simulation results are illustrated in Section 4, 

while conclusions and future work are given in Section 5. 

 

2. RELATED WORKS 
 

A lot of investigations have been done on CAC in 4G and 5G both at academia and industries, 

hereafter researchers have presented many proposals towards such directions. The authors in [3] 
proposed the CAC algorithm for Energy Saving in 5G H-CRAN Networks intending to minimize 

the total power consumption in the H-CRAN using switch sleep mode strategy. However, call 

blocking probability (CBP) and call dropping probability (CDP) are completely ignored which 

are the building blocks in CAC. In [4], Fuzzy logic-based CAC in 5G cloud radio access 
networks with preemption was presented. The algorithm used a cloud bursting method during the 

congestion period to preempt delay-tolerant low-priority and outsourced penalty charges for the 

public cloud. It achieved a low CBP 5% but an increase in CDP. CAC for Real-Time and Non-
real-time Traffic for Vehicular LTE Downlink Networks was proposed in [5]. The algorithm 

aims to accept or reject calls based on user priority. Besides, it classified calls into handoff and 

new calls while the traffic requests are categorized into real-time and non-real-time. 
 

A Hybrid Approach to CAC in 5G Networks was proposed in [6] using neurofuzzy controller as 

one of the strategies of artificial intelligence. The algorithm increases the quality of service (QoS) 

by minimizing the CBP of the new incoming calls in a network. However, the CDP was 
significantly increased. In [7], a comprehensive survey has been presented that described the 

current research state-of-the-art of 5G Internet of Things (IoT), key enabling technologies, and 

main research trends as well as challenges in 5G IoT. 
 

Similarly, Simulation analysis of key technology optimization of 5G mobile communication 

based on IoT technology was proposed in [8]. The algorithm aimed to minimize the base station 

energy power consumption and improve network energy efficiency to achieved good 
communication quality. The base station was tested based on four working loads: zero, light, 

normal, and heavy. In [9], Energy Efficient Proposal for IoT CAC in 5G Network was presented. 

The algorithm aimed to minimize energy consumption using CAC modeling for IoT in new radio 
access 5G networks. However, the CBP and CDP are ignored which resulted in network 

performance degradation. 

 
An Efficient admission control and resource allocation mechanisms for public safety 

communication over 5G network slice was proposed in [10]. The authors provide an overview of 

how CAC and resource allocation can be deployed efficiently in the 5G network. In [11], An 

Adaptive CAC with Bandwidth Reservation for Downlink LTE Networks was presented. The 
algorithm uses an adaptive threshold value to adjust the network environment under heavy traffic 

load. It achieved maximum throughput for Best-effort traffic (BE), decreased CBP and CDP. 
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However, the algorithm was implemented in LTE 4G networks. Therefore, in this paper, a 
Dynamic efficient CAC for both 4G and 5G networks is proposed which is an improvement of 

[11], therein provides better throughput for BE traffic, a significant decrease in CBP and CDP. 

 

3. PROPOSED ALGORITHM 
 
In this paper, we proposed a new CAC strategy named “A Dynamic Efficient CAC for both 4G 

and 5G networks” which is an improvement of Adaptive CAC with Bandwidth Reservation for 

Downlink LTE Networks. Firstly, the limitations of the Adaptive CAC algorithm are outlined. 
The algorithm uses an adaptive threshold hold value to achieve maximum utilization of 

resources. But this causes an increase of CBP and CDP which deteriorates the network 

performance. To eradicate the shortcoming of Adaptive CAC, the proposed algorithm uses a 

dynamic threshold value that can be applied in both 4G and 5G networks thus increase the 
effective network performance, reduce CBP and CDP. The dynamic threshold value is calculated 

based on Equation 1. If the threshold value is less than the total bandwidth, then handoff calls or 

new calls are accepted, otherwise, the calls are rejected. The 𝜃 value is set 20 to enable much 
traffic for handoff calls to be admitted into the network, while new calls are blocked when the 

number of calls is above the 𝜃 value. Figure 1 illustrates a flow diagram of how the proposed 

algorithm works. 

 

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝐷𝑦𝑛𝑎𝑚𝑖𝑐 = 𝜃 × 𝐻𝑎𝑛𝑑𝑜𝑓𝑓_𝑐𝑎𝑙𝑙𝑝𝑟𝑜𝑏 +𝑁𝑒𝑤_𝑐𝑎𝑙𝑙𝑝𝑟𝑜𝑏   (1) 

 

where 𝜃 is equal 20, 𝐻𝑎𝑛𝑑𝑜𝑓𝑓_𝑐𝑎𝑙𝑙𝑝𝑟𝑜𝑏represents the handoff call probability and 

𝑁𝑒𝑤_𝑐𝑎𝑙𝑙𝑝𝑟𝑜𝑏denotes the new call probability respectively.  

 

 
 

Figure 1.  Proposal Algorithm 
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4. SIMULATION RESULTS 
 

This section evaluates the performance of the proposed algorithm. The proposed algorithm is 

compared with the Adaptive CAC algorithm and simulation results are obtained using MATLAB 

system-level simulator. Three valuable metrics are used to measure the performance of the 

proposed algorithm which includes throughput, call blocking probability, and call dropping 
probability. The simulation scenario consists of one hexagonal cell with a 500 m radius. The total 

bandwidth used is 5 MHz with 25 resource block per slot of 12 subcarriers spacing. The calls that 

arrived at the network environment are classified as handoff calls which includes real-time traffic 
that has the highest priority for instance live streaming and new call consist of non-real-time 

traffic which has low priority example YouTube and best-effort traffic for example email. The 

arrival rate for both real-time and non-real-time is Poisson distribution, while the service time is 
exponentially distributed. The simulation time is 500s, while an average of 20 times is used to 

obtain the simulation results. The simulation parameters are listed in Table 1. 

 
Table 1. Simulation Parameters 

 

Parameter Description 

Bandwidth 5 MHZ 

Number of Resource Blocks 25 

Total Transmission Time 1 ms 

Simulation Time 500 s 

Mobile Distribution Uniform 

Traffic arrival rate 1 

 

Figure 2 shows the throughput of the proposed algorithm against the Adaptive CAC algorithm for 

the BE traffic. From the figure, it can be observed that the proposed algorithm has shown 

significant improvement in the 5G environment thus, prevent starvation of Best effort traffic. 
 

 
 

Figure 2. Throughput Best effort traffic 

 
Figures 3 and 4 illustrate the results of CBP and CDP. The proposed algorithm has the minimum 

probabilities due to the dynamic use of threshold value whereby user-requested are granted based 

on Equation 1. Figure 3 illustrates the New call CBP for both the proposed algorithm and the 
Adaptive CAC algorithm. When the traffic arrival is increased the proposed algorithm performs 
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better than the Adaptive CAC algorithm by decreasing the new call CBP. This was caused 
because of the introduction of new call criteria to prevent starvation of Best-effort traffic as well 

as the waste of resources of handoff calls. To this end, several new calls will be admitted into the 

network. Figure 4 shows the Handoff call CDP was proposed algorithm is compared with the 

Adaptive CAC algorithm. When the numbers of calls are increased the proposed algorithm 
significantly outperforms the Adaptive CAC algorithm by minimizing the new call CDP this was 

attributed due to the dynamic adjustment of the threshold value. Consequently, the proposed 

algorithm guarantees the QoS of much traffic. 
 

 
 

Figure 3. New call CBP 

 

 
 

Figure 4. Handoff call CDP 

 

5. CONCLUSIONS AND FUTURE WORK 
 

In this paper, an Efficient Dynamic Call Admission Control for 4G and 5G Networks has been 

proposed to prevent starvation best-effort traffic and improve the efficient use of resources in 5G 
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networks. The algorithm uses a dynamic threshold value to admit may mobile users to the 
network which enables effective use of network resources. Extensive simulation results using 

MATLAB system-level simulator illustrates that the proposed algorithm significantly 

outperformed the Adaptive CAC by minimizing the CBP, CDP, and improved throughput. This 

shows that the proposed algorithm is a valid candidate for 5G networks. In the future, we intend 
to test the algorithm using many load scenarios by a mathematical model. 
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ABSTRACT 
 
The massive network traffic and high-dimensional features affect detection performance. In 

order to improve the efficiency and performance of detection, whale optimization sparse 
autoencoder model (WO-SAE) is proposed. Firstly, sparse autoencoder performs unsupervised 

training on high-dimensional raw data and extracts low-dimensional features of network traffic. 

Secondly, the key parameters of sparse autoencoder are optimized automatically by whale 

optimization algorithm to achieve better feature extraction ability. Finally, gated recurrent unit 

is used to classify the time series data. The experimental results show that the proposed model is 

superior to existing detection algorithms in accuracy, precision, and recall. And the accuracy 

presents 98.69%. WO-SAE model is a novel approach that reduces the user’s reliance on deep 

learning expertise. 
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1. INTRODUCTION 
 

Devices communicate with the internet is increasing rapidly. Information and communication 
system are exposed to network attacks continuously. Intrusion Detection, as active defense 

technology, has gradually become a key technology to ensure network system security. The 

purpose of intrusion detection systems (IDS) is to identify unusual visits or attacks on secure 

internal networks. 
 

In the process of detecting network attacks, massive network traffic packets need to be obtained 

and processed. The traffic contains many irrelevant features and redundant features, which affect 
the performance of the detection system seriously. It is necessary to extract representative 

features that can improve the performance and efficiency of the detection system. To reduce 

dimension, the feature selection method [1] selects partial features to represent the raw data. The 

technique removes some redundant features. It improves the detection efficiency. But it may lose 
partial information. Generally, traffic features extraction transforms the raw data into a lower-

dimensional space through the Principal Component Analysis (PCA)[2] and Linear Discriminant 

Analysis (LDA) [3]. According to the extracted features, the traffic is classified to identify 
anomaly traffic in the network [4]. However, when the high-dimensional features present a 

nonlinear structure, the main disadvantage of the above methods is that they can only learn the 

low-dimensional structure of the raw data. These methods cannot give a deterministic mapping 
from a high dimensional space to low dimensional space. 
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Recently, autoencoder presented an outstanding performance in deep learning tasks. Autoencoder 
is an unsupervised learning method. It can reduce the data dimension by minimising the 

reconstruction layer [5]. It can satisfy the nonlinear learning of bidirectional mapping between 

high-dimensional data space and low-dimensional data space. Sparse Autoencoder (SAE) was 

first put forward by Ng [6] in 2011. The sparse network is achieved by adding sparse constraints 
to the hidden layer neurons of the traditional autoencoder, which is beneficial to reduce 

dimension. And it can improve the detection efficiency. As an unsupervised learning method, 

sparse autoencoder can directly deal with data without labels. 
 

However, determining the optimal parameters of autoencoder mainly depends on practical 

experience. To get the optimal combination of parameters needs to adjust the model structure and 
parameters repeatedly. The more parameters, the more complex the test situation is. Therefore, it 

is worth learning parameters automatically by combining the autoencoder with excellent 

performance optimization algorithms [7].  

 
Deep learning performs well in processing complex and high-dimensional data. It is a promising 

solution to intrusion detection. So this paper uses sparse autoencoder to reduce dimension by 

unsupervised learning. The key parameters of sparse autoencoder are optimized by whale 
optimization algorithm (WOA), which aims to shorten the training time and achieve better 

feature extraction performance. This model does not require users with an intimate knowledge of 

parameter tuning. Compared with the existing methods, this model not only effectively reduces 
the feature dimension of the raw data but also improves the detection accuracy and false positive 

rate.  

 

The main contributions of this work can be summarized as follows. 
 

(1) Feature extraction using SAE is to increase efficiency and detection accuracy. 

 
(2) The key parameters of the SAE are obtained by WOA algorithm to save time and achieve 

better performance of the classifier. 

 

This paper is organized as follows.  The detailed literature survey is presented in section 2. 
Section 3 deals with the proposed model related details. Section 4 introduces the experimental 

results and performance comparison. The general conclusion and the scope for future work are 

given in the last part.  
 

2. RELATED WORKS 
 

Previous researchers have introduced various deep learning methods in IDS, such as DNN, CNN, 

LSTM, and so on. These methods have made a breakthrough in the intrusion system. In order to 
avoid the existence of defects in a single classifier, the ideas of hybrid classifiers [8,9] are applied 

in IDS. The efficiency of classification is generally better than single classifier models. 

 
Although the above methods achieved excellent results. However, the main purpose of these 

methods is to improve the detection accuracy and false positive rate. They pay little attention to 

feature extraction. When it applied to large-scale IDS, IDS usually needs to meet the system 
requirements for real-time capability and low loss. The essential reason is that the input feature 

space has high dimensional and nonlinear characteristics. Tang et al. [1] applied DNN to detect 

anomaly traffic in Software Defined Networking (SDN). This method only selects six basic 

features from the NSL-KDD dataset. The six basic features selected do not focus on a specific 
attack. The main advantage of this method is the reduced computation time as the number of 

features decreases. But the accuracy is lower. 
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In [8], a new hybrid model has been introduced based on genetic algorithm (GA) and Principal 
Component Analysis (PCA) along with a support vector machine (SVM) to overcome detection 

performance issues. The results showed that a hybrid model could effectively detect unknown 

attacks. Keerthi et al. [10] performed nonlinear dimensional reduction on complex data sets 

through Principal Component Analysis (PCA). The application of PCA significantly reduced the 
number of features to be analyzed in the detection system. But it is computationally expensive in 

terms of training and test time. 

 
Wang et al. [11] proposed a novel intrusion detection system. Deep CNN is used to learn the low-

level spatial features of the raw data. And in the second stage, LSTM is used to learning high-

level temporal features. They used two stages for feature extraction. This model is 
computationally expensive in terms of training and test time. Yang et al. [12] combined an 

improved conditional variational autoencoder (CVAE) and deep neural networks. NSL-KDD and 

UNSW-NB15 are used to verify this model. The experimental results show that the detection 

accuracy of 89.08%. Although various neural networks have been developed. Training them 
requires practical experience to choose the key parameters. Hinton [13] tried to guide users to set 

up a deep RBM learning network. It is still a very complex process for people who do not have 

deep learning knowledge. 
 

According to the above literature review, the previous intrusion detection models focus on 

building the classification model. They pay little attention to pre-processing stages for improving 
the quality of the dataset. And training deep neural networks is a time-consuming task. To get the 

optimal combination of parameters needs to adjust the model structure and parameters repeatedly. 

Based on the analysis, we proposed a feature extraction model based on WOA to adjust the 

parameters of sparse autoencoder. First, we use WOA to optimize the key parameters of SAE, 
followed by optimal SAE for feature extraction. Traffic data are time series data. At last, we use 

gated recurrent unit (GRU) for classification. NSL-KDD dataset is used to evaluate this model. 

 

3. WO-SAE MODEL 
 

3.1.   System model 
 
The framework includes three modules: data pre-processing module, feature extraction module, 

and classification module (see in Figure 1). 

 

                     

input dataset

data pre-processing

module

feature extraction

module

classification 

module

β
 

ρ
 

WOA

SAE

 
 

Figure 1. WO-SAE model structure 
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(1) data pre-processing module: transform the symbolic features into numerical features using 
one-hot encoding; scale the features in the range [0,1]. 

 

(2) feature extraction module: construct a sparse autoencoder with three hidden layers; use WOA 

algorithm to find the optimal parameters of SAE; extract low-dimensional features using 
optimized SAE. 

 

(3) classification module: use GRU classification to distinguish between normal and abnormal 
data. 

 

3.2. Sparse autoencoder 
 

The Autoencoder is an unsupervised neural network, including an input layer, some hidden 

layers, and an output layer. The goal is to reduce dimension. Autoencoder makes the extracted 
features represent the raw data, avoids the curse of dimensionality. Autoencoder trained to obtain 

different output features can be beneficial for the performance of classification. The working 

process of the autoencoder can be divided into two stages, encoding and decoding. These two 
stages can be defined as: 

 

The encoding process from the input layer to the hidden layer: 

 
 

1 1( )h f W h b  
 

(1) 

 

The decoding process from the hidden layer to the output layer: 

 

 

 

'

2 2( )x f W h b  
 (2) 

where 1W
 and  1b

 denote the weight matrix and bias matrix of the encoder, 2W
  and 2b

  denote 

the weight matrix and bias matrix of the decoder, h  is either a linear or nonlinear transfer 
function. 

 

Sparse autoencoder adds some sparse constraints to the traditional autoencoder. In order to 

achieve the suppression effect, sparse autoencoder adds regularization terms and sparse 
constraints to the loss function. It restricts the average activation value of the neurons in the 

hidden layers. The whole function of SAE is as follows: 

 

 
1

ˆ( , ) ( , ) ( ( || ))
h

SAE j
J W b J W b KL  


  

 
(3) 

where 


 is the weightfactor about the strength of the sparse item and h  is the number of the 

hidden units. The Kullback-Leibler (KL) divergence is to measure the difference between the 

constant 


and the average activation
̂

. The function of KL is as follows: 
 

 
1

ˆ( || ) (1 )
ˆ ˆ1

j

j j

KL log log
 

   
 


  


 
(4) 

 

However, the feature extraction ability of a single autoencoder is insufficient, and multiple 
autoencoders connected end to end to form a deep neural network. The stacked structure is 

beneficial to extract deep features of the data. The structure is shown in Figure 2. 
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Figure 2. Deep Feature extraction by SAE 

 

The pre-processed data is the input of the previous layer of sparse autoencoder. The output of the 

first sparse autoencoder is used as the input of the next autoencoder so that higher-level features 
representations of the raw data can be obtained. The greedy layer-wise pre-training method [14] 

is used to train each layer of sparse autoencoder to get the optimized connection weights and bias 

values. Then the error back propagation method is used to fine tune sparse autoencoder until the 

result of the error function between the input data and the output data satisfies the expected 
requirements. 

 

3.3. Sparse autoencoder optimized by WOA algorithm  
 

Whale optimization algorithm is a population-based meta-heuristic algorithm that better 

performance than algorithms such as particle swarm optimization (PSO) and genetic algorithm. 
WOA has the characteristics of fewer selection parameters, overcoming the local optimum 

entrapment, and fast convergence to the best solution [15]. In order to prey, the whale creates a 

spiral structure path and then follows the bubble to determine the position of the prey. The spiral 
model and the surrounding mechanism are used alternately to simulate this behaviour. The 

position is updated with a probability of 0.5. This method contains the following three stages: 

circling hunting, bubble-net attacking, and prey hunting. 

 
For the deep learning systems, the parameters of the model need to be adjusted repeatedly in the 

experiment. Finding the unknown parameters of the model is an optimization problem that can be 

solved by a meta-heuristic optimization algorithm [16]. The method to optimize the parameters of 
SAE using WOA was proposed to ensure that the extracted features are the most representative. 

It does not need any deep learning specific knowledge. Training a deep neural network is a time-

consuming task. The value of 


  and  


 in (3) affects the classification performance of the 
constructed model. Therefore, WOA could be used to obtain the optimal parameters of sparse 

autoencoder. 

 
The process of optimization is shown in Figure 3. The detailed optimization process is as follows: 
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Figure 3. use WOA algorithm to optimize SAE 

 

Step 1: Initialize the agent population N  , the maximum iteration number 
_Max iter

 , and the 

searching range of optimized parameters 
[ , ]( 1,2,3,...)i i ipara i  

. 

Step 2: Use the parameters set ipara
 to train SAE, calculate the fitness of each search agent, and 

update the position of the current search agent. 

 

Step 3: The process of updating the position of the search agent is as follows: 
 

Generate 
p

 in [0,1] randomly, if  
0.5p 

 and 
| | 1A 

, then update the position of the current 

search agent by (5). 
 

 

*( 1) ( )X t X t A D     
(5) 

 
 

 
*| ( ) ( ) |D C X t X t    

(6) 

 

where t  indicates the current iteration, C  is a random number evenly distributed in [0,2], 
*( )X t

 

is the position vector of the best solution obtained so far. Equation (5) allows any search agent to 
update its position in the neighbourhood of the current best solution and simulates encircling the 

prey. 
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If 0.5p    and | | 1A   , update the position of the current search agent by (7). 

 
( 1) ( )randX t X t A D   

                     (7) 

 

 
| ( ) ( ) |randD C X t X t  

 
                    (8) 

 

where randX
 is a random position vector selected from the current population. 

 

If 
0.5p 

, update the position of the current search agent by (9). 
 

 

' *( 1) cos(2 ) ( )blX t e l D X t      
                (9) 

 

 

 
' *| ( ) ( ) |D X t X t                                          

                  (10) 

 

where 
'D  is the distance of the search agent from the current best position, b  is the constant for 

defining the shape of the logarithmic spiral, l  is a random number in [-1,1]. 

 

Step 4: Check if 𝑡 goes beyond the maximum number of iterations and output the optimal 

parameters; Otherwise, back to Step 3 to continue to update 
*( )X t . 

 

4. EXPERIMENTS AND ANALYSIS 
 

In this section, the datasets and the evaluation are introduced. Then the experiments are 
conducted for evaluating the proposed method compared with other intrusion detection methods. 

 

4.1. Dataset and evaluation 
 

This paper selects the NSL-KDD [17] datasets to evaluate the performance of the proposed 

method. It was improved on KDD 99 dataset and eliminating redundant records from the KDD 
99. NSL-KDD contains 41 classification features and the 42nd attribute represents the attack 

type. The training set contains 21 different attack types, which can be divided into four types: 

Denial of service attacks (DOS), Probing attacks (Probe), User to root attacks (U2R), and Remote 

to Local attacks (R2L). In test set, it provides 16 new attack types that do not exist in the training 
set. The information of the training set and the test set are shown in Table 1. 

 
Table 1.  Attacks in the NSL-KDD dataset. 

 

Dataset Type Instance Normal Attack (%) 

NSL-KDD Train20 25192 13499 46.6 

NSL-KDD Train+ 125973 67343 46.5 

NSL-KDD Test+ 22544 9711 56.9 

NSL-KDD Test- 11850 2152 81.8 

 

In this paper, the effect of IDS is evaluated by accuracy, precision, recall, and F1-score. Accuracy 
measures the percentage of true detection over total records. F1-score is the harmonic mean of 

the precision and recall to give a better measure of the accuracy. 
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where True Positive (TP) indicates the number of attack records correctly classified. True 

Negative (TN) indicates the number of normal records correctly classified. False Positive (FP) 

indicates the number of normal records incorrectly classified. False Negative (FN) indicates the 
number of attack records incorrectly classified. 

 

4.2. Data pre-processing 
 

The NSL-KDD contains 41 classification features, which include symbolic features,0-1 type 

features, and percentage-type features. The symbolic features include protocol type, service, and 

flag. We use one-hot encoding to transform the symbolic features into numerical features. 
Nonlinear normalization is applied to the features with large data differentiation. 

 

 
'

10logX X
 

(15) 

 

The original feature values are normalized in [0,1] by the maximum-minimum normalization 
method. 

 
' x min

x
max - min




 
(16) 

 

where max  and min  are the maximum and minimum values of the original feature values, 
'x  is 

the normalized feature value. 

 

4.3. Model parameters 
 

In this paper, the constructed sparse autoencoder network is used to reduce the dimension of the 

raw data. WOA algorithm is used to optimize the parameters in (3). After dataset pre-processing, 
the dimensions of features in NSL-KDD is extended to 121 dimensions. Thus, the number of 

input layer neurons of SAE is 121, and the number of neurons in hidden layers are orderly 80, 50, 

and 20. The high-dimensional features are extracted to low-dimensional features through the 
constructed sparse autoencoder. The next stage is to train the GRU classifier using the obtained 

features. The experimental parameters in Table 2 present optimal performance. 
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Table 2.  The experimental parameters of SAE. 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

4.4. Results and analysis 
 

In order to evaluate the performance of the feature extraction by optimal sparse autoencoder. 

Firstly, we trained a GRU using the raw data. Secondly using the extracted features, the 
experimental results are shown in Figure 4. 

 

 
 

Figure 4. The effect of feature extraction on the performance of the classifier 

 

Deep features extracted by WO-SAE model improve the performance of classifier. The accuracy 
is 98.69%. The GRU classifier using raw data presents 96.25% accuracy. The training time of 

WO-SAE model is 8.25s. And the training time of GRU classifier is 9.59s. The proposed method 

can reduce the training time, improve the efficiency of IDS. The extracted low-dimensional 
features have no negative effect on the performance of classifier. Sparse autoencoder obtains the 

low-dimensional features while retaining the information in the input data. 

 

To evaluate the performance of the dimensions of features extracted on classifiers. The 
parameters of SAE remain unchanged. The dimension of features extracted changes from 5 to 25. 

Hyperparameter Value 
Sparsity weight 𝛽 0.273 

Sparsity proportion 𝜌 0.05 

Neurons in input layer 121 
Neurons in 1st hidden layer 100 

Neurons in 2nd hidden layer 80 

Neurons in 3rd hidden layer 50 
Neurons in output layer 20 
Batch Size 32 
Epochs 20 
Loss cross-entropy 
optimizer Adam 
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The accuracy in different dimensions is shown in Figure 5. The performance of classification is 
the best when the dimension of features is reduced to between 20 and 25. The accuracy can reach 

98.69% when the dimension of features is 20. 

 

 
 

Figure 5. The effect of compression dimension on classifier 

 

The performance of the constructed model depends on the key parameters. Compared with the 

performance of different learning rates on the classification of the model, Figure 6 shows the 
experimental accuracy and loss for two-category classification. With the decrease of the learning 

rate, the accuracy increase, and the loss gradually decrease. The learning rate was 0.001, and the 

accuracy achieved 98.69%. When the learning rate dropped to 0.0001, the classification accuracy 
of the training set is the best. But the effect on the test set is not well. The smaller the learning 

rate, the more accurate the training. The generalization ability of the model cannot express well. 

The accuracy of the training set decreased. 

 

 
 

Figure 6. Accuracy and loss of different learning rates 

 

The proposed method is compared with four base classifiers including Decision Tree (DT) 
algorithm, Random Forest (RF) algorithm, DNN, and LSTM respectively. The input of all 

algorithms is the low-dimensional features by optimal SAE. The results are shown in Table 3. We 
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can know the proposed method is superior to other algorithms from evaluating the accuracy, 
precision, recall, and f1-score. 

 
Table 3.  Performance comparison of different algorithms. 

 

Method Accuracy Precision Recall F1-score 
DT 0.8503 0.7916 0.7139 0.6997 
RF 0.8624 0.7691 0.7933 0.7746 
DNN 0.9685 0.9732 0.9585 0.9658 
LSTM 0.9459 0.9693 0.9505 0.9525 
WO-SAE 0.9869 0.9848 0.9837 0.9843 

 

 
 

Figure 7.  ROC curve comparison for different algorithms 

 

The ROC curve reflects the relationship between true positive rate and false positive rate. The 
area under the ROC curve is used to evaluate the classifiers. The higher the ROC curve’s area, 

the better the model. From Figure 7, the proposed method performs well among all the 

algorithms, which verifies that the method proposed in this paper has better detection 
performance for two-category classification compared with existing algorithms. The method of 

deep feature extraction by SAE can extract deep features from complex data. Combining the 

optimal SAE with GRU presents remarkable results. 

 
Table 4.  Performance comparison between WO-SAE and other recent scholarly works 

. 

Method Accuracy(%) Precision (%) Recall (%) F1-score (%) 
Statistical analysis 
and AE [18] 

84.21 87 80.37 81.98 

PSO-LSTM [19] 94.07 97.23 92.21 94.65 
CBR-CNN [20] 89.41 94.42 - - 
IGAN [21] 84.45 84.85 84.85 84.17 
WO-SAE 98.69 98.48 98.37 98.43 
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Furthermore, the proposed method is compared with some recent scholarly works as shown in 
Table 4. It can be seen that the proposed method shows significant improvement compared to the 

other methods in terms of classification performance. 

 

5. CONCLUSIONS 
 
In this paper, an intrusion detection model based on deep feature extraction through sparse 

autoencoder is proposed. This model does not depend on manual experience. It can automatically 

obtain the key parameters of sparse autoencoder and extract deep features by optimal SAE. To 
achieve better classification effect, the accuracy presented 98.69% by using GRU for 

classification. Compared with the existing IDS methods, the proposed model reduces the 

complexity of detection and the training time. It can effectively identify the abnormal traffic in 

the network and provide guarantee for network security. We believe that the WO-SAE model 
may support in future research. As part of our future work, we would find more realistic network 

traffic data to verify our model. 

 

ACKNOWLEDGEMENTS 
 
This research was supported by National Natural Science Foundation of China (61136002), Industrial 

Public Relations Project of Shaanxi Province(2014k06-36), Science and Technology Plan Project of Xi’an 

(CX12188(7)). 

 

REFERENCES 
 
[1] T. A. Tang, L. Mhamdi, D. McLernon, S. A. R. Zaidi & M. Ghogho, (2016) “Deep learning approach 

for Network Intrusion Detection in Software Defined Networking”, 2016 International Conference on 

Wireless Networks and Mobile Communications (WINCOM), Fez, Morocco, pp258-263. 

[2]  U. Demšar, P. Harris, C. Brunsdon, A. S. Fotheringham & S. McLoone, (2013) “Principal 

Component Analysis on Spatial Data: An Overview”, Annals of the Association of American 

Geographers, Vol. 103, No. 5, pp106-128. 

[3] A. Sharma & K. K. Paliwal, (2015) “Linear discriminant analysis for the small sample size problem: 

an overview”, International Journal of Machine Learning and Cybernetics, Vol. 6, No. 3, pp443-454. 

[4]  Masdari M & Khezri H, (2020) “A survey and taxonomy of the fuzzy signature-based Intrusion 

Detection Systems”, Applied Soft Computing, 106301. 

[5] Hinton G E & Salakhutdinov R R, (2006) “Reducing the dimensionality of data with 
neuralnetworks”, Science, Vol. 313, pp504-507. 

[6] Ng A, (2011) “Sparse autoencoder”, CS294A Lecture Notes, pp1-19. 

[7] Yuan, F.-N, Zhang, L. , Shi, J.-T , Xia, X. & Li, G, (2019) “Theories and Applications of Auto-

Encoder Neural Networks: A Literature Survey”, Chinese Journal of Computers, Vol. 42, pp203-230. 

[8] AhmadIftikhar, Abdullah Azween, Alghamdi, Abdullah & Hussain Muhammad, (2011) “Optimized 

intrusion detection mechanism using soft computing techniques”, Telecommunication Systems, Vol. 

52, No. 4, pp2187- 2195. 

[9] Zhang H , Huang L & Wu C Q, (2020) “An Effective Convolutional Neural Network Based on 

SMOTE and Gaussian Mixture Model for Intrusion Detection in Imbalanced Dataset”, Computer 

Networks1, Vol. 177, 07315. 

[10] Keerthi Vasan. K & Surendiran. B, (2016) “Dimensionality reduction using principal component 
analysis for network intrusion detection”, Perspectives in Science. 

[11] WangWei, ShengY, Wang Jinlin,  ZengXuewen, YeXiaozhou, HuangYongzhong & ZhuMing, 

(2018) “ HAST-IDS: Learning Hierarchical Spatial-Temporal Features using Deep Neural Networks 

to Improve Intrusion Detection”, IEEE Access, Vol. 6, pp1792-1806. 

[12] Yang Yanqing, Zheng Kangfeng, Wu Chunhua & Yang Yixian, (2019) “Improving the Classification 

Effectiveness of Intrusion Detection by Using Improved Conditional Variational AutoEncoder and 

Deep Neural Network”, Sensors, Vol.19, pp2528. 



Computer Science & Information Technology (CS & IT)                                  73 

 

[13] Hinton, G., (2010) “A practical guide to training restricted boltzmann machines”, Momentum, Vol. 9, 

pp926-947. 

[14] T. T. H. Le, J. Kim & H. Kim, (2017) “An effective intrusion detection classifier using long short-

term memory with gradient descent optimization”, in Proc. IEEE Int. Conf. Plat. Technol. Service 

(PlatCon), Busan, South Korea, pp1–6. 
[15] Mirjalili S & Lewis A, (2016) “The whale optimization algorithm”, Advances in Engineering 

Software, Vol. 95, pp51-67. 

[16] N. Sirdeshpande & V. Udupi, (2017) “Fractional lion optimization for cluster head-based routing 

protocol in wireless sensor network”, Journal of the Franklin Institute, Vol. 354, pp4457–4480. 

[17] Tavallaee M, Bagheri E & Lu W, (2009) “A detailed analysis of the KDD CUP 99 data set”, IEEE 

International Conference on Computational Intelligence for Security & Defense Applications, 

Ottawa, pp53-58. 

[18] Cosimo Ieracitano, Ahsan Adeel, Francesco Carlo Morabito & Amir Hussain, (2020) “A Novel 

Statistical Analysis and Autoencoder Driven Intelligent Intrusion Detection Approach”, 

Neurocomputing, Vol 387, pp 51-62. 

[19] Wisam Elmasry, Akhan Akbulut & Abdul Halim Zaim, (2020) “Evolving deep learning architectures 

for network intrusion detection using a double PSO metaheuristic”, Computer Networks, Vol. 168, 
107042, 10.1016/j.comnet.2019.107042. 

[20] Naveed Chouhan, Asifullah Khan & Haroon-ur-Rasheed Khan, (2019) “Network anomaly detection 

using channel boosted and residual learning based deep convolutional neural network”, Applied Soft 

Computing, Vol 83, 105612, 83. 105612. 10.1016/j.asoc.2019.105612. 

[21] HuangShuokang & Lei Kai, (2020) “IGAN-IDS: An Imbalanced Generative Adversarial Network 

towards Intrusion Detection System in Ad-hoc Networks”, Ad Hoc Networks, Vol 105, 102177, 

10.1016/j.adhoc.2020.102177. 

 

AUTHORS 
 
Cao Xiaopeng is a Professor in Xi’an University of Posts and Telecommunications. His 

research interests include natural language processing, swarm intelligence algorithm. 

 

 

 
 
Qu Hongyan is a graduate student in Xi’an University of Posts and Telecommunications. 

Her main research interests are deep learning and network security.  
 

 
 

 
© 2020 By AIRCC Publishing Corporation. This article is published under the Creative Commons 

Attribution (CC BY) license. 

http://airccse.org/


74                                     Computer Science & Information Technology (CS & IT) 

 



 

David C. Wyld et al. (Eds): SPPR, NECO, GridCom, ICCSEA, SCAI, UBIC, SEMIT, MLDS - 2020 

pp. 75-85, 2020. CS & IT - CSCP 2020                                                          DOI: 10.5121/csit.2020.101907 

 
RESEARCH ON DYNAMIC PBFT  

CONSENSUS ALGORITHM 
 

Cao Xiaopeng and Shi Linkai  

 

School of Computer Science and Technology,  

Xi’an University of Posts and Telecommunications, Xi’an, China 
  

ABSTRACT 
 
The practical Byzantine fault-tolerant algorithm does not add nodes dynamically. It is limited in 

practical application. In order to add nodes dynamically, Dynamic Practical Byzantine Fault 

Tolerance Algorithm (DPBFT) was proposed. Firstly, a new node sends request information to 
other nodes in the network. The nodes in the network decide their identities and requests. Then 

the nodes in the network reverse connect to the new node and send block information of the 

current network, the new node updates information. Finally, the new node participates in the 

next round of consensus, changes the view and selects the master node. This paper abstracts the 

decision of nodes into the undirected connected graph. The final consistency of the graph is 

used to prove that the proposed algorithm can adapt to the network dynamically. Compared 

with the PBFT algorithm, DPBFT has better fault tolerance and lower network bandwidth. 

 

KEYWORDS 
 

Practical Byzantine Fault Tolerance, Blockchain, Consensus Algorithm, Consistency Analysis 

 

1. INTRODUCTION 
 

In many new Internet applications, blockchain [1, 2] is becoming more and more important. 

Blockchain is a technical solution to maintain a reliable distributed database. Consensus 

mechanism is the core of blockchain, which solves the problem of how to reach consensus in a 
completely free and open network without trust. 

 

Blockchain is a decentralized distributed ledger system. It is a network composed of multiple 
hosts through asynchronous communication. It is necessary to solve the problem that how to 

reach a consensus on a certain transaction between distrustful individuals after decentralization, 

so as to ensure the effective operation of the whole system. In the absence of centralization, state 
replication between hosts is required to reach a consistent state consensus. To ensure the data 

consistency of each node is a key issue. The consensus algorithm is a mechanism to copy state 

between unreliable hosts when multiple hosts form a network cluster through asynchronous 

communication. It is the core of blockchain. 
 

In the development of blockchain, scholars have proposed a variety of consensus mechanisms 

including Byzantine fault-tolerant algorithm. They pay more attention to resource consumption, 
security, and consistent time. The advantages and disadvantages of consensus mechanism directly 

affect the security and performance of the blockchain system. With the application of blockchain 

technology in various fields, it is particularly important to study consensus algorithm [3]. 

 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N19.html
https://doi.org/10.5121/csit.2020.101907
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The consensus algorithm is used to solve the Byzantine General problem [4]. The Byzantine 
General problem is all nodes achieved consistency in untrusted networks. 

 

This paper is organized as follows.  The detailed literature survey is presented in section 2. 

Section 3 deals with the algorithm related details. Section 4 proved the correctness of the 
algorithm. Section 5 introduces the experimental results and performance comparison. The 

general conclusion and the scope for future work are given in the last part. 

 

2. RELATED WORKS 
 

In 1990, Leslie Lamport published the paper “the part-time partnership” and proposed the Paxos 

algorithm [5]. Paxos achieved the mechanism of the extreme consistency of distributed systems 

[6]. This mechanism has been widely used in chubby and zookeeper distributed systems. 
However, Paxos algorithm [7] does not consider some optimization mechanisms. And there are 

not too many implementation details in Paxos, which is hard to understand. 

 
Proof of Work (POW) algorithm is mainly used in the bitcoin generation algorithm [8]. It uses 

hash operation to get a value. The value can be offset to resist DDoS attacks. However, it is not 

suitable for large block generation time. 
 

Castro et al. improved the BFT algorithm and proposed a practical Byzantine Fault Tolerance 

(PBFT) [9], which reduced the complexity of the algorithm from exponential to polynomial level. 

The application becomes feasible in the practical system. PBFT is an algorithm based on state 
machine replication. It can ensure the system safe and reach a distributed consensus without 

exceeding the error node's limits. However, the algorithm uses C/S architecture. And it cannot 

adapt to P2P network. It cannot feel the changes in the number of nodes in the network 
dynamically. 

 

NEO blockchain [10] mixed the Delegated Proof of Stake (DPoS) [11] and PBFT. They proposed 
Delegated Byzantine Fault Tolerant (DBFT) [12] through applying the DPoS authorization 

mechanism to PBFT. This algorithm decides the bookkeeper through voting. The block is 

validated and generated by the agent. In this way, it reduces the number of nodes in the consensus 

process and solves the inherent scalability problem of the PBFT algorithm. The disadvantages of 
DBFT do not be ignored. On the one hand, it is reflected in a lower fault tolerance rate. When 1/3 

or more of the super nodes are malicious or downtime, the system does not provide services. On 

the other hand, the number of super nodes is too small. The entire system is too centralized. 
 

Gueta and Guy proposed the Simplified Byzantine fault-tolerant algorithm (SBFT) [13]. In 

SBFT, a designated block collector collects and broadcasts transaction information. It batches the 

information into a new block transaction periodically. The generator provides consensus. 
Although the communication is reduced, the block verification by the collector has a very high 

centralization trend. 

 
After analysis of the existing consensus algorithms, each algorithm has its advantages and 

disadvantages. The original PBFT algorithm cannot add nodes flexibly and dynamically. When 

the number of nodes in the system increasing, the original algorithm still runs according to the 
previously fixed number of nodes. There is no suitable admission mechanism to deal with the 

increasing of the node. It wastes resources. In this paper, an improved PBFT algorithm was 

proposed. It can realize the node join the network dynamically and participate in consensus. The 

system is decentralized and improves fault tolerance. 
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3. DPBFT 
 
PBFT is a distributed protocol, it uses the C/S response mode. It is not suitable for the Peer-to-

Peer [14] network of the blockchain [8]. The protocol is a closed-loop operation and cannot add 

nodes dynamically. To solve this problem, DPBFT was proposed. Figure 1 shows the process of 

the consistency protocol in DPBFT. 
 

There are five stages in the algorithm, Addrequest, AgreeResponse, Recovery, JoinAndUpdate 

and Finish. In the Recovery phase, the nodes in the network synchronize with the new nodes. In 
the JoinAndUpdate phase, the new node sends its information again to prevent malicious nodes 

from posing as identities to enter the network. Since their information was sent in the Request 

phase, so this stage is to reconfirm the identity again of the node. 

 

 

Primary

Replica1

Replica2

Replica3

New node

AddRequest AgreeResponse Recovery JoinAndUpdate Finish

 
 

Figure 1. Flow chart of adding a node 

 

Step 1: The new node obtains the network routing table. It sends AddRequest message to 
the nodes in the network. The format is <Add-Request, s, d> where s is the information of its 

node and d is the summary after information encryption, then broadcast the message to the 

network. 
 

Step 2: The node in the system sends its decision information <<Agree-Response,s,d>,i> to the 

remaining nodes after receiving the request message, where i represents the node number, to 

ensure the newly added node of information cannot tamper. While collecting AgreeResponse 
messages from other nodes, receiving at least Q pieces of consent information represents that the 

remaining nodes allow new nodes to join the network. 

 
Step 3: The node returns its decision information to the newly added node and connects back to 

the newly added node to synchronize the data. Each node sends the <<Pre-Recovery,Vm>a, i> 

message, where Vm represents the block message, a is the summary of the message m, and i is the 
number of its own node. 

 

Step 4: The newly added node broadcasts <Join-Update, s, d> to each node when finished the 

synchronizing data, where s is the information of its node and d is the encrypted information of 
its node. Sending the information of the node again is to prevent other nodes join the network. 

 

http://www.baidu.com/link?url=ZShZ1Ox5sK6A9e_22m5iu-AZVtndb8Dlxx-6XcVyLUepvt4NmG0faz4kUtSJbf5YElNdFPPNxNt08twpGeontfJwIbiLtc0GtivoB08sifO


78 Computer Science & Information Technology (CS & IT) 

 

Step 5: The node in the network updates its routing table and recalculates the view after receiving 
the message of the new node. Nodes broadcast the updated message <Finish-Update, Vs, i>, 

where Vs is the information of view after the joined node and i represents the number of its own 

node. Broadcasting the message to others nodes ensures that the remaining nodes can update data 

correctly. 
 

Step 6: The updated master node starts a new round of consensus after adding the new node. 
 

4. ALGORITHM ANALYSIS AND PROOF 
 

4.1. Algorithm analysis 

 
The nodes in the network make a judgment in the second stage of algorithm when the new node 

joining. Recovery and update data in the other stages.  This algorithm defaults that there are four 
nodes and one Byzantine node in next analysis. The node in the network make a decision when 

the newly added node sending the request message, there are two results: agree or disagree. The 

decision analysis diagram is shown in Figure 2. 

Status

agree

disagree

 
 

Figure 2. Node decision analysis diagram 
 

The nodes in the network reach consistency means making a same decision. It means that there is 

only one possibility in the end. State consistency as shown in Figure 3.  

 

C

p

N1

N2

N3

status1

status2

status3

status4

finally

 
 

Figure 3. State consistency 

 

The algorithm has abstracted a model. The specific model is shown in Figure 4.  
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Result

decision 1 decision 2 decision 3 decision 4

B1

B2 B3

B4

p N1 N2 N3

 
 

Figure 4.  Algorithm model diagram 

 
Construct a judgment matrix of the criterion layer. N3 is a Byzantine node. B1 indicates that after 

making its own decision, it can make a judgment when collecting the subsequent message of at 

least two nodes that have made decision who same as itself. The importance of B2's decision is 
recorded as 8. After receiving the B2 as the decision side, the importance of B3 is recorded as 5. 

This moment, enough replies have been collected. Therefore, the weight of B4's reply is not so 

important, it is recorded as 3. The judgment matrix is shown in Table 1. 
 

Table 1. Judgment matrix of criterion layer. 

 

A B1 B2 B3 B4 

B1 1 8 5 3 

B2 1/8 1 1/2 1/6 

B3 1/5 2 1 1/3 

B4 1/3 6 3 1 

 

By normalized the judgment matrix, the maximum eigenvalue λ is 4.073, then 𝐶𝐼 =
𝜆-n

𝑛−1
=

0.024, where n is the dimension of the matrix. 
 

According to the size of n, look up the corresponding average random consistency index RI. The 

table of RI values is shown in Table 2. 

 
Table 2.  RI value table. 

 

n 1 2 3 4 5 6 7 8 9 

RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 

 

𝐶𝑅 =
𝐶𝐼

𝑅𝐼
= 0.027 < 0.1. Therefore, consistency is considered acceptable. 
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Assuming that there are f Byzantine nodes and N summary points in the network. So the number 
of non-Byzantine nodes is N-f, and the probability of N nodes receiving the error information of 

the Byzantine nodes is the same. If it is set to 1
p

, as shown in Eq. 1. 

 1

f
p =

N  
(1) 

The probability that each node receiving a Byzantine node message is 2
p

, as shown in Eq. 2. 

 2
*( ) *(1 )

f f N f

N

f f
p C

N N


 

              

              (2) 

 
 

Through Eq. 2, the probability of the Byzantine node influences other nodes to make decisions in 

the network that can be calculated. 

 

 
 

Figure 5.  Byzantine nodes influence the probability of network nodes making decisions 

 

Figure5 shows that the number of nodes and Byzantine nodes increases, the probability ofnodes 

in the network receiving malicious node communication gradually decreases. For newly added 
node to join the network, the nodes in the network will make correct decisions and not be 

affected by Byzantine node interference. 

 
If there have a newly added node and n-1 network nodes in the network, two full-node broadcasts 

and three single-node broadcasts are required for the admission of the new node. From Figure 1 

known, the newly added node needs to broadcast the request information in the Addrequest stage. 

For other nodes in the network, the number of communications is n-1. In the AgreeResponse 
stage, each node needs to broadcast decision information to other nodes after making its own 

decision. So the total number of communications is 
( 1) ( 2)n n  

. The nodes in the 

networkneed to be reverse connected to the new node for data synchronization, so the number of 

communications is n-1. The final update stage requires the nodes in the network to communicate 

with each other, the number of communications is
( 1) ( 2)n n  

. Therefore, the total number of 

communications is as follows Eq. 3. 

 

 2
2 3 1n n   (3) 
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4.2. Algorithm proof 
 

This paper abstracts the communication of nodes into the undirected connected graph. To prove 

the newly added node joined network means prove the consistency of the connected graph. Now 
the communication between nodes is defined as a communication graph with node set G (node G) 

and edge set (edge G) so that the directed edges of the two-node communication appear in pairs. 

And edge (u, v) ∈ edges (G), (v, u) belongs to edges (G). Analyse the communication in each 

direction by abstracting a pair of directed edges into an undirected edge. 

 

Graph G is an ordered pair consisting of vertex set V and edge set E G=(V, E). Graphs G is a 

simple undirected graph with {uv|u,v V,u v}E    .The number of vertices of graph G is finite. 

The vertex set can be assumed is 1 2
={v ,v ,...v }

n
V

, the edge set is 1 2
E={e ,e ,...e }

m .Figure 6 shows 

that the node communication in the system is abstracted as an undirected graph. 
 

1 2

4 3
 

 
Figure 6. System node communication diagram 

 

Figure 6 is a connected graph, so there are Definition 1 Let G=(V,E) be a connected graph, 

arbitrary vertex ( )v V G ,let
( ) max{ ( , ) | ( )}v d u v u V G  

, call ( )v the eccentricity of vertex 

v, and
( ) min{ ( ) | ( )}R G v v V G 

, refer to 𝑅(𝐺) as the radius of graph G. Therefore, the 

diameter of graph G is defined as
( ) max{ ( ) | ( )}D G v v V G 

, and
( ) ( ) 2 ( )R G D G R G 

. As 

shown in Figure 7, the radius of the graph is 1. 
 

The problem is studied in an interactive network. A linear combination of the storage state of a 

node in a network and synchronize with other node states. If 
( )t

i
s

 represents at time t the state of 

node i, the i
N V

represents the set of all nodes that can be communicated with. The method of 

updating node state is expressed as

( 1) ( 1) ( ) ( 1) ( )

i

t t t t t

i ii i ij j

j N

s a s a s
  



 
 ,where 

( )t

ij
a

 represents the 

probability of node reply. The status update can be expressed as
( 1) ( 1) ( )t t t

X A X
 
 . If each node's 

state has reached consistency, it means the entire network has reached consistency. 
If the undirected graph G satisfies the consistency, it indicates that its state has reached 

consistency. In this problem, it means that the nodes in the network have made a consistent 

decision to the new node. 
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Theorem 1 Let the radius of graph G be r, then there are r matrices 1 2
( )

r
A A A M G， ，. . . ,

 

make

2 1

1 0 0

1 0 0
...

1 0 0

r
A A A 

 
 
 
 
 
  , where M(G) represents the value of all matrix elements in the 

set, corresponding to the correct and error messages sent by the network nodes. 
Prove Let the distance from vertex 1 to other vertices <=r. According to the distance from 1, we 

can divide the vertex set [n] into r+1 subset. Mark them with 0 1
, ,...,

r
a a a

. Vertex i
V

means the 

distance from 1 is I , and then marked the vertices 0 1
, ,...,

r
V V V

sequentially. 

Use Mathematical Induction can prove the existence of 2 1
,..., , ( )( )

k
A A A M G k r 

makes 

 

𝐴𝑘 , . . . , 𝐴2, 𝐴1 =   (
1𝑠×1 0𝑠×(𝑛−1)

0(𝑛−𝑠)×1 0(𝑛−𝑠)×(𝑛−1)
), where 1 2

1 ...
k

s a a a    
. 

 

 

(1) When r=1, 𝐴1 = (1𝑛×1 0𝑛×(𝑛×1)) ∈ 𝑀(𝐺). 

 

 

(2) When r=2, 𝐴1 = (
1𝑘×1 0𝑘×(𝑛−1)

0(𝑛−𝑘)×1 0(𝑛−𝑘)2
) ∈ 𝑀(𝐺) . 

 

Each row of the submatrix formed by A2 has one element of 1, the rest of the elements of 0, and 

𝐴2𝐴1 = (1𝑛×1 0𝑛×(𝑛−1)). 

 

(3) Suppose there are k matrices such that 𝐴𝑘 , . . . , 𝐴2, 𝐴1 =   (
1𝑠×1 0𝑠×(𝑛−1)

0(𝑛−𝑠)×1 0(𝑛−𝑠)×(𝑛−1)
), where 

𝑠 = 1 + |𝑎1| + |𝑎2|+. . . +|𝑎𝑘|. For every vertex j in 𝑎𝑘+1, there is always a vertex s adjacent to j 

in 𝑎𝑘.  Let the element 𝐴𝑘+1 of 𝑎𝑗𝑠 = 1 and the other elements are defined as 0. We can 

get𝐴𝐾+1𝐴𝑘 , . . . , 𝐴2, 𝐴1 =   (
1𝑠×1 0𝑠×(𝑛−1)

0(𝑛−𝑠)×1 0(𝑛−𝑠)×(𝑛−1)
), where 𝑡 = 1 + |𝑎1| + |𝑎2|+. . . +|𝑎𝑘|.So 

the Theorem 1 is true by Mathematical Induction. 
 

Theorem 2 Let the radius of G be r, and the vertex 𝑛 ∈ 𝑉(𝐺)such that the distance from any 

vertex to n ≤ r. There are 2r matrices 1 2 1 2
... , , ,..., ( )

T T T

r r
A A A A A A M G， ，

, such that

2 1 1 2
... ... 1

T T T

r r n n
A A A A A A




, where 
1n n represents an n n  order matrix where all elements are 1. 

Prove According to Theorem 1, the existence of 1 2
, ,..., ( )

r
A A A M G

 makes

 2 1 1 ( 1)
,..., 1 ,0

r n n n
A A A

  


. We can know that

1

1 2

( 1)

1
...

0

nT T T

r

n n

A A A


 


 
 
  . Therefore

  1

2 1 1 2 1 ( 1)

( 1)

1
... ... 1 ,0 1

0

nT T T

r r n n n n n

n n

A A A A A A


   

 

 
 
 
  .Means that N satisfies certain consistency. 
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It can be seen from Theorem 1 that nodes send correct messages and error messages satisfy the 0-
1 matrix and the matrix exists. From Theorem 2, the radius of Figure 7 is 1, which satisfies the 

deterministic consistency. It means the nodes in the network join in the request of the new node 

Consistency will be reached. It can be added dynamically. 

 

5. ALGORITHM COMPARISON 
 

5.1. Analysis of communication times 
 

The total number of communications of the PBFT is
2

2 1n n  . The number of communications 

of DPBFT is 
2

2 3 +1n n from Eq. 3. From Figure 7, it can be seen that the DPBFT can reduce the 
communication bandwidth effectively during the consensus process. 

 
 

Figure 7.  Comparison of communication bandwidth 

 

When the network has the same number of nodes and the same size of block, with the increase of 

the number of nodes, the improved algorithm needs fewer communication times than the original 

algorithm, has lower bandwidth and less resource consumption than PBFT. 
 

5.2. Fault tolerance analysis 
 

In PBFT, the network needs to be restarted to add the new node. The node in the network needs 

to update when adding a new node. In DPBFT, at least f+1 correct node reach consensus to 

complete the new node. The number of nodes to reach consensus 1
f

 is N in PBFT. The number 

of nodes to reach consensus 2
f

 is f+1 in DPBFT. When the two algorithms have the same 

number of nodes, 
1 2

2 2

3

N
f f


 

, where N is always greater than 0 and the minimum is 4. We 

can know 1 2
f f

. It means that the original algorithm is uncontrollable. 
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Figure 8 Comparison of node error rates 

 

With the long-term operation of the system, the number of nodes in the network increases, and 

the error rate decreases. The error rate of the node in DPBFT is lower than the original algorithm 
from Figure 8. It means the proposed algorithm has higher fault tolerance. 

 

6. CONCLUSIONS 
 

In order to solve the problem that the traditional PBFT algorithm cannot sense the changes in the 
number of nodes in the network dynamically. The original algorithm does not adapt to the 

dynamic network. This paper proposed DPBFT that can add nodes dynamically. This algorithm 

maintains the characteristics of blockchain decentralization. The whole nodes in the network 
decision whether the new node participants in the network. The proposed algorithm does not need 

to restart the whole network. However, there are still some problems with this algorithm. The 

decision information of each node to communicate needs smaller delay of communication. 

Otherwise wrong decisions will occur. This problem needs to solve in the future. 
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Augmenting Resource Allocation Techniques for
the Management of ICU Beds During

COVID-19 Pandemic

Seyed Mohssen Ghafari, Richard Nichol, and Richard A. George

Faethm AI Company, Sydney, Australia

Abstract. At the time of writing, more than seventy million people have
been infected by COVID19 and more than one and a half million have
died from the infection. A major challenge for health systems around
the world is to supply ventilators and Intensive Care Unit (ICU) beds
for those patients with the most severe symptoms of the infection. Un-
fortunately, during the COVID-19 pandemic, many countries face ICU
bed shortages. In situations of peak-demand, healthcare providers follow
predefined strategies to allocate the available ICU beds in the most ef-
ficient way. On these occasions, physicians and healthcare workers, who
swore an oath to treat the ill to the best of their ability, would have to
choose not to save some patients to ensure others survive. This decision
puts healthcare professionals in an ethically and emotionally challenging
situation in an already stressful environment. In this paper, we propose
an automatic approach for managing ICU beds in hospitals to i) create
the most effective ICU resource allocation, and ii) relieve physicians of
having to make decisions in this regard. The experimental results demon-
strate the effectiveness of our approach.

Keywords: COVID-19 · Resource Allocation · ICU Beds · Regression.

1 Introduction

More than 70 million people have been infected by the newly discovered Coro-
navirus (COVID-19) and more than one and half million have died because of
COVID-19. If we consider the world’s population as 7.7 billion people 1, around
0.1 % of world’s population has now been infected by this virus 2.

Over the past few months, because of the dramatic increase in the number of
infected people, different countries have faced shortages in Intensive Care Units
(ICU) beds: there were not enough ICU beds for those who needed intensive care,
leading to deaths that could be avoided with adequate resources and effective
use of allocation techniques.

1 https://ourworldindata.org/world-population-growth
2 https://www.cnbc.com/2020/06/24/who-warns-coronavirus-still-hasnt-reached-its-

peak-in-americas.html
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Fig. 1. Our proposed framework in a simple hospital scenario: there are five patients,
one hospital, and two ICU beds. Our proposed approach is able to prioritise the patients
and allocate the available ICU beds to the patients with the highest priority. For
instance, in this scenario, patients 3 and 4 have the highest priority.

Health systems all over the world follow predefined regulations to distribute
ICU beds to people based on different factors to determine whether an individual
should be saved or not. To the best of our knowledge, the decisions on how to
distribute ICU beds among patients are made by health workers and physicians.
Hence, as it is expected, any manual human-based process i) could be unfair
and be a decision based on emotion rather than logic ii) put unnecessary burden
(both emotionally and ethically) on the decision maker.

In this paper, we propose an automatic ICU beds allocation model. We as-
sume that ICU beds are resources and we can apply CPU (Central Processing
Unit)-allocation algorithms to manage them. We collected data from different
health systems around the world, and we present the different key criteria that
may affect the priority of a patient to receive an ICU bed. Next, using those
key criteria, we define the priorities of patients. Finally, with employing a re-
source allocation algorithm, we propose an ICU bed allocation algorithm useful
for pandemics and other peak demand scenarios. The contributions of this paper
are as follows:

– To the best of our knowledge, this is the first automatic ICU bed allocation
algorithm that could be used in the case of a pandemic.

– We present the key criteria that may affect the priority of patients for re-
ceiving ICU beds.

– The experimental results demonstrate the effectiveness of our proposed ap-
proach.

The rest of the paper can be organised as follows: We present the process of
defining a priority for a patient and our ICU beds allocation approach in Section
2. The experimental results are presented in Section 3, and our conclusion is in
Section 4.
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Table 1. The process of calculating Sequential Organ Failure Assessment (SOFA)
Score

Variable 0 1 2 3 4 Score(0-4)

Level of oxygen in blood > 400 < 400 < 300 < 200 < 100

Platelets 3 > 150 < 150 < 100 < 50 < 20

Liver function (Bilirubin) < 1.2 1.2 - 1.9 2.0 - 5.9 6.0 - 11.9 > 12

Low blood pressure (Hypotension) None MABP < 70mmHg Dop < 5 Dop 6-15 DOP > 15

Neurologic function 15 13 - 14 10 - 12 6 - 9 < 6

Kidney function (Creatinine) < 1.2 1.2 - 1.9 2.0 - 3.4 3.5 - 4.9 > 5

2 ICU Beds Management

In this section, we discuss our method to calculate a priority score; how we
allocate ICU beds to those patients; propose a survival rate factor; and provide
an example to show how our approach works in a potential scenario.

2.1 Patient Priority

In this subsection, we discuss the main criteria that different health systems
consider for prioritising their patients and we present a formula to define pa-
tients’ priorities. The general guidelines of health systems around the world for
managing ICU beds and ventilators suggest to focus on saving larger number
of patients and save those that have more potential years of life 4. Moreover,
in some countries, like the US, the priorities is given to homeless people, since
they do not have any place to safely self-quarantine and recover, and healthcare
workers, because they are valuable for health systems.

In this paper, in addition to considering the above mentioned factors, we also
consider the mortality risk assessment factor suggested in ventilator allocation
guidelines (New York state task force on life and the law New York state de-
partment of health 5). According to this guideline, the patient’s mortality risk
can be assessed by a clinical scoring system, i.e, Sequential Oral Failure Assess-
ment (SOFA). According to the guideline, SOFA can be assessed by Table 1. In
this table, each variable will be assigned by a score between zero (best score)
and four (worst score). A total score of 24 indicates a life threatening situa-
tion. According to this guideline, “the more severe a patient’s health condition
(i.e., higher the SOFA score) and worsening/no change in mortality risk (i.e.,
increase or little/no change in the SOFA score), the less likely the patient con-
tinues with ventilator therapy.” The patients’ status will be monitored regularly
during the 48 and 120 hours after allocating a ventilator to them to check their

4 https://www.nytimes.com/2020/03/12/world/europe/12italy-coronavirus-health-
care.html

5 https : //www.health.ny.gov/regulations/taskforce/
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SOFA score. Having the above mentioned factors, now we are able to propose
a regression based [6][7] priority assessment mechanism for prioritising patients
as follows:

Priorityit = w1 × PLi + w2 ×HWi + w3 ×HLi− w4 × SOFAi, (1)

where Priorityit is the priority of ith patient to receive an ICU bed and ventilator
in the time t; PLi indicates the potential years of life of ith patient and this could
be different in various countries based on the difference between age of patients
and average life expectancy in those countries. HWi denotes whether ith patient
is a healthcare worker (1) or not (0), HLi is 1 if ith patient is homeless and 0
if he/she is not, and SOFAi represents the SOFA score of ith patient. In this
formula, w1, w2, w3, and w4 are controlling parameters to control the effects of
our considered criteria. Finally, w4×SOFAi has a negative sign in this formula
to ensure a negative affect if ith patient has a higher SOFA (a severe health
condition).

Since PLi and SOFAi could be larger numbers than HWi and HLi, we
normalise them to the range between 0 and 1 by a feature scaling approach [4].
For instance, for PLi we have:

PL
′

i =
PLi −min(PL)

max(PL)−min(PL)
(2)

2.2 CPU Scheduling Algorithms

In this subsection, we present our proposed approach for ICU beds allocation
during a pandemic, e.g, COVID-19. We propose to use CPU scheduling algo-
rithms to manage ICU beds and consider a bed as a CPU resource. Gener-
ally, there are two types of CPU scheduling algorithms: Preemptive and Non-
Preemptive scheduling.

Preemptive scheduling algorithms allocate CPU resources to the processes
for a limited amount of time with a condition: if a processes with a higher
priority arrive in the waiting queue (a queue of processes which waiting for
receiving CPU resources), the allocated CPU resources will be taken away to
be allocated to the recent arrived high priority process. Algorithms like Round
Robin [1], Shortest Remaining Time First [1], preemptive version of Priority
algorithm belong to this category of CPU scheduling algorithms. However, in
non-Preemptive scheduling algorithms, an allocated CPU resource may not be
taken away from a process even if a process with a higher priority arrives in
the waiting queue. Shortest Job First and non-preemptive version of Priority
algorithm are examples of non-Preemptive CPU scheduling algorithms.

According to the mentioned ventilator allocation guidelines from New York
state task force, “at any point during the time trial, even before an official
assessment occurs, if a patient develops a condition on the exclusion criteria
list and there is an eligible patient waiting, then the ventilator is reallocated”.
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Table 2. Example Scenario. A smaller arrival time indicate that patient arrived earlier
than others.

Patient ID ti PLi HWi HLi SOFAi Required ICU Beds Occupancy Time Discharge Time

1 0 20 0 0 15 21 -

2 1 25 0 0 18 18 -

3 1 45 1 0 10 10 10

4 10 50 0 1 10 14 26

Hence, for managing ICU beds and ventilators, we need the same approach as
preemptive CPU scheduling algorithms. In this paper, we use the terms CPU
resources and ICU beds and processes and patients interchangeably.

2.3 Scheduling Approach

The toughest decision for healthcare worker is not only on how they should
distribute the ICU beds, but also taking back an ICU bed from a patient if
another patient with a higher priority presents. Sadly, this is a rule in many of
the health systems around the world to save the most valuable lives. This is a
very good indication that these ICU beds should be scheduled by preemptive
resource scheduling techniques. Hence, in this paper, we also follow the same
approach for our ICU bed scheduling process.

The preemptive scheduling algorithm that we employ for managing ICU beds
is preemptive priority scheduling [5]. According to this algorithm, the time of
receiving ICU beds for patients is not only based on resources burst time, but
also it is based on the priority of each patient, i.e., high priority patients receive
ICU beds earlier than others. In this regard, the patients with the same priority
will be served as first come first serve manner. In the rare case of having patients
with the same priority and the same arriving time, we also follow the New York
health guideline mentioned in Section 2 6: if these patients are adults and if
the number of ICU beds are less than the number of patients, we use a random
process (e.g., lottery) to allocate ICU beds to these patients.

2.4 Survival Rate Calculation

In this subsection, we propose a survival rate factor that could be used to evaluate
an ICU bed allocation mechanism from the point of view of the number of saved
patients. In this paper, we assume if a patient presents in a hospital and he/she
requires an ICU bed for his/her treatments, the maximum waiting time for
him/her would be one day, otherwise he/she would be transferred to another
hospital or sadly, he/she will die. Hence, we may evaluate the performance of
an ICU bed allocation model with respect to its survival rate that indicates

6 https : //www.health.ny.gov/regulations/taskforce/
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the number of high priority patients that it could save within a day after their
present in the hospital. We propose the following formula for calculating the
survival rate:

SR = (
HP

THP
) ∗ 100 (3)

where SR represents the survival rate of an ICU bed allocation mechanism, HP
denotes the number of high priority patients that were served with an ICU bed
within one day of their presentation in the hospital; and THP indicates the total
number of high priority patients that are presented in that hospital. Obviously,
a higher SR demonstrates the effectiveness of an ICU bed allocation approach.

2.5 An Example Scenario

Assume we have a hospital with one ICU bed. Four patients with serious health
conditions present to the hospital. In this scenario, ti represents the arrival time
of patients, where i = {1, 2, 3, 4}. Based on the result of medical examination of
these patients, we can assess their SOFA score (reported in Table 2).

In Table 2, each patient has a required ICU bed occupancy time. First of all,
this occupancy time is an estimation time and we only mention that here to sim-
plify our example. However, in a real-world scenarios, providing this estimation
time may be hard and sometimes impossible for many of the patients. Based
on this scenario, our patients arrive at times 0, 1, 1, and 10, respectively. Our
approach first assess the priority of each patient based on Formula 1. In this
example scenario, we assume all the controlling parameters are equal to each
other and their value is 0.25.

In time 0, we have only one patient (patient 1). Since, there is one ICU bed
available and there is not any other patients in the hospital, the ICU bed will
be allocated to him/her without assessing his/her priority. However, in time 1,
we have three patients. The ICU bed is already allocated to patient 1, but the
challenging step is to assess the priority of these patients for possible reallocation
of the ICU bed to the two new arrived patients. PL

′

i is 0, 0.33, 0.83 for patients
1, 2, and 3, respectively (according to Formula 2). Using the same feature scaling
formula for SOFA, the SOFA scores are 0.62, 1, and 0.25 for patients 1, 2 and
3, respectively. According to the Formula 1, the priorities are 0.15, -0.16, and
0.39 for patients 1, 2 and 3, respectively. As a result, the allocated ICU bed will
be taken away from patient 1 and will be reallocated to the patient 3, as this
patient has a higher priority than patients 1 and 2.

The health status of the patient 3 will be monitored, his/her priority score
will be recalculated over time and be compared against the priority of other
patients. In this example, we assume the SOFA score remains the same for
patients over the time. Hence, until the time 10 there are no other patient with
a higher priority than patient 3 and the ICU bed will serve him/her until this
time and until he/she is discharged from the hospital. At time 10, a new patient
arrives (patient 4). The priority of this patient is 0.5. Although patients 1 and
2 are waiting for the ICU bed, the free ICU bed will be allocated to patient 4
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Fig. 2. ICU bed services for the top 15 priority Patients using our proposed model.

(since he/she has a higher priority). Until time 26, patient 4 continue to use the
ICU bed and will be discharged from the hospital at this time.

What happens to the patients 1 and 2? At time 26, either they were re-
ferred to another hospital, or unfortunately they did not succeed in receiving
any ICU services. However, the decision to not save them is not from a health-
care worker. This decision is based on an automatic approach, and it is based on
a fair and unemotional mechanism (similar to Association Rule Mining (ARM)
techniques [8]).

3 Experiments

Here, we test our proposed method on a sample dataset.

3.1 Experimental Setup

A sample dataset with 100 patients is created to test the model. For each pa-
tient, we randomly initialized the arriving time and values of factors mentioned
in Section 2.1. Next, we calculated the priority of each patient based on Formula
1. Then, for calculating the potential years of life, we calculated the difference
between the average life expectancy in Australia (82.50 7) and the age of each

7 https://www.worldbank.org/
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Fig. 3. ICU bed services for the top 15 priority Patients

Table 3. An Example Scenario. A smaller arrival time indicate that patient arrived
earlier than others. AWT and HPP are abbreviations for Average Waiting Time and
High Priority Patients.

Method AWT For All Patients Treated HPP AWT For HPP SR

Our Approach 215.5 15 17.2 27%

Shortest Job First Algorithm [1] 135.88 1 146.5 6%

First Job First Serve Algorithm [1] 189.2 2 194.6 0%

patient. We selected Australia as an example, and this approach could be ap-
plied on any other countries as well. Moreover, in this paper, we assume all the
controlling parameters in Formula 1 are equal to 0.25 [3] [2] and leave optimiz-
ing these weights with a proper optimization algorithm for our future work. In
addition, although our proposed method is capable for a dynamic situation and
deal with unknown required ICU bed occupancy time, in this paper, to simplify
our experiments, we assume a predefined time, which is a random number be-
tween one and seven, for each patient as their required ICU bed occupancy time.
Finally, We assume we have only one available ICU bed.

3.2 Experimental Results

Figure 2 illustrates the ICU bed services for top 15 high priority patients. In this
table, Process−ID, Arrival−Time, Orig−Burst−Time, Completion−Time,
Turnaround−Time, and Waiting−Time are indicating patient id, arrival time
to the hospital, the required ICU bed occupancy time, the discharge time, the
time that the patient received the ICU bed, and the time that the patient was
waiting for receiving an ICU bed.

According to Figure 2, our proposed method is capable of automatically man-
aging the patients based on their priorities. The reason behind the large waiting
time for some of the patients is that we assumed we only have one ICU bed.
In many of the hospitals around the world, there are several ICU beds that can
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be allocated to the patients, leading to reducing the waiting time, significantly.
Moreover, Figure 3 illustrates the completion time for some of the high priority
patients in our experiment. The higher priority patients have smaller completion
time indicating that our proposed model focuses more on saving patients with
higher priority.

In this paper, we also compare the performance of our proposed approach
with other CPU schedulers, i.e., shortest job first (SJF) and First Job First
Serve (FJFS) algorithms, with respect to average waiting time to be served
for all patients, the number of treated high priority patients, average waiting
time to be served for high priority patients, and SR (survival rate). In this
section, the term high priority refers to the top-15 patients that have the highest
priority among the all patients in our experiment (reported in Figure 2), and the
term ’Treated High Priority Patients’ indicates how many of these high priority
patients were among the top-15 first serve patients by the mentioned algorithms,
which can demonstrate the emphasise that an algorithm has on saving high
priority patients. The comparison results are reported in Table 3. According
to this table, although our proposed approach has the highest average waiting
time compared to SJF and FJFS algorithms, it first saves 15 out of 15 of the
top-15 high priority patients which this number is 1 and 2 for SJF and FJFS,
respectively.

Moreover, in our proposed approach, the average waiting time for the top-
15 high priority patients is 17.2, while this number is 146.5 and 194.6 for SJF
and FJFS, respectively. As our intention was to serve the high priority patients
earlier, the results reported in Table 3 indicates we are succeeded in achieving
this goal. It is worth mentioning that in any other on-demand scenarios, we can
change the priority criteria and consider other kind of factors, e.g., first saving
children or pregnant women.

Finally, we may compare our proposed approach with SJF and FJFS with
respect to SR. Table 3 demonstrates that our proposed approach has the highest
survival rate for the top-15 high priority patients and could serve 27% of them
within one day of their presentation in a hospital. It is worth mentioning that
this number is for a situation that we have only one ICU bed for 100 patients and
increasing the number of available ICU beds may increase SR of our proposed
approach, significantly.

4 Technology Ethics

In this section, we discuss the ethical concerns related to adopting our proposed
approach in a real-world health system. Just like adopting any other technology,
using the proposed ICU bed allocation approach in a real-world scenario requires
an extensive risk management process. As we are at the early stage of this line
of research, we strongly advise people to assess the existential risk of adopting
our proposed approach or any similar algorithm before practically employ that
in the health systems.
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5 Conclusion and Future Work

In this paper, we proposed an automatic ICU bed allocation method, which
can be used in a Pandemic or any other high demand situation. The goal of
this method is to make a fair ICU bed distribution among patients and relieve
health workers and physicians from making tough decisions to stop saving some-
one because of ICU bed shortages in hospitals during a pandemic or a high
demand situation. We discuss an example scenario to further explain our pro-
posed approach, and finally, tested it on a sample dataset of 100 patients. For
our future direction, we will focus on improving this approach by employing
more sophisticated methods to deal with large volumes of data, e.g., deep neural
network-based algorithms. Further, we plan to test our approach on real-world
hospital data to compare effectiveness of an automatic approach with a manual
and human-based mechanism. And at last, we also tend to extend this method
to a distributed ICU bed allocation algorithm which can deal with different ICU
beds in different hospitals.
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ABSTRACT 
 
This paper presents new and evolved methods to perform Blind SQL Injection attacks. These are 

much faster than the current publicly available tools and techniques due to optimization and 

redesign ideas that hack databases in more efficient methods, using cleverer injection payloads; 

this is the result of years of private research. Implementing these methods within carefully 

crafted code has resulted in the development of the fastest tools in the world to extract 

information from a database through Blind SQL Injection vulnerabilities. These tools are 

around 1600% faster than the currently most popular tools. The nature of such attack vectors 

will be explained in this paper, including all of their intrinsic details. 

 

KEYWORDS 
 
Web Application Security, Blind SQL Injection, Attack Optimization, New Exploitation Methods 

 

1. INTRODUCTION 
 

SQL injections are still of high importance these days despite the long time they have existed. 

Usually, exploiting this kind of security flaws is very slow and cumbersome so the aid of 

automation tools is almost always a need. 

 

This paper will focus on new optimized SQL injection exploitation methods. 

 

The inner workings of various new data extraction tools, created by the author, will be carefully 

explained. These tools are much faster than the existing free and commercial available ones 

because they approach the subject of data extraction from a different perspective which is more 

straight forward and better thought in many ways. 

 

To demonstrate this, graphs and tables will be included to show the differences between the most 

predominant tools. 

 

The most popular free tool to exploit SQL Injections, sqlmap, needs to make a maximum of 7 

requests to retrieve a single character [1] and it has threading limitations as well. There is a 

notable gap between sqlmap and the new tools presented in here because they only require a 

minimum of 1 request to extract a single character and only a maximum of 3 requests. These 

tools are also finer not only because of the number of requests they require nor the threading 

capabilities they have, but also because the injection itself runs much faster in the DBMS due to 

the instruction set it uses. 

 

The objective of this paper is to change and evolve the different kinds of classic injections and 

discover better methods. 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N19.html
https://doi.org/10.5121/csit.2020.101909
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2. ATTACK VECTORS 
 

2.1. Overview of the Currently Most Wide-Spread Existing Method. 
 

A former fastest method to extract information from a database using Blind SQL Injection attacks 

is the bisection method. This technique makes use of a binary search algorithm with which is 

possible to retrieve any character within the ASCII range with a maximum of 7 requests [1]. To 

extract a character within the UTF-8 Latin range it would take a maximum of 8 requests. 

 

This method has threading limitations because the requests must be performed in a sequential 

manner; in order to know how to forge the following request the attacker needs to know which 

was the result of the previous request. For this reason, implementing threads in the exploitation 

tool is always limited because there are always requests that just can’t be performed in a parallel 

fashion. 

 

2.2. The Change in the Exploitation Methodology 
 

Usually, the exploitation of Blind SQL Injections relies on guesswork that result in Boolean 

responses from the vulnerable application. In this way, the possibilities of what the desired 

character might be are narrowed down until it is found. 

 

The shift of mind necessary to optimize this old technique is the realization that everything inside 

the machine is binary. From the same perspective, it can be concluded that all the information 

stored in the computer is, in essence, Boolean. 

 

So instead of trying to guess what the character might be, it is easier to break all the information 

down to binary and then just ask directly for it. Bits which are “on” (1) are equal to True 

responses. In the same way, bits that are “off” (0) are the equivalence of False responses. 

 

By gathering all of these Boolean responses, it is possible to build the exact bit strings used to 

represent any character. 

 

2.3. Sql-Anding, Fastest Method in the World for Boolean Blind SQL Injections 
 

In 2013, a new SQL Injection exploitation technique (created by Ruben Ventura, the author of 

this paper) was presented in Black Hat USA by Roberto Salgado [2]. The code of the attack’s 

payload is the following: 

 

1 AND (SELECT ASCII(MID(password, n, 1) FROM users LIMIT 1) & %d FROM users) 

 

The first thing this injection does is to select a single character from the desired value to extract. 

This is done using the MID function: 

 

MID(password, n, 1) 

 

Let n be an offset to the desired character in the string wanted to be retrieved, represented by a 

positive integer whose initial value is 1 and it will be incremented by 1 until all the characters of 

the value are selected. 

 

The next thing done by this injection is to convert the selected character to its ASCII numeric 

value by using the ASCII function: 
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(SELECT ASCII(MID(password, n, 1))) 

 

For instance, if the character wanted to select is equal to ‘a’, the result of this part of the injection 

would be equal to the numeric value of 97, or 0x61 in hexadecimal. 

 

The last part of the attack vector performs an AND bitwise operation against %d, a placeholder 

that will iterate through 7 different values: 

 

%d = [ 1, 2, 4, 8, 16, 32, 64, 128 ] 

 

The binary representations of each one of this values are the following: 

 

1 = 00000001      16 = 00010000 

2 = 00000010      32 = 00100000 

4 = 00000100      64 = 01000000 

  8 = 00001000       128 = 10000000 

 

Since all of these numbers are powers of 2, there is an easy pattern to discern in their bit 

representation. All the bits are “off” except for only one bit that is set. This means that all the 

digits are always 0 except for one bit whose position shifts to the left depending on the numeric 

value in question. 

 

The desired character to extract (being ‘a’ in this case, with a binary value of 01100001) is used 

to perform the already mentioned AND bitwise operation with each one of the binary values in 

the placeholder, in the following manner: 

 

01100001 01100001 01100001 

00000001 00000010 00000100 

= = = 

00000001 00000000 00000000 

= TRUE = FALSE = FALSE 

 

In most programming languages, all numbers except zero are equal to a Boolean TRUE value. 

This means that if the vulnerable page responds with a FALSE response, then the bit being tested 

is equal to 0. If it is TRUE, the bit is equal to 1. By iterating through the mentioned powers of 2, 

all the bits which represent each character can be testes and retrieved. 

 

If it is known that the character being retrieved is contained in the ASCII range, only 7 requests 

need to be done because, for the ASCII range, the most significant bit is always 0. 

 

There is a huge advantage in this technique over the bisection method. Each bit can be retrieved 

regardless if the other bits are known or not, which means these injections can be performed in a 

parallel fashion using threads. This is why the sql-anding tool is much faster than other tools that 

use the binary search algorithm, such as sqlmap. There is already a recorded demo of this 

technique, publicly available to watch [3]. 

 

Since this injection uses bitwise operations instead of the BETWEEN instruction, the payload 

also runs faster in the DBMS. 
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2.3.1. Shedding Light in Blind SQL Injections 

 

A Blind SQL Injection occurs when only the original content of the website can be displayed. 

This might occur for several reasons: 

 

- UNION keyword is not allowed 

- The query is too complex to inject UNION in the middle of it 

- The injection is placed in multiple queries resulting in errors.  

- It’s impossible to see other data 

 

It is possible to classify Blind SQL Injections into two categories: Boolean Blind SQL Injections 

and Non-Boolean Blind SQL Injections. 

 

2.3.2. Boolean Blind SQL Injections 

 

These kind of vulnerabilities can respond with only two possible responses: TRUE responses or 

FALSE responses. 

 

This is commonly thought as the case of a login (even though this will be disproved later in the 

paper). 

 

2.3.3. Non-Boolean Blind SQL Injections 

 

This type of vulnerability can reply with not only a FALSE response, but also multiple TRUE 

responses. Such is the case of: 

 

- Blogs 

- Article websites 

- News websites 

- Online stores 

- Any type of dynamic content 

- Logins (as demonstrated later) 

 

These kind of vulnerable applications include most websites out there. 

 

Usually a GET parameter is sent through the URL to specify which item the application should 

show by using an ID. All of these possible ID values expand the attack surface to increase the 

semantics of the exploitation process. All the information that the application is able to provide 

can assist the attacker to perform faster data extraction. 

 

Later in this paper it is explained how authentication logins are not strictly Boolean injections, 

mainly because the authentication mechanism can login as many different users which is equal to 

having multiple TRUE responses. 

 

From this perspective, it can be concluded that strictly Boolean injections are actually extremely 

rare. For instance, if the application is designed to just give 2 types of different responses then it 

would be very inefficient to use a DBMS to store just 2 items, the same results could be 

implemented by hard-coding a simple IF condition within the application’s code. Pretty much the 

only example of Boolean Blind Injections would be a multi-factor authentication. 

 

The following methods to be explained make use of all this different content the application is 

designed to respond in order to extract more than one bit in a single request. 
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2.3.4. Lightspeed: Optimizing sql-anding 

 

This section will introduce and explain a new original method designed to optimize sql-anding. 

The author decided to name this method “Lightspeed”. 

 

A common Blind SQL Injection is exploited with an injection similar to the next one: 

 

1 AND (SELECT ASCII(MID(password, n, 1) FROM users LIMIT 1) & %d FROM users) 

 

The core of this injection is the conditional AND operator. This is the traditional way, however, 

it is possible to tweak this injection by replacing the conditional operator with a bitwise operator, 

like the following: 

  

0 | (SELECT ASCII(MID(password, n, 1) FROM users LIMIT 1) & %d FROM users) 

This injection will change the value of the requested article ID due to the bitwise OR ( | ), which 

means that the application will reply with various different responses depending on the result of 

the OR bitwise operation. 

 

An example of such type of vulnerability could be a website designed to read news or articles. 

This website would use a GET parameter to define the ID of the article requested by the client: 

 

http://news.com/?id=1337 

 

The parameter just mentioned could be vulnerable to SQL Injection, but it would be blind, maybe 

because the UNION keyword is being filtered, or maybe because the query itself is too complex 

to inject an UNION statement inside of it. However, the page can reply with a number of various 

different responses, equal to the number of articles in the database. 

 

So, the first thing to be done is to request the application for the content corresponding to 8 

different ID values. An MD5 hash can be used to “compress” the content of each one of those 8 

responses into a very manageable 32 byte string. 

 

The ID of these different 8 pages can be represented with a binary sequence of 3 bits, like the 

following example: 

 
?id= Binary representation 

0 000 

1 001 

2 010 

3 011 

4 100 

5 101 

6 110 

7 111 

 

Once the 8 responses are fetched and locally stored, it is possible to do the injections. 

 

In order to make this injection work, it is needed not only to use a bitwise operator, because the 

injection itself must also be modified: 

 

0 | (SELECT CONV(MID(LPAD(BIN(ASCII(MID(password,1,1))),8,'0'),1,3),2,10)FROM 

users LIMIT 1) 
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It looks complicated but it’s not. The injection will be dissected from the inside out in order to 

explain how it works: 

  

The first character of the desired string to extract is selected: 

 

MID(password, 1, 1) = ‘a’ 

 

It is converted to its ASCII numeric value: 

 

ASCII(‘a’) = 97 

 

Then it is represented in binary: 

 

BIN(97) = ‘1100001’ 

 

Sometimes characters which are represented with less than 7 bits will be retrieved but, since the 

injection is blind and it is not possible to see the actual number of bits they have, we must use 

padding to make all the bit strings of equal length in order to know where to stop asking for bits; 

8 bits are enough to represent the ASCII range and the UTF-8 Latin range: 

 

LPAD(‘1100001’, 8, ‘0’) = ‘01100001’ 

 

Now that the bit string is prepared for extraction, the first 3 bits of the binary string will be 

selected at the same time using the MID function again: 

 

MID(‘01100001’, n, 3) = ‘011’ 

 

Then, the resulting 3-bit string is converted from binary to decimal: 

 

CONV(‘011’, 2, 10) = 3 

 

To finish, the resulting number will be used to perform a bitwise OR with 0 (the requested id): 

 

?id=0 | 3 = ?id=3 

 

The result of any number ORed with 0 is always equal to the original number. In this way, the 

article that corresponds to ID 3 is returned. As soon as the response is received, it is revealed that 

the first three bits of the binary string representing the character is ‘011’. 

 

This attack vector is injected 3 more times to find the entire 8-bit string. In this way, any 

character can be extracted with just 3 requests. Implementing threads with this exploitation 

technique would retrieve any character in an instant. 

 

2.3.5. Using AND Instead of OR 

 

It is also possible to use a bitwise AND instead of OR. The only thing that must be changed is the 

request ID from 0 to 7: 

 

7 & (SELECT CONV(MID(LPAD(BIN(ASCII(MID(password,1,1))),8,'0'),1,3),2,10)FROM 

users LIMIT 1) 
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In binary, 7 is equal to 111 (all bits set), so any number which is ANDed to it will remain the 

same. 

 

2.3.6. Using Lightspeed in Quoted Injections 

  

In a similar manner, the last 2 attack vectors can be injected into quoted parameters by just 

adding a closing quote or double quote right after the requested ID; the DBMS will automatically 

cast the string into a number. The only disadvantage is that the trailing quote must be commented 

out: 

 

0’ | (SELECT CONV(MID(LPAD(BIN(ASCII(MID(password,1,1))),8,'0'),1,3),2,10)FROM 

users LIMIT 1)-- - 

 

7’ & (SELECT CONV(MID(LPAD(BIN(ASCII(MID(password,1,1))),8,'0'),1,3),2,10)FROM 

users LIMIT 1)-- - 

 

2.3.7. Further Optimization of Lightspeed 

 

When facing a numeric injection, there is actually no need to perform a bitwise operation, we can 

shorten the injection to just select the bits we’re interested in and assign their decimal value to the 

requested GET parameter: 

 

http://vulnerable.com/?id=(SELECT 

CONV(MID(LPAD(BIN(ASCII(MID(password,1,1))),8,'0'),1,3),2,10)FROM users LIMIT 1) 

 

A video which demonstrates this technique has been made publicly available [4]. 

 

2.3.8. Lightspeed for Authentication Logins 

 

Lightspeed can also be used to extract information from a database through a vulnerable Login. 

In essence, a set of bits is extracted from the numeric value of the character wished to retrieve in 

order to compare it with 10 different values. The application would login with a different user 

each time depending on the extracted sequence of bits. 

 

The injection looks like the following: 

 

SELECT * FROM users WHERE user='' or user=(select if((@a:=(select 

conv(@x:=mid(bin(ascii(mid(password,1,1))),1,3),2,10)from users limit 1))=1,'lightos',if( 

@a=2,'hkm',if(@a=3,'calderpwn',if(@a=4,'nitr0us',if(@a=5,'sirdarkcat',if(@a=6,'n3k',if( 

@a=7,'vhramosa',if(@x='0','xxronvel',if(@x='00','garethheyes','tr3w')))))))))) 

 

Basically, a set of 3 bits is extracted from the database and depending on its value the application 

will authenticate with different users. 

 

2.4. Fastest Exploitation Method in the Planet So Far 
 

The former fastest method (before this paper was written) to extract information from a database 

through Blind SQL Injections (non-Boolean, because it requires 3 different responses) is pos2bin, 

created by Roberto Salgado in 2010, presented in Black Hat USA 2013 [2]. With this technique, 

it is possible to extract a character with a minimum of 2 requests and maximum of 6. The 

explanation of this technique is beyond the scope of this paper. However, the author decided to 

combine the ideas behind pos2bin and Lightspeed to see how much faster it could get. 
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The attack vector, result of the combination of both techniques, looks like this: 

 

IF((@a:=MID(BIN(POSITION(MID((SELECT(password)FROM`users`LIMIT/*LESS*/0,1),1, 

1)IN(0x30313233343536373839414243444546))),1,3))!=space(0),IF(@a=0x3030,9,IF(@a=0x 

303030,10,IF(@a=0x30,8,conv(@a,2,10)))),0/0) 

 

It looks complicated but it’s not. Once again, the vector will be dissected to explain its inner- 

workings. 

 

First, a single character is selected from the string to be extracted, for the sake of this example, it 

will be pretended it is equal to ‘1’: 

 

MID((SELECT(password)FROM`users`LIMIT/*LESS*/0,1),1,1) = ‘1’  

 

The comment is just an obfuscation trick to avoid the use of whitespaces. 

 

The next thing to do is to ask which position the character occupies in a defined character set: 

  

POSITION(‘1’ IN 0x30313233343536373839414243444546) 

 

The hex number is just an obfuscated representation of a string to avoid using quotes, 

whitespaces nor commas. So the previous part of the injection is equal to the following 

(whitespaces have also been added to increase the legibility of the string): 

 

POSITION(‘1’ IN ‘0123456789abcdef’) 

= 2 

 

Notice we are using a reduced character set because we know the string to be extracted is an 

MD5 hash, so we only need 16 different characters. It is also possible to define a wider character 

set to extract every possible piece of information. Using a reduced character set is just a tweak 

which can be used to optimize the extraction process. Now it is known that the position the 

selected character has is equal to 2. 

 

The next function converts the position of the character to its binary representation: BIN(2) = 010 

Once the binary string is ready for extraction, the MID function is again used to select 3 

characters from the binary number; this is needed because there are some positions which need 

more than 3 bits to be represented in binary. The result is then assigned to the variable @a. 

 

@a := MID(‘010’, 3, 1) = ‘010’ 

 

Notice this whole chunk of instructions is inside a conditional IF() statement: 

 

IF(@a := ‘010’) != space(0), IF(@a=0x3030, 9, IF(@a=0x303030, 10, IF(@a=0x30,8, 

conv(@a,2,10) ))),0/0) 

 

What this condition does is to test if the result is equal to space(0), if it is, it means that the end of 

the binary string has been reached. In such case, the injection will return 0/0 (division by 0) 

which is equal to NULL. This would tell the attacker the whole bit string has already been 

extracted, so other characters can begin to be extracted as well. 
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There are also 3 other nested IF conditionals. All these do is to test if the bit string is equal to ‘0’, 

‘00’ or ‘000’ because mathematically these 3 strings have the same value. A different ID number 

is returned for each of the 3 cases. 

 

If the extracted bit string happens to be any other number, the bit string is simply converted to 

decimal and the result is assigned to the requests GET ID parameter: 

  

conv(@a, 2, 10) 

 

In this way, a single character was extracted with only 2 requests. 

 

The demonstration video of this technique is already public and available [5]. This technique is 

called hyper-speed-warp. 

 

2.5.Comparison Between all the Methods 
 

A case-study has been made to compare the efficiency of the fastest different Blind SQL 

Injection methods. 

 

The test-case string to extract is the MD5 hash of ‘abc123’, so it is 32 bytes long. This hash has 

the value: BBF2DEAD374654CBB32A917AFD236656. 

 

These tests were run in a local WAMP environment with an Intel Core i3 @2.40Ghz 2.40Ghz 

processor. 

 

The results are presented in Table 1. 

 
Table 1. Speed and number of requests comparison 

 

Method Requests in total Average of requests per 

character 

Time Bandwidth 

Bisection (sqlmap) 147 4.5 8 sec ? 

sql-anding 235 7.343 3 sec 22078 

Pos2bin 111 3.46 2.4 sec 15873 

lightspeed 108 3.3 1 sec 11880 

hyper-speed- warp 80 2.5 Less than 1 sec 16848 

 

From this comparison the following statements can be concluded: 

 

- For Boolean Blind Injections, sql-anding is the fastest method 

- In terms of bandwidth used by the size of the request, the bisection method is preferable for 

Boolean injections, even though it is much slower.  

- For multiple response blind injections, the fastest method is hyper-speed-warp, although 

this method only works in numeric injections; in case the injection is quote encapsulated, 

Lightspeed would need to be used. 

- For multiple response blind injections, if bandwidth is a concern, Lightspeed would be the 

best method because the injection’s length uses less bytes. 

 

Figure 1 shows a bar graph displaying the presented results. 
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Figure 1. Number of requests vs. method in seconds. 

 

Figure 2 shows a bar graph displaying the presented results. 

 

 
 

Figure 2. Number of requests vs. method in seconds 

 

3. EXPLOITATION STRATEGIES 
 

3.1. Comparison between Compressed String Lengths 
 

To further accelerate the data extraction process, the built-in compress() function can be used. 

Table 2 shows the corresponding lengths of group concatenated strings and their respective 

compressed lengths. 
 

Table 2 

 

Query Length Compressed length 

group_concat(table_name) 1024 440 

json_arrayagg(table_name) 1316 447 

group_concat(column_name) 1024 458 

json_arrayagg(column_name) 56897 8313 
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3.2. Comparison between Group Extraction or One-By-One Extraction 
 

The functions group_concat() or json_arrayagg() can be used to concatenate the whole result of 

the query into a single string. In contrast, if LIMIT is used only one item will be retrieved for 

each request and the index for the LIMIT clause would have to be incremented until the whole 

items are iterated. 

 

The disadvantage over group_conat or json_arrayagg() is that for each request the DBMS will 

have to do a huge concatenation which uses a considerable execution time. 

 

For this reason, a case-study was made to see if using a string concatenation function is faster 

than iterating through all the elements using LIMIT. The results are in Table 3. 

 
Table 3 

 
Method Start time End time Total time 

group_concat() 13:39:40 13:40:15 35 sec 

LIMIT n,1 13:56:32 13:57:08 36 sec 

                                                                                                                  

4. CONCLUSIONS 
 

The most popular attack vector for Blind SQL Injections in actual times (October 1st, 2020) can 

be improved and optimized in different ways to perform data extraction in faster intervals of 

time. The best tool to use depends in the nature of the injection. It is inferred that faster methods 

will be created in the future. 
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ABSTRACT 
 
Visually impaired people need help to travel safely. To make this possible, many travel aids 

have been designed. Among them, the cane which is considered as a symbol of visual deficiency 

in the whole world. In this work, we build an electronic white cane using sensors' technology. 

This intelligent cane detects obstacles within 2m on the ground or in height, and sends vocal 

instructions via a Bluetooth headset. We have also built a mobile application to track in real 

time the visually impaired and a WEB application to control the access to the mobile one. We 

use ultrasound, IR sensors and a raspberry pi to process data. We use Python as programming 

language for electronic devices. The mobile application is Android. Though, the WEB 

application is a REST API developed using Python and Java Script. 

 

KEYWORDS 
 
 Electronic white cane; Sensors; human monitoring; smart home. 

 

1.  INTRODUCTION 
 

Many situations can deprive human beings from freedom. Visual impairment is one that make 
people completely dependent on their caregivers. Indeed, a visually impaired person cannot move 

freely or carry out any activity that requires vision. To facilitate their integration into society and 

allow them to make good decisions while moving, they benefit from external assistance provided 
by caregivers, trained dogs, white canes, small electronic devices. The white cane remains one of 

the most widely used tools by visually impaired. It not only enables visually impaired people to 

avoid obstacles. This device is widely recognized as symbol of blindness. However, it does not 
allow the visually impaired to freely carry out their daily activities. It does not detect obstacles 

above the belt such as: truck mirrors, sloped branches, advertising signs. It is also not possible to 

be aware of the presence of a close obstacle before touching or detecting it. These different 

situations expose visually impaired people to frequent severe body shocks. To avoid this situation, 
electronic canes have been invented. They use sensors or stereovision technologies. Tremendous 

efforts are made today to improve electronic travel aid solutions. Unfortunately, these solutions are 

almost unused or unknown in most African countries. Over 90% of people suffering from visual 
impairment live in developing countries. Africa is the most vulnerable continent of all. Moreover, 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N19.html
https://doi.org/10.5121/csit.2020.101910
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the solutions on the market are not suited to our realities. This paper aims to produce an electronic 
cane model, easy to use, and suited to Africa’s realities. 

 

This paper is organized as follows. Section 2 presents related work to see the different approaches 

for assisting the displacement of blind people. Section 3 presents details of our solution. We 
present the system overview, sensors choice and configuration. Finally, Section present results and 

discussion. 

 

2. STATE OF THE ART 
 

Navigation systems for blind people require storing and retrieving information for path planning, 

generating directions, and providing location information. Depending on the approach used, this 

information may include floor plans, the location and description of objects in the indoor 
environment, locations of identifier tags or data collected by sensors in the environment. Based on 

studies about visually impaired needs, the design of an electronic smart cane seems to be the best 

way to help them in their daily life. It is globally recognized as a symbol of visual deficiency. It 
makes the blind feel safe. It is a handy tool that can be easily used by anyone, even disabled 

people. To overcome problems associated with traditional white canes, Electronic Travel Aids, 

ETAs, have been invented since the 19th century. In [1], the author defines ETAs as active devices 
that emit and receive waves (electromagnetic or acoustic) to explore the environment within a 

certain perimeter, or passive receivers that receive the light reflected by the different obstacles. 

They process the information and provide the user with information on the configuration of nearby 

obstacles. Electronic canes identify physical quantities and transform them into information thanks 
to the knowledge of the physical phenomena involved. They provide information on the shape of 

obstacles, their dimensions, colors and even the distance between them and the user. 

 
Dhruv Jain et al. developed a system Roshni [12], that can be used for indoor navigation system 

for blind person. This system consists of the following functional components: assistance for 

determining the user’s position in a building, a detailed interior map of the building and a mobile 
application. By pressing keys on the mobile unit, directions concerning position, orientation and 

navigation can be obtained from the portable system via acoustic messages. A RFID based 

navigation system proposed by Punit Dharani et al. [13]. The system provides a technological 

solution for the visually impaired to travel through public locations easily using RFID. Parth 
Mehta et al. proposed a novel indoor navigation system for visually impaired people [14] and the 

paper illustrates a structure which uses the IR sensor and magnetic compass on the VI-Navi 

handheld device to determine the location and orientation of the user in a fast and a robust manner 
using a voice enabled GPS inside a closed environment. 
 

ETAs’ industry, has been undergoing a constant and remarkable evolution for several years now. 

Thus, many generations of solutions have been developed. These ETAs can be classified in terms 
of technologies used to build them. We can identify two main generations of electronic canes. 

Electronic canes using: 

 

– ultrasound sensors and/or laser and/or IR sensors [2, 4, 5]; 
– cameras, electro-tactile system, Oh I see (the vOICe), stereovision systems [6-8]. 

 

Depending on these different technological approaches, Table 1 presents some existing ETAs. 
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Table 1.  Listing of some existing solutions. 

 
ETAs Technological 

approach/principle 

Manufacturer Year of 

invention 

Type of 

Alert 

SmartCane Ultrasound Indian Institue 
of Technology, 

New delhy 

2007 Vibrations 

UltraCane Ultrasound Sound Foresight 

Technology 

Limited 

2011 Vibrations 

TOM 

POUCE III 

IR Foundation 

vision 

2013 Vibrations 

WeWalk Ultrasound Young Guru 

Academy 

2016 Vocal 

instructions 

Sherpa Stereo Vision HANDISCO 2017 Vocal 

instructions 

 

3. PROPOSED SYSTEM 
 

The proposed system is a set of a smart stick and a real time tracking mobile application. The 

smart stick uses a network of ultrasound and IR sensors to detect obstacles (within a range of 2m 

in height or on the ground), a Raspberry Pi to process data and a GPS module to collect satellite 
data. On the one hand, sensors send data collected from the blind's environment to the Raspberry 

Pi. This last, processes the data and send vocal instructions to the visually impaired through a 

Bluetooth headset connected to the smart stick. On the other hand, the GPS module forwards 
satellite information to the Raspberry Pi which processes them. Then, sends them back to mobile 

and WEB applications via a REST API. 
 

3.1. System Overview 
 

The proposed system is presented by Fig. 1.  

 

 
 

Figure 1 : System architecture 
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The system has three major modules: smart stick, web application and mobile Application. These 
modules communicate through an API. The intelligent cane is a normal white which embeds 

sensors. A sensor is a device that transforms a physical quantity (temperature, pressure, 

concentration, pressure) into a usable quantity which is generally electrical. There is a large 

number of sensors that differ from the physical quantity they measure. Among them, we have: 
ultrasound, temperature, pressure, acceleration, infrared, laser, radar sensors. As far as the 

proposed system is concerned, sensors enable us to evaluate the distance between the visually 

impaired and obstacles. The most widely used distance sensors are: 
 

 Ultrasound sensors; 

 Laser sensors; 

 IR sensors; 

 Radar sensors; 
 

3.2. Choice of sensors 
 

As far as the proposed system is concerned, sensors enable us to evaluate the distance between 

the visually impaired and obstacles. The most widely used distance sensors are: ultrasound 

sensors, laser sensors, IR sensors, radar sensors. Some Criteria are used to choose sensors. They 
are range, precision, cost and interference sensitivity. The laser and radar sensors can detect near 

and far obstacles. However, laser sensors are very expensive, which contradicts our aim to 

provide people with an affordable solution. They are also less precise for close obstacles 
detection. Radar sensors are not able to detect small objects because of their medium accuracy, 

which is not good for our system. Ultrasound sensors detect close obstacles with a very good 

accuracy depending on their measurement cone. Nevertheless, very close obstacles are less likely 
to be detected. IR sensors are very accurate but only detects very close obstacles. Both, 

ultrasound and IR sensors are cheap and detect small objects. They fit with our system 

requirements. Actually, we use an ultrasound sensor HC-SR04 and an IR sensor Sharp 

GP2Y0A02YK0F for the system. 
 

1) GPS module NEO-6M 
 

The GPS module provides location data (longitude and latitude) from satellites. This is collected 

with the GPS module EEPROM antenna. It sends a big stream of data in NMEA format. NMEA 

consists in several sentences. However, we just need one sentence. This sentence starts with 
$GPGGA. It contains useful information such as: coordinates, time. These information are 

comma separated. Thus, we can extract information from $GPGGA string by counting the 

commas. The latitude is found after two commas and the longitude after four commas. The GPS 
module sends data collected to the cane's process unit which is the Raspberry Pi. 

 

2) Raspberry Pi 
 

To make the system works, we need a Logical Processing Unit (LPU)to communicate sensors' 

data to the stick's users. For this purpose, we can use microcontrollers such as Arduino, 
PIC18F46k80, etc. However, we are dealing with a two modules system. In fact, we have the 

stick and a software linked to it. A real computer is the best candidate to make them talk together. 

Then, we use the Raspberry Pi Zero W (Fig. 6) as the stick's LPU. It is a monocard nano 

computer with a single core 1GHz processor, a micro SD card, a mini HDMI port, two micro 
USB ports, (one for power, one for USB), and 512MB of RAM. It has a built-in WiFi and 

bluetooth. It needs 5V as operating voltage. The Raspberry Pi Zero W processes data collected by 
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sensors and send them either to the REST API or the users. In fact, it computes the distance 
between the user and the obstacle and sends vocal instructions to users via a Bluetooth headset. 

 

The Raspberry Pi Zero W only deals with digital signals. Ultrasound sensors and the GPS module 

send digital signals, directly processed by the Pi. However, IR sensors send analog signals. Our 
system uses an Analog to Digital Converter (ADC) to transform analog information into digital 

one. The IR sensor sends an analog signal in the form of voltage. If the voltage sent is not 0V, 

then, an obstacle is detected, and the ADC communicates this state to the Raspberry Pi as 
numeric value. The Raspberry Pi Zero W has two built-in Universal Asynchronous Receiver-

Transmitter (UARTs), a PL011 and a mini UART. By default, on the Raspberry Pi Zero W, 

PL011 UART is connected to the Bluetooth module while the mini UART is used as the primary 
UART and will have a linux console on it. Because of the amount of the GPS module data 

stream, we recongure the Pi. We connect the bluetooth module with the mini UART and the 

primary UART to the Linux console. This new configuration helps us recover GPS data and 

process it on the Pi . The Raspberry PiWis also responsible of voice synthesis. In fact, it holds a 
text-to-speech engine which enables us to send vocal instructions to the stick's users. We use 

SVOX Pico, a small-footprint text-to-speech engine distributed with the Android operating 

system, but it can also be run on Linux and other POSIX systems. Since, Raspberry Pi runs on 
raspbian, a debian based OS, SVOX Pico is an optimal choice. 

 

3) IR sensor Sharp GP2Y0A02YK0F 
 

The IR sensor chosen is the Sharp GP2Y0A02YK0F. It is composed of an integrated combination 

of PSD (Position Sensitive Detector), IRED (Infrared Emitting Diode) and a signal processing 
circuit. The variety of the reflectivity of the object, the environmental temperature and the 

operating duration are not influenced easily to the distance detection because of adopting the 

triangulation method. Its distance measuring range is 20cm to 150cm. This device outputs an 
analog voltage corresponding to the detection distance. It needs 4.5 to 5.5 V supply voltage to 

work. 

 

4) Ultrasound sensor HC-SR04 
 

The ultrasound sensor chosen for the stick is the HC-SR04. Its detection range is 2cm to 400cm 

with 3mm of precision, 40kHz as frequency, 5V for the operating voltage, 5V as digital output 
and 30°as detection angle. Ultrasonic sensors use a transducer to send and receive ultrasonic 

pulses that relay back information about an object’s proximity. Indeed, the traducer receives 

distinct echo patterns. They can measure distances quite accurately [18, 4, 12]. The sensor 
determines the distance to a target by measuring time lapses between the sending and receiving of 

the ultrasonic pulse. 

 

5) REST API 
 

The smart cane is the blind's decision-making tool. To help the blind's parent track him/her in real 
time, it is necessary to link the cane to a mobile application. To make the mobile app talk with the 

cane, we use an Application Programming Interface (API). The API is a Representational State 

Transfer (REST) one. In fact, it is a standard invented by Roy Fielding in his dissertation [11]. 
REST APIs are based on the Hypertext Transfer Protocol (HTTP) and mimic the way the WEB 

works in client-server communications. The client-server principle involves two entities that 

interact in a REST API : the cloud database and application modules which are clients. To 

interact with the cloud-based database, applications send HTTP requests: GET, POST, PUT or 
DELETE to the API. This last query the database. Requests' responses are still sent to clients 

through the API. 
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3.3. Electronic Configuration 
 

In order to detect obstacles accurately, sensors should be placed at optimal positions on the stick 

(Fig. 2). We propose a cane of length l, depending on its user height. The angle β, between the 
cane and the horizontal which is an input parameter. The proposed system uses three sensors. 

Two ultrasound sensors and an IR sensor. The IR sensor will detect obstacles on the ground and 

at a distance d1 less than or equal to 1m (d1<=1m). The lower ultrasound sensor, on the one 
hand, is placed at distance d4 and will detect obstacles on the ground at a distance d between d1 = 

1m and d2 = 2m (d1 <= d <= d2). The upper ultrasound sensor, on the other hand, can detect 

obstacles above the belt up to 2m in height. 
 

 
 

Figure 2: Electronic configuration 

  

Several parameters are involved in the cane's electronic configuration. We will be interesting in 

finding γ, α, δ, c1 and c2 (Fig. 3). 
 

 γ : the angle between the cane and the upper ultrasound sensor; 

 α : the angle between the cane and the lower ultrasound sensor; 

 δ : the angle between the IR sensor and the cane; 

 c1: the distance between the end of the ultrasound sensor and the floor; 

 c2: the distance from the end of the IR sensor to the floor. 

 

To calculate them, we used geometric properties including the theorem of Al-Khashi or the law of 
cosines.  
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Figure 3: Electronic configuration: plan view 

 

The table 1 summarizes the sensors’ inclination angles information. 

 
Table 2. Sensors’ inclination angles 

 
Sensors Measuring the angle of inclination 

Upper ultrasound sensor 52° 

Lower ultrasound sensor 46° 

IR sensor 40° 

 

3.4. System driven circuit 
 
In this section, we are going to present the electrical circuit that controls the system. The circuit 

shows us how the different electronic components are mounted to operate in the system. In 

addition, to the components mentioned in the previous section, we have, push buttons to activate 

the cane or alert in case of emergency, resistors, a buzzer for audible beeps and a Light Emitting 
Diode (LED). The components of the circuit are connected to the inputs of the Raspberry Pi 

(pins) including the ground, GND and VCC which provides an input voltage of 5V. The whole 

system relies on a breadboard (Fig. 4). 
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Figure 4: System driven circuit 

 

4. RESULTS AND DISCUSSION 
 

Before assembling all the cane’s components, we test each of them. Based on the time used by the 

ultrasound sensor to reach obstacles and analog outputs of the IR sensor we can evaluate our 
system performances. The table 2 summarizes results derived from computations and 

measurements. Even though the proposed solution has been influenced by [3]. The results show 

that combining infrared range and ultrasonic sensors may lead to a better decision-making system. 
The proposed system is also connected to mobile application to track the visually impaired people 

in real time. 

 
Table 3. Comparison of computed and measured results 

 

 Ultrasonic sensor IR Sensor 

Distance 

(cm) 

Time 

computed 

(s) 

Time 

measured (s) 

Error(s) Analog 

output 

computed 

(V) 

Analog 

output 

measured 

(V) 

Error (V) 

50 0.29 0.3 0.01 1.3 1.3 0 

75 0.44 0.45 0.01 0.8 0.7 0.01 

100 0.59 0.62 0.03 0.6 0.59 0.01 

125 0.74 0.78 0.04 0.52 0.51 0.01 

150 0.88 0.92 0.04 0.5 0.485 0.015 

175 1.03 1.07 0.04 0.3 0.282 0.018 

200 1.18 1.23 0.05 0.2 0.09 0.11 

 
The system prototype is the set of the physical cane, the REST API, the Android application and 

the WEB application.  

 

4.1. Cane 
 

The is a set of the sensors, the raspberry pi, the buzzer, a battery and a USB input to charge the 
battery. Fig. 5 presents the prototype of the white cane. 



Computer Science & Information Technology (CS & IT)                                  119 

 

 
 

Figure 5: Cane prototype 

 

4.2. The API 
 

The API is a python module that contains classes which methods are HTTP requests: get(), 

post(), put() and delete(). It allows you to authenticate from the Android application, send 

geolocation data (from the GPS module) to the mobile application. 

 

4.3. WEB Application 
 

The WEB application is a dashboard (see Fig. 6). To access it, you must first authenticate 

yourself. Once the authentication is successful, the home page is displayed. The site has five 

rubrics. They are: 
 

 Home: There is information about each rubric; 

 Add parent: This is a form to add a parent to the database; 

 Parents list: This form is used to check the list of Parents which are store in the 

system; 

 Visually impaired: This page contains the information about the visual impaired, a 

map on which he can be geolocated, a panel to contact a relative and a button to add a 
visual impaired; 

 User guide: The system user guide. 
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Figure 6: WEB application 

    

4.4. Mobile application  
 

The Android application allows you to track the visually impaired in real time. To have access to 

these features, you must first authenticate yourself. Once authentication is successfully completed, 
the user can track the visual impaired. The Android application's authentication interface is 

presented by Fig. 7. 

 

 
 

Figure 7: Android application's authentication interface. 

 

In addition, voice commands transmission via the headset is automatic. Because of this, we made a 
compromise related to the Universal Transmitter/Receiver (UART) of the raspberry pi. The 
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raspberry pi has two UARTs: a PL011 or UART0 connected to the Bluetooth module and a mini-
UART connected to the Linux console. For reasons of reliability and data flow sent by the GPS 

module, we reconfigured the UART of the raspberry pi. The UART0 has been connected to the 

Linux console and the mini-UART connected to the Bluetooth module. Thus, the performance of 

the Bluetooth module decreases since the mini-UART is less powerful than the UART0. 
 

After the implementation of the system and we compare the results to the state-of-the-art result. 

The results are mentioned in Table 3. 
 

Table 3. Performance Evaluation 

 
Devices Detection Range Time 

Response 

Power 

Consumption 

Stair 

detection 

Tracking 

module 

Proposed system Medium Fast Low Yes Yes 

New electronic white 

cane for stair case 

detection and 

recognition using 

ultrasonic 

sensor 

Medium Fast Low Yes  No 

New electronic white 

cane for stair case 

detection and 

recognition using 
ultrasonic 

sensor 

High Fast Low Yes  No 

Ultrasonic Spectacles 

and Waist-belt for 

Visually Impaired 

and Blind Person 

High Fast Low No  No 

 

The results mentioned in table 3 prove the efficacity of our propose method. In addition to 

detecting obstacles, our system makes it possible to follow the person over time 
 

5. CONCLUSION 
 
Visually impaired people represent 5% of the world's population. More than 26 millions of them 

are in Africa. They need social integration like any able-bodied person. This work presents an 

electronic cane that enables visually impaired to move around without having to resort to 
caregivers or traditional solutions. Indeed, it helps its user to detect obstacles in height as well as 

on the ground within a radius of two metres (2m), which sends voice commands back to its user to 

enable him to avoid the obstacle that stands in his path and which has applications to follow him. 

The proposed cane has limitations that have been raised in the work. This allows us to consider 
interesting perspectives to improve our work. A camera module and a training could be used to 

make the cane a more intelligent assistant. This assistant will be able to accurately say how the 

patient could avoid an obstacle. The implementation of the retrace route function would make the 
Android application much more useful to the parents of the visual patient. 
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ABSTRACT 
 
A continuous monitoring of the physical strength and mobility of elderly people is important 

for maintaining their health and treating diseases at an early stage. However, frequent 

screenings by physicians are exceeding the logistic capacities. An alternate approach is the 
automatic and unobtrusive collection of functional measures by ambient sensors. In the current 

publication, we show the correlation among data of ambient motion sensors and the well-

established mobility assessment Short-Physical-Performance-Battery and Tinetti. We use the 

average number of motion sensor events for correlation with the assessment scores. The 

evaluation on a real-world dataset shows a moderate to strong correlation with the scores of 

standardised geriatrics physical assessments. 

 

KEYWORDS 
 
ubiquitous computing,      biomedical informatics,      health,       correlation,       piecewise 

linear approximation. 

 

1. INTRODUCTION 
 

Being in good health and good physical condition is essential for the quality of life and well-
being of humans. Especially, the elderly people who are more prone to diseases and functional 

decline. Frequently consulting physicians is important for this age group, because early diagnosis 

is the key for a better treatment and recovery. On the one hand, the logistic capacities of 

physicians are limited and are not sufficient for sophisticated continuous long-term monitoring. 
On the other hand, long-term monitoring enhances physician's decision-making process. To 

address this problem unobtrusive smart home sensors can be facilitated for continuous long-term 

monitoring of elderly people in their domestic environments. This kind of sensors are respecting 
the privacy of the inhabitant and are well-accepted among the target group. They get acquainted 

to the sensors in a few days and after that, they do not notice the sensors anymore [1]. The 

mobility of elderly people is one key indicator for their physical and mental condition. Moreover, 
falling is a critical incident for elderly people and even though they recover physically, they may 

not recover mentally [2-5]. The mobility, balance and muscle-strength of elderly people is usually 

assessed by physicians or physiotherapists by standardised geriatrics assessments like the Short-

Physical-Performance-Battery (SPPB), Timed Up&Go and Tinetti and those assessments must be 
performed under the supervision of a professional. Due to capacity issues those assessments 

cannot be performed frequently. Moreover, the assessment measures the form of the day the 

person is doing the test and people tend to give their best effort in testing situations, in other 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N19.html
https://doi.org/10.5121/csit.2020.101911
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words there is a difference between performance and capacity. The studies found that the 
performance is more clinically relevant than the capacity [6]. 

 

Our approach uses motion sensor events as indicator for the physical conditions of elderly people. 

We used data from motion sensors installed in domestic environments of elderly people and 
correlate it with scores of the standardised geriatrics assessments SPPB and Tinetti. We consider 

the two parts of the Tinetti separately as Tinetti13 and Tinetti28. Tinetti13 has only gait items and 

Tinetti28 balance items. This paper is structured as follows 
 

In Section 2 similar approaches are mentioned and the standardised geriatrics assessments are 

explained. Section 3 Materials and Methods describes the study for collecting the data, the 
preparation of the dataset and the used interpolation and correlation methods. In the following 

result section, the results are explained. In the last section the results are discussed, and an 

outlook is given. 

 

2. STATE OF THE ART 
 

Approved and validated functional tests to assess the physical strength, the mobility and the risk 

of falling in elderly people are SPPB [7] and Tinetti [8] test. Both tests must be supervised by a 
professional. 

 

The SPPB assessment has been developed for assessing the mobility of people aged 65 and older. 

The SPPB assesses the three domains balance, gait speed and strength of the lower limbs. Each 
domain is assessed by one item and the total performance is scored from 0 to 12 points, where a 

higher score indicates better mobility and vice versa. The item for assessing the balance is 

comprised of three sub-items related to balance. The first one is parallel stand, the second is 
semi-parallel stand and the third one is totally parallel stand. The strength of the lower limbs is 

assessed by the 5-times Chair Rise item. At the beginning the patient is sitting on a chair and then 

the patient is asked to stand up and sit down for 5 times in a row without using his or her arms. 
The gait is assessed by the 4m walk test and the patient is asked to walk over a distance of 4 

metres. The time for all assessment items is measured separately and depending on the time the 

item is scored. The patient can achieve 1 to 4 points for each of the three domains and a total of 

12 points. 
 

The Tinetti [9] test assesses the two domains balance and gait to estimate the risk of falling. The 

modified version has eight items for balance and another eight for gait. The maximum score for 
gait performance are 13 points and the maximum score for balance are 15 points. The higher the 

score, the better the mobility. The items of the Tinetti are on different scales. The balance items 

are scored from 0 to 4 points, where three items have a score from 0 to 1, four items a score from 

0 to 3 and one item from 0 to 4. The gait assessment items are scored from 0 to 2 points and five 
of the eight items are scored from 0 to 2 and the other three from 0 to 1. The supervisor will score 

the items in best practice. The scoring depends on the impression of the supervisor because there 

is a verbal description for giving the points instead of a quantified scale. 
 

The approaches to assess the mobility of a person through sensors are, for example, the 

determination of gait phases and gait parameters, such as step time or length, stride time or 
length, cadence, gait speed, or maximum toe clearance. These approaches use either wearable or 

ambient sensors. The wearable sensors are usually inertial sensors, which are positioned at 

different body locations and detect the movements of one or more parts of the body during 

walking, are often used as wearable sensors [9]. Typically, inertial sensors are accelerometers, 
which are used alone or in combination with a triaxial gyroscope, a triaxial magnetometer, or a 

barometer. Combinations of these sensors are called IMU (Inertial Measurement Unit). An 
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inertial sensor or IMU is used either stand-alone [10-13] or integrated into a smart device such as 
smartphone [14], smartwatch [15] or fitness tracker [16]. 

 

Other approaches use pressure or force sensors, either as wearables, e.g. integrated in socks [17] 

or insoles [18] or as ambient sensors, e.g. integrated into sensor carpets [19] or treadmills [20]. 
Here, the pressure distributions or ground reaction forces are analysed. Besides there is a similar 

approach that uses capacitive proximity sensors, which can be placed invisibly under different 

floor coverings and detect the movement of people above [21]. 
 

The approaches using video-based systems often determine the positions of joints to detect the 

movement of the corresponding body parts. These systems can be divided into markerless and 
marker-based systems. Several markerless approaches use the Microsoft Kinect [22, 23]. Marker-

based approaches do not only employ markers, which are placed at anatomically important body 

positions, e.g. joints, as well as the use of either passive [24] or active markers [25]. 

 

Home automation sensors have the advantages of being inexpensive, taking privacy concerns into 

account, and may already are installed in the domestic environment of a person due to other 

benefits such as lighting, heating control or security aspects. Typical sensors used to assess the 

mobility are light barriers [26, 27] and motion sensors. Motion sensors can, for example, are 
mounted on the ceiling of a frequently used passageway and determine the walking speed of a 

person [28]. Further approaches analyse the transition times between the coverage areas of 

different sensors [29-31] 
 

Other sensor-based approaches detect the movements of lower limbs by means of radar [32, 33], 

laser scanner [34, 35] or ultrasonic sensors [36, 37]. 

 
Considering the summary of the state of the art, ambient sensors seem to be the best choice for 

unobtrusive measurements in domestic environments. Ambient sensors are respecting the privacy 

and measure the performance and not the capacity, because the person is not engaged in a test 
situation during the measurements.  

 

3. MATERIALS AND METHODS 
 

The used material was a dataset collected during a field study called OTAGO. The main goal of 
the study was to investigate whether the OTAGO exercise program [44] has an effect in 

rehabilitation. The used methods are linear approximations for the sensor data and the assessment 

scores, and a correlation coefficient for the statistical correlation analysis.  
 

3.1. Data Acquisition 
 
The data has been collected during the OTAGO study which ranged from July 2014 to December 

2015. The planned duration of the study was 40 weeks for each participant. Twenty participants 

(17 female, 3 male) of an average age of 84.75 years (±5.19 years) participated in the study. They 
were in pre-frail or frail condition. Due to drop out the average participation time was 36.5 

weeks. Due to sickness, visitors, public holidays etc. the average days between two assessments 

were 31.3 days (±5.3 days). Two participants died during the study and two participants 
performed the assessments ten times. For the remaining 16 participants eleven assessments have 

been conducted. At the beginning and every four weeks the standardised geriatrics assessments, 

Timed Up&Go, SPPB, Barthel Index and Instrumental Activities of Daily Living among others 

were performed [38-41]. In addition, ambient passive infrared wireless motion sensors have been 
installed in the living space of the participants. The motion sensors had a cool down time of 8 

seconds when motion cannot be detected. All sensors sent their data over the air to a base station. 
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The sensor system was mainly comprised of home automation sensors and power sensors. A 
concussion sensor has been placed in the bed, since the used motion sensor was not sensitive 

enough to measure the small movements while sleeping. A switch with four keys has been 

installed next to the front door of the homes to indicate whether the person is alone in the flat or 

not. The participants have been instructed to press a key to make the system aware when another 
person enters the flat. When the person leaves the flat again or the participant comes home, 

another key had to be pressed to make the system aware that only one person is inside the flat. In 

Fig. 1 a flat of one of the participants is shown. 
 

 
 

Figure 1. Example of a flat of one of the participants. The positions of the sensors are  
marked by symbols. 

 

3.2. Preprocessing 
 

The data described in Section 3.1. is preprocessed in the following manner. The sensor events of 

each day are added up for each sensor. Then the average number of events per day is computed 
by adding up the number of events and dividing it by the number of motion sensor in the flat of 

the participant. The result is one feature per day. The mathematical formulation is 

 

                                                          (I) 

 
where n is the number of sensors installed in the flat, j the 8 seconds time window of the day and 

1 the indicator function defined on the set A of all sensor events. In other words, the indicator 

function is 1 if there is a sensor event e from sensor i in time window j and 0 if there is no event. 
If there is no sensor event recorded on a certain day, the day is excluded from the dataset. The 

average days between two assessments after removing are 31.6 days and the assessment scores 

were used as they were recorded. Unless a sub-item could not be performed, but the remaining 
items can, the sub-item is scored with 0 even though the items score cannot be 0 according to the 

manual. 
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Several participants have been excluded from the dataset. Three participants were excluded, 
because they were hospitalised during the study. Their data was incomplete and after being 

discharged from the hospital the participants used walking frames and got assistance while 

performing the assessments. In three flats the motion sensors in key areas have been installed a 

few months after the study started. Hence, the data from the most frequently used rooms like the 
kitchen, living room and hallway is not available. These three participants have been excluded as 

well. Another two participants have been excluded due to incomplete data, there was an error that 

caused fragmented data. Overall, we excluded eight participants from the analysis. Such 
exclusion resulted in a final cohort of 12, with 10 female and 2 male participants. 

 

3.3. Interpolation and Approximation 
 

Two different interpolation methods were used for the values. The assessment scores are 

interpolated using a spline interpolation and the average activities per day are approximated with 
a linear regression. The piecewise polynomial interpolation or spline interpolation is an ordinary 

linear function defined as follows 

 

                                                            (II) 

 

where x is the date of the assessment, m the slope and b the interception with the y-axis. In 

addition, for each two consecutive scores ai and ai+1 the following conditions must hold 
 

                                    (III) 

 

where i denotes the index of the assessment score. Spline interpolation is used, because the 

assessments were taken in an average interval of 31.3 days and assuming a linear change is 
feasible. The frequency of the average motion in one day is much higher. Between two 

assessments an average of 31.6 values are available. This value is slightly larger than the average 

days between two assessments, because we excluded some participants from our dataset. Linear 
regression is more robust in the face of outliers than spline interpolation. So, linear regression is 

used to approximate a function for the average motion values. The linear regression has the same 

base function as the spline interpolation, but the way of computing the values m and b is different 

 

                                    (IV) 
 

where d is an arbitrary metric function, i the number of values and vi the i-th value of the value 

set. Formula IV is computed for different m’s and the m which results in the smallest sum is 

chosen as best parameter for the regression. For this research, the Euclidean distance is used as 
metric. The linear regression formula is not taking b into account. However, after computing m 

there is only one unknown left in the equation. Using linear algebra, the unique solution can be 

computed. 
 

The interpolated and fitted values are correlated with each other using Spearman's ρ. 
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3.4. Correlation Coefficient and Thresholds 
 

For correlation, the Spearman Rank Correlation or Spearman's ρ is used [42]. The correlation 

assesses whether there is a monotonic relationship between two variables. In contrast to the 
Pearson Correlation there is only one assumption that must hold. It is sufficient when the 

variables are in an ordinal scale. To each value its rank is assigned. The values are sorted in an 

ascending order and the rank is the index of the value. Since, two values can have the same rank, 
the rank is not well-defined. To overcome this, the equal values are slightly altered to become 

different and the new rank is the mean of the ranks of the altered values. This is called Ties. Once 

all ranks are assigned the correlation is computed with the formula 

 

                            (V) 

 

where R(xi) denotes the rank of value xi, µ the mean of all ranks of the corresponding variable and 
n is the number of values. 

 

For judging the strength of the correlation, the definition of Cohen [43] is used. Correlations 

between 0.1 and 0.3 are considered as small, between 0.3 and 0.5 are considered as moderate and 
larger than 0.5 are considered as large. This holds for the negative values as well. A correlation is 

statistically significant when p<0.001 holds. 

 

4. RESULTS 
 

All correlations satisfying the threshold of 0.3 are significant with a p-Value smaller than 0.001. 
 

All the participants have at least one assessment with a moderate correlation. The smallest 
correlation 0.3 occurs for participant 2 with the SPPB and with the Tinetti13 assessments. The 

smallest significant correlation is the correlation with the SPPB of participant 10 with 0.23. The 

p-Values of each smaller correlation is greater than 0.001. Participant 9 has the largest correlation 

values over all for all assessments. There are four participants (3,4,5,12) with only one 
assessment with a correlation stronger than moderate. The participants 1,2,6,7,10,11 have a 

correlation stronger than 0.3 for two assessments. The Tinetti13 and Tinetti28 are correlated for 

the participants 6,7,10 and 11. The SPPB and Tinetti13 are correlated only for participant 2 and 
SPPB and Tinetti28 are correlated only for participant 1. For participants 8 and 9 all assessments 

are correlated with a minimum correlation of 0.43. The correlation values and corresponding p-

values are shown in Table 1. 
 

Table 1. The participants and the correlations with the assessments SPPB, Tinetti13, Tinetti28. 

 Correlations that are moderate at least are in bold font. 

 
ID Assessment Correlation 

SPPB Tinetti13 Tinetti28 

1 -0.56 (p<0.001)  0.10 (p<0.07)  0.52 (p<0.001) 

2 -0.30 (p<0.001)  0.30 (p<0.001)  0.24 (p<0.001) 

3 -0.12 (p<0.02) -0.32 (p<0.001) -0.04 (p<0.4) 

4 -0.50 (p<0.001) -0.15 (p<0.006) -0.11 (p<0.03) 

5 -0.33 (p<0.001)  0.14 (p<0.01) -0.05 (p<0.3) 

6  0.03 (p<0.6) -0.40 (p<0.001) -0.60 (p<0.001) 

7 -0.05 (p<0.3)  0.70 (p<0.001)  0.60 (p<0.001) 

8  0.49 (p<0.001) -0.43 (p<0.001) -0.60 (p<0.001) 



Computer Science & Information Technology (CS & IT)                                  129 

9  0.88 (p<0.001)  0.82 (p<0.001)  0.88 (p<0.001) 

10  0.23 (p<0.001)  0.60 (p<0.001) -0.39 (p<0.001) 

11 -0.06 (p<0.2) -0.61 (p<0.001) -0.38 (p<0.001) 

12 -0.34 (p<0.001)  0.02 (p<0.7) -0.28 (p<0.001) 

 
The Figures 2 and 3 are showing the interpolated and fitted values for the participants 5 and 8. 

For participant 5 there are about 340 days of data available and for participant 8 about 210 days. 

Due to the linear spline interpolation method there are sudden changes in slope between two 

values. For participant 5 the correlation with SPPB and Tinetti28 are large, where the correlation 
with the Tinetti28 is negative. The two corresponding graphs are showing a subtended progress. 

Where the graph of SPPB is increasing, the graph of Tinetti28 is mostly decreasing. The graph of 

Tinetti13 is nearly constant most of the time and the Tinetti13 is not correlated at all. For 
participant 5 there is a large negative value for the average motion sensor events. 

 

The graphs of the SPPB and the average motion sensor events of participant 8 are increasing. The 

graphs of the Tinetti tests are decreasing overall. The table shows a positive correlation with the 

SPPB, but a negative correlation with the Tinetti tests. 
 

 
 

Figure 2. The graphs of the interpolated scores of the three assessments and the linear fitted average 

motions sensor events for participant 5. 
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Figure 3. The graphs of the interpolated scores of the three assessments and the linear fitted average 

motions sensor events for participant 8. 

 
Correlating the scores achieved in the three domains of the SPPB leads to the results shown in 
Table 2. A moderate to large correlation is found for the participants 2,3,4,6,8 and 12. Participant 

9 has a large positive correlation for all three domains. The domain balance correlates with the 

average motion sensor events for the participants 6,8,9, the domain gait and 4 metres correlate for 

the participants 2,4,9, and the domain assessing the strength of the lower limbs correlates for 
participants 3,9, and 12. There is no moderate correlation found for participants 1,5,7,10, and 11. 

There is a correlation of  0.0 for participant 1 with 5CRT, participant 7 for 5CRT as well and for 

participant 10 for balance and 4 metres. 
 

Table 2. The correlation of the three domains assessed by the SPPB. 5 times chair rise and 4m gait test. 

Correlations that are moderate at least are in bold font. 

 
ID SPPB Item Correlation 

Balance 4m 5CRT 

1 -0.22 (p<0.001) -0.21 (p<0.001)  0.00 (p<0.0) 

2  0.01 (p<0.7) -0.63 (p<0.001) -0.21 (p<0.001) 

3 -0.10 (p<0.05)  0.26 (p<0.001)  0.36 (p<0.001) 

4  0.20 (p<0.001) -0.62 (p<0.001) -0.23 (p<0.001) 

5 -0.25 (p<0.001) -0.20 (p<0.001) -0.22 (p<0.001) 

6 -0.58 (p<0.001)  0.17 (p<0.007) -0.13 (p<0.04) 

7 -0.01 (p<0.83) -0.15 (p<0.008)  0.00 (p<0.0) 

8  0.52 (p<0.001) -0.21 (p<0.002)  0.14 (p<0.04) 

9  0.82 (p<0.001)  0.82 (p<0.001)  0.82 (p<0.001) 

10  0.00 (p<0.0)  0.00 (p<0.0) -0.06 (p<0.2) 

11  0.13 (p<0.01) -0.02 (p<0.6)  0.26 (p<0.001) 

12 -0.25 (p<0.001)  0.24 (p<0.001) -0.78 (p<0.001) 

 
The Figures 4 and 5 are showing the graphs of each domain item and the average motion sensor 

events. The scores for Balance and 5CRT of participant 5 are showing a similar progress and 

after the 5-th assessment the scores have the same value. The graph of the 4m gait test is more 

variable and is continuously increasing and decreasing. 
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Figure 4. The graphs of the interpolated item scores and the linear fitted  

average motions sensor events of participant 5. 

 

 
 

Figure 5. The graphs of the interpolated item scores and the linear fitted  

average motions sensor events of participant 8. 

 

5. DISCUSSION 
 

Table 1 shows some interesting findings. Even though the three assessments are assessing similar 
domains the correlations are different. The reason why SPPB and Tinetti13 have a different 

correlation is that Tinetti13 is comprised of gait items only while the SPPB includes additional 

parameters that cover balance and lower limb muscle-strength. A good example for such 

variational effect is participant 12. For this participant, the correlation of SPPB is moderate and 
there is no correlation with Tinetti13 and a weak correlation with Tinetti28. Looking at Table 2 

the balance which is assessed in Tinetti28 and the gait which is assessed in Tinetti13 and 

Tinetti28 shows a weak correlation only, but the 5CRT which is assessing the lower limb strength 
has a large correlation. 
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With participant 9 showing the highest correlation overall, the general validity of the ambient 

motion sensors to detect functional decline can be confirmed. It is worthwhile, to investigate the 

individual history of this case: Two month in the study, the participant got a cytotoxic therapy. 

Therefore, the physical and psychological conditions of this participant became worse rapidly. 
Due to the frequent treatments in the hospital the quality of the data is worse compared to the 

other participants. While the corresponding decline is well given in this case, others slighter 

trajectories as well have been present: 
 

For participant 2 there is moderate correlation for SPPB and Tinetti13. The explanation is that 

only the 4m gait test has large correlation and the other two items have no and a weak correlation 
respectively. The SPPB takes all three domains into account equally and the Tinetti13 is 

comprised of items for assessing gait only. The Tinetti28 is slightly imbalanced towards the 

balance items because the maximum balance score is higher than the maximum gait score. 

 
Even considering Table 2 there is no explanation for some combination of correlations. For 

participants 1,5,7,10, and 11 there is no significant correlation for the SPPB items, but there are 

moderate to strong correlations found for the assessments themselves. The reason might be a 
combination of the items of the assessments. To verify this further investigation is needed. 

The unclear results could be traced back to the study as well. The sensors were installed in the 

domestic environments and could not be controlled. Some sensors were relocated by the dweller 
so that the sensing area changed. That might led to a blind spot, where a lot of activities were 

done. That would have changed the number of events and the cause is not a change in mobility, 

but in sensor relocation. 

 

6. CONCLUSION AND FUTURE WORK 
 

The results show that the approach using motion sensor data for assessing the mobility of elderly 

people is feasible for continuous long-term monitoring and provides valuable information for 
physicians. The correlations found with SPPB and Tinetti are moderate (≤0.3) at least and 

statistically significant (p<0.001). 

 

There are two ways to further investigate the relation between the motion sensor data and the 
assessment scores. The first way is to improve the interpolation, regression and analytical 

methods. Artificial intelligence algorithms show promising results in ubiquitous computing and 

analysing data from distributed sensor systems. So, the second way is to add more information to 
the data and additional data from other sensors. Power consumption sensors can add valuable 

information about activities for further analysis. The current data does not take the entropy of a 

sensor event into account. For example, a motion sensor which is attached near the door to the 

backyard might not have as many events as a motion sensor in the living room, but the 
information that the participant left the flat is more important than the participant is in the living 

room. Moreover, the sequence of the events could be taken into account. Those sequences can 

give information about the ways of the participant in the flat. The ratio between unnecessary 
ways in the flat and necessary ones like going to the toilet, may proof to be a good feature to 

improve the correlation. 

 
In addition, there are unclear correlation combinations, maybe due to special combinations of 

assessment items might be the cause. To find an explanation the correlations of the items must be 

explored further by correlating every single Tinetti item with the average motion sensor events. 
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ABSTRACT 
 
A serious video game is an easy and practical way to get the player to learn about a complex 

subject, such as performing integrals, applying first aid, or even getting children to learn to 

read and write in their native language or another language. Therefore, to develop a serious 

video game, you must have a guide containing the basic or necessary elements of its software 

components to be considered. This research presents a quality model to evaluate the playability, 

taking the attributes of usability and understandability at the level of software components. This 

model can serve as parameters to measure the quality of the software product of the serious 

video games before and during its development, providing a margin with the primordial 

elements that a serious video game must have so that the players reach the desired objective of 

learning while playing. The experimental results show that 88.045% is obtained concerning for 

to the quality model proposed for the serious video game used in the test case, margin that can 
vary according to the needs of the implemented video game. 

 

KEYWORDS 
 

Quality Model, Serious Video Games, Playability Metrics. 

 

1. INTRODUCTION 
 

Each day increases the amount of information and educational content on the Internet; however, 
it is difficult for a person to concentrate and motivate to devote time and effort to a specific topic. 

It’s for this reason that educational video games are developed with the objective that the player 

manages to learn while having fun. These are known as Serious Video Games [1].  

 
A serious video game is an easy and practical way to make a player learn about a complex topic 

such as integrals, can help people without medical knowledge to learn about first aid or simple 

topics for children to learn to read, write, or even another language. 
 

That is why to develop a serious video game you must have a guide on the basic or necessary 

elements of its components to consider [2]. This document presents a quality model for 
playability, taking the measurement attributes of usability and understandability. 

 

It is important to note that a quality model can be extensive and sometimes contains certain 

criteria, in this case, they are metrics that may not be applicable to the project. In section 5, the 
experimental results obtained during the analysis phase up to the development of a serious video 

game are presented. Which can serve as measurement parameters of the quality of the serious 
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video game software product before and during its development, to provide a margin that offers 
the best elements that a serious video game should bring to the players. 

 

This paper is organized as: in section 2, related works have been discussed. We focus on the 

context of playability measurement as a quality attribute of understandability and usability 
software components for serious video games, in section 3 whereas section 4 the proposed quality 

model is presented along with its metrics. In section 5, we explain our findings i.e. results and 

discussions. At final section 6 concludes this research work. 
 

2. RELATED WORKS 
 

González-Sánchez et al., follow IEEE [3] expands the context of usability because it is not 

considered sufficient to measure the satisfaction of players, so it extends to attributes and 
properties that describe the player's experience within an environment, which is called as 

playability. A player-centered design is introduced to consider your gaming experience during the 

usability process in the software. The model proposed in this paper divides the playability into 6 
facets having a total of 42 quality attributes, to measure from usability to playability [2]. 

 

There is a proposal of a quality model for serious games focused on functional suitability and 3 
sub-characteristics and 12 attributes that entail [4]. The correctness, completeness and 

appropriateness are the attributes measured in this model where they are evaluated at the level of 

specifications and functionalities that allow to indicate suitable values for learning in serious 

games. 
 

In [5], a heuristic evaluation is made to measure and test the usability of the games from a 

conceptual and design level that allows to increase and take advantage of the player's learning 
from inexperience to experience. A heuristic evaluation is made to the playability and usability 

where 10 attributes to be measured are listed in the use of the main elements of the game. To 

subsequently perform 11 measurement tests on these software components to heuristically 
identify a measured accessibility value in the usability and heuristic evaluation tests. 

 

Chittaro [6] proposed a study on traditional learning by an instructor and through a serious video 

game that allows the passenger of an airplane to learn about the measures of help and safety to 
follow before, during and after take-off. This analysis consists of the comprehensibility that 

players have in their perception of vulnerability and severity, as well as recommendations and 

security control measures to provide a safe attitude and behaviour during the flight. This work 
makes a psychological study to measure the knowledge of risk control and perception in the 

recommendations and procedures to be followed in certain cases that may occur, incorporating 7 

metrics to measure the knowledge of the players. 

 
This research work proposes a quality framework to measure the playability with the attributes of 

usability and understand ability. 

 

3. MEASUREMENT APPROACH 
 

Serious Video Games are games whose main objective is not fun or entertainment, but learning 

or practicing a skill. They are used mainly in areas such as education, survival, self defense, 

science or health. They can have many purposes such as learning math, practicing a language, 
knowing our anatomy, training firefighting teams, or even first aid in cases of emergency. 
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A game is defined as a playful exercise delimited by rules exercised voluntarily, while a video 
game is a playful exercise delimited by rules exercised voluntarily through specific hardware. A 

serious video game is a video game, since it shares the characteristics related to the technological 

support on which they are based, the circumstances in which they are derived must be considered 

[1]. 
 

The method that uses video games for learning purposes is known as game-based learning. The 

key lies in the fact that the content and the skills that you want to teach are not put across in a 
face-to-face class or in a book but rather through video games. Advocates of this method of 

teaching think that video games can be a fun and effective tool at one and the same time, 

reducing the costs of training programs, increasing student motivation and facilitating direct 
practice. The star products of game-based learning are precisely, serious games. 

 

A Video Game is, at its most basic level, the implementation of a game in a computer-based 

console that uses some type of video output [7]. 
 

The model proposed in this paper is designed for any type of game, in such a way that its metrics 

can be adapted to the evaluation of the quality of its software components. For terms in the 
development of a Serious Video Game, we have the main processes and stages [8] in figure 1. It 

is worth mentioning that for the purposes of this work, the software components contained in a 

Serious Video Game will be considered, and not the stages of its development. 
 

 
 

Figure 1. Model for the design and production of Serious Games 

 

In figure 1 we have some key elements such as the possible deployment scenarios, preparation of 

graphic pieces, generation of characters and the creating levels. Which are elements of rendering 
and graphic design of all video games, these are: 

 

 Packaging: packaging with promotional and popular graphic code, very attractive, that 

can be sold by themselves. 
 

 User interface: it must be attractive, efficient, adaptable and meet the specific 

requirements of game mechanics and gender. It must be constantly tested and verified. 
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 Promotional images, posters, web, stands, sprites: promotional pieces, similar to the 

material used in the film industry and in supermarkets. They must encourage the 
purchase of the product and inform where to buy it or how to consume it. 

 

 Brand of product: in general, a powerful and popular graphic brand design is needed, 

since this type of products usually compete in the gondolas and in the virtual stores. 

 

 Manuals: pieces of informative nature, with editorial typology. 
 

Having in mind the stages and processes for the development of a video game, now we need to 

know the elements and software components that make up a serious video game. 
 

Based on the attributes that allow us to evaluate through software quality metrics. For general 

terms of classifying the quality attributes of a video game these are divided into a two-layer 
architecture [9], as seen in figure 2. 

 

 
 

Figure 2. Quality Architecture by Two-Layers of a Video Game 

 
From the point of view of software elements and components, there is a classic architecture in the 

development of video games divided into three layers [2] which can be seen in figure 3. 

 

 Game Mechanics: is the most important part of a video game, since it is formed by the 

set of elements that characterize and differentiate one game from another. 
 

 Game Engine: refers to a series of routines that allow the execution of all elements of the 

game. It is where we must control how each element of the game is represented and how 

it interacts with them. 
 

 Game Interface: is the part in charge of interacting directly with the player, and 

maintaining the dialogue between the player and the game. It is responsible for 

presenting all the contents, options, scenes of the virtual world, and also the necessary 
controls to interact within the video game, as well as show us the final look and feel of it. 
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Figure 3. Classical Architecture by Layers of a Video Game 
 

Playing is when the user interacts with a game. Within this interaction evolve the characteristics 
of the user experience (UX). In addition to the game system, the UX is strongly affected by the 

basic psychology always present and the user's background. The way in which psychology is 

represented in the UX depends on the content, that is, on the game [10]. 

 
We can appreciate this relationship between the video game system, the game and the psychology 

in a more concrete way in figure 4, where the attributes of each of these elements are included. 

 

 
 

Figure 4. Psychology of user experience (UX) in Video Game Systems 

 

3.1. Quality Attributes to Measure 
 

In this model, the Domain and Presentation Layer of figure 2 will be measured, where only the 

attributes of Usability and Understandability will be considered. These quality attributes to be 

measured will be based on the elements of figure 3 and other elements of figure 4 that are 
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considered important for the proposed model. Obtaining as a proposed result the hierarchy shown 
in figure 5. 

 

 
 

Figure 5. Playability as an attribute of quality to be measured for Serious Video Games 

 

Playability 
 

A set of properties that describe the Player Experience using a specific game system whose main 

objective is to provide enjoyment and entertainment, by being credible and satisfying, when the 
player plays alone or in company [2]. 

 

Usability 
 

A set of attributes that relate to the effort needed for use, and on the individual assessment of 

such use, by a stated or implied set of users [3]. 

 

Considering the usability in the design of this model, the attributes of figure 3 will be taken as 
sub-characteristics adapting to the context of playability in serious video games: 

 

 Game Play: the playability requires the intervention of the player with the game, where it 

will take an effort and time invested to play and master the mechanics of the game. 
 

 Game System: the playability requires the intervention of the player with the game 

system, where it will require a decision making and interactions to master the dynamics 

of the game and can exploit the use of the game. 

 

Understandability 
 

A set of attributes of software that relate to the users' effort for recognizing the logical concept 

and its applicability [3]. 
 

Considering the understandability in the design of this model, the attributes of figure 2 will be 

taken as sub-characteristics adapting to the context of playability in serious video games: 
 

 Game Interface: the playability requires the player to understand the game interface, in 

order to interact directly with the game. 

 

 Game Engine: the playability requires the player to understand the game engine, to 
understand their environment and game environment. 

 

 Game Mechanic: the playability requires the player to understand the game mechanic, to 

understand the rules and objectives to be achieved in the game. 
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4. QUALITY MODEL 
 

The software quality model for the attribute of playability in serious video games was as shown 

in figure 6. 

 

 
 

Figure 6. Quality Model for the Playability in Serious Video Games 
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4.1. Metrics Definition 
 

In this model, the quality model proposed in figure 6 will be taken to evaluate the playability 

attribute. Considering the sum obtained in the measurements of its usability and understandability 
sub-attributes, will be used Playability = (Usability + Understandability). 

 

The proposed model generalizes the types and roles of video games with the aim of focusing on 
the common software components among them. In such a way that the metrics defined have 

thresholds for any type or role of serious video games. 

 

The result for the playability attribute is the sum between its usability and understandability, in 
order to reach a range between 0 and 100. Where 0 indicates the lowest value and 100 indicates 

the highest value for the quality measurement of the software components in a Serious Video 

Game evaluated. 
 

To measure the usability attribute, the results obtained in the Game Play (GP) and the Game 

System (GS) will be considered. The desired result for the usability attribute is 46, obtained from 
the sum between the GP and GS layer elements. To obtain the value of the usability attribute is 

used Usability = (GP + GS). 

 

To get the GP value is necessary sum of its individual attributes, this is possible with the equation 
in equation 1. 

 

 
 

Equation 1. Equation of the Game Play (GP) layer element 

 

The desired result for the GP layer element is 22, obtained from the sum of its 10 sub-attributes 

where each one has a maximum value of 2.2, using the metrics to evaluate in table 1. 
 

Table 1. Metrics of the Game Play (GP) layer element of the Usability attribute 

 

Attribute Sub-Attribute Metric Weighting Thresholds 

User 
Experience 

Learning curve = 

GP1 

 
 
Note: the learning curve 

is considered when the 

player repeats the same 

level on at least two 

occasions 

GP1 = (st + tc + sh + 

hc + mc) 

 

 Standard time = st 

 Timer counter = 

tc 

 Standard hits 

reference = sh 

 Hit counter = hc 

 Mistakes counter 

= mc 

2.2 

st exists = 0.44 
st doesn’t exist = 0.0 
 
tc exists = 0.44 

tc doesn’t exist = 0.0 
 
sh exists = 0.44 
sh doesn’t exist = 0.0 
 
hc exists = 0.44 
hc doesn’t exist = 0.0 
 

mc exists = 0.44 
mc doesn’t exist = 0.0 

Feedback = GP2 
GP2 = (al + an + hn + 
gn) 

2.2 
al ≤ 2 = 0.55 
2 < al ≤ 5 = 0.44 
5 < al ≤ 8 = 0.33 
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 Activities by level 

= al 

 Activity notes = 

an 

 Hit notes = hn 

 Greeting notes = 

gn 

8 < al ≤ 10 = 0.22 
10 < al ≤ 12 = 0.11 
al > 12 = 0.0 
 

an equal to al = 0.55 
an different to al = 0.0 
 
hn equal to an = 0.55 
hn different to an = 0.0 
 
gn equal to al = 0.55 
gn different to al = 0.0 

 
Note: the desired value 

would be that there is no 

more than 1 note per 

activity; metric based on 

[4] 

Dynamics 

Challenges = GP3 

GP3 = (cl + cm + dt + 

tm) 

 

 Challenges by 

level = cl 

 Challenges met = 

cm 

 Desired time = dt 

 Time made = tm 

2.2 

cl ≤ 3 = 0.55 

3 < cl ≤ 5 = 0.44 
5 < cl ≤ 7 = 0.33 
7 < cl ≤ 9 = 0.22 
9 < cl ≤ 11 = 0.11 
cl > 11 = 0.0 
 
cm ≤ 2 = 0.55 
2 < cm ≤ 5 = 0.44 
5 < cm ≤ 8 = 0.33 

8 < cm ≤ 10 = 0.22 
10 < cm ≤ 12 = 0.11 
cm > 12 = 0.0 
 
dt exists = 0.55  
dt doesn’t exist = 0.0 
 
tm exists = 0.55  

tm doesn’t exist = 0.0 
 
Note: the challenges are 

the activities to be 

fulfilled during each level 

throughout the game in 

order to meet the 

objectives 

Appropriateness of 

reward = GP4 

GP4 = (rac + rlc) 

 

 Reward for 

activity 

completed = rac 

 Reward by level 

completed = rlc 

2.2 

rac exists = 1.1 
rac doesn’t exist = 0.0 
 
rlc exists = 1.1 
rlc doesn’t exist = 0.0 
 
Note: the desired value 

should be considered 

between percentage 

ranks % that take the 

total of rewards among 

the total of activities, but 

not to generalize in a 

type of video game is 

assigned a unique binary 

value; metric based on 

[4] 
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Decision making = 
GP5 

GP5 = (tc + ra + mc) 
 

 Timer counter = 

tc 

 Response 

alternative = ra 

 Mistakes counter 

= mc 

2.2 

tc exists = 0.73 
tc doesn’t exist = 0.0 
 
ra exists = 0.74 

ra doesn’t exist = 0.0 
 
mc exists = 0.73 
mc doesn’t exist = 0.0 
 
Note: decision making is 

considered as a modality 

of multiple options 

during the video game 

Storytelling 

Place = GP6 

 
 
Note: they are pieces that 

must be delimited to 

allow or restrict 

movement 

GP6 = (liex) 

 

 Limit of 

exploration of the 

environment = 

liex 

2.2 

mc evaluate or consider 
at least one action= 2.2 
mc doesn’t evaluate or 
consider at least one 
action = 0.0 
 
Note: software 

component based on the 

graphic design pieces of 

a video game; metric 

based on [4] 

Role = GP7 

GP7 = (awe) 

 

 Actions with 

other profiles or 

objects in the 

environment = 
awe 

2.2 

awe exists = 2.2 
awe doesn’t exist = 0.0 
 
Note: software 

component based on the 

graphic design pieces of 

a video game; metric 

based on [4] 

Interaction 

Response of 
controls = GP8 

 

 
Note: to expand this 

work, other components 

related to accessibility 

can be considered 

GP8 = (apc + nap + 

tpa) 

 

 Amount of 

pressured 

commands = apc 

 Number of 

actions performed 

= nap 

 Time to perform 

the actions = tpa 

2.2 

apc < 1 = 0.72 
1 < apc ≤ 2 = 0.48 
2 < apc ≤ 4 = 0.24 
apc > 4 = 0.0 
 
nap equal to apc = 0.74 

nap different to apc = 
0.0 
 
tpa exists = 0.74 
tpa doesn’t exist = 0.0 

  

Compete = GP9 

 
 
Note: in general terms, 

the modalities of a video 

game are easy, 

intermediate and difficult 

GP9 = (cr + cgm + ct 
+ wga) 

 

 Choice of rival = 

cr 

 Choice of game 

mode = cgm 

 Competition timer 

= ct 

 Winner for 

greater 

assertiveness = 
wga 

2.2 

cr exists = 0.55 
cr doesn’t exist = 0.0 
 
cgm exists = 0.55 
cgm doesn’t exist = 0.0 
 

ct exists = 0.55 
ct doesn’t exist = 0.0 
 
wga exists = 0.55 
wga doesn’t exist = 0.0 

Co-ops = GP10 

 
 
Note: in general terms, 

the modalities of a video 

GP10 = (fc + cgm + gt 

+ wga) 

 Friend's choice = 

fc 

2.2 

fc exists = 0.55 
fc doesn’t exist = 0.0 
 
cgm exists = 0.55 
cgm doesn’t exist = 0.0 
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game are easy, 

intermediate and difficult 
 Choice of game 

mode = cgm 

 Game timer = gt 

 Winner for 

greater accuracy 

= wga 

 
gt exists = 0.55 
gt doesn’t exist = 0.0 
 

wga exists = 0.55 
wga doesn’t exist = 0.0 

 

To get the GS value is necessary sum of its individual attributes, this is possible with the equation 

in equation 2. 

 
 

Equation 2. Equation of the Game System (GS) layer element 

 
The desired result for the GS layer element is 24, obtained from the sum of its 12 sub-attributes 

where each one has a maximum value of 2.0, using the metrics to evaluate in table 2. 

 
Table 2. Metrics of the Game System (GS) layer element of the Usability attribute 

 

Attribute Sub-Attribute Metric Weighting Thresholds 

Narrative 

Settings and 

configuration 
= GS1 

 

GS1 = (cc + sc) 

 

 Control of 
components = cc 

 Storage of changes = 

sc 

2.0 

cc exists = 1.0 
cc doesn’t exist = 0.0 
 

sc exists = 1.0 
sc doesn’t exist = 0.0 
 
Note: is the software 

component responsible for the 

control of other components 

for the control of accessibility, 

ergonomics, keyboards and 

sounds, among others 

Content = GS2 

 
 
Note: the content is 

the software 

component 

responsible for 

loading the objects 

or characters and 

their rules of 

movement and 

behavior 

GS2 = (lo + ra + mo + 
do) 

 

 Loading objects = lo 

 Response of actions 

= ra 

 Movement of 

objects = mo 

 Disappearance of 

objects = do 

2.0 

lo exists = 0.5 
lo doesn’t exist = 0.0 
 
ra exists = 0.5 
ra doesn’t exist = 0.0 

 
mo exists = 0.5 
mo doesn’t exist = 0.0 
 
do exists = 0.5 
do doesn’t exist = 0.0 
 
Note: software component 

based on the graphic design 

pieces of a video game 

Game world = 

GS3 

 
 
Note: the game 

world is the 

software 

component in 

GS3 = (sl + se +mr + pa) 

 

 Stage load = sl 

 Stage events = se 

 Movement rules = 

mr 

 Prohibited actions = 

2.0 

sl exists = 0.5 
sl doesn’t exist = 0.0 
 
se exists = 0.5 
se doesn’t exist = 0.0 
 
mr exists = 0.5 

mr doesn’t exist = 0.0 
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charge of loading 

the visual content 

and the rules of 

movement of the 

scenario 

pa  
pa exists = 0.5 
pa doesn’t exist = 0.0 
 
Note: software component 

based on the graphic design 

pieces of a video game 

Mechanic 

Mechanics 

coverage = 
GS4 

GS4 = (ceo + rcc) 
 

 Challenge for 

established objective 

= ceo 

 Reward for 

challenge completed 

= rcc 

2.0 

ceo exists = 1.0 
ceo doesn’t exist = 0.0 
 
rcc equal to ceo = 1.0 
rcc different to ceo = 0.0 
 
Note: metric based on [4] 

Objective 

coverage = 
GS5 

GS5 = (poi) 

 

 All the proposed 

objectives are 

implemented = poi 

2.0 

poi exists = 2.0 

poi doesn’t exist = 0.0 
 
Note: metric based on [4] 

Goals = GS6 

GS6 = (et + ee) 

 

 Estimated 

investment time = et 

 Estimated 
investment effort = 

ee 

2.0 

et exists = 1.0 
et doesn’t exist = 0.0 
 
ee exists = 1.0 
ee doesn’t exist = 0.0 
 
Note: is the estimated time and 

effort in the software 

components for the player to 

meet the objectives 

Rules 
compliance = 

GS7 

GS7 = (ns + cns) 

 

 Normative, rules or 

standard = ns 

 Compliance of 

normative, rules or 

standard = cns 

2.0 

ns exists = 1.0 
ns doesn’t exist = 0.0 
 
cns exists = 1.0 
cns doesn’t exist = 0.0 
 
Note: is the regulation, norm 

or standard of a particular 

topic with educational content 

for the player whose goal is to 

be learned 

Choices = GS8 

GS8 = (pp + cc + crp + 

cgm) 

 

 Choice of player 

profile = pp 

 Choice of character 
= cc 

 Choice of the role of 

the player = crp 

 Choice of game 

mode = cgm 

2.0 

pp exists = 0.5 
pp doesn’t exist = 0.0 
 

cc exists = 0.5 
cc doesn’t exist = 0.0 
 
crp exists = 0.5 
crp doesn’t exist = 0.0 
 
cgm exists = 0.5 
cgm doesn’t exist = 0.0 

 
Note: is the component that 

allows the player to select a 

profile, character and game 

mode before starting to play 

Interface 

Sound 

interaction = 

GS9 

GS9 = (sa + se) 

 

 Sound per actions = 

sa 

 Sounds per event = 

2.0 

sa exists = 1.0 
sa doesn’t exist = 0.0 
 
se exists = 1.0 

se doesn’t exist = 0.0 
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se Note: to motivate the player it 

is recommended that there are 

sounds per action and per 

event 

Music = GS10 

GS10 = (sm + bm + ml + 

em) 

 

 Start music = sm 

 Background music = 

bm 

 Music by level = ml 

 End music = em 

2.0 

sm exists = 0.5 

sm doesn’t exist = 0.0 
 
bm exists = 0.5 
bm doesn’t exist = 0.0 
 
ml exists = 0.5 
ml doesn’t exist = 0.0 
 

em exists = 0.5 
em doesn’t exist = 0.0 
 
Note: in some video games the 

music sub-attribute is not 

implemented because it is not 

necessary, if this is the case, it 

will be given the highest 

attribute 

Training = 

GS11 

GS11 = (pl + mth + aim) 

 

Practice level = pl 

 

 Mode to try again 

with help = mth 

 Artificial 

intelligence mode = 

aim 

2.0 

pl exists = 0.75 
pl doesn’t exist = 0.0 
 
mth exists = 0.75 
mth doesn’t exist = 0.0 

 
aim exists = 0.5 
aim doesn’t exist = 0.0 
 
Note: the artificial intelligence 

is a very complex software 

component to develop and not 

all video games have, for this 

reason it receives a lower value 

[11] 

Ways of 

interacting = 

GS12 

GS12 = (iwi + iwh + ite) 

 

 Interact with 

instructions = iwi 

 Interact without help 

= iwh 

 Interact to trial and 

error = ite 

2.0 

iwi exists = 0.7 
iwi doesn’t exist = 0.0 
 

iwh exists = 0.65 
iwh doesn’t exist = 0.0 
 
ite exists = 0.65 
ite doesn’t exist = 0.0 
 
Note: is the way in which the 

player receives or does not 

receive help from the game 

 

To measure the understandability attribute, the results obtained in the Game Interface (GI), Game 
Engine (GE) and the Game Mechanic (GM) will be considered. The desired result for the 

understandability attribute is 54, obtained from the sum between the GI, GE and GM layer 

elements. To obtain the value of the understandability attribute is used Understandability = (GI + 

GE + GM). 
 

To get the GI value is necessary sum of its individual attributes, this is possible with the equation 

in equation 3. 
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Equation 3. Equation of the Game Interface (GI) layer element 

 

The desired result for the GI layer element is 18, obtained from the sum of its 6 sub-attributes 

where each one has a maximum value of 3.0, using the metrics to evaluate in table 3. 
 

Table 3. Metrics of the Game Interface (GI) layer element of the Understandability attribute 

 

Attribute 
Sub-

Attribute 
Metric Weighting Thresholds 

Clarity 

Objectives = 

GI1 

GI1 = (bo + co) 

 

 Brief objectives = 

bo 

 Clear objectives = 

co 

3.0 

bo are = 1.5 
bo are not = 0.0 

 
co are = 1.5 
co are not = 0.0 

Rules = GI2 

GI2 = (br + cr) 

 

 Brief rules = br 

 Clear rules = cr 

 

3.0 

br are = 1.5 
br are not = 0.0 
 
cr are = 1.5 
cr are not = 0.0 

Ergonomics 

of the 

environment 

= GI3 

GI3 = (mno + cph) 
 

 Maximum number 

of objects that the 

user can perceive 

= mno 

 Colors or 

animations 

phosphorescent or 

with luminescence 

= cph 

3.0 

mno ≤ 4 = 1.5 
4 < mno ≤ 6 = 1.125 
6 < mno ≤ 8 = 0.75 
8 < mno ≤ 10 = 0.375 
mno > 10 = 0.0 

 
cph has = 0.0 
cph has not = 1.5 
 
Note: metric based on [12] 

Readability 

Orthography 

= GI4 

GI4 = (mp + ps + acl) 

 

 Misspellings = mp 

 Punctuations = ps 

 Alternation of 

capital letters = 

acl 

3.0 

mp has = 0.0 
mp has not = 1.0 
 
ps has = 1.0 
ps has not = 0.0 
 
acl has = 1.0 

acl has not = 0.0 
 
Note: they are basic but 

obligatory aspects for 

understanding the text in the 

serious video game 

Concurrency 

of words = 

GI5 

GI5 = (rw + ws + sp) 

 

 Repeated words = 

rw 

 Words stuck = ws 

 Separated 

paragraphs = sp 

3.0 

rw has = 0.0 
rw has not = 1.0 
 

ws has = 0.0 
ws has not = 1.0 
 
sp has = 1.0 
sp has not = 0.0 
 
Note: they are basic but 

obligatory aspects for 
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understanding the text in the 

serious video game 

Ergonomics 

in the text = 
GI6 

GI6 = ([tc ∩ bc] + ts) 

 

 Text color= tc 

 Background color 

= bc 

 Text size = ts 

3.0 

while tc is contrasted and 
appreciated with bc = 1.5 
if tc and bc are not contrasted 
= 0.0 
 
Note: The size of the text must 

have a pixel size that is given to a 

% readable on the monitor; 

metric based on [12] 
 
ts is proportional to the 
monitor = 1.5 
ts it’s not proportional to the 
monitor = 0.0 
 
Note 2: they are basic but 

obligatory aspects for 

understanding the text in the 

serious video game 

 
To get the GE value is necessary sum of its individual attributes, this is possible with the equation 

in equation 4. 

 

 
 

Equation 4. Equation of the Game Engine (GE) layer element 

 

The desired result for the GE layer element is 18, obtained from the sum of its 8 sub-attributes 

where each one has a maximum value of 2.25, using the metrics to evaluate in table 4. 

 
Table 4. Metrics of the Game Engine (GI) layer element of the Understandability attribute 

 

Attribute Sub-Attribute Metric Weighting Thresholds 

Rendering 

Delimitations 

= GE1 

GE1 = (be + dbc) 

 

 Bounded edges = 

be 

 Different border 

colors per image = 

dbc 

2.25 

be has = 1.125 
be has not = 0.0 
 

dbc has = 1.125 
dbc has not = 0.0 

Over-position 

= GE2 

GE2 = (ms) 

 

 Margin or 
shadows = ms 

2.25 

be has = 2.25 
be has not = 0.0 
 
Note: metric based on [12] 

Stream of 

sequence = 
GE3 

GE3 = (sh + cia) 

 

 Sequence in 

history = sh 

 Congruence from 

one image to 

another = cia 

2.25 

sh are = 1.125 

sh are not = 0.0 
 
cia are = 1.125 
cia are not = 0.0 
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Visual aid 

Guidance 

indications = 

GE4 

GE4 = (ds + ia) 

 

 Directional signals 

= ds 

 Help comments = 

hc 

2.25 

ds has = 1.125 
ds has not = 0.0 
 
hc has = 1.125 

hc has not = 0.0 
 
Note: metric based on [13] 

Over-position 
= GE5 

GE5 = (fl + si) 

 

 Flashing lights = fl 

 Superimposed 

image = si 

2.25 

fl has = 1.125 
fl has not = 0.0 
 

si has = 1.125 
si has not = 0.0 
 
Note: metric based on [13] 

Context 
of use 

Illumination = 

GE6 

GE6 = ([bs ∩ ct]) 

 

 Brightness = bs 

 Contrast = ct 

2.25 

while bs is contrasted and 
appreciated with ct = 2.25 

if bs and ct are not contrasted = 
0.0 
 
Note: lighting should not be 

exceeded or have 

phosphorescent colors to 

understand the context of use of 

the stage; metric based on [12] 

Audio notes = 
GE7 

GE7 = (cv + tb) 

 

 Clear voice = cv 

 Time breaks = tb 

2.25 

cv has = 1.125 
cv has not = 0.0 
 
tb has = 1.125 
tb has not = 0.0 

Physical 

environment = 
GE8 

GE8 = (ra + ia + ta + 

[ce ∩ pe]) 

 

 Reading actions = 

ra 

 Interaction actions 

= ia 

 Trigger actions = 

ta 

 Controllable 

elements = ce 

 Predictable 

elements = pe 

2.25 

ra has = 0.45 
ra has not = 0.0 
 
ia has = 0.45 
ia has not = 0.0 
 

ta has = 0.45 
ta has not = 0.0 
 
while ce interacts with pe = 0.9 
if ce and pe do not interact = 
0.0 
 
Note: metric based on [12] 

 

To get the GM value is necessary sum of its individual attributes, this is possible with the 
equation in equation 5. 

 

 
 

Equation 5. Equation of the Game Mechanic (GM) layer element 

 

The desired result for the GM layer element is 18, obtained from the sum of its 6 sub-attributes 

where each one has a maximum value of 3.0, using the metrics to evaluate in table 5. 
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Table 5. Metrics of the Game Mechanic (GM) layer element of the Understandability attribute 

 

Attribute Sub-Attribute Metric Weighting Thresholds 

Interactivity 

Game 
commands = 

GM1 

GM1 = (sc) 
 

 Sense of 

control = sc 

3.0 

sc is reliable = 3.0 

sc it’s not reliable = 0.0 
 
Note: the feeling of the 

commands or the control for 

the adaptation of the 

player's interactivity; metric 

based on [13, 14] 

Help options = 
GM2 

GM2 = (hi + dia) 

 

 Help icon = hi 

 Description or 
activity 

information = 

dia 

3.0 

hi has = 1.5 
hi has not = 0.0 
 
dia has = 1.5 
dia has not = 0.0 
 
Note: are buttons that give 

us help or information about 

the level or activity to be 

performed 

Game 

sequence = 
GM3 

GM3 = (cfa) 

 

 Sequence for 

the final 

achievement = 
cfa 

3.0 

cfa has = 3.0 
cfa has not = 0.0 
 
Note: it's the preparation in 

the understanding of the 

game, activity by activity, 

level by level, to complete 

the game 

Self-

Descriptiveness 

Instructions = 

GM4 

GM4 = (sag + iss) 

 

 Short and brief 
guide = sag 

 Indications 

step by step = 

iss 

3.0 

sag has = 1.5 
sag has not = 0.0 
 
iss has = 1.5 
iss has not = 0.0 

Related icons = 
GM5 

GM5 = (icm) 

 

 Icon alluding 

to the action or 

menu = icm 

3.0 
icm has = 3.0 

icm has not = 0.0 

Light colors = 

GM6 

GM6 = (srs) 

 

 Soft 

recognizable 

shades = srs 

3.0 

srs has = 3.0 
srs has not = 0.0 
 
Note: are certain shades that 

have the lights of the colors, 

like the red that represents 

error or the green that 

resembles something correct 

 

4.2. Desired values assigned 
 

The representation of each desired value that has been assigned to the attributes in this proposed 
quality model for playability in serious video games can be seen more simply in table 6, which 

represent the estimated value for each metric proposed in figure 6. 
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Table 6. Desired values assigned to the attributes of the Quality Model for the Playability 

 

Context 

Quality 

Quality 

Attribute 
Component Sub-Attribute Metric 

Desired 

Value 

P
la

y
ab

il
it

y
 

1
0
0
%

 

U
sa

b
il

it
y
 

4
6

%
 

G
am

e 
P

la
y

 (
G

P
) 

2
2

%
 

Learning curve = GP1 2.2% 

Feedback = GP2 2.2% 

Challenges = GP3 2.2% 

Appropriateness of reward = GP4 2.2% 

Decision making = GP5 2.2% 

Place = GP6 2.2% 

Role = GP7 2.2% 

Response of controls = GP8 2.2% 

Compete = GP9 2.2% 

Co-ops = GP10 2.2% 

G
am

e 
S

y
st

em
 (

G
S

) 

2
4
%

 

Settings and configuration = GS1 2.0% 

Content = GS2 2.0% 

Game world = GS3 2.0% 

Mechanics coverage = GS4 2.0% 

Objective coverage = GS5 2.0% 

Goals = GS6 2.0% 

Rules compliance = GS7 2.0% 

Choices = GS8 2.0% 

Sound interaction = GS9 2.0% 

Music = GS10 2.0% 

Training = GS11 2.0% 

Ways of interacting = GS12 2.0% 

U
n

d
er

st
an

d
ab

il
it

y
 

5
4
%

 

G
am

e 

In
te

rf
ac

e 
(G

I)
 

1
8
%

 

Objectives = GI1 3.0% 

Rules = GI2 3.0% 

Ergonomics of the environment = GI3 3.0% 

Orthography = GI4 3.0% 

Concurrency of words = GI5 3.0% 

Ergonomics in the text = GI6 3.0% 

G
am

e 
E

n
g
in

e 
(G

E
) 

1
8
%

 

Delimitations = GE1 2.25% 

Over-position = GE2 2.25% 

Stream of sequence = GE3 2.25% 

Guidance indications = GE4 2.25% 

Over-position = GE5 2.25% 

Illumination = GE6 2.25% 

Audio notes = GE7 2.25% 

Physical environment = GE8 2.25% 

G
am

e 

M
ec

h
an

ic
 

(G
M

) 

1
8

%
 

Game commands = GM1 3.0% 

Help options = GM2 3.0% 

Game sequence = GM3 3.0% 

Instructions = GM4 3.0% 

Related icons = GM5 3.0% 

Light colors = GM6 3.0% 

 

Where there is an equivalence between the 5 layers that subdivide the two attributes that make up 
the Playability in the context of Serious Video Games for this proposed model. 
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5. RESULTS AND DISCUSSION 
 

The metrics proposed in tables 1 to 5 will be considered concerning the desired values in the 

quality model presented in table 6, to determine how well each version of the serious video game 

meets in the quality measurement. 

 
The serious video game selected for the test case was a game that is being developed by ‘Instituto 

Tecnológico Superior de Escárcega (ITSE)’ in Escarcega, Mexico. Whose purpose is to learn 

geometry by solving exercises of different difficulty, through the intensive practice of logical 
reasoning. And drastically improve the skills for logical reasoning, creating mathematical 

demonstrations, and solving geometric puzzles. 

 

The experimental results obtained in table 7 indicate that not all the attributes selected in the 
quality model can be adjusted to the needs of the serious video game. For this reason, it is 

recommended to consider only the metrics that are adapted to serious video games during the 

analysis to development phases. 

 
Table 7. Experimental results of the test case for the Quality Model in Serious Video Games 

 

Context Desired Value Summation Reached 

Usability 46.0 37.120 80.695% 

Understandability 54.0 50.925 94.305% 

Playability 100.0 88.045 88.045% 

 

6. CONCLUSIONS 
 
The structure of the quality model is categorized in such a way that criteria are taken when 

analysing and developing the software components in a serious video game, to increase the 

success in the final goal that is to achieve learning about a subject to the player. 
Although the proposed model is aimed at serious video games, it may be applicable to classic 

video games or entertainment purposes. 

 

As future work, the proposed model is flexible to the measurement of different serious video 
games and allows to obtain an approximate range of the quality of the playability and is open to 

extensions so that it can be thoroughly detailed or extended to other components for the 

development of games, such as challenges and rewards in the mechanics of understandability. 
The addition of metrics in the saved and stored options of the usability game scenarios, and it can 

even be extended to other quality attributes applicable to Serious Video Games. 
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ABSTRACT 
 

In this article, we implemented a regression model and conducted experiments for predicting 

disease activity using data from 1929 rheumatoid arthritis patients to assist in the selection of 

biologics for rheumatoid arthritis. On modelling, the missing variables in the data were 

completed by three different methods, mean value, self-organizing map and random value. 

Experimental results showed that the prediction error of the regression model was large 

regardless of the missing completion method, making it difficult to predict the prognosis of 

rheumatoid arthritis patients. 

 

KEYWORDS 
 

Rheumatoid Arthritis, Gaussian Process Regression, Self-Organizing Map 

 

1. INTRODUCTION  

 

Rheumatoid Arthritis (RA) causes swelling, pain and deformity of joints, and can be risks for the 

death in severe cases. Since the approval of infliximab that is first biologic for RA in Japan in 
2003, new products have been approved one after another, making it possible to treat RA with 

aimed at remission [1]. However, there is no clear method or literature on biologics selection for 

individual cases of RA, and the establishment of such a method is an urgent issue [2]. The 

selection of biologics for the treatment of RA is a careful one, considering the side effects of the 
drugs and the patient's underlying disease. At the same time, if we have ability to predict the 

effect of a given biologic agent on a patient, it will obviously help in the selection of biologics.  

 
The purpose of this study is to create a regression model for predicting the most effective 

biologic for RA patients from the early stages of the disease, using data accumulated over the 

past 15 years at the Hospital of the University Occupational and Environmental Health of Japan. 
The patient data to be used in this study contains many missing data, some kind of processing is 

required. In this article, we applied three complementary methods (mean value, self-organizing 

map, and random value) to the data, and compared the results with the creation of a regression 

model and prognosis prediction of RA patients with using the model. 
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2. RELATED WORK 
 
Kobayashi et al. evaluated the efficacy of increasing the dosage of infliximab and shortening the 

dosing interval of RA patients who required intensified treatment with one of the biologic agents, 

infliximab, and found that it increased the likelihood of inadequate response in patients with high  

 
C-Reactive Protein (CRP) [3]. Sudo et al. statistically investigated the predictive factors of 

progression of joint destruction 3 years after the start of treatment in 17 RA patients on biologic 

agents [4]. In the literature, ARASHI status that is indicator of major joint destruction in RA 
and SUVmax that is the maximum radiation concentration measured from diagnostic images, 

were reported to be the factors most associated with the progression of joint destruction in RA at 

3 years. 

 
These studies relate specific examination items in the treatment of RA to patient outcomes, such 

as disease activity and joint destruction, and will undoubtedly provide useful insights into 

treatment strategy and follow-up. To differentiate, this study aimed to create a regression model 
with the items examined at the start of RA treatment and 2 weeks later as explanatory variables to 

directly predict the disease activity of RA patients after 6 months for each biologic agent 

administered. 
 

3. RHEUMATOID ARTHRITIS DATASET 
 

The data for RA patients used in this paper are based on the chart history of 1929 patients who 

had RA and were briefly admitted to the Hospital of the University Occupational and 
Environmental Health of Japan during the 15 years from 2003 to 2017. The Clinical Disease 

Activity Index (CDAI) was used to assess disease activity, with lower CDAI values indicating 

mild RA symptoms and higher CDAI values indicating severe disability for life and physical 
function.  

 

Table 1 shows the breakdown of RA patient data by formulation and disease activity at six 

months. The number of variables included in the data is 55 and details are shown in Table 2. 
 

4. METHOD 
 

In this study, we adopted Gaussian process regression as the method of regression. SOM was 
used as one of the methods for interpolating the missing values. In this chapter, we describe these 

methods. 
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4.1. Gaussian Process Regression Model 
 

Gaussian Process Regression Model is a regression model that defines input-output relationships 

based on Gaussian processes. One of its features is that the variance is obtained along with each 
prediction, which is the output of the regression model. This variance can be viewed as the 

confidence level of the predictions. 

 
This confidence level of this prediction, together with the predictions output from the regression 

model, can be used as an aid to physicians' decision-making in selecting a biologic for RA 

patients. 
 

4.2.  Missing Value Imputation by SOM 
  
SOM is one of the machine learning methods developed by Kohonen to model the visual cortex 

of the cortex and is classified as unsupervised learning [5]. By nonlinear mapping of data in high- 

dimensional space with complex correlations to low-dimensional space, we can visualize the 
potential features of the data. To complement the missing parts of data by self-organization map, 

we first collect only samples that do not have any missing parts in each variable to create a set of 

input signals for learning the self-organization map. 
 

Table 1. Breakdown of RA patient data by formulation and disease activity. 

 

 

 

 

 

 

 

 

 

 

 ABT ADA CZP ETN GLM IFX TCZ Tofa 

Remission 100 170 68 64 12 106 94 34 

Low disease 188 166 63 92 36 86  156 37 

Middle disease 99 41 28 34 15 44 72 15 

High disease 22 14 7 10 5 19 28 4 

SUM 409 391 166 200 68 255 350 90 
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Table 2. Breakdown of RA patient data by formulation and disease activity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
 

 

 

 

 

 

 
       

  *0W: value of 0 weeks after, **6M: value of 6 months after 

 
After learning, the relationship between each variable in the sample group used as input is 

discretely represented by the reference vector of neurons in the map. Then, for each sample with 

a missing part, we select the neuron with the most similar reference vector from the trained map, 
respectively. When computing the similarity, the missing parts and the corresponding 

components of the reference vector are ignored. The value of the component corresponding to the 

missing part of the reference vector of a selected neuron is an estimate of its value [6]. 

ITEM Description 

SEX Female: 0, Male: 1 

AGE Age 

STAGE The degree of progressive joint destruction 

CLASS The degree of functional impairment 

Pneumovax Dosage of pneumococcus vaccine  

Baktar Dosage of Baktar  

Foliamin Dosage of Foliamin 

Iscotin Dosage of Iscotin 

MTX Existence of administered methotrexate 

Medicine Administered biologics 

CDAI (0W*, 2W, 6M**) Evaluation index for disease activity 

SDAI (0W, 2W) Evaluation index for disease activity 

VAS (0W, 2W) Patient’s visual analogue scale 

D-VAS (0W, 2W) Physician’s visual analogue scale 

TJ (0W, 2W) Number of Tender Joints 

TJ28(0W, 2W) Number of Tender Joints in 28 specified joints 

SJ (0W, 2W) Number of Swollen Joints 

SJ28(0W, 2W) Number of Swollen Joints in 28 specified joints 

CRP (0W, 2W) C-Reactive Protein value 

CRP [mg/dl] (0W, 2W) C-Reactive Protein value [mg/dl] 

ESR (0W, 2W) Blood sedimentation speed 

ESR [mm/hr] (0W, 2W) Blood sedimentation speed [mm/hr] 

BAP (0W, 2W) Osteogenic marker value 

HAQ (0W, 2W) Health Assessment Questionnaire 

MS (0W, 2W) Existence of Mitral Stenosis 

GH (0W, 2W) Global Health status value evaluated by patient 

NTX (0W, 2W) Bone metabolic marker value 

BH(0W) Body Height 

BMI(0W) Body Mass Index 

BW(0W) Body Weight 

CCP(0W) Specific Diagnostic Markers for RA 

KL6(0W) Markers of interstitial pneumonia 

MMP3(0W) Proteolytic enzymes secreted by chondrocytes 

MTX(2W) Dosage of methotrexate 

PSLdose[mg/day] (0W) Dosage of Prednisolone 

QOL(0W) Quality of Life 

RF(0W) Amount of Rheumatoid Factor 
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5. EXPERIMENT 
 
In this section, we describe the development of regression models and experiments for predicting 

patient outcomes using three different datasets of RA patients with different methods of missing 

value imputation. 
 

These three datasets are prepared as follows. These three datasets are normalized. 

 
1) Data imputed by Mean Value 

 

2) Data imputed by SOM 

 
3) Data imputed by Random Value 

 

A Gaussian Process Regression model was created for these datasets. The RBF kernel is specified 
in the kernel function as a parameter of the model. 

 

We conducted an experiment to predict the prognostic value of disease activity CDAI in RA 

patients using a regression model. The CDAI, the objective variable, was used six months after 
the diagnosis of RA. The explanatory variables used for prediction were those at week 0 and 

week 2 after diagnosis. 

 

6. RESULT AND CONSIDERATION 
 

A plot of the predictions of the regression model for the ABT-treated patients in the dataset with 

missing value completion with mean value assignment is shown in Figure 1. The black plots are 

ideal plots with the true values of the predictions on both the vertical and horizontal axes. The red, 
green, blue, yellow and brown plots in the lower part of the graph are plots of CDAI-6M 

predictions against the test data in cross-validation, where the vertical axis is the true value and 

the horizontal axis is the prediction value by regression, respectively. It can be seen that most of 
the predictions are distributed in the region between 0 and 20 of the vertical axis. 

 

A plot of the predictions of the regression model for the ABT-treated patient population in the 
dataset with missing value completion by SOM is shown in Figure 2. As with the dataset with 

missing completions by mean value assignment, most of the predictions are distributed in the 

range between 0 and 20 of the vertical axis. 

 
A plot of the predictions of the regression model for the ABT-treated patient population in a 

dataset with missing value completion by random value assignment is shown in Figure 3. The 

results are similar to the above two plots. 
 

These results of Figure 1, Figure 2 and Figure 3 suggest that it may be difficult to predict patient 

outcomes of RA patients in this study, regardless of the method used to process the missing data 

by regression models. 
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Figure 1.  Results of prediction for CDAI after six months in which the missing variables are 

complemented by mean values. 

 

 
 

Figure 2.  Results of prediction for CDAI after six months in which the missing variables are 

complemented by using SOM. 

 
In support of this, a summary of the prediction error of the regression model for each missing 

completion method and for each administered formulation is presented in Table 3. There was no 

significant difference in prediction error when each formulation group was viewed by method of 

missing value completion. 
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  Figure 3. Results of prediction for CDAI after six months in which the missing variables are 

complemented by random values 

. 
Table 3.  Prediction Error by biologics and Missing Value Imputation Method. 

 
 Method of Missing Value Imputation 

Biologic Mean Value SOM Random Value 

ABT 4.76 4.76 4.82 

ADA 3.63 3.66 3.64 

CZP 4.31 4.26 4.43 

ETN 4.09 4.33 4.26 

GLM 6.95 6.19 6.12 

IFX 5.89 6.03 5.95 

TCZ 5.26 5.35 5.41 

Tofa 4.31 4.79 4.50 

 

These results can be attributed to the following factors. 

 

1) Irregularities in Explanatory Variables Not Dependent on Objective Variables 
 

The data often show large differences in the prognosis of the objective variable, disease 

activity, even among patients with similar explanatory variables, suggesting that regression 
models may not be able to capture population trends well. 

 

There is no direct relationship between the explanatory variables at week 0 and week 2 and 
the disease activity at month 6, which is the objective variable, and this can be considered a 

factor that makes direct prediction by regression difficult, whether linear or nonlinear. 
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2) Insufficient adjustment of model parameters 
 

The Gaussian process regression model used in this experiment has an advantage in that there 

are few parameters to be specified, but some parameters, such as the kernel function and 

kernel smoothness, have a significant impact on the performance. In this study, only RBF 
was modelled as a kernel function and kernel smoothness was modelled as an object of 

optimization, so further adjustments are needed 

. 
3) Insufficient feature engineering 

 

In a Gaussian process regression model, the output, the objective variable, is expected to 
follow a Gaussian distribution. This can be achieved to some extent through data 

standardization and Box-Cox transformation. However, although the shape of the distribution 

of disease activity after six months, which was the objective variable in this experiment, 

approached a normal distribution, the normality assumption was not guaranteed in the 
Shapiro-Wilk normality test. We believe that it is necessary to consider pre-processing of 

data that is more suitable for the model. 

 
4) Psycho-psychological Affected Exam Items 

 

It is believed that pain intensity such as VAS in RA data does not directly reflect the intensity 
of disease activity or inflammation, but is influenced by psychological factors [7]. This may 

prevent regression models from capturing a direct link to disease activity, leading to 

prediction errors. 

 

7. CONCLUSION 
 

In this article, we developed a regression model and conducted experiments for predicting disease 

activity using data from 1929 RA patients to assist in the selection of biologics for RA. On 
modelling, the missing parts of the data were imputed by mean value assignment, SOM and 

random value assignment. Experimental results showed that the prediction error of the regression 

model was large regardless of the missing value imputation method, making it difficult to predict 

the prognosis of rheumatoid arthritis patients. 
 

Three types of missing-value completions that were used in this study, create pseudo complete 

data by assigning a single value to the missing part of incomplete data. The multiple assignment 
method is often used in the medical field to handle incomplete data. Multiple assignment is 

known as a method of processing missing values that makes statistical analysis with incomplete 

data as statistically valid as analysis with complete data, it may be effective for the RA patient 

data handled in this study 
. 

In addition to reviewing the method for processing missing values, we will conduct interviews 

with physicians working in collaboration with RA in order to reduce prediction error in the model 
by narrowing down the variables that are important in RA treatment and those that are closely 

related to patient prognosis. In addition to the variables entered into the regression model as 

explanatory variables, the RA patient data also contain information about underlying disease and 
side effects of RA patients. By developing an appropriate model with that information, we aim to 

improve the prediction accuracy of disease activity as a patient prognosis as well as to develop a 

model that can predict the worsening of disease and side effects and make a decision to switch 

products. 
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ABSTRACT 
 

Quantum clustering (QC), is a data clustering algorithm based on quantum mechanics 

which is accomplished by substituting each point in a given dataset with a Gaussian. The width 

of the Gaussian is a 𝜎 value, a hyper-parameter which can be manually defined and 
manipulated to suit the application. Numerical methods are used to find all the minima of the 

quantum potential as they correspond to cluster centers. Herein, we investigate the 

mathematical task of expressing and finding all the roots of the exponential polynomial 

corresponding to the minima of a two-dimensional quantum potential. This is an outstanding 

task because normally such expressions are impossible to solve analytically. However, we prove 

that if the points are all included in a square region of size 𝜎, there is only one minimum. This 

bound is not only useful in the number of solutions to look for, by numerical means, it allows to 

to propose a new numerical approach “per block”. This technique decreases the number of 

particles (or samples) by approximating some groups of particles to weighted particles. These 

findings are not only useful to the quantum clustering problem but also for the exponential 

polynomials encountered in quantum chemistry, Solid-state Physics and other applications. 
 

KEYWORDS 

 
Data clustering, Quantum clustering, energy function, exponential polynomial, optimization. 

 

1. INTRODUCTION 
 
The primary motivation for this work stems from an important component of the area of 

information retrieval of the IT industry, namely data clustering. For any data of a scientific nature 
such as Particle Physics, pharmaceutical data, or data related to the internet, security or wireless 

communications, there is a growing need for data analysis and predictive analytics. Researchers 

regularly encounter limitations due to large datasets in complex simulations, in particular, 

biological and environmental research. One of the biggest problems of data analysis is data with 
no known a priori structure, the case of “unsupervised data” in the jargon of machine learning. 

This is especially germane to object or name disambiguation also called the “John Smith” 

problem [1]. Therefore data clustering, which seeks to find internal classes or structures within 
the data, is one of most difficult yet needed implementations.  

 

It has been shown that the quantum clustering method (QC) [2,3] can naturally cluster data 

originating from a number of sources whether they be: scientific (natural), engineering and even 
text. In particular, it is more stable and is often more accurate than the standard data clustering 

method known as K-means [3]. This method requires isolating the minima of a quantum potential 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N19.html
https://doi.org/10.5121/csit.2020.101914
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and is equivalent to finding the roots of its gradients i.e. an expression made of exponential 
polynomials. Finding all the clusters within the data means finding all the potential minima. The 

quantum clustering method can be viewed as “dual” or inverse operation of the machine learning 

process known as a nonlinear support vector machines when using Gaussian functions are used as 

its kernel function; this machine learning approach being the very inspiration of the quantum 
clustering method [4].  

 

This is not the only problem in quantum mechanics requiring such solutions. The nodal lines of 
any given wave function characterize it with respect to internal symmetries and level of 

excitation. In general, if one arranges the eigenstates in the order of increasing energies, e.g. 𝜖1 

,𝜖2 , 𝜖3, …the eigenfunctions likewise fall in the order of increasing number of nodes; the 𝑛𝑡ℎ 

eigenfunction has 𝑛−1 nodes, between each of which the following eigenfunctions have at least 
one node [5]. In diffusion Monte-Carlo calculations for Molecules, a precise determination of the 

nodal structure of wave function yields greater accuracy for the energy eigenvalues [6,7,8]. 

Furthermore, solutions in terms of Gaussian functions involve the most developed mathematical 
“technology” of quantum chemistry (e.g. The Gaussian program [9]). This is not surprising for 

the following reasons:  

 
1. In principle, we can get all the roots of polynomial systems. However, quantum mechanical 

systems need exponentials in order to ensure a square-integrable wave function over all 

space. About an atom, the angular components over a range (0,2𝜋) can be modeled in terms 

of polynomials of trigonometric quantities such as e.g. Legendre polynomials. However, the 
radial part extends over all space requiring exponential apodization.  

 

2. Thanks to properties such as the Gaussian product theorem, Gaussian functions allow for 
exact analytical solutions of the molecular integrals of quantum chemistry [10,11,12].  

 

3. In general, for small atoms and molecules, the nodal lines can be modeled as nodes of 

polynomial exponentials [13,14,15].  
 

More recently, in the area of low temperature Physics (including superconductors), clustering 

within machine learning has been used in finding phases and separating the data into particular 
topological sectors [16,17,18]. High accuracy of the clustering is crucial in order to precisely 

identify transition points in terms of e.g. temperature or pressure.  

 
To reiterate, any insight concerning the isolation of all the roots or nodal lines of polynomial 

exponentials is useful for quantum clustering and computational quantum chemistry and 

condensed matter Physics and data analysis. This has applications in all cases for any given 

function covering all space in principle but whose extrema and/or roots are in a finite local region 
of space. 

 

1.1. Statement of the Problem 
 

Consider a set of particles (𝑋𝑖)𝑖=1..𝑁, the quantum clustering is a process that detects the clusters 

of the distributed set (𝑋𝑖)𝑖=1..𝑁 by finding the cluster centers. Those centers are the minima of 
the potential energy function defined by [2,3]:  

 

1
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such that 𝑋∈𝑅2. This function results from injecting a Parzen window into the Schrödinger wave 
equation [2,3] and balancing the resulting energy. Other methods based on energy variation may 

also be instructive [19]. The minima of this potential provides the cluster centers for a given 

standard deviation 𝜎. As stated before, we limit ourselves to two dimensions. This method is 

more stable and precise than the standard K-means method [3].  
 

Moreover, and in contradistinction to other data clustering methods, the determination of the 

parameter 𝜎 gives a number of extrema. The number of minima is not determined beforehand but 
obtained numerically.  

 

One main difficulty is to determine the minima of the potential energy. Nowadays, the technique 

used to approach the minima is through the gradient descent or the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) algorithms [3]. Some investigations have been made to improve the detection of 

clusters via the potential energy function. For instance, in 2018, Decheng et al. [20] improved the 

quantum clustering analysis by developing a new weighted distance once a minimum had been 
found. Improvements are needed to capture all the minima efficiently. 

 

The present work consists, Subection 2.1, in simplifying the derivatives of the potential energy 
function such that the minima can be determined by some solution of a system of equations. 

Finding the extrema (minima, maxima and saddle points) of the function (1) is equivalent to 

solving a system 

              

{
𝑀(𝑥, 𝑦) = 0

𝐿(𝑥, 𝑦) = 0
                  (2) 

 

where 𝑀(𝑥, 𝑦) and 𝐿(𝑥, 𝑦) are bivariate exponential functions which can be expressed as 

polynomial in 𝑥, 𝑒𝑥, 𝑦 and 𝑒𝑦. In this scenario, the degrees of 𝑀 and 𝐿 in 𝑥 (respectively in 𝑦) are 

one. In Subsection 2.2, the implicit functions of 𝑀 = 0 and 𝐿 = 0 are investigated and the 
ongoing Crab example is presented Subsection 2.3. Section 3, A new block approach is 

presented. The aim of this new method is to reduce memory and computation costs. The main 

formal result is given Subsection 3.1. We prove that the function (1) has only one minimum if the 

set of particles (𝑋𝑖)𝑖=1..𝑁 are all included in a square of side 𝜎. Then, we propose a method based 
on this result and a block approach to capture all the minima in a more efficient way. The 

presentation of benchmarks closed Section 3. Finally, we conclude Section 4.  

 

2. PROBLEM REDUCTION AND FIRST ANALYSIS 
 

In this section, we transform the minimization problem of the potential energy function (1) to the 

resolution of a system of two equations in two variables and 2𝑁 parameters, namely the particles 

coordinates (𝑋𝑖)𝑖=1..𝑁.  

 
2.1. Problem reduction  
 

It is known that the value of 𝜎 has a crucial role on the number of minima: the greater the value 

of 𝜎, the smaller the number of minima. To simplify the potential energy function, we denote 

𝑌 =
𝑋

√2𝜎
. This variable change remove 𝜎 from the function. Discussion of 𝜎 will be presented at 

the end of this section. 

 
We get  
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1

2𝜎2
1

∑ 𝑒
−
(𝑋−𝑋𝑖)

2

2𝜎2𝑁
𝑖=1

∑ (𝑁
𝑖=1 𝑋 − 𝑋𝑖)

2𝑒
−
(𝑋−𝑋𝑖)

2

2𝜎2 =
1

∑ 𝑒−(𝑌−𝑌𝑖)
2𝑁

𝑖=1

∑ (𝑁
𝑖=1 𝑌 −

𝑌𝑖)
2𝑒−(𝑌−𝑌𝑖)

2
                        (3) 

 

where for all 𝑖, 𝑌𝑖 =
𝑋𝑖

√2𝜎
. We denote this equation ℎ(𝑌). 

 

Theorem 1.  The extrema 𝑌 = (𝑥, 𝑦) of function ℎ(𝑥, 𝑦) =
1

∑ 𝑒−(𝑌−𝑌𝑖)
2𝑁

𝑖=1

∑ (𝑁
𝑖=1 𝑌 − 𝑌𝑖)

2𝑒−(𝑌−𝑌𝑖)
2
 

satisfy the system of the following two bivariate functions: {
𝑀(𝑥, 𝑦) = 0

𝐿(𝑥, 𝑦) = 0
 with 𝑌𝑖 = (𝑥𝑖 , 𝑦𝑖) for all 

𝑖 = 1. . 𝑁 and  

 

𝑀(𝑥, 𝑦) =∑𝑒−2𝑥𝑖
2−2𝑦𝑖

2

𝑁

𝑖=1

𝑒4𝑥𝑖𝑥+4𝑦𝑖𝑦(𝑥 − 𝑥𝑖) +∑∑𝑒−𝑥𝑖
2−𝑦𝑖

2

𝑁

𝑗>𝑖

𝑁

𝑖=1

𝑒−𝑥𝑗
2−𝑦𝑗

2

𝑒2(𝑥𝑖+𝑥𝑗)𝑥+2(𝑦𝑖+𝑦𝑗)𝑦

= 0   (4) 
 

and  

 

𝐿(𝑥, 𝑦) = ∑ 𝑒−2𝑥𝑖
2−2𝑦𝑖

2𝑁
𝑖=1 𝑒4𝑥𝑖𝑥+4𝑦𝑖𝑦(𝑦 − 𝑦𝑖) +

∑ ∑ 𝑒−𝑥𝑖
2−𝑦𝑖

2𝑁
𝑗>𝑖

𝑁
𝑖=1 𝑒−𝑥𝑗

2−𝑦𝑗
2

𝑒2(𝑥𝑖+𝑥𝑗)𝑥+2(𝑦𝑖+𝑦𝑗)𝑦 = 0  (5) 

 

Remark: We will also use the shortest expression: 

 

𝑀(𝑥, 𝑦) =∑(

𝑁

𝑖=1

𝑥 − 𝑥𝑖)𝐾𝑖
2 +∑𝑐𝑖𝑗

𝑖<𝑗

𝐾𝑖𝐾𝑗                     (6) 

and 

𝐿(𝑥, 𝑦) =∑(

𝑁

𝑖=1

𝑦 − 𝑦𝑖)𝐾𝑖
2 +∑𝑑𝑖𝑗

𝑖<𝑗

𝐾𝑖𝐾𝑗                      (7) 

 

with for all 𝑖, 𝐾𝑖 = 𝑒
−𝑥𝑖

2−𝑦𝑖
2
𝑒2(𝑥𝑖+𝑥𝑗)𝑥, and for all 𝑖, 𝑗, 𝑖 < 𝑗, 

 

 𝑐𝑖𝑗 = (2𝑥 − 𝑥𝑖 − 𝑥𝑗)(1 − (𝑥𝑖 − 𝑥𝑗)
2) − (𝑥𝑖 − 𝑥𝑗)(𝑦𝑖 − 𝑦𝑗)(2𝑦 − 𝑦𝑖 − 𝑦𝑗)          (8)  

 
and  

𝑑𝑖𝑗 = (2𝑦 − 𝑦𝑖 − 𝑦𝑗)(1 − (𝑦𝑖 − 𝑦𝑗)
2) − (𝑦𝑖 − 𝑦𝑗)(𝑥𝑖 − 𝑥𝑗)(2𝑥 − 𝑥𝑖 − 𝑥𝑗)            (9) 

 

Proof. ℎ(𝑌) is a fraction of two exponential polynomials, namely ℎ(𝑌) =
𝑓(𝑌)

𝑔(𝑌)
 with 𝑔(𝑌) =

∑ 𝑒−(𝑌−𝑌𝑖)
2𝑁

𝑖=1  and 𝑓(𝑌) = ∑ (𝑁
𝑖=1 𝑌 − 𝑌𝑖)

2𝑒−(𝑌−𝑌𝑖)
2
. 

 

Since 𝑌 ∈ 𝑅2, 𝑌 is denoted 𝑌 = (𝑥, 𝑦), then 𝑓 and 𝑔 can also be written as 

𝑓(𝑥, 𝑦) =∑(

𝑁

𝑖=1

(𝑥 − 𝑥𝑖)
2 + (𝑦 − 𝑦𝑖)

2)𝑒−(𝑥−𝑥𝑖)
2−(𝑦−𝑦𝑖)

2
      (10) 

and 
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𝑔(𝑥, 𝑦) =∑𝑒−(𝑥−𝑥𝑖)
2−(𝑦−𝑦𝑖)

2

𝑁

𝑖=1

             (11) 

by denoting 𝑌𝑖 = (𝑥𝑖 , 𝑦𝑖). The extrema of ℎ(𝑥, 𝑦) satisfy the system {

𝜕ℎ(𝑥,𝑦)

𝜕𝑥
= 0

𝜕ℎ(𝑥,𝑦)

𝜕𝑦
= 0

 which is 

equivalent to: 

{
 

 
𝜕𝑓(𝑥, 𝑦)

𝜕𝑥
𝑔(𝑥, 𝑦) −

𝜕𝑔(𝑥, 𝑦)

𝜕𝑥
𝑓(𝑥, 𝑦) = 0

𝜕𝑓(𝑥, 𝑦)

𝜕𝑦
𝑔(𝑥, 𝑦) −

𝜕𝑔(𝑥, 𝑦)

𝜕𝑦
𝑓(𝑥, 𝑦) = 0

               (12) 

 

since 𝑔(𝑥, 𝑦) ≠ 0 everywhere. 
 

The formal computation of the equations of the last system gives expressions which can be 

divided by 2𝑒−𝑥2−𝑦2. We finally obtain Theorem 1. ◻  

 

2.2.  Cylindrical decomposition 
 

For a given set of particles (𝑌𝑖)𝑖=1..𝑁 = (𝑥𝑖 , 𝑦𝑖)𝑖=1..𝑁, the solutions of System (1) correspond to 

the intersection between the implicit functions of 𝑀(𝑥, 𝑦) = 0 and those of 𝐿(𝑥, 𝑦) = 0 (see 

Figure 1 for the example of crab with 𝑁 = 200). An analysis on branches which will be detailed 

in a further work give the following result: Let us denote 𝑦𝑚𝑎𝑥 (resp. 𝑥𝑚𝑎𝑥) the index the 

greatest element of (𝑦𝑖)𝑖=1..𝑁 (resp. (𝑥𝑖)𝑖=1..𝑁) such that ∀𝑖 ∈ {1,… ,𝑁} − {𝑦𝑚𝑎𝑥} 𝑦𝑦𝑚𝑎𝑥 > 𝑦𝑖. 

In the same way, we denote 𝑦𝑚𝑖𝑛 (resp. 𝑥𝑚𝑖𝑛) the index the smallest element of (𝑦𝑖)𝑖=1..𝑁 (resp. 

(𝑥𝑖)𝑖=1..𝑁) such that ∀𝑖 ∈ {1,… ,𝑁} − {𝑦𝑚𝑖𝑛} 𝑦𝑦𝑚𝑖𝑛 < 𝑦𝑖. 

 
• The infinite branches of the implicit functions of 𝑀(𝑥, 𝑦) tend to 𝑥𝑦𝑚𝑖𝑛 at −∞ and 𝑥𝑦𝑚𝑎𝑥  at 

+∞ 

• The infinite branches of the implicit functions of 𝐿(𝑥, 𝑦) tend to 𝑦𝑦𝑚𝑖𝑛 at −∞ and 𝑦𝑦𝑚𝑎𝑥 at 

+∞ 
 

2.3.  Crab example  
 

To illustrate our results, we use the crab data clustering example [3] using the dataset from Refs. 

[21,22]. This two dimensional case has been presented in Refs. [2,3]. This example is composed 

of four classes at 50 samples each, making a total of 200 samples i.e. particles and by taking 𝜎 =
0.05, we obtain, after the variable changes described in Section 2, a set of particles for which the 

𝑥 and 𝑦 coordinates (𝑥𝑖)𝑖=1..200 and (𝑦𝑖)𝑖=1..200 satisfy 𝑥𝑚𝑖𝑛 = 150, 𝑥𝑚𝑎𝑥 = 65, 𝑦𝑥𝑚𝑎𝑥 =
−0.3190, 𝑦𝑥𝑚𝑖𝑛 = 0.3640, 𝑦𝑚𝑖𝑛 = 35, 𝑦𝑚𝑎𝑥 = 105, 𝑥𝑦𝑚𝑎𝑥 = 0.0038, 𝑥𝑦𝑚𝑖𝑛 = −0.7941. 

 

The curve 𝑀(𝑥, 𝑦) = 0 is shown in red and the curve 𝐿(𝑥, 𝑦) = 0 is shown in green. The 

intersection between the red and the green curves corresponds to the extrema of . 
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Figure 1: Crab example with 𝜎 = 0.05: (a) the set of points (𝑥, 𝑦)𝑖, and the implicit curves of 𝑀(𝑥, 𝑦) = 0 

and 𝐿(𝑥, 𝑦) = 0. (b) the limits of implicit curves. 

 

Using the Maple computer algebra system [23], we obtain one maximum, four minima and four 

saddle points. Table 1 gives the approximation of the solutions in the 𝑌 base and in the 𝑋 base 
which is the initial base. 

 
Table 1: Extrema of the potential energy function (1) for 𝜎 = 0.05 

 

 
 
 

Numerically, this variable change gives the advantages of a normalization of the values. 
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Figure 2: Crab clusters produced by using the minimum Euclidean distance from the minima (𝜎 = 0.05) 

 
The clusters produced by using the minimum Euclidean distance from the minima are shown 

Figure 2. For larger 𝜎, the number of solutions decreases and hence, a coarser clustering is found. 

In Figure 3, two different values of 𝜎 are given. For 𝜎 = 0.075, there are two minima, whereas 

for 𝜎 = 0.1, only one solution exists which corresponds to a minimum. Table 2 gives the values 
of the corresponding minima. 

 

 

 
 

Figure 3: Crab example: t set of points (𝑥, 𝑦)𝑖. and the implicit curves. (a) For 𝜎 = 0.075 (b) For 𝜎 = 0.1 
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Table 2: minima of the potential energy function (1) with respect to σ 

 

 
 

Table 3: range of  σ with respect to the number of clusters 

 

 
 

A deeper analysis is provided by Table 3. It gives for some 𝜎 ranges the resulting number of 

clusters. It shows that the non trivial number of clusters is more likely 4 because the 

corresponding 𝜎 range is the widest.  

 
This first example of 200 samples can be fully solved numerically but the corresponding function 

𝑀(𝑥, 𝑦) and 𝐿(𝑥, 𝑦) are sums of 20100 monomials in 𝑥, 𝑦, 𝑒𝑥 and 𝑒𝑦. The size of 𝑀 and 𝐿 is an 

issue and the aim of the following section is to reduce the size of 𝑀 and 𝐿 while maintaining a 

good approximation of minima. 
 

3. THE BLOCK APPROACH 

 

In this section, we present a new numerical approach per block. First, we present the algebraic 
property needed to develop the new algorithm presented theoretically in the second subsection 

and algorithmically in the third subsection. Finally the Crab example is revisited and some other 

benchmarks are presented.  
 

3.1. 𝝈 estimations  
 

We have seen (Table 3) that the 𝜎 value is of crucial importance to the number of minima. The 

greater 𝜎 is, the smaller the number of minima. But obviously the number of minima also 

depends on the data. In this subsection, we link the value of 𝜎 with the values of the initial data in 

order to obtain a bound from which the number of minima is one. 

 
Theorem 2.  Consider a set of particles (𝑋𝑖)𝑖=1..𝑁 where for all 𝑖 = 1. . 𝑁, 𝑋𝑖 = (𝑣𝑖 , 𝑤𝑖), the 

potential energy function 
1

2𝜎2
1

∑ 𝑒
−
(𝑋−𝑋𝑖)

2

2𝜎2𝑁
𝑖=1

∑ (𝑁
𝑖=1 𝑋 − 𝑋𝑖)

2𝑒
−
(𝑋−𝑋𝑖)

2

2𝜎2 has only one minimum for 𝜎 =

𝑚𝑎𝑥(𝑣𝑚𝑎𝑥 − 𝑣𝑚𝑖𝑛, 𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛). 
To complete this proof, we use the variable changes proposed  in Section 2 and we prove the 

equivalent property:  System (2) {
𝑀(𝑥, 𝑦) = 0

𝐿(𝑥, 𝑦) = 0
 has only one solution if the set of points 

(𝑥𝑖 , 𝑦𝑖)𝑖=1..𝑁 lies in a square of side 
1

√2
. The proof is technical and the general idea is as follows: 

We first normalized and centralized System (2) into {
𝑀𝐶(𝛼, 𝛽) = 0

𝐿𝐶(𝛼, 𝛽) = 0
. Secondly, we prove that this 
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last system has at most one minimum. Then we prove that at least one implicit curve of 𝑀𝑐 = 0 

(resp. 𝐿𝑐 = 0) lies in the normalized square. Finally we conclude to the unicity of the minimum. 

 
For instance, in the crab example, 𝑚𝑎𝑥(𝑣𝑚𝑎𝑥 − 𝑣𝑚𝑖𝑛, 𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛) = 0.297 and without any 

computation, we know that if 𝜎 ≥ 0.297, the function (1) has exactly one minimum. 

 

To serve our new block method presented next subsection, we give another formulation of 

Theorem 2 as a corollary. 

Corollary 1.  The bivariate function 
1

2𝜎2
1

∑ 𝑒
−
(𝑋−𝑋𝑖)

2

2𝜎2𝑁
𝑖=1

∑ (𝑁
𝑖=1 𝑋 − 𝑋𝑖)

2𝑒
−
(𝑋−𝑋𝑖)

2

2𝜎2  has only one 

minimum if the set of points (𝑋𝑖)𝑖=1..𝑁 are all included in a square of side 𝜎. 
 

3.2.  System approximation construction  
 

In the general case of 𝑁 particles, the functions 𝑀(𝑥, 𝑦) and 𝐿(𝑥, 𝑦) are sums of 
𝑁(𝑁+1)

2
 

exponential polynomials of the form (𝑥 − 𝑥𝑖)𝐾𝑖
2, 𝑐𝑖𝑗𝐾𝑖𝐾𝑗  or 𝑑𝑖𝑗𝐾𝑖𝐾𝑗 . We recall System (2): 

{
𝑀(𝑥, 𝑦) = 0

𝐿(𝑥, 𝑦) = 0
 

 

such that 

𝑀(𝑥, 𝑦) =∑(

𝑁

𝑖=1

𝑥 − 𝑥𝑖)𝐾𝑖
2 +∑𝑐𝑖𝑗

𝑖<𝑗

𝐾𝑖𝐾𝑗      (13) 

and 

𝐿(𝑥, 𝑦) =∑(

𝑁

𝑖=1

𝑦 − 𝑦𝑖)𝐾𝑖
2 +∑𝑑𝑖𝑗

𝑖<𝑗

𝐾𝑖𝐾𝑗         (14) 

where 𝐾𝑖 = 𝑒
−(𝑥−𝑥𝑖)

2−(𝑦−𝑦𝑖)
2+𝑥2+𝑦2 . 

 

When 𝑁 is large, we need a strategy to decrease the length of 𝑀(𝑥, 𝑦) and 𝐿(𝑥, 𝑦) while 
maintaining the main property of System (2) which is to define the cluster centers. 

 

Let us denote 𝑅 = [𝑥𝑚𝑖𝑛, 𝑥𝑚𝑎𝑥] × [𝑦𝑚𝑖𝑛, 𝑦𝑚𝑎𝑥] the rectangle containing all the points (𝑌𝑖)𝑖=1..𝑁. 

The basic idea is to partition 𝑅 into squares and approximate the minimum locally by considering 
for each square, only its particles. These new points will correspond to a weighted approximation 

of the particles in the square. They will therefore correspond to the weighted particles of the 

approximate system. 

 

The block construction consists of subdividing 𝑅 into 𝑘2 square blocks of length  

 
1

𝑘
𝑚𝑎𝑥(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛, 𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛)               (15)         

 

Since the particles are numbered from 1 to 𝑁, we denote 𝐵(𝑖) the block containing the particle 𝑖. 
𝑖 is named a representative of the block and we have: 𝐵(𝑖) = 𝐵(𝑗) if 𝑖 and 𝑗 belong to the same 

square. We denote 𝑅 a set containing exactly one representative of each non empty block. 
 

Let 𝛼 ∈ 𝑅, the function 𝑀 is reduced to the particles of the block 𝐵(𝛼) which is denoted 𝑀𝐵(𝛼) 

and 
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𝑀𝐵(𝛼)(𝑥, 𝑦) = ∑ (

𝑖∈𝐵(𝛼)

𝑥 − 𝑥𝑖)𝐾𝑖
2 + ∑ 𝑐𝑖𝑗

𝑖<𝑗,𝑖∈𝐵(𝑘),𝑗∈𝐵(𝛼)

𝐾𝑖𝐾𝑗                   (16) 

 

Similarly, 

𝐿𝐵(𝛼)(𝑥, 𝑦) = ∑ (

𝑖∈𝐵(𝛼)

𝑦 − 𝑦𝑖)𝐾𝑖
2 + ∑ 𝑑𝑖𝑗

𝑖<𝑗,𝑖∈𝐵(𝑘),𝑗∈𝐵(𝛼)

𝐾𝑖𝐾𝑗               (17) 

 

By setting 𝜎 =
1

𝑘
𝑚𝑎𝑥(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛, 𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛),  Theorem 2 guarantees that the system 

governed by 

 

{
𝑀𝐵(𝛼)(𝑥, 𝑦) = 0

𝐿𝐵(𝛼)(𝑥, 𝑦) = 0
              (18) 

 

has exactly one minimum (𝑥𝐵(𝛼), 𝑦𝐵(𝛼)). 

 

Therefore, 𝑀(𝑥, 𝑦) = ∑ 𝑀𝐵(𝛼)𝛼∈𝑅 + ∑ 𝑐𝑖𝑗𝑖<𝑗,𝑗∉𝐵(𝑖) 𝐾𝑖𝐾𝑗  and we approximate 𝑀(𝑥, 𝑦) by 

𝑀𝐵𝑙𝑠(𝑥, 𝑦) =∑𝑝𝐵(𝛼)
𝛼

(𝑥 − 𝑥𝐵(𝛼))𝐾𝐵(𝛼)
2

+ ∑ 𝑝𝐵(𝛼)
𝑘∈𝑅,𝑙∈𝑅,𝛼<𝛽

𝑝𝐵(𝛽)𝑐𝐵(𝛼)𝐵(𝛽)𝐾𝐵(𝛼)𝐾𝐵(𝛽)             (19) 

 

where 𝑝𝐵(𝛼) corresponds to the number of particles inside 𝐵(𝛼). Equivalently, we approximate 

𝐿(𝑥, 𝑦) by 𝐿𝐵𝑙𝑠(𝑥, 𝑦) to obtain the block system 

 

{
𝑀𝐵𝑙𝑠 = 0
𝐿𝐵𝑙𝑠 = 0

          (20) 

 

𝑀𝐵𝑙𝑠 and 𝐿𝐵𝑙𝑠 are now sums of at most 
𝑘2(𝑘2+1)

2
 exponential polynomials and 𝑘2 << 𝑁. 

 

Remark (Limit preservation): the minima of System (2) are usually in the domain 𝑅. 

Nevertheless, the limit preservation of the approximate system is important. To do so, and 

according to Section 2, the four extrema (𝑥𝑚𝑖𝑛𝑥 , 𝑦𝑚𝑖𝑛𝑥), (𝑥𝑚𝑖𝑛𝑦 , 𝑦𝑚𝑖𝑛𝑦), (𝑥𝑚𝑎𝑥𝑥 , 𝑦𝑚𝑎𝑥𝑥) and 

(𝑥𝑚𝑎𝑥𝑦 , 𝑦𝑚𝑎𝑥𝑦) are usually not integrated into blocks and appear without any modification in 

System (20). 

  

3.3. Algorithm  

 
The main steps of the algorithm are as follows: 

 
• Input: the list of particles 𝐿 = ((𝑥𝑖 , 𝑦𝑖))𝑖=1..𝑁 and 𝑘 

• Compute 𝜎 =
1

𝑘
𝑚𝑎𝑥(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛, 𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛) 

• For all (𝑖, 𝑗) ∈ {1. . 𝑘}2 
– Compute 𝐵 = [𝑥𝑚𝑖𝑛 + 𝑖𝜎, 𝑥𝑚𝑖𝑛 + (𝑖 + 1)𝜎] × [𝑦𝑚𝑖𝑛 + 𝑗𝜎, 𝑦𝑚𝑖𝑛 + (𝑗 + 1)𝜎], 
– Find the list 𝐿𝐵  of all the particles belonging to 𝑆, 

– If 𝐿𝐵 ≠ ∅ compute the minimum 𝑚𝐵 of the block-system {
𝑀𝐵 = 0
𝐿𝐵 = 0

 involving only 

the particles of 𝐿𝐵 , 



Computer Science & Information Technology (CS & IT)                                  179 

– The weight 𝑝𝐵 of this minimum corresponds to the number of particles inside the 

square. 𝑝𝐵 = 𝑐𝑎𝑟𝑑(𝐿𝐵). 
• Consider the list 𝐿𝑚 of all the minima with their corresponding weight. Compute the 

minima of the corresponding block system {
𝑀𝐵𝑙𝑠 = 0
𝐿𝐵𝑙𝑠 = 0

 involving 𝐿𝑚. 

Remark: With regards to the third item: we have proved, thanks to Corollary 1, that {
𝑀𝐵 = 0
𝐿𝐵 = 0

 has 

exactly one minimum 𝑚𝐵. Indeed, the size of the block 𝐵 is 𝜎 and the construction of the 

function 𝑀𝐵  and 𝐿𝐵  involves only the particles in the block 𝐵. This minimum is often close to the 

mass center of the cluster. Finding this minimum using a Newton-Raphson method with the mass 
center as a starting point has fast convergence. Moreover, one can consider a variation of our 

approach where 𝜎 depends on an additional parameter 𝑙 ≥ 1: 𝜎 =
𝑙

𝑘
𝑚𝑎𝑥(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛, 𝑦𝑚𝑎𝑥 −

𝑦𝑚𝑖𝑛). In this variation,  Theorem 2 holds since 𝑙 ≥ 1 and 𝜎 and 𝑘 can be chosen independently 

such that 
𝜎

𝑘𝑚𝑎𝑥(𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛,𝑦𝑚𝑎𝑥−𝑦𝑚𝑖𝑛)
≥ 1. Therefore we can consider an approximation involving 

more blocks without changing 𝜎. 

 

3.4. Crab Example Revisited 
 

 
 

Figure 4: The first three plots (above) represent the implicit function of M in red and L in green and the set 

of particles (Original problem) with various 𝜎 = 0.0594, 𝜎 = 0.0495 and 𝜎 = 0.0330. The three remaining 

plots (below) represent the implicit function of MBls in red and LBls in green and the set Lm of the block 

minima for respectively k = 5 k = 6 and k = 9 

 

The block algorithm has been tested on the crab example [3,21,22] with varying values of 𝑘. For 

𝑘 = 5, we have reduced the minimizing problem on 200 particles to a minimizing problem on 23 

weighted particles. These new 23 particles correspond to minima of a sub-problem reduced to 

blocks. Table 4 shows for various 𝑘, the number of non empty blocks it produces (column two) 

and the value of 𝜎 =
1

𝑘
𝑚𝑎𝑥(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛, 𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛) (column 3). It also shows, in the fourth 
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column, the approximation of the minima of the block System (20) in the 𝑋 variable, whereas the 
sixth column shows the approximation of the minima of the original System (2). In the fifth and 

seventh column, the number of particles per clusters is given. The clusters are obtained by 

computing the Euclidean distance between a particle and the four minima namely 𝑚1, 𝑚2, 𝑚3 

and 𝑚4. A particle 𝑝 belongs to the cluster 𝑖 if |𝑝𝑚𝑖| = 𝑚𝑖𝑛(|𝑝𝑚1|, |𝑝𝑚2|, |𝑝𝑚3|, |𝑝𝑚4|). 
 

Table 4: Comparison of the minima and the clusters using the block method and the direct method 

 

 
 

We have compared the clusters produced by the direct method with 𝜎 = 5 and those produced by 

the block method with 𝑘 = 5, we observe that the result is the same except for one particle. For 

𝑘 = 6 or 𝑘 = 9, we obtain the same clusters from both methods. 

 

3.5. Benchmarks  
 
The block method can be tested on larger set of particles. In this subsection, we propose two 

other examples: 

 
• Clustering of Exoplanet data [3]. This is data from the “Extrasolar Planets Encyclopedia” 

[3,24] or more specifically Tahir Yaqoob [25]. Figure 5 is a plot of mass in Earth units 

versus the period in Astronomical Units (AU) on a log base 10 scale. The number of 

particles is 𝑁 = 1093. It shows some very complex behavior, but three rather well-defined 

groups of data can be discerned as revealed by the quantum clustering method. The block 

method with 𝑘 = 14 and 𝑙 = 1.5 gives a 𝜎 value of 0.74 and the three following minima at 

(−1.784092251, 1.149209809), (0.07545310832, 0.4043352565) and 

(0.4394030237, 3.008141919). 
  The data cluster on the lower right-hand side corresponds to the massive, short-period hot 

Jupiters that have been discovered. 
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  Figure 5: Exoplanets example. From left to right : the original data, the main characteristics of the 

corresponding block method of parameters 𝑘 = 4 and 𝑙 = 1.5, the clustering 

    

The next two examples are known to be difficult examples and the clustering outcome is usually 

imperfect. 
   

• Gionis et al.  [26] propose a method consisting of an aggregation of other approaches 

including single linkage, complete linkage, average linkage, K-means and Ward’s 

clustering. The dataset proposed in [26] has 𝑁 = 788 particles and contains narrow bridges 
between clusters and uneven-sized clusters that are known to create difficulties for the 

clustering algorithms. The aggregation method gives seven clusters. 

 

  Our quantum block method (with 𝑘 = 9, 𝜎 = 3.6889 ) gives also seven minima and thus 

seven clusters. Figure 6 Shows 6 drawing : The first drawing is the initial data. In the 

second one, the black dots corresponds to the new set of weighted particles obtained by 

using the block method with parameters 𝑘 = 9 and 𝑙 = 1 (Consequently, 𝜎 becomes 𝜎 =
3.6889). The red and green curves correspond to the implicit functions of 𝑀𝐵𝑙𝑠 and 𝐿𝐵𝑙𝑠 
(The scale has been modified here following the variable changes proposed in Section 2 The 

determination of the clusters is done here from the minima using the Euclidean distance. 
Unfortunately, it faces some difficulties and some improvements could be done by using 

spectral clustering. Here, we use a 𝜖-neighborhood graph to produce the spectral clustering 

as shown in the second line of Figure 6. The MATLAB algorithm used needs as input the 

data and the number of clusters. First, we see the level lines and the clusters of the block 
data. The last drawing gives the rebuilding of the clustering on the initial data. It shows that 

the quality of the clustering is similar to the one of the aggregation of five different 

clustering approaches (see [26]). 



182 Computer Science & Information Technology (CS & IT) 

 
   

  Figure 6: Example from  [26] of 𝑁 = 788 particles. From left to right, the initial data, the main 

characteristics of the corresponding block method of parameters 𝑘 = 9 and 𝑙 = 1, the clustering using the 

Euclidean distance from the computed center (in black). Second line: The level line of the block quantum 

equation, new clustering based on the spectral clustering method on the block data, reconstruction of the 

clustering on the initial data. 

   

Unfortunately, some specific shapes such as ring-shaped or spiral-shaped clusters are challenging 

for numerous clustering methods including our QC block method. To overcome this issue, an 

approach based on optimization of an objective function, is proposed in [27] to detect specifically 
elliptic ring-shaped clusters. However, this approach is not appropriate when different kind of 

shapes coexist as for example in the case of Zahn’s compounds [28]. It also requires a skilled 

operator to visualize the clusters.  It will be a great challenge to improve the QC approach in 

order to detect such shapes. 
 

3.6. Perspectives  
 

In spite of claims to the contrary [29], even with extensions, K-means is no longer state-of-the-
art. A means of finding all the potential minima of the quantum potential and consequently the 

number of clusters for a given range of 𝜎 is an essential key feature for data clustering under 

program control without prior visualization whilst K-means and even MATLAB’s spectral 
clustering require the number of cluster centers on input and thus skilled operators. The quantum 

clustering approach yields this number for a given range. Automatic Data clustering under 

program control allows the processing of much bigger and more complex mixed datasets 

potentially providing a more robust industrial standard. It would multiply the number of 
platforms with large data collection tools such as Hadoop or MongoDB and thus a greater 

realization of patents for name of object disambiguation [1].  
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4. CONCLUSIONS 
 
Herein, we have made considerable progress in dealing with the outstanding problem of getting 

all the centers of the quantum clustering method, namely finding all the minima of the quantum 

potential of Equation (1) where 𝜎 is the standard deviation of the Gaussian distribution. The 

extrema of this potential are the roots of two coupled equations, which in principle are impossible 

to solve analytically. After simplifications, those equations become bivariate exponential 
polynomial equations and a number of useful properties have been proved. More precisely, limits 

of implicit function branches are given and the case of two particles is analytically solved. We 

also proved that the coupled equations have only one minimum if the data are included in a 

square of side 𝜎. This bound is directly useful to propose a new approach “per block”. This 
technique decreases the number of particles by approximating some groups of particles to 

weighted particles. The minima of the corresponding coupled equations are then given 

numerically by which the number of clusters is obtained. Those minima can be used as cluster 
centers. However, for some complex examples, other clustering approaches such that spectral 

clustering gives better visual results (though they still require the number of clusters on input). 

On such examples, the approach consisting in the use of the block method (for the number of 

clusters but also for the weighted particles) gives very good results. Example 3, from Gionis et al. 
shows that the quality of the clustering is similar to the one of the aggregation of five approaches. 

  

The approach used here is potentially useful for other types of exponential polynomials found in 
numerous Physical applications such as, for example, quantum mechanical diffusion Monte-

Carlo calculations, where a precise knowledge of the nodal lines ensures accurate energy 

eigenvalues 
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ABSTRACT 

 

Forest fires are a major environmental issue, creating economical and ecological damage while 

dangering human lives. The investigation and survey for forest fire had been done in Aek 

Godang, Northern Sumatera, Indonesia. There is 26 hotspot in 2017 close to Aek Godang, 
North Sumatera, Indonesia. In this study, we use a data mining approach to train and test the 

data of forest fire and the Fire Weather Index (FWI) from meteorological data. The aim of this 

study to predict the burned area and identify the forest fire in Aek Godang areas, North 

Sumatera. The result of this study indicated that Fire fighting and prevention activity may be 

one reason for the observed lack of correlation. The fact that this dataset exists indicates that 

there is already some effort going into fire prevention. 

 

KEYWORDS 
 

Forest fire; Fire Weather Index; Support Vector Machine; Machine Learning 

 

1. INTRODUCTION 
 
Forest fires are an important environmental issue, growing reasonably-priced and ecological 

damage whilst dangering human lives. Every year Northern Sumatra of Indonesia spends 

hundreds of thousands to deal with the wildfire breakout. This situation now not solely motives 
monetary damage however can additionally disrupt the ecological stability by way of destroying 

vegetation and plants and fauna [1]. Wildfire is additionally accountable for air pollution and 

changes in climatic circumstances over the period of time [2]. Over the decade forest fire has to 
turn out to be a major problem as it has endangered the lives of species. regardless of the massive 

charges concerned in controlling these dead fires, they are additionally an essential problem in 

forest fires [3]. The forests on the border of Aek Godang areas, North Sumatra had been badly 

affected and would be impacted through different areas in North Sumatra. The primary trouble of 
this study, how to computation the hotspot in this location to predict the woodland fire[4]. 

Firefighters are conscious of how forest fires can be unpredictable [5]. However, if this data is 

obtained through them as a warning about the breakout on time then this form of phenomenon 
can be anticipated, controlled mainly can be prevented. Many typical sciences deal with wildfire 

hazard analysis. In this study, based on the description above, we are aiming to remedy this 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N19.html
https://doi.org/10.5121/csit.2020.101915
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trouble via a historical analysis of woodland and land furnace facts and the usage of weather data 
to predict the extent of fires that have occurred. Then we also explored information mining 

strategies to locate out and predict the depth of wooded area and land fires [6]. Fast detection is a 

key component for controlling such a phenomenon. In achieving this, alternative options are 

needed. one of them is the use of nearby sensor-based automatic equipment furnished by using 
several meteorological stations [7]. causing meteorological conditions (such as temperature and 

wind) to affect the wooded area and land fires, as well as knowing what a furnace index, such as 

the Fire Weather Index (FWI), makes use of this data. FWI is primarily based on the Index 
Spread Index (ISI) about the spread of furnace and wind speed, then the Buildup Index (BUI) to 

calculate the quantity of gasoline that reasons a fire. All of this is used as a measure for the well-

known index of heart hazards in woodland areas. In this work, we conducted statistics 
exploration with a data mining (DM) strategy so that we may want to predict the place of forest 

fires and burned land [8]. In this study, the method used is Support Vector Machines (SVM) [9] 

[10] and then uses four different feature selection settings (using spatial, temporal, FWI 

components, and weather attributes), by carrying out tests on the latest real-world data, data 
collected from the northern Sumatera. The satisfactory configuration end result is the use of the 

SVM method with 4 meteorological enter parameters (namely relative humidity, rain, 

temperature, and wind) and is capable to predict burnt areas from several widely wide-spread 
small fires. So, this know-how is very supportive and useful in enhancing preventive motion and 

administration of firefighting sources (equipment and people). 

 

2. DATA AND METHODS 

 

2.1. Data 
 
The dataset of this study had been collect in BMKG of Aek Godang Station, North Sumatera 

from 2017 years[11], from the LAPAN based on the Satellite of NOAA[12] and from PKHL 

Direktorat Pengendalian Kebakaran Hutan[13]. There are more than 26 hotspots in 2017 close to 

Aek Godang, Northern Sumatera was recorded[14].  
 

2.2. Methods 
 

The forest Fire Weather Index (FWI) is a Canadian device for ranking the hazard level of wooded 

area and land fires which includes six aspects (Figure  1)[6]: the first is the Fine Fuel Moisture 

Code (FFMC) which functions to decide the numerical ranking of moisture content material of 
litter and other fine fuels. Then the 2d is the Duff Moisture Code (DMC) which functions to 

discover the common moisture content of the organic layer which can indicate gasoline 

consumption in a medium-sized layer of grime and medium-sized wood. The 1/3 is the Drought 
Code (DC) which functions to calculate the common quantity of water content in deep and dense 

natural layers. As properly as being a useful indicator of the outcomes of the dry season on forest 

fuels and the number of fires in deep mud layers and massive logs. The fourth is the Initial 

Spread Index (ISI) which features to determine the charge of fireplace spread primarily based on 
wind speed and FFMC and the fifth. Is the Buildup Index (BUI), useful for calculating the 

amount of fuel available at the time of burning. all three of these are closely related to the 

gasoline code. The FWI index is an indicator measuring fireplace intensity and combining the 
two preceding components. Although the scale used is distinctive for each issue of the FWI, the 

perfect cost may also indicate extra severe combustion conditions. Then the different vital 

element is that the gasoline humidity code requires reminiscence (time lag) of the preceding 
climate conditions: is 12 days for DMC, sixteen hours for FFMC, and 52 days for DC. This is an 

essential indicator in figuring out the depth of the wooded area and land fires that take place. 
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Figure  1. The Fire Weather Index structure [7] 

 

A regression dataset D is made up of k ∈ {1, ..., N} examples, each mapping an input vector 

(𝑥1
𝑘 , … . 𝑥𝐴

𝑘)to a given target yk. The error is given by:𝑒𝑘=yk - �̂�k, where �̂�k represents the predicted 

value for the k input pattern. The overall performance is computed by a global metric, namely the 
Mean Absolute Deviation (MAD)and Root Mean Squared (RMSE)[1], which can be computed as 

eq.1. 

𝑀𝐴𝐷 = 1/𝑁 𝑥 ∑ | 𝑦𝑘 − �̂�𝑘|

𝑁

𝑖=1

 

𝑅𝑀𝑆𝐸 = √∑ (𝑦𝑖  − 𝑦�̂�)
2/𝑁𝑁

𝑖=1                                                  (1) 

 

In both metrics, lower values result in better predictive models. However, the RM SE is more 

sensitive to high errors. Another possibility to compare regression models is the Regression Error 
Characteristic (REC) curve, which plots the error tolerance (x-axis), given in terms of the 

absolute deviation, versus the percentage point predicted by the Support Vector Machine by 

presenting a theoretical advantage over the Neural Network, such as the absence of a local 
minimum when optimizing the model. In this SVM regression, input x? RA can be converted into 

a high-dimensional feature space, through the use of nonlinear mapping.: 

 

  �̂� = 𝑤0 + ∑ 𝑤𝑖𝜙𝑖(𝑥)𝑚
𝑖=1                                 (2) 

 

Where 𝝓i(x) represents a nonlinear transformation, according to the kernel function 𝑲(𝒙, 𝒙′) =
∑ 𝝓𝒊(𝒙)𝝓𝒊(𝒙′)𝒎

𝒊=𝟏 . To estimate the best SVM, the 𝝐-insensitive loss function (Figure  4) is often 

used[1]. In presenting hyperparameters and less numerical difficulty than other kernels such as 

polynomials and sigmoid by using the popular Kernel Radial Basis Function 
 

𝐾(𝑥, 𝑥′) = 𝑒𝑥 𝑝(−γ|| 𝑥 − 𝑥′||2) , γ > 0    (3) 

 

The SVM performance is affected by three parameters: C–a trade-off between the model 

complexity and the amount up to which deviations larger than𝝐are to related; 𝝐– the width of the 

𝝐-insensitive zone; and γ– the parameter of the kernel. Since the search space for the three 
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parameters is high, the C and 𝝐 values will be set using theheuristics proposed in C= 3 (for 

standardized inputs) and 𝜖 = 3�̂�√
ln (𝑁)

𝑁
, where and �̂�is the standard deviation as predicted by a 3-

nearest neighbor algorithm. 

 
 

Figure  2. Example of a linear SVM regression and the 𝜖-insensitive loss function 
 

3. RESULT AND DISCUSSIONS 
 

Predicting the fireplace burn of Aek Godang, the Northern Sumatera region must assist in 
directing resources over large areas. An exceptionally interpretable model might provide records 

on hearth prevention. One may consequently be inclined to seem at multi-linear regression or 

generalized additive models. 

 
The result of the split the statistics into coaching and trying out sets as shown in Figure 3. 

 

 
 

Figure  3. The distribution of the response variable 

 

The response variable burned of Aek Godang, Northern Sumatera area, is extraordinarily skewed 

towards small fires. It might be beneficial to transform this with e.g. a Log10 () scaling. The 
visual-spatial statistic result of this study is proven in Figure  four Most fires manifest at central 

and low X-Y coordinates, excep of one very high hearth count grid reference at (8, 6). Comparing 

complete fires with the total burned region there is some proof that fires at low X are small and 
numerous, where fires at high X are much less accepted however larger. 
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Figure 4. Visualize spatial statistics 
 

The median burned region in Figure 5, reinforces the remaining bullet, that is to say, smaller fires 

dominate low-X regions the place large fires dominate at high-X regions. 

 
 

Figure  5. Median Burned 

 

Based on the express the average burned area is biggest in March (Figure 6). However, this may 

also be the result of a single or a few fires in view that the width of the distribution is small. The 

greatest fires tend to occur in the summertime months, Aug via Sep. There is no obvious fashion 

in location burned on a given day of the week. 
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Figure 6. Categorical Variable 

 

In Figure 7, the fire depends as a characteristic of month and day appears like most fires take 
place in the summertime months of August through September. Most fires manifest on the 

weekend, possibly pointing to human recreation. 
 

 
 

Figure 7. The fire count as a function of month and day look like 

 

The FWI symptoms are all correlated with one another and with temperature. There may also be 

some (multi) collinearity, which will amplify the variance of a geared up model. It may be 

beneficial to mix these into a single predictor. We'll stick with the full set of predictors for now. 
 

 
 

Figure 8. Correlation matrix 
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Based on Figure 8, the cross-validated imply absolute error from bagging is 0.09. Using default 
hyperparameters is not the strongest way to examine fashions in this way but we'll assume that 

the default hyperparameters are set to give practical starting points for most problems. This is 

very disappointing, the mannequin predicts a nearly regular response. There also appears to be a 

lower limit on the expected burned area. Does this mirror a lower restriction in the coaching data? 
It would be prudent to inspect this further. 

 

 
 

Figure 9. Test predictions against the true burned area 

 

The test set deviance increases beyond ~100 iterations, a clear signal that the model is overfitting. 
It would have been useful to do this checking out on a separate validation dataset as an alternative 

to the check set. This would have allowed us to go back and address the overfitting. 

Unfortunately, this is a very difficult dataset to work within that it is small with few if any 
predictors nicely correlated with the response. We would likely now not get any reward for 

similarly reducing the measurement of the coaching set. 

 

 
 

Figure 10. Training and test set deviance 

 

All the fashions give comparable consequences and are tremendously poor, gradient boosting 
gives the lowest cross-validation error so we will take this forward and attempt to tune the 

parameters. There is no huge correlation between any one of the predictors and the response. A 
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multilinear regression or generalized additive model is probably no longer going to eke out a 
signal. Highly nonlinear techniques might be better suited at the rate of interpretation. 

 

 
 

Figure 11. Feature importance 
 
Many of the points have little or no significance in the closing model, they are probably adding 

noise, indicating that some feature selection might be prudent. The temperature has the easiest 

significance of all the features, which makes a lot of sense. However, each wind and rain have no 
importance. One might have expected fires to burn much less vicinity at instances of high 

precipitation and for high winds to fan the flames. 

 
The wooded area fires dataset used to be presented in Cortez and Morais 2007 [1], the place the 

authors current an answer to this trouble the use of a trained support vector machine. In assessing 

the accuracy of their mannequin they produce a REC curve, which plots the error tolerance (x-

axis), given in terms of the absolute deviation, versus the percentage of points envisioned in the 
tolerance (y-axis). The ideal regressor should be existing a REC region close to 0.5. 

 

 
 

Figure 12. REC Curve 
 

4. CONCLUSIONS 

 

Based on the result, there is little correlation between the predictor variables and the response 
variable. It would be prudent to attempt and understand this lack of correlation better. Fire 

hostilities and prevention exercise may be one motive for the found lack of correlation. The truth 

that this dataset exists suggests that there is already some effort going into hearth prevention. One 
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ought to imagine a situation in which many fires can emerge as very massive but are extinguished 
before they have the risk to do so. If statistics about furnace prevention are reachable it would 

likely be an extraordinarily precious addition to this dataset. It was once shown that the gradient 

boosting model used to be likely overfitting. Controlling the depth of timber and studying charge 

are two methods which were used to stop overfitting. Scikit-learn gives numerous more, which 
includes the capacity to enforce a decrease bound on the number of samples in a leaf. This limits 

the ability of the boosting algorithm to structure leaves that seize single outlying data points, 

hence decreasing variance and overfitting. As with random forests, introducing randomization 
into the boosting algorithm can additionally minimize variance. Scikit-learn affords two methods. 

First by using developing each tree with a random subsample of the education set and 2nd via 

randomly subsampling the points viewed for each node. In summary, a whole lot greater tuning 
of the mannequin is possible. 

 

Gradient boosting based totally on the cross-validated mean absolute error from tuned gradient 

boosting is 0.07, it performs characteristic selection naturally. However, with the use of a 
validation set, it would have been feasible to use the feature importance plot above to do some 

guide characteristic selection. In particular, most of the days and months have no relevance to the 

problem and are probably simply including noise. Unfortunately, the use of a validation set for 
this motive would always reduce the coaching data, in addition to contributing to the situation of 

attempting to eke out a susceptible sign from a small dataset. 
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ABSTRACT 
 

The problem of Click-through rate(CTR) prediction is the core issue to many real-world 

applications such as online advertising and recommendation systems. An effective prediction 

relies on high-order combinatorial features, which are often hand-crafted by experts. Limited by 

human experience and high implementation costs, combinatorial features cannot be manually 

captured thoroughly and comprehensively. There have been efforts in improving hand-crafted 

features automatically by designing feature-generating models such as FMs, DCN, and so on. 

Despite the great success of these structures, most of the existing models cannot differentiate the 

high-quality feature interactions from the huge amount of useless feature interactions, which 

can easily impair their performance. In this paper, we propose a Higher-Order Attentional 

Network(HOAN) to select high-quality combinatorial features. HOAN is a hierarchical 
structure, the multiple crossing layers can learn feature interactions of any order in an end-to-

end manner. Inside the crossing layer, each interaction item has its unique weight with 

consideration of global information to eliminate useless features and select high-quality 

features. Besides, HOAN also maintains the integrity of individual feature embedding and offers 

interpretive feedback to the calculating process. Furthermore, we combine DNN and HOAN, 

proposing a Deep & Attentional Crossing Network (DACN) to comprehensively model feature 

interactions from different perspectives. Experiments on sufficient real-world data show that 

HOAN and DACN outperform state-of-the-art models. 

 

KEYWORDS 
 

Click-through rate prediction, Feature interaction networks, Attention mechanism, Hybrid 

model 

 

1. INTRODUCTION 
 

The click-through rate prediction has a wide range of application scenarios, such as 
recommendation systems and online advertising, which can directly affect the company’s 

commercial revenue [1] [2]. Under certain business circumstances, thousandth improvements can 

bring huge economic benefits, thus click-through rate prediction is a very inspiring research 

direction both in industry and academia. 
 

Effective prediction relies on combinatorial feature implemented by experts. However, it is 

difficult to achieve the desired effectiveness completely based on manual development. Firstly, 
the benefits of specific features rely on the repeated appearance of the same feature, and it can be 

seriously suffered from data sparsity [3]. Especially for high-order crossing features, they require 

more resources to develop but have lower occurrence, which, consequently, makes benefits 

fluctuating.  Secondly, it is difficult to capture potential high-qualityfeature interactions with 
human experience as experts have strong limitations in designing combinatorial features that they 

have little knowledge of. And third, the number of feature interactions increases exponentially 

http://airccse.org/cscp.html
http://airccse.org/csit/V10N19.html
https://doi.org/10.5121/csit.2020.101916
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with its crossing degree [4]. Simply developed by humans requires an extremely heavy workload. 
However, a specific crossing model with proper design can achieve feature interactions with 

limited complexity. Considering the abovementioned limitations of artificial features, replacing 

or improving hand-craft engineering in an automatic way can lead to better performance and 

effectiveness. 
 

The idea of automatically capturing feature interactions shows its superiority in some traditional 

machine learning models, one of the most representative model is Factorization Machines [5] and 
models based on FM such as AFM [6], HOFM [7]. Nowadays deep learning has provided a new 

perspective for a click-through rate prediction. One of the most widely used structures is Deep 

Neural Networks(DNN), DNN is very successful in condensing information as to its powerful 
capability in expression. Several state-of-the-art models choose DNN to learn feature 

expressions, but unfortunately, DNN has obvious limitations in modeling feature interactions. 

First, DNN calculates in a bit-wise way, but features are often projected into a vector in the 

Embedding & MLP paradigm which is widely used in click-through rate prediction models (that 
is, first, mapping each feature into a low-dimension and dense vector through an embedding 

layer, and then learn a specific structure to fit the target). Splitting original expression of the 

features may introduce incomplete information and be considered to be harmful. Second, DNN 
learns interactions in an implicit way.  In CTR prediction, to meet the strict requirements on 

model efficiency, sometimes models need to provide feedback on the effect of features for 

selecting appropriate combinations, that interpretability is what DNN lacks. However, there are 
lots of successful structures modeling feature interactions. For example, [8] proposes Cross 

Network modeling high-order interactions in an efficient way. [9] introduced a multi-layered self-

attention mechanism to learn cross features, maintaining the integrity of vector calculations. And 

[10] proposed the Compressed Interaction Network (CIN) introducing the convolutional neural 
network (CNN) mechanism to achieve feature crossover at any order. Despite their achievements, 

we find that most of the existing models lack the ability to select high-quality feature interactions. 

As there are a huge amount of useless interactions in all feature interactions, introducing all the 
interactions indiscriminately may seriously impair the performance of prediction. 

 

Inspired by Self-Attention, a popular mechanism in natural language processing, this paper 

proposes a novel structure named Higher-Order Attention Network(HOAN) with the purpose of 
selecting high-quality feature interactions. Specifically, HOAN is a hierarchical structure, the 

multiple interacting layers can implement feature interactions of any order in an end-to-end 

manner. Within the interacting layer, each interaction has its unique weight with considering 
global information, which gives HOAN the ability to select high-quality interactions and 

eliminate useless ones, the particular design reducing the exponential complexity to an acceptable 

level. In addition, HOAN also maintains the integrity of individual feature vector and good 
interpretability in calculating process. We further combine the DNN and the proposed HOAN to 

learn feature interactions from low-order to high-order and propose a hybrid model named Deep 

& Attentional Crossing Network(DACN). To summarize, in this paper we make the following 

contributions: 
 

•  We propose a novel structure inspired by an attention mechanism named HOAN to select 

high-quality feature interactions through the crossing pro- cess. The hierarchical design of 
the network makes it possible to perform feature interactions of any order and keep an 

acceptable complexity. Furthermore, HOAN also has the characteristics of computational 

integrity and good interpretability. 

• We take the HOAN as a core part to propose a hybrid model named DACN, utilizing DNN 

for generalization in an implicit way, and combining HOAN to learn feature interactions 
for memorization in an explicit way. The model does not need artificial feature engineering 

and captures more comprehensive interactions than HOAN. 
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• We conduct experiments on a sufficient real-world data set and evaluates the model from 

multiple aspects. The results show that HOAN and DACN gain superior performance than 

other state-of-the-art models. 
The code is available in https://github.com/meRacle-19/HighOrderAttention. 

 

2. PRELIMINARIES 
 

2.1. Click-Through Rate Prediction 
 

CTR estimation has a wide range of applications, and its general form canbe defined as follows. 

Given 𝑥 ∈ 𝑅𝑁 as input features, including user profile 𝑓𝑢  and features about the item to be 

predicted 𝑓𝑡 , as well as contextual features 𝑓𝑐, where N represents the dimensions of the feature 

vector.  When the feature is encoded as a one-hot vector, N is the number of values of all 

features. Then the CTR estimate can be defined as the probability that a specific user clicks on a 
specific item in a given context. 

 

Since features under business circumstances are often very high-dimensional and sparse, raw 
features can easily lead to overfitting. An intuitive method is to transform feature vectors like 

one-hot encoding into a low-dimensional continuous space, such as the embedding layer in deep 

networks does. Moreover, another effective method to overcome this problem is to combine the 
original features called a combinatorial feature, which has shown excellent results in many 

works. 

 

2.2. Combinatorial features  
 

Many high-quality work has appeared in the field of combined features, as well as different 
definitions of higher-order combinatorial features. We study in detail these state-of-the-art works 

and give definition of high-order feature interactions as Equation (1).  Supposing 𝑝𝑛(𝑥)to be 

high-order combinatorial features of degree n with the input feature 𝑥 ∈ 𝑅𝑁  ,  𝑛 -th order 

interactions can be written as: 
 

𝑝𝑛(𝑥) = {∑  

𝛼

𝜔𝛼 ⋅ 𝑔𝛼(𝑥1, 𝑥2, ⋯ , 𝑥𝑛)|0 ≤ |𝛼 ∣≤ 𝑘𝑛} 

 
Where w is the weight of the combinatorial feature, k represents a number of feature values and 

g(·) is a non-additive combination function, such as dot product and Hadamard product. For n-

order combinatorial features, it has 𝑂(𝑘𝑛) inter- actions including useful and useless features. For 

example, supposing 𝑓𝑔 represents a user gender feature, 𝑓𝑣,𝑚 and 𝑓𝑣,𝑤  represent the duration of 

men and women watching  videos  respectively,  second-order  interaction  𝑓2(𝑓𝑔 = man, 𝑓𝑣,𝑚)  

is obviously  more  effective  than  𝑓2(𝑓𝑔 = man, 𝑓𝑣,𝑤).   Moreover, the latter may introduce 

noise which is harmful to prediction. Unfortunately, most of the existing approaches set w to a 

constant one, which ignores this point. One of our goals is to give each interaction unique 
weights to distinguish useful and useless features in an efficient way. 

 

2.3. Embedding layer 
 

Not like nature language processes and computer vision that their dense data can be directly fed 

to DNNs, data in CTR prediction is usually suffered from serious sparsity. Because data in CTR 
prediction is collected from a different source, showing less spatial or temporal correlation, 

single-value and multi-value features, as well as continuous feature all usually are converted to 

(1) 
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one-hot feature to enhance the generalization. For example, one instance {gender = male, age = 
18, interests = basketball&music} will be converted to one-hot encoding 

{[1,0],[0,...,1,0,...,0],[0,...,1,0,1...,0]}. 

 

However, these high-dimension feature encodings are very sparse and can not be directly used for 
deep networks. One particular solution is adopting Embedding & MLP diagram [11] [12] [13] 

[14]. As structures evolving, MLP has been replaced by more powerful deep networks, but the 

embedding layer is still adopted in most deep structures to compress one-hot encodings to 
relative low-dimension and dense-information vectors. For single-value feature, one-hot encoding 

is directly projected into a dense vector. As for multi-value features, they are first projected into 

several vectors, then added to one dense vector. The embeddingis calculated as follows: 
 

𝑒𝑖 = {

𝑊𝑓𝑖

∑ 

𝑗

𝑊𝑓𝑖𝑗 

 

Where 𝑓𝑖 is one-hot encoding, 𝑒𝑖 ∈ 𝑅𝑑  and 𝑑 is the length of dense embedding. In this paper, we 

feed the dense embedding to HOAN and DACN for the abovementioned reasons, also adopting 

fixed length for each feature to eliminate influence to feature crossing model. 
 

3. OUR PROPOSED MODEL 
 

3.1. Higher-Order Attention Network 
 

HOAN contains multiple crossing layers, the hierarchical structure is shown as Figure 1. 
 

 
 

Figure 1: Hierarchical structure of HOAN. 

 

For the 𝑖-th crossing layer, where 𝑖> 0, the input data consists of two particular parts. One part is 

the matrix produced by the (𝑖−1)-th crossing layer noted as 𝑀𝑐,𝑖−1, involving feature interactions 

of specific orders assuming as k. The other is the matrix produced by the embedding layer, 

involving densevectors of original features, considered to represent the first-order features, noted 

as 𝑀𝑠. After crossing by 𝑖-th layer, 𝑀𝑠 and 𝑀𝑐,𝑖−1 are merging into one matrix and 𝑀𝑐,𝑖. With the 

assumption that 𝑀𝑐,𝑖−1  denotes the 𝑘 -order feature interactions, 𝑀𝑐,𝑖  contains the (𝑘+1)-order 

crossing features consequently, which is the sum order of 𝑀𝑠  and 𝑀𝑐,𝑖−1 . The details of the 

crossing process will be discussed in the next phase. Then 𝑀𝑐,𝑖 both can be re-crossing in next 

(2) 



Computer Science & Information Technology (CS & IT)                                  201 

layer for higher-order and be processed by DNNs to produce layer output for final CTR 

prediction. One must pay attention to that, 𝑀𝑐,𝑖−1 is actually 𝑀𝑠 at the first crossing layer. 

 

Within the crossing layer, the detail process is shown as Figure 2. The total calculation is: 
 

𝑀𝑐,𝑖𝑝∗ = ∑  

𝑛𝑓

𝑞=1

[softmax(
𝑄𝐾𝑇

√𝑑
)
𝑖∗

⋅ (𝑉𝑖 ∘ {𝐵∗1
𝑇 , … , 𝐵∗𝑛𝑓

𝑇 })]

𝑝𝑞∗

 

 

Where 0 < 𝑝, 𝑞 ≤ 𝑛𝑓 , 𝑛𝑓 is a number of features, d is the length of feature embeddings, and ◦ 

denotes the Hadamard product like ⟨𝑎1, 𝑎2, 𝑎3⟩ ∘ ⟨𝑏1, 𝑏2, 𝑏3⟩ = ⟨𝑎1𝑏1, 𝑎2𝑏2, 𝑎3𝑏3⟩.𝑄, 𝐾, 𝑉, 𝐵 ∈

𝑅𝑛𝑓×𝑑are converted from the input data 𝑀𝑐 and 𝑀𝑠 respectively𝑄 = 𝑀𝑠𝑤𝑞 , 𝐵 = 𝑀𝑠𝑤𝑏 and 𝐾 =

𝑀𝑐𝑤𝑘 , 𝑉 = 𝑀𝑐𝑤𝑣, the projection is non-linear transformation. In fact, there are two fundamental 
elements in the formula, which are weights and values as shown in Figure 2. Weights are merged 

from 𝑄  and 𝐾  by matrix multiplication assoftmax(𝑄𝐾𝑇)  to differentiate high-quality feature 

interactions from the useless ones. Values, a 3-dimension matrix, are transferred from 𝑉 and 𝐵 by 

Hadamard Product as 𝑉𝑖 ∘ {𝐵∗1
𝑇 , … , 𝐵∗𝑛𝑓

𝑇 }, including each crossing item of 𝑀𝑐 and 𝑀𝑠 .  From a 

moredetailed perspective, weight and value of a couple of features, 𝑓𝑖 and 𝑓𝑗 , are both calculated 

from the corresponding dense feature vector.  Supposing 𝑒𝑖 and 𝑒𝑗 are vectors of 𝑓𝑖 and 𝑓𝑗 , then 

the 𝑓𝑖 related weight  𝑊𝑖,𝑗 and value 𝑉𝑖,𝑗  are: 

 

𝑊𝑖,𝑗 =
𝑒
𝑔(𝑒𝑖𝑒𝑗

𝑇)

∑  
𝑛𝑓
𝑘=0

𝑒𝑔(𝑒𝑖𝑒𝑘
𝑇)

 

𝑉𝑖,𝑗 = 𝑒𝑖 ∘ 𝑒𝑗 

  

 

Where 𝑔(⋅)  is non-linear transformation such as 𝑆𝑜𝑔𝑚𝑜𝑖𝑑  or 𝑇𝑎ℎ𝑛 . Particularly, 𝑊𝑖,𝑗  has 

different values in 𝑓𝑖 related and 𝑓𝑗  related calculation, as the denominator changes. For example, 

Equation (4) gives 𝑓𝑖 related weight and 𝑓𝑗  related weight’s denominator is ∑  
𝑛𝑓
𝑘=0

𝑒
𝑔(𝑒𝑘𝑒𝑗

𝑇)
. 

 

 

 

 

 

 

 

 
Figure 2: Internal structure of crossing layer 

 
It is interesting to point out that Equation (3) has a strong connection with the well-known Self-

attention in Natural Language Processing shown as Equation (6).[15] 𝑄 and 𝐾 in Self-attention is 

the response to give unique weight to corresponding value, thus select high-quality feature 

values. Specifically, we add a base matrix 𝐵 to introduce original feature for attention process in 

(3) 

(4) 

(5) 
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HOAN, expanding 𝑉 in Self-attention from original order to added order of two input matrices. 

At the same time, the base item of 𝑉  corresponds to a vector instead of a single value, 

maintaining the integrity of the feature vector. 

 

Attention (𝑄, 𝐾, 𝑉) = softmax(
𝑄𝐾𝑇

√𝑥
)𝑉 

 

Figure 2 also gives the output of 𝑘-th crossing layer. After been crossing within layer, 𝑀𝑐,𝑖 is first 

line up to one long embedding 𝑒𝑠
+ ∈ 𝑅∑  𝑖 𝐻𝑖  with 𝐻𝑖denoting length of 𝑀𝑐,𝑖 , and then feed to 

DNNs to produce one single output: 

 

𝑦𝑖
hoan =

1

1 + exp{𝑒𝑠
+𝑇𝑤}

 

 

3.2. HOAN Analysis 
 

3.2.1. Space Complexity 
 

The 𝑘 -th layer contains input data 𝑀𝑠  and 𝑀𝑐 , as well as MLP in projection and DNNs. 

𝑀𝑠 and𝑀𝑐 both occupy 𝑂(𝑛𝑓𝑑) space. Supposing projecting output dimension is 𝑑𝑜, there are  

𝑂(𝑑𝑑𝑜) parameters  in  projection.  Then  𝑊𝑒𝑖𝑔ℎ𝑡𝑠 and 𝑉𝑎𝑙𝑢𝑒𝑠 are both transformed from 𝑀𝑠 

and 𝑀𝑐, it doesn’t introduce new parameters, but the 𝑉𝑎𝑙𝑢𝑒𝑠 itself contains 𝑂(𝑛𝑓
2𝑑)elements. As 

for DNNs, it is related to depth 𝑑𝑝 and width 𝑑𝑤, thus space complexity is 𝑂(𝑑𝑝𝑑𝑤). To sum up, 

one single crossing layer has total 𝑂(𝑛𝑓
2𝑑 + 𝑑𝑑𝑜 + 𝑑𝑝𝑑𝑤) space complexity. Usually 𝑑𝑜, 𝑑 are 

less than 10, can be treated as a constant and 𝑛𝑓 ≫ 𝑑𝑜, 𝑑𝑤 ≫ 𝑑𝑜 , so  simplified space complexity 

can be 𝑂(𝑛𝑓
2𝑑). 

 

3.2.2. Time Complexity 

 
Time complexity is discussed according to a sequence of forward propagation. The first is a 

projection, it has 𝑂(𝑛𝑓𝑑𝑑𝑜) calculations. Then 𝑊𝑒𝑖𝑔ℎ𝑡𝑠 and 𝑉𝑎𝑙𝑢𝑒𝑠 are produced with 𝑂(𝑛𝑓
2) 

calculations for each element and 𝑂(𝑛𝑓
2𝑑𝑜) for total time consumption. The next is crossing 

between 𝑊𝑒𝑖𝑔ℎ𝑡𝑠 and 𝑉𝑎𝑙𝑢𝑒𝑠, it is easy to know that each element in 𝑊𝑒𝑖𝑔ℎ𝑡𝑠 and interacts 

with corresponding vectors of 𝑉𝑎𝑙𝑢𝑒𝑠  for 𝑂(𝑑)  times, and the total amount of 𝑊𝑒𝑖𝑔ℎ𝑡𝑠  is 

𝑂(𝑛𝑓
2) . Besides, the sum-pooling and DNNs inference can be ignored comparing to the 

abovementioned items. Even though, the total time complexity of one single layer still reaches 

𝑂(𝑛𝑓
2𝑑𝑜), which is the major drawback of HOAN. 

 

3.2.3. Polynomial Approximation 

 
One of the most important properties of HOAN is high-order interactions. To examine it, we 

borrow the notations from [8] as shown in Equation (1). For simplicity, we simplify the HOAN 

by ignoring the details of 𝑊𝑒𝑖𝑔ℎ𝑡𝑠 calculation and concentrate on a single feature interaction. 

The simplified Equation of i-th layer can be: 
 

𝑥𝑐
𝑖 = 𝑊𝑖 ⋅ (𝑥𝑐

𝑖−1 ∘ 𝑥𝑠
0) 

 

(6) 

(7) 

(7) (9) (8) 
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Where 𝑥𝑖−1  is one dense feature vector produced by 𝑘 -th crossing layer, and 𝑥𝑠
0  is original 

feature vector. There is no correspondence between 𝑥𝑐
𝑖−1 and some particular feature, the specific 

relation is hidden in 𝑊𝑖. Through this equation, 𝑔(⋅) in  Equation  (1)  can  be  defined  as ∘,  thus  

HOAN  can  raise  the  order  of feature interactions by personalized crossing. In addition, it also 
can be provedthat crossing order grows with the layer. The i + 1 layer can be written as: 

 

𝑥𝑐
𝑖 = 𝑊𝑖+1 ⋅ (𝑥𝑐

𝑖 ∘ 𝑥𝑠
0)

= 𝑊𝑖+1𝑊𝑖 ⋅ (𝑥𝑐
𝑖−1 ∘ 𝑥𝑠

0 ∘ 𝑥𝑠
0)

 

 

3.3. Deep Attentional Crossing Network 
 

As discussed in Section 3.2, HOAN can add orders of input data. However, it at least only model 

second-order interactions in the first layer of HOAN, which lack the first-order feature 
information. To tackle this problem, we combine DNNs and HOAN to model feature interactions 

comprehensively. At the same time, a hybrid model can make  amodel more robust like Wide & 

Deep. We name this model Deep attentional crossing network(DACN), the structure is shown in 
Figure 3. 

 
 

Figure 3: Structure of DACN. 

 

DACN contains crossing part and combining part. Crossing part has HOAN modeling high-order 

feature interactions and DNNs modelingfirst-order interactions. In DNNs part, dense vectors 
from the embedding layer are the first contact to a long vector, and then feed into graph. And its 

output can be written as 𝑦𝑑𝑛𝑛. The combining part is the response to merging outputs of HOAN 

and DNNs, and produces a predicting score of CTR. We use LR in this part, the forward equation 
is shown as Equation (11). 

 

�̂� = 𝜎(𝑊𝑑𝑛𝑛
𝑇 𝑦𝑑𝑛𝑛 +𝑊ℎ𝑜𝑎𝑛

𝑇 [𝑦ℎ𝑜𝑎𝑛
1 , … , 𝑦ℎ𝑜𝑎𝑛

𝑘 ]) 
 

Where 𝑦𝑑𝑛𝑛 is output of the last layer in DNN, 𝑦ℎoan𝑖  is output of 𝑖-th layer in HOAN, 0 < 𝑖 ≤
𝑘 and k is the depth of HOAN. 

 

 
 

 

 

 (9) 

 

(10) 

(11) 
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4. EXPERIMENTS 

 

4.1. Setup 
 

4.1.1. Criteo Display Ads Data 
 

The CriteoDisplay Ads1 dataset is for ads click-through rate predicting. It contains 41 million 

records from a period of 7 days, each record has 13 integer features and 26 categorical features. 
Usually, a small improvement is considered as practically significant in ads CTR predicting. 

Especially for a large user base, a small improvement in prediction accuracy can potentially lead 

to a very large increase in a company’s revenue.  We randomly split the whole data to 10 folds, 

and use 8 folds for training, the rest averagely split for testing and validating. 
 

4.1.2. Implementation Details 

 
We briefly discuss some implementation details for training with DACN. As feature crossing is a 

property to be examined, we do not include any hand-crafted cross features. To keep 

concentration on model structure, we use fixed length 10 as feature embedding for all models. 

The learning rate is 0.001, and the batch-size is set to be 4096. We use L2 regularization with λ = 
0.001 and dropout rate 0.1 in DACN. All other hyper parameters are tuned by grid-searching on 

the validation set, detailed settings is showed in the corresponding section. The code is available 

at http://labs.criteo.com/2014/02/kaggle-display-advertising-challenge-dataset/. 
 

4.1.3. Baselines 

 
To evaluate the performance of HOAN, we choose logistic regression(LR), Deep Neural 

Networks(DNN), Factorization Machine(FM), Wide and Deep Model (W&D), Deep & Cross 

Network(DCN) and eXtreme Deep Factorization Machine(xDeepFM) as baselines. Specifically, 

we compare HOAN with FM, DNN, CrossNet and Compressed Interaction Network(CIN), core 
part of DACN. DACN is compared with Integrated models including LR, FM, DNN, DCN, 

W&D andxDeepFM. All the baseline models are state-of-the-art models for the recommender 

system. In addition, they all are related to feature crossing. For example, LR models first-order 
interactions and FM models the second-order features, the other models like DNN, DCN and 

xDeepFM can model high-order interactions. 

 

4.1.4. Metrics 
 

We use AUC (Area Under the ROC curve) and Logloss (cross entropy) for model evaluation. 

AUC evaluates the possibility that one positive instance ranks higher than a negative instance. 
Thus higher AUC means a more suitable order in predicting instances. LogLoss measures how 

far a predicted score to a true label for each instance. 

 

4.2. Experiment on Individual Crossing Networks(Q1) 
 

We choose feature interacting structures for comparison with HOAN. LR and FM model specific 
order of combinatory features. Cross Net(CN), which is the core part of DCN, models high order 

with very few parameters. And Compressed Interacting Network(CIN) is a core part of 

xDeepFM, one particular advantage of CIN is that it models high order in an explicit way. All the 
structures 
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Table 1: Performance of individual models on the Criteo 

 

model name AUC Logloss Order 

LR 0.7583 0.4806 - 

FM 0.7727 0.4701 2 

CN 0.7779 0.4655 4 

CIN 0.7816 0.4642 4 

HOAN 0.7847 0.4597 4 

 

are shown in table 1. On the one hand, structures that model high order interactions such as CIN, 

CN and HOAN outperform FM and LR, which only can learn second order combinatory features. 

On the other hand, CIN and HOAN are in the same level of performance, it is probably because 

that they have similar complexity in space and time. In addition, our HOAN outperforms theother 
models, shows the superiority of selecting high-quality feature interactions. 

 

4.3. Experiment on Hybrid Models(Q2) 
 

DACN integrates HOAN and DNN into an end-to-end model. To match the properties of DACN, 

we compare HOAN with hybrid models that contain a crossing structure, and the results are 
shown in table 2. It can be seen that the hybrid model outperforms individual structures 

indicating that the combination indeed improves model performance. Besides, we are interested 

in how much does feature interaction layer improves. We observe that DCN, which contains a 
cross network for crossing features, and xDeepFM, which contains CIN for feature interactions, 

have better performance than those don’t contain crossing network. It is probably because we 

haven’t included artificial features, making more reliance on automatic feature crossing. And 

surprisingly, the results show that DACN still outperforms the other hybrid models. 
 

Table 2: Performance of hybrid models on the Criteo 

 

model name AUC Logloss Sub-structures 

DNN 0.7782 0.4651 - 

Wide & Deep 0.7821 0.4701 DNN, LR 

DCN 0.7833 0.4655 DNN, CN 

xDeepFM 0.7879 0.4642 LR, DNN, CIN 

DACN 0.7922 0.4597 HOAN, DNN 

 

 

4.4. Explanation of HOAN(Q3) 
 

The explanation is one of the most important properties of HOAN. To verify it, we first extract 

all weights of interactions and rank features by the sum of its weights, in which higher rank 
indicates higher contribution to prediction. Then we choose one trained model as a baseline. 

Furthermore, we remove five most valuable features shown in sort list as the Group 1 and drop 

five most useless features as Group 2. By retraining HOAN, we can find the results of the test set 
in table 3. Obviously, the performance of Group 2 has a very little downtrend comparing to 

baseline, but Group 1 has a certain decrease. This clearly shows that the feedback of HOAN is 

effective. 
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Table 3: Performance of re-trained models after filtering features. 

 

Group AUC Trend 

Baseline 0.7811 0.0% 

Group-1 0.7806 -0.17% 

Group-2 0.781 -0.01% 

 

5. CONCLUSIONS 
 

In this paper, we propose a novel network named Higher-Order Attention Networks, aiming at 
differentiating the high-quality feature interactions from the huge amount of useless feature 

interactions. HOAN can learn certain order of feature interactions. Besides, it also maintains the 

integrity of individual feature embedding and good interpretability through calculating process. 
Inspired by a popular combination diagram, we further incorporate a DNN and a HOAN in one 

end-to-end framework and named this hybrid model as Deep & Attentional Crossing Network. 

Thus DACN does not need extra artificial feature engineering and has superiorities of both 

generalization and memorization. We conduct experiments on sufficient public data and the 
results demonstrate that our model outperforms other models. 

 

There are some directions for future work. First, as discussed in section 3.2.2, the high time 

complexity is one major downside of HOAN. As feature interaction 𝑓𝑖,𝑗 is calculated twice in 

single inference, we are interested in exploit a better implementation like Matrix Decomposition 
and Factorization Machine do to reduce complexity. Second, with consideration of complexity, 

we simply use sum-pooling to produce the output matrix. Finding a more effective way is our 

next goal. 
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