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Preface 
 

The 7th International Conference on Advances in Computer Science and Information Technology 
(ACSTY 2021), March 20-21, 2021, Vienna, Austria, 2nd International Conference on Artificial 
Intelligence and Big Data (AIBD 2021), 2nd International Conference on Machine Learning and 
Soft Computing (MLSC 2021), 2nd International Conference on Cloud Computing and IOT 
(CCCIOT 2021), 7th International Conference on Natural Language Processing (NATP 2021) and 
7th International Conference on Software Engineering (SOFE 2021) was collocated with 7th 
International Conference on Advances in Computer Science and Information Technology 

(ACSTY 2021). The conferences attracted many local and international delegates, presenting a 
balanced mixture of intellect from the East and from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from 
academia and industry to focus on understanding computer science and information technology 
and to establish new collaborations in these areas. Authors are invited to contribute to the 
conference by submitting articles that illustrate research results, projects, survey work and 
industrial experiences describing significant advances in all areas of computer science and 
information technology. 
 

The ACSTY 2021, AIBD 2021, MLSC 2021, CCCIOT 2021, NATP 2021 and SOFE 2021 
Committees rigorously invited submissions for many months from researchers, scientists, 
engineers, students and practitioners related to the relevant themes and tracks of the workshop. 

This effort guaranteed submissions from an unparalleled number of internationally recognized 
top-level researchers. All the submissions underwent a strenuous peer review process which 
comprised expert reviewers. These reviewers were selected from a talented pool of Technical 
Committee members and external reviewers on the basis of their expertise. The papers were then 
reviewed based on their contributions, technical content, originality and clarity. The entire 
process, which includes the submission, review and acceptance processes, was done 
electronically. 
 

In closing, 2021, AIBD 2021, MLSC 2021, CCCIOT 2021, NATP 2021 and SOFE 2021 brought 
together researchers, scientists, engineers, students and practitioners to exchange and share their 

experiences, new ideas and research results in all aspects of the main workshop themes and 
tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is 
organized as a collection of papers from the 2021, AIBD 2021, MLSC 2021, CCCIOT 2021, 
NATP 2021 and SOFE 2021. 
 

We would like to thank the General and Program Chairs, organization staff, the members of the 
Technical Program Committees and external reviewers for their excellent and tireless work. We 
sincerely wish that all attendees benefited scientifically from the conference and wish them every 
success in their research. It is the humble wish of the conference organizers that the professional 
dialogue among the researchers, scientists, engineers, students andeducators continues beyond the 

event and that the friendships and collaborations forged will linger and prosper for many years 
tocome. 

 
David C. Wyld, 

Dhinaharan Nagamalai (Eds) 
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FINDING SIMILAR ENTITIES ACROSS  

KNOWLEDGE GRAPHS 
 

Sareh Aghaei and Anna Fensel 
 

Semantic Technology Institute (STI) Innsbruck, Department of Computer 

Science, University of Innsbruck, Innsbruck, Austria 
 

ABSTRACT 
 
Finding similar entities among knowledge graphs is an essential research problem for 

knowledge integration and knowledge graph connection. This paper aims at finding 

semantically similar entities between two knowledge graphs. This can help end users and search 

agents more effectively and easily access pertinent information across knowledge graphs. Given 

a query entity in one knowledge graph, the proposed approach tries to find the most similar 
entity in another knowledge graph. The main idea is to leverage graph embedding, clustering, 

regression and sentence embedding. In this approach, RDF2Vec has been employed to generate 

vector representations of all entities of the second knowledge graph and then the vectors have 

been clustered based on cosine similarity using K medoids algorithm. Then, an artificial neural 

network with multilayer perception topology has been used as a regression model to predict the 

corresponding vector in the second knowledge graph for a given vector from the first knowledge 

graph. After determining the cluster of the predicated vector, the entities of the detected cluster 

are ranked through sentence-BERT method and finally the entity with the highest rank is chosen 

as the most similar one. To evaluate the proposed approach, experiments have been conducted 

on real-world knowledge graphs. The experimental results demonstrate the effectiveness of the 

proposed approach. 

 

KEYWORDS 
 
Knowledge Graph, Similar Entity, Graph Embedding, Clustering, Regression, Sentence 

Embedding. 

 

1. INTRODUCTION 
 

With the rise of knowledge graphs (KGs), interlinking KGs has attracted a lot of attention. A KG 
is a huge semantic net which integrates various, inconsistent and heterogeneous information 

resources to represent knowledge about different domains [1]. KGs have proven beneficial for 

artificial intelligence applications, including question answering, document retrieval, 
recommendation systems and knowledge reasoning [2, 3]. To interlink KGs, it is crucial to find 

similar entities across the KGs that have high semantic similarity to each other [3]. Addressing 

this challenge would allow end users and search agents to find more relevant information across 
KGs [3]. This can be used in different applications, such as online marketing, search engine 

optimisation and online services provisioning, for example, in tourism [4]. 

 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N03.html
https://doi.org/10.5121/csit.2021.110301
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Figure 1.  The interlinking problem over the knowledge graphs 

 
This paper delves into the problem of finding similar entities across different KGs. Given a query 

entity in one KG, this study aims to find the most similar entity in another KG as illustrated in 

Figure 1. Here, the entity pair may not reference the same real-world entity but have the most 

similarity to each other. The proposed approach includes four main steps: graph embedding, 
clustering, regression, sentence embedding as showed in Figure 2. 

 

 
 

Figure 2.  The proposed approach 

 
A graph embedding is used to represent entities of a KG in low dimensional semantic space while 

preserving the structural as well as the semantic features of the entities. Recently, different graph 

embedding techniques have been proposed to capture different aspects of graphs. In this paper, 

RDF2VEC graph embedding technique has been applied to capture the semantic similarity of 
entities in each RDF KG. RDF2VEC adapts the language modelling approach of word2vec to 

RDF graph embeddings [5]. RDF2Vec converts the KG to a set of sequences (using graph walks 

and Weisfeiler-Lehman subtree RDF graph kernels) and then trains a neural network model to 
learn vector representation of entities. It maps each entity to a low dimensional vector of latent 

numerical values in which semantically and syntactically closer entities will appear closer in the 

vector space [5, 6]. 
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Clustering for interlinking large-scale KGs is a fundamental step. Although there are different 
approaches for clustering large amounts of data, the proposed approach uses K means and K 

medoids clustering based on two different metrics, Euclidean distance and cosine distance, to 

group vector representations of the second KG. In these algorithms, vectors are segmented into 

different groups where each cluster contains at least one vector. No vectors may be placed into 
more than one cluster. Furthermore, the number of clusters ‘K’ must be specified prior to 

initiating the algorithm and also, they allow for interpretability of the cluster centres. K-means 

targets to minimize the total squared error from a central position in each cluster namely centroid. 
Whereas K medoids aims to minimize the sum of dissimilarities between vectors labelled to be in 

a cluster and one of the vectors considered as the representative of that cluster called medoid [7, 

8]. 
 

Various methods, including a variety of regression techniques and artificial neural networks, can 

be applied to develop a forecasting model. The present approach has employed artificial neural 

network and multivariate multiple linear regression techniques to predict the vector 
representation for a given embedding from the first KG. The neural network technique has 

become an increasingly popular modelling tool for forecasting. Multilayer perceptron (MLP) 

with back-propagation learning rule is adopted to predict the embeddings of the second KG 
according to the embeddings of the first KG. Furthermore, the multivariate multiple linear 

regression model is beneficial in discovering the association between various independent and 

dependent variables. It attempts to model the correlation between involving variables and 
response variables depending on linear equation into the observed data [9]. 

 

The entity description and other textual values of properties in KG usually carry conceptual 

semantic information [10]. Based on the entity description, the Sentence-BERT technique is 
adopted to compute the textual similarity. Sentence-BERT (S-BERT) is a modification of the 

pretrained BERT network that employs siamese and triplet networks in order to derive 

semantically meaningful sentence embeddings [11]. The derived sentence embeddings of the 
entities of the chosen cluster are compared with the sentence embedding of the given entity and 

ranked based on cosine-similarity. Finally, the entity ranked first is selected. 

 

The approach of this paper can take advantage of value-oriented and record-oriented [12] 
techniques. According to [12], value-oriented techniques compute the similarity between entities 

on the attribute level and record-oriented techniques contain solutions based on learning, rules, 

contexts. Furthermore, it works independent of mapping schema and benefits the structure of 
KGs. 

 

The remainder of this paper is structured as follows. The next section presents some related 
studies. In section 3, the proposed approach is presented. Section 4 demonstrates the results 

obtained and evaluation. Finally, concluding remarks and an outlook on future work are in 

Section 5. 

 

2. RELATED WORKS 
 

The task of interlinking KGs aims to find entities in two KGs that have semantic relations. The 

different KGs are constructed independently from each other, so they contain complementary 
entities. While numerous studies exist regarding entity alignment (also named entity resolution, 

duplicate detection, record linkage, or entity resolution) with the goal of finding entities from 

different KGs that refer to the same real-world identity [9], there is a lack of approaches to find 

entities with the most similarity so that those entities may not be the same entity pairs. 
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SILK [13], LIMES [14] and Dude [15]are examples of traditional approaches which have 
leveraged different similarity metrics including string similarity, numeric similarity, date 

similarity, word relation and fuzzy string similarity. These approaches usually have an ability to 

build more complex similarity metrics through combining the similarity metrics for increasing 

their functionality and performance. 
 

In [3], a classification-based approach has been provided to address the entity alignment problem 

between source and target KGs. Using source/target entity pairs, a classifier is trained and the 
probability of predicting an alignment is adopted for candidate ranking. RDF2Vec graph 

embedding technique has been used to the embeddings of the source and target entities, then the 

embedding of the given entity in the source KG and the candidate entity in the target KG are 
concatenated into one feature vector and fed into a multi-layer perception. Finally, it sorts the 

candidates by the match probability for evaluation. 

 

MtransE [16] which is a multi-lingual KG embedding model has consisted of two component 
models, called knowledge model and alignment model, to learn the multilingual KG structure. 

The knowledge model encodes entities by adopting TransE [17]. On top of that, the alignment 

model employs three different techniques to learn cross-lingual alignment for entities and 
relations, namely distance-based axis calibration, translation vectors, and linear transformations. 

Comparisons across the used techniques show that the linear-transformation-technique based on 

different loss functions. 
 

A KG alignment network, namely AliNet [18] has been proposed to reduce the non-isomorphism 

of neighbourhood structures in an end-to-end manner. Since the schema heterogeneity ensures 

dissimilarity across counterpart entities, AliNet introduces distant neighbours to expand the 
overlap between their neighbourhood structures using an attention mechanism. The 

neighbourhood information within multiple hops are captured through the applied gating 

mechanism in each layer. 
 

For cross-lingual entity alignment, a joint attribute-preserving embedding model has been 

introduced to jointly embed the structures of two knowledge bases into a unified vector space and 

then refine it through leveraging attribute correlations in the knowledge bases. This model has 
utilized the structure embedding and attribute embedding in order to represent the relationship 

structures and attribute correlations of knowledge bases and learn approximate embeddings for 

latent aligned entities [19]. 
 

REA [20] has proposed a framework for robust entity alignment over KGs. The framework 

consists of two components: noise detection and noise-aware entity alignment. In order to encode 
the information of KGs, it leverages a graph neural network-based encoder. The noise-aware 

entity alignment component targets to diminish the distance between two entities in a labelled 

entity pair to avoid the noise based on the encoder. The idea of the noise detection component is 

to generate noisy data and have an ability to differentiate between the generated noisy data and 
real data following the adversarial training principle. However, REA cannot distinguish a few 

real entity pairs with real pairs in some cases. 

 

3. APPROACH 
 

Problem Definition – A Resource Description Framework(RDF)KG can be denoted as 𝐺 =
(𝐸, 𝑅, 𝑇), where 𝐸 is the set of entities, 𝑅 is the set of relations, and 𝑇 is the set of triples. A KG 

triple (e
h
, 𝑟, et indicates the head entity eh  is linked to the tail entity et  by the relation 𝑟. Let 𝐺1 =

(𝐸1, 𝑅1 , 𝑇1) and 𝐺2 = (𝐸2, 𝑅2 , 𝑇2) be the first and second KG, respectively. The task is to find the 
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entity 𝑒2 ∈ 𝐸2 which has the most semantic similarity to the given entity e1 ∈ E1 from the first 

KG, thus ∀𝑒1 ∈ 𝐸1: ∃𝑒2 ∈ 𝐸2𝑡ℎ𝑎𝑡 𝑒2 ≈ 𝑒1. 

 

Methodology - The proposed approach includes four main steps: graph embedding, clustering, 

regression, sentence embedding. In the first step, RDF2Vec [6] algorithm has been used to 
generate RDF graph embeddings. The generated vector representations of the second KG are 

clustered in the next step. Then, a regression model is trained according to the vector 

representations of the same entities between the first and second KGs. For each given entity of 
the first KG, the correspondent vector from the second KG is predicated and its cluster is 

determined. In the final step, the sentence embedding is utilized based on the value of description 

property in the predicated cluster by BERT and the generated vectors are ranked based on cosine-

similarity with the sentence vector of the source entity. The target entity with top rank is the 
entity with more similarity. 

 

Below, the approach steps including graph embedding, clustering, regression and rankling are 
described in detail. 

 

3.1. Graph Embedding 
 

RDF2Vec, which is a technique to embed RDF graphs for learning latent numerical 

representations of entities in RDF graphs, has been inspired by the word2vec approach. The 
Word2vec is a particularly computationally-efficient two-layer neural language model to generate 

word embeddings from raw text [6, 21]. The Word2vec takes a set of sentences as input, and 

trains a two-layer neural network using one of the two algorithms, the continuous bag of words 
model (CBOW) and the skip-gram model (SG). The CBOW predicts a target word from its 

context within a given window and the SG predicts the context words given a word. The 

RDF2Vec first converts the RDF graphs in a set of sequences using two techniques, Weisfeiler-

Lehman Subtree RDF Graph Kernels and graph walks, which are then used as input for the 
word2vec algorithm to train the neural language model [21]. When the training is done, all 

entities are projected into a lower-dimensional feature space, and semantically similar entities are 

closer in the vector space than dissimilar ones. For more details the readers are referred to [6, 21]. 
In the proposed approach, RDF2Vec is used to generate embeddings for all entities of the second 

KG, the entity pairs which have the same relation between the first and second KGs and each 

given entity from the first KG. 
 

3.2. Clustering 
 
Clustering is of key importance for interlinking entities from multiple KG. To achieve high 

efficiency for large KGs, interlinking solutions have to avoid comparing each entity to all other 

entities. This can be gained by so-called blocking strategies where only entities within the same 
cluster (block) need to be compared with each other [22]. Clustering algorithms typically try to 

cluster entities such that the similarity between entities within a cluster is maximized while the 

similarity between entities of different clusters is minimized [22]. 

 
In proposed approach, the K medoids algorithm has been adopted to cluster vector 

representations of the second KG. This algorithm is relatively simple to implement and scales to 

large KGs. Moreover, the medoids of the K clusters can be used to determine the relevant cluster 
of new vectors. The cosine similarity has been chosen to group together all close vectors of the 

second KG. 
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3.3. Regression 
 

The objective of the regression prediction model is to find the transitions between the vector 

spaces of the first and second KGs [16]. Since the embeddings of the KGs are learned separately, 
it is essential to learn correspondences between two semantic spaces. One feasible solution to the 

dilemma is to estimate regression relationships between the entities of the first KG and the 

entities of the second KG based on existing similar entities. 
 

In this step, the following regression prediction models have been applied: 

 

Multi-layer perceptron (MLP) network - One of the most popular artificial neural networks which 
can be used to find associations between two sets of variables, is the feed-forward multi-layer 

network, which uses a back-propagation learning algorithm. It consists of one or more hidden 

layer(s), containing computational nodes named neurons/perceptrons which intervene between 
input and output of the network, and can improve the accuracy of the network [23]. 

 

Multivariate multiple linear regression (MMLR) - The multivariate multiple linear regression is a 
statistical method that allows to predict of several dependent variables from a set of independent 

variables and its purpose is finding the best fitting line which is called regression function [24, 

25]. 

 
In the proposed approach, a MLP network and also a MMLR is used to predict the embedding of 

similar entity in the second KG based on the embedding of the given entity of the first KG. The 

entity pairs which have same relation between the first and second KGs have been considered as 
training data to train the regression models. 

 

3.4. Ranking 
 

Sentence-BERT (SBERT) can be considered a modification of the pretrained BERT network 

which generates a fixed sized sentence embedding by adding a pooling operation to the output of 
BERT / RoBERTa. In order to fine-tune BERT / RoBERTa, SBERT uses siamese and triplet 

networks to update the weights such that the generated sentence embeddings are semantically 

meaningful and can be compared with cosine-similarity [11]. 

 
In the proposed approach, the textual values of entity properties (e.g. description) are adopted to 

input sentences for SBERT. The sentence embeddings of the determined cluster in the previous 

step are compared with the sentence embedding of the given entity from the first KG and then 
ranked based on cosine similarity. Finally, the highest ranked entity is chosen as the entity which 

has the most semantic similarity with the given one. 

 

4. EVALUATION 
 
In order to evaluate the approach presented in this paper, DBPedia [26] and SalzburgerLand [27] 

KGs have been used as the first and second KGs. The SalzburgerLand KG is a KG describing 

touristic entities of the region of Salzburg, Austria, and among others it includes 21496 triples 
and 571 entities which reference DBPedia KG, which is a KG representing Wikipedia. The 

evaluation code has been written in Python and is publicly available 

athttps://github.com/sareaghaei/interlinking. 
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For RDF2Vec graph embedding, the depth of graph walks and the limit number of walks per 
entity are 8 and 20, respectively. The outcome of this step is a 100-dimensional vector for each 

entity. 

 

K means and K medoids algorithms have been employed to group together all close vectors of 
SalzburgerLand KG based on the Euclidean distance and the standard cosine similarity, 

respectively. In practice, for obtaining the best clustering quality, the optimal value of K is 

determined by experiments (K = 2). Not only does K medoids clustering has higher score in 
terms of silhouette coefficient, but also leads to better result in the next steps. The figure for 

silhouette coefficient is 0.60 and 0.39 in K medoids and K means, respectively. Figure 3 

illustrates the sets of clustering. Also, the centroids and medoids have been shown in green colour 
and bigger size. 

 

 
 

Figure 3. The clusters of K means and K medoids algorithms 

 

Note that principal component analysis (PCA) [28] has been used to automatically perform 

dimensionality reduction over the embeddings before visualizing the clusters in Figure 3. The 

Scikit-Learn library, which has implemented the PCA technique, applies the full singular value 
decomposition (SVD) or a randomized truncated SVD depending on the shape of the input data 

and the number of components to extract [29]. Here, PCA has been used to reduce dimensions 

from 100 to 2.  

 
A multi-layer perception (MLP) with 1 hidden layer which has size 50 using the ReLU activation 

function, followed by a fully-connected layer and ReLU to output the final prediction has been 

applied as the regression predication model. The model is trained using the Adam optimizer. 
Moreover, a multivariate multiple linear regression model has been trained in which the DBPedia 

KG and the SalzburgerLand KG embeddings are considered as independent and dependent 

variables, respectively. In order to provide a more complete and effective evaluation of the 

regression models, the cross-validation has been performed using K-fold algorithm with 5-folds. 
 

The smaller the difference between the predicted vectors and the real vectors, the higher the 

prediction accuracy that the models provide. Thus, mean absolute error (MAE), mean square 
error (MSE) and root mean square error (RMSE) have been applied to measure the performance 

of the models. MAE represents the average of the absolute difference between the actual and 

predicted values, MSE is defined as average of the square of the difference between actual and 
predicted values and RMSE is the square root of mean squared error which computes the 
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standard deviation of residuals. Mathematical formulas to calculate these metrics can be written 

as following where 𝑦∧ is the predicated value of y: 

 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦𝑖

∧|

𝑖=𝑛

𝑖=1

 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖 − 𝑦𝑖

∧)2

𝑖=𝑛

𝑖=1

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖 − 𝑦𝑖

∧)2

𝑖=𝑛

𝑖=1

 

 

Overall, the MLP network outperforms the MMLR model for predicting the embeddings of 
SalzburgerLand KG, the figures for MAE and MSE in the MLP network are 0.866 and 1.005, 

respectively, whereas those of the MMLR model are 0.966 and 1.348, the evaluation of results is 

shown in Figure 4. 
 

Sentence-Transformers which is a Python framework has been used to compute sentence / text 

embeddings [11]. It is based on PyTorch and Transformers and the produced sentence 
embeddings are 150-dimensional vectors which have been compared with cosine-similarity in 

order to be ranked. 

 

 
 

Figure 4. The evaluation of prediction errors 
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5. CONCLUSION 
 
This paper proposes an approach to interlink KGs. In order to find the most similar entity from a 

KG (second KG) with a given entity from another KG (first KG), the proposed approach includes 

four steps: graph embedding, clustering, regression and ranking. RDF2Vec technique is used to 

generate vector representations and then K means/K medoids algorithms are adopted for 
clustering of the embeddings of the second KG. To learn associations between distinct semantic 

spaces (one from each KG), multi-layer perceptron networks and multivariate multiple linear 

regressions are trained and used to predict the embedding from the second KG based on the 
embedding of the given entity from the first one. By comparing the predicted vector with the 

centroid-medoid of the clusters, the correspondent cluster is determined and its entities are ranked 

based on cosine similarity between their sentence embedding and the sentence embedding of the 
given entity. SBERT is used to compute sentence embeddings of the entities over their textual 

values of the properties. The experimental results show that the proposed approach as one of the 

state-of-art interlinking approaches can achieve high accuracy. However, in the proposed 

approach, the regression model requires training based on the entity pairs between two KGs, it 
can definitely be considered a drawback due to lack of the pairs in some cases. For future work, 

aside from experimenting with other embedding learning techniques for KGs, learning 

associations on KGs with better accuracy and experiments on different KGs are planned. 
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ABSTRACT 
 

Research is ongoing all over the world for identifying the barriers and finding effective 

solutions to accelerate the projection of Precision Medicine (PM) in the healthcare industry. Yet 

there has not been a valid and practical model to tackle the several challenges that have slowed 

down the widespread of this clinical practice. This study aimed to highlight the major 

limitations and considerations for implementing Precision Medicine. The two theories Diffusion 
of Innovation and Socio-Technical are employed to discuss the success indicators of PM 

adoption. Throughout the theoretical assessment, two key theoretical gaps are identified and 

related findings are discussed. 

 

KEYWORDS 
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exchange, Genomes, Biological indicators, Standards, Internet of Things, Blockchain. 

 

1. INTRODUCTION 
 

With the availability of healthcare big data and technological advancement, clinical practice 

going beyond the “one-size-fits-all” approach. Where emerging the new clinical decision-
making, minimizes medical errors, cuts the cost of overtreatment, increases the quality of 

services offered by care providers, and saves more lives[1]. 

 

Precision medicine is an emerging approach in medical decision-making that takes into account 
individual genetic profile, environmental and lifestyle indicators.  In 2015 the former president 

Obama, launched the Precision Medicine Initiative (PMI) aiming to improve the tailoring of the 

treatment based on individual variables[2]. PMI intends to motivate individuals to cooperate as 
co-researcher to manage their health by sharing their health data (e.g., genomic, genetic, 

longitudinal health information) throughout a  trustful partnership platform, where, this 

cooperation results in obscuring the boundary between health and disease [3]. 

 
Projecting this approach requires early diagnosis, prevention, and tailor the treatment for the 

individual patient. Based on that, sharing data and linking individual patient variables to health 

records are expected to lead to the right drug, at the right dose to the right patient [4]. Hence, 

successful adoption of PM has been found in tailoring treatment to a particular patient subgroup 
with common molecular characteristics [5]. 

 

For the clinical application of precision medicine to be able to fit the patient with matching 
treatment modalities, the incorporation of various heterogeneous parameters is required. 

Although research is underway around the world to speed up progress on precision medicine 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N03.html
https://doi.org/10.5121/csit.2021.110302
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projection, and there are research programs such as the “All of Us Research”that provide 
innovation opportunities to address the limitations and solutions[3], still, there has not been a 

clear protocol and business model for emerging the PM in healthcare. 

 

The need for collecting individual patient data (e.g., genomes, biological indicators, 
demographics, administration) and integrating them into the Electronic Health Records (EHRs), 

identifying suitable approaches and techniques to deal with big data, transforming large, 

multimodal data into Machine Learning (ML) algorithms for decision-making [6],[7], dealing 

with data protection security and ethical issues of sharing such sensitive data, adopting standards 
for data exchange, empowering stakeholders with education, and proposing effective pipelines 

for restructuring the policies and regulations are some of the considerations for employing PM. 

  
This study aimed to propose the major limitations and considerations for adopting PM in 

healthcare. The paper first explains two theories, which have been used widely by literature to 

address remarkable indicators for successful implementation of Information Systems (IS). After 

that, the main limitations and challenges for projecting PM are highlighted and finally, the paper 
is ended by a discussion throughout examining both theories in implementation of PM. In this 

assessment, we identified two considerable limitations and gaps, which are not taken into the 

account by both theories: DoI and Socio-tech. 
 

2. THEORETICAL FOUNDATION 
 

The aspects of adoptinginnovation/ technology have been studied for over 30 years, and literature 

has used multiple theories to address the success indicator for adopting new technology. The 
theoretical basement of this study highlights the general consideration of Information Systems 

(IS) adoption through the Socio-technical theory and Diffusion of Innovation (DoI). Where both 

theories have been widely used in scientific research from a broad variety of disciplines [8]. 

 

2.1. Socio-Technical Theory 

 
According to figure 1, the socio-technical theory emphasizes that the information system contains 

two major interrelated subsystems: the technical and social. Whereas technical aspects address 

tangible factors such as technology and tasks required to convert system inputs into out- puts, 
social aspects mostly concentrate on organizational aspects, people and the perfect harmony 

between technological tools and human activities are the keys for successful adoption [9],[10]. 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

Figure 1. Socio-Tech Paradigm 

Social aspects :

(people & organizational structure)

skills & education

value & willingness

attituds & needs

Technological  aspects:

(technology & tasks)

tools & devices
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2.2. Diffusion of Innovation Theory 
 

From IS perspective, Diffusion of Innovation (DoI) expresses major indicators for successful 

adoption: compatibility ( degree in which the new technology is compatible with the existing 
system), technical complexity(how easy/difficult is the technology to understand), the relative 

advantage of adopting the technology (the degree to which an innovation adds value to an 

existing system), triability (to what extent the innovation can experiment before adoption), and 
observability (how the innovation provides tangible results)[9],[11]. 

 

Roger defines diffusion as the process that innovation is communicated via specific channels 

over time and through the member of a social platform; he used the word “technology” and 
“innovation” interchangeably [8]. Thus, not only technological aspects of innovation affect a 

successful adoption, but also, social platform and communication including, people, policies, 

regulations, and management influence this process. 
 

3. PRECISION MEDICINE 
 

Healthcare and medicine industries are facing dramatic changes under the influence of Artificial 

Intelligence (AI) techniques, Business Analytics (BA). The huge amount of data is challenging 
the business model of empirical medicine [1], where, answering the questions such as why does a 

drug work for some patients and be less effective on others? Why does medicine cause side 

effects on some individuals? Why do cancers influence some people and do not others? need The 
medical practice of tailoring each patient as a unique case. 

 

On January 20, 2015, former President Barack Obama announced the great potential health 
improvement to science. The “Precision Medicine” launched by him, has been a remarkable 

research opportunity in a new area of medical practice for improving public health; “Tonight, I’m 

launching a new Precision Medicine Initiative to bring us closer to curing diseases like cancer 

and diabetes and to give all of us access to the personalized information we need to keep 
ourselves and our families healthier.”; Hence the new approach to medical practice includes two 

components; a short-term which concentrates on cancer diseases and the long-term that considers 

other illnesses [4]. According to the U.S. National Library of Medicine, “Precision Medicine” is 
an emerging approach that considers individual differences such as genes, environment, and 

lifestyle for preventing and treating particular diseases [4], [12]. Furthermore, the institute of US 

National Cancer defines Precision Medicine as “a form of medicine that uses information about a 

person’s genes, proteins, and environment to prevent, diagnose, and treat disease” [13]. 
Moreover, the approach of PM is the category of medical sciences that aims to predict the 

possibility of developing a disease, achieve a precise diagnosis, and optimize the best 

performance of treatment for a particular patient [14]. In other words, according to figure 2, 
precision medicine intends to consider individual patient variables in terms of genetic, lifestyle, 

and environmental effects also distinguishing patients from other patients with the same 

presentations for improving the clinical practice, minimizing side effects, and increase the 
performance of treatment [15]. 
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Figure 2. Precision Medicine 

 

4. BARRIERS of PRECISION MEDICINE ADOPTION 
 

4.1. Characteristics of the Domain 
 

4.1.1. Adoption of Classification Systems and Clinical Terminologies 

 

Although terminologies that contribute to PM have been built using ontologies (a form of 

reasoning through logics for classifications), the challenges related to the employment and 
integration of them in healthcare is one of the major barriers that strongly affect the development 

of PM application [16], [17]. 

 
Lack of nation-wide projects and less completed projects of implementing ontology-based, 

terminologies have caused the stakeholders to avoid solid conclusions about the projection of 

ontology-based terminologies. Moreover, the lack of experts in biomedical ontologies and the 
semantic web are another limitation for PM development. As a result, the architectures to fully 

integrate different types of ontologies are still immature. This lack of large developments 

resultsin a high risk when designing EHR systems that use multiple ontologies since a large 

number of terminologies and ontologies have been developed in parallel by different bodies, thus 
making ontology mapping among them extremely challenging[18], [19]. 

 

4.1.2. Limitations in Clinical Evidence, Outcomes, and Value Assessment Practice 

 

Whereas, technologies are employed to develop the new approach of Medical Decision Making; 

PM,  insufficient information, successful clinical evidence, and unavailability of universally 
adopted data models for validating the practical work have not guaranteed the value and outcome 

of PM [16]. 

 

4.1.3. Adoption of Standards for Data Collection and Integration- Clinical Data Exchange 

 

There have been various limitations and challenges in laboratory, medication, diagnosis, 

radiology, pathology, clinical evidence & outcomes, and procedures, based on the availability of 
different data structures and related challenges of adopting the existing standards for data 

exchange. For example, incorporation of genetic results into EMR in a searchable way. 

Moreover, in many cases, tests, which are conducted in external labs, cannot be integrated into 

other systems. Differences between lab code systems and identifications or missing the genetic 
info in EHRs data are some of the key challenges related to the data exchange [16]. Furthermore, 

identifying the right moment for clinical data exchange becomes a competitive process that needs 

attention [20].  

Individual’s Variables Tailoring the Treatment 
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The researchers have identified the need of extending the scope of the existing standards rather 
than inventing a new one where data standardization for integration and exchange is required for 

the correct interpretation of the data elements. 

 

Although various initiatives have worked in this line to facilitate the adoption of the data 
standards especially in the omics discipline such as BioSharing, (works to ensure the standards 

are searchable and informative.), to extend the existing standards, the relevant stakeholders 

should cooperate to educate the potential adopters for understanding and using the existing data 
standards [21]. 
 

4.1.4. Data Processing and Storage – Handling Big Data 

 
The speed of generating a massive amount of data from various resources has not been balanced 

with big data management yet. The analysis and processing of such data need hardware and 

software facilities, which is beyond the local infrastructures of many small laboratories. 
Particularly, molecular and omics data analysis requires powerful computational tools 

[21].Whereas componential resources and related facilities require a high cost of maintenance 

and development [6], adopting technologies such as cloud computing and the Internet of Things 

(IoT)can be an alternative to deal with the high cost of storage and computational requirements. 
For example, Siemens Healthcare, Philips Healthcare, and GE Healthcare are the three big 

medical imaging companies that pioneered switching computer-intensive image processing to the 

Health Cloud ecosystem. Together they have developed a strategy for establishing an “All-in-one 
Health Cloud” to provide the unique cloud platform [2], [22]. Although cloud computing can be a 

potential solution to deal with big data management issues, the need for protecting healthcare 

data and applying security and privacy levels will be increased[6], [23]. To deal with this 

requirement, solutions such as access control models and blockchain technology are offered. 
However, each solution carries specific limitations, which need to be addressed. For example, 

access control models, which perform based on the access authorizations and defined regulations, 

are less effective against internal risk attacks. Hence, in many cases, hybrid approaches are 
applied to integrated access control with some other methods such as encryption.  Moreover, 

Blockchain technology is another alternative for secure data management in cloud platforms 

where the possibility to delete or modify stored data is almost zero. This characteristic of 
blockchain criticizes the regulations of personal data privacy; when it is obligated to delete the 

personal data based on individual patient’s rights. Hence, in this case, blockchain technology 

requires to solve these types of challenges through new policies, privacy models, and further 

studies[24]. 
 

4.1.5. Ethical and Legal Literature for Open Data Exchange 

 
Data protection, security, and related ethical issues are another challenge. Personal health data is 

sensible and valuable. It has been estimated that the healthcare domain is 200 % more likely to 

experience a data breach than other industries. Moreover, because data generated modular via the 
internet and in many cases stored offline, ethical consideration prevents an open data exchange 

[6]. For example, unintended access (the misuse of information gained through unauthorized 

access) is a serious challenge when it reaches to debating about ethical issues [25]. 
 

Due to the reforming of the medical domain as the data-sharing community, the patient’s role as 

the owner and manager of her/his health data became more valid. Thus changing the power 
between care providers and care receiver is considerable needs restructuring regulations and 

policies.  On one hand, the patient is requested to share personal information, on the other hand, 

it gives the right to the individual to become a member of the data-sharing community thus the 
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roles, responsibilities, and authorities need restructuring and ethical issues should be addressed in 
an effective way [3]. 

 

4.1.6. Features of Healthcare Data  

 
For PM, the major data include EHRs and Omic. Big Omic data contains a comprehensive 

catalog of molecular profiles (e.g., genomic, transcriptomic, epigenetic, proteomic, and 

metabolomics) and EHRs contain structured and unstructured clinical data. Both Omic and EHRs 
are challenging for analytics because of the data frequency, quality, dimensionality, and 

heterogeneity. Moreover, EHRs include structured data (e.g., ICD-9 diagnosis codes, 

administrative data, charts, and medication) and unstructured (e.g., clinical notes). Structured 
data includes two classes: administrate data, which remain unchanged during the entire clinical 

process. For example, demographics are administrative data. The second class is ancillary clinical 

data; the data, which frequently or continuously recorded during the clinical process such as 

medications and lab tests of blood pressure monitoring via sensors. This heterogeneity of data is a 
considerable challenge for data analysis[26]. Furthermore, in omic data, the combination of 

biological, instrumental, and environmental factors affects the quality of data. In EHRs, the 

quality of data depends on the missing data and incorrect records, which are the consequences of 
the clinician’s teamwork to enter data, miss-interpretation, and the organization of  documents for 

data entry.  Hence, any mistakes and misinterpreting will cause wrong conclusions and inaccurate 

decision-making [26]. 

 

4.1.7. Adoption of Genomics in EHR (eMERGE)  
 
Adoption of PM requires the integration of EHRs and Genomics (eMERGE). In a clinical setting, 

EMR (Electronic Medical Records) is used for clinical decision support and the integration 

between genomic/genetic data and EMR identifies causal genomic variants and genotype-
phenotype associations into the EMR system. The major challenge of such integration is finding 

the most suitable method for storing and reprocessing the variants present in an individual or 

even family and the next generation in EMR. Moreover, for integrating genetic/genetic data into 

the EHRs, the size of genetic/genomic laboratory test results and the limited capacity of EHRs 
also has been identified as significant limitations. Because each individual has millions of 

variants and the variation of genomic data cannot fit into the current design of EHRs. One 

potential solution is to archive raw data in separate data repositories to be accessible once it is 
requiring. However, storing such unstructured data makes the processing speed slow. Another 

alternative is to strategize the external genetic/genomic data warehousing. In this approach, data 

is stored external to EHRs and the link connect and integrate particular record to related EHRs 

record [27]. 
 

In the addition, the genetic records stored in EHRs need to be interpreted throughout the clinical 

terms and vocabularies. To tackle this challenge, a couple of solutions have been suggested such 
as using rule-based decision support systems and using visualization elements for better 

presentation. 

 
Besides, EHRs include medical records of all participants and hospitals, while EMR contains 

limited data for local clinics and hospitals. Therefore, standardizing the data exchange and 

defining protocols for better interoperability is useful for effective treatment [26]. Moreover, in 

addition to the technological challenges for adopting genomic/genetic in EHRs, the 
environmental aspects such as ethical and legal boundaries for data sharing and such integration 

need attention[17], [28]. To support the adoption of PM, various countries propose practical 

policies to protect individual’s genomic/genetic data from discrimination to assure the patient 
about the security and privacy level of their data [29].  
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4.1.8. Research and Practice  
 

Many research works have discussed the effective role of AI/ML for early diagnosis and better 

treatment, but also the relevant challenges have been addressed. Since projecting such approaches 
is still in the development stage, the lack of understanding of AI and ML is a limitation, and 

identifying the most effective approaches for pioneering valid clinical practice of PM needs more 

scientific research and practice [16]. Furthermore, the techniques for automating data collection, 
analysis, and processing are usually projected locally, and transferring the success story to other 

healthcare providers is not easy [6]. 

 

To speed up the delivery of precision medicine, more research is needed, particularly in the 
following biomedical big data areas and omics data integration. The big omics data analysis, for 

example, provides a holistic view for analyzing the patient condition and for effective prediction 

[26]. in many cases, applied research environments and academia have faced limitations and 
challenges to accessing healthcare data, in terms of privacy and security. Thus, Protected Health 

Information (PHI) and lack of trust are some of the critical issues that affect the development of 

research works in this area [16].  
 

The second area in which research and practice demonstrate the influential effect is Patient 

segmentation based on similarities. Classifying patients based on biological similarities on their 

profile is a crucial phase in developing PM. Therefore, data mining applied in EHRs us clinical 
indicators such as drug responses, physiological signals, and disease susceptibility for patient 

classifications. However, high patient variability for disease and also the fact that many 

subgroups of the disease have not been identified yet, affect the performance of the practical PM 
application. Hence, this gap needs systematic research for validating the classifications of the 

patient based on EHR mining [26].  

 
Finally, as was discussed above, healthcare requires strong clinical evidence to analyze the 

validity of precision medicine in practice. This requirement is completely important for expanded 

clinical use [5]. Therefore, to address the limitations, it is required to develop secure research-

based frameworks for efficient data collection, data integration, storage and pre-processing, de-
identification to serve a large community of users, support organizational policies, and provide 

efficient access and connectivity [16]. Such as a new research platform that minimizes the 

isolation between scholar platform and clinical data [21]. 
 

4.2. Lack of a Unique Definition of Precision Medicine 

 
Although Precision Medicine is in use as a common label, by many public funding streams (e.g., 

Genome England, Australian Genomics, and the Center for Personalized Cancer Treatment in the 

Netherlands) and private funding streams (e.g., IBM Watson), but the terminology is still 
evolving, and multiple terms have been used interchangeably literature has used various terms 

such as 'pharmacogenomics' and 'P4 medicine' (preventative, predictive, participatory, and 

personalized),  to point out different aspects of the relevant research about precision medicine. 

Whereas all of these conceptualizations seem to perform in the same direction [3], the lack of the 
unique terminology may lead to misunderstanding by the stakeholders who have the power and 

responsibilities and different roles in accelerating PM adoption [5], [30]. 

 

5. EXAMINING THEORIES; DISCUSSION and FINDINGS 
 

From the socio-tech theory perspective, in the implementation of PM application two subgroups 

play a critical role: technological and social. Also, the effective balance between the two aspects 
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grantees success. Moreover, as we discussed above, the diffusion process requires, innovation to 
be communicated in time through social channels. Combining the major success indicators of 

these two theories for examining PM application implementation, we conclude that the PM 

application as the innovation/technology needs to be assessed in terms of the degree of its 

compatibility with existing systems in healthcare (e.g., workflows, business processes, 
hardware/software infrastructures and resources). Moreover, the benefit and advantages of using 

this technology should be identified and communicated widely via a social platform, where the 

power and role of stakeholders’ networks are remarkably important. Besides, identifying the 
complexity, reliability, and observability of this technology needs to be evaluated via a defined 

research platform where the effective cooperation between academia, the healthcare industry, and 

technology providers results in trust and confidence to achieve the outcome of technological 
evaluations.  

 

From the social and organizational point of view, as it was discussed in both theories, 

management support, effective communication, educating people, pipelining strategic plans for 
tackling the environmental pressures such as boundaries and policies make the diffusion smooth 

clear, and rewarding. 

 
The adoption of precision medicine not only will affect many health systems, but also all 

stakeholders.  (e.g., Individual patients, care providers, policymakers, technology providers, drug 

developers). Therefore, each level of stakeholders carries specific preferences, definitions, and 
the requirement for accepting the new innovative technology (PM); proposing the value 

assessment of the PM can be an alternative to link stockholders and facilitate and strategies 

education and communication required for new technological adoption. 

 
Although the socio-tech and DoI, both address the social, organizational, and technological 

indicators in total, these two theories carry gaps. The limitations are identified where the 

characteristics of the domain and the vital needs for research and practice are discussed. As table 
1, demonstrates, without solving the problems carries by healthcare (e.g., projection of 

terminologies and classifications, integrating genomes in EHRs, adopting standards for data 

exchange, challenges about data features, data security, and ethical issues, dealing with big data, 

selecting the most effective approaches), the emerging of PM will not be projected successfully. 
Moreover, presenting evidence-based validity, value assessment, proposing the unique and 

fashionable term and definition for PM, and identifying the most effective techniques and tools 

for data analysis, data extraction, and mining to fulfill the PM approach requires research and 
practice. This cooperation needs inputs from other disciplines such as biomedical research, 

statistics, economics, and ethics, and key health stakeholders; where, in practice, the interplay 

between several stakeholders should be taken into the account[5], [30], and finally, empowering 
patients, doctors and public, as the co-researcher about PM accelerate the adoption process. 

Making PM comprehensible, trustworthy, and equally accessible for the population as the 

participatory opportunities for people to participate in the production of data for the good of 

medical progress. Where the new forms of participation and data control are needed to be 
considered[31]. 
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Table 1. Major considerations and limitations of PM adoption 

 

 

As a result, based on identified limitations of both theories (DoI, socio-tech) in IS 
implementation, figure 3 presents the final influential indicators for emerging PM adoption in 

healthcare. Where the two new aspects: “research & practice” and “characteristics of the domain” 

among the technology/innovation aspects and social/organizational elements are introduced. 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 

 
Figure 3. Success Indicators for PM Implementation- Theory Assessment 

 

In summary, it can be concluded that PM is applicable to be introduced as socio-tech /DoI 

phenomena.  Therefore, for integrating PM in healthcare, not only managerial and organizational 
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aspects needs to be addressed, but also the technical issues such as the unique definition of PM, 
reliability, and complexity needs considerations. 

 

Besides, there are major limitations, which are directly related to the features of the healthcare 

ecosystem itself. As is mentioned above, since healthcare is a data-driven platform, therefore, 
limitations and challenges carry by the characteristic of data (eg., sensitive, fragmented, 

heterogeneous, unstructured, high volume) strongly influence this transition.  For example, we 

discussed the possibility of employing the cloud computing solution to deal with big data 
management in terms of storage management and maintenance, it is also discussed the limitations 

that cloud computing presents in terms of security and data protection. Moreover, where 

blockchain technology can deal with security and data protection, the role of individuals as the 
owner of data and their willingness for data sharing, open another limitation. Besides, not only 

data characteristics are a matter but also the complexity of the domain with interconnected 

entities provide complicated regulations that need attention. For example, projecting PM in 

healthcare needs a trustful cooperation platform for data sharing by empowering individuals to 
participate in their health management purpose.  However, such an arrangement demands a deep 

restructuring of standards and policies about security and data protection.  

 

6. CONCLUSIONS 
 

This paper discussed the key limitations and considerations for emerging Precision Medicine in 

healthcare. Although there have been various terms used interchangeably as PM, it is introduced 

as a new approach in medical decision making where the individual patient variables in genetics, 
lifestyle, and environmental are taken into the account. This study employed the socio-tech and 

DoI paradigms to explain the various technological (e.g., complexity, compatibility, trialability, 

tangibility, perceived value), social-organizational (communication, education, cooperation, 
management), and environmental (e.g., policies, regulations, ethical issues) indicators which 

influence the successful implementation. By examining the combined theories (socio-tech, DoI), 

the PM application is presented as a socio-tech and DoI phenomena through this 
theoreticalassessment, we identified two critical aspects, which are missed to address by both 

theories: “characteristics of healthcare” and “research and practice under a cooperative model of 

partnership and trust”. Accounting for these two identified aspects enables us to deal with the 

limitations and difficulties we have faced in a complex domain like healthcare. Besides, to 
facilitate the transition through valid clinical evidence and value assessed outcomes of PM 

practice. Successful adoption of PM in healthcare contributes to maximizing the quality of 

treatment and saving more lives by minimizing medical errors, decreasing the risk of over-
treatment, minimizing the side-effect of medicines, and identifying the patient at risk for a 

particular disease. 
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ABSTRACT 
 

The Self-Organizing Convolutional Map (SOCOM) combines convolutional neural networks, 

clustering via self-organizing maps, and learning through gradient backpropagation into a 

novel unified unsupervised deep architecture. The proposed clustering and training procedures 

reflect the model’s degree of integration and synergy between its constituting modules. The 

SOCOM prototype is in position to carry out unsupervised classification and clustering tasks 

based upon the distributed higher level representations that are produced by its underlying 

convolutional deep architecture, without necessitating target or label information at any stage 

of its training and inference operations. Due to its convolutional component SOCOM has the 

intrinsic capability to model signals consisting of one or more channels like grayscale and 

colored images. 
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1. INTRODUCTION 
 

Probably the most common bottleneck encountered in many deep learning approaches like 

Convolutional Neural Networks (CNNs) is the requirement for big labeled datasets. Constructing 

these datasets is a costly time-consuming procedure that frequently might end up proving 

infeasible for various reasons. The obvious answer to this problem is devising deep learning 

models that can be trained with unlabeled/uncategorized data, in other words, invent 

unsupervised learning algorithms for such deep networks. Aligned with this ongoing research 

direction one can trace a number of works that combine or hybridize Self-Organizing Maps 

(SOMs) with CNNs. 

 

The gamut of these approaches –including the present one– is quite widespread, spanning the 

range from purely unsupervised learning algorithms up to semi (or even full) supervised ones, 

and from shallow networks up to architectures containing multiple hidden layers; for instance [1], 

[2], [3] and [4]. Meeting both requirements i.e. building a deep SOM and training it in a purely 

unsupervised way has proven to be a complex and difficult task. Only a small number of models 

exist that can be classified as unsupervised beyond any doubt [5], [6]and [7]. Equally few are the 

approaches that extend beyond the three hidden layer limit [8], [9] and [6]. 
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The Self-Organizing Convolutional Map (SOCOM) is an attempt to overcome, at a certain extent, 

the aforementioned limitations. Its key characteristics and contributions are: (1) A deep 

architecture that is in position to expand beyond the trivial, and not particularity deep, three 

hidden layer limit. (2) An end-to-end purely unsupervised learning algorithm that does not 

necessitate the targets/labels of the training samples at any stage. 

 

The organization and structure of the remainder of this paper is as follows. Section 2 presents in 

detail the SOCOM both architecturally and operationally, and subsequently, analyses the key 

components of the corresponding feed-forward and backpropagation procedures. Section 3 

contains experimental (comparative) results and performance evaluations with different 

algorithms. Also, (practical) application issues are discussed in this section. In section 4, a 

summary is given and conclusions are drawn. Finally, section 5 gives hints for future work and 

suggestions for potential expansions. 

 

2. SOCOM PROTOTYPE 
 

A generic and at the same time characteristic SOCOM architecture consisting of multiple 

convolutional, pooling, fully-connected and self-organizing layers is illustrated in Figure 1. The 

basis of the mathematically expressed algorithmic learning procedures is presented in the 

following subsection. This section describes the main functionality and key methods of the 

SOCOM from a more macroscopic operational point of view. 
 

 
 

Figure 1. Detailed architecture of a SOCOM paradigm consisting of the following layers: 

input  convolutionalReLU  convolutional  ReLUpooling  convolutional  ReLU  pooling 

 fully-connected   fully-connected   fully-connected output neural map. 

 

The input layer of the SOCOM accepts any type of numerical data arranged in vectors, matrices 

(e.g. grayscale images) or volumes (e.g. colored images or successive images that exhibit a 

spatiotemporal correlation). The explicit assumption of CNNs that the inputs are images, 

something that makes the information propagation more efficient to implement and hugely 

reduces the network’s parameter count, still holds in the SOCOM paradigm but does not a priori 

exclude all other types of input data. 

 

As can be seen, a SOCOM comprises of a sequence of different layers with adjustable 

parameters. Each respective layer transforms one volume of activations to another via a 

differentiable function, thus facilitating the use of backpropagation during training. Stacking 

these layers in series eventually forms a full SOCOM architecture (Figure 1). 

 

Similarly to other CNNs the convolutional layer consists of a set (or bank) of tunable 

filters/kernels. Despite of its usually small size, every filter extends through the full depth of the 

input volume. During the forward propagation each filter slides along the width and height of the 

input volume by performing convolutions. Strictly mathematically speaking the convolution 

operation carried out here is the same as cross-correlation except that the kernel is rotated by 

1800. In the long run this procedure yields a two-dimensional activation map that contains the 

responses of the respective filter at each spatial position. The hypothesis (which is currently 
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backed up by several experimental findings in the literature) is that the network will tune its 

filters so that they activate when they trace some type of visual feature, edge, or pattern. Stacking 

the activation maps generated by the respective layer’s bank of filters produces the activation 

volume (or feature map) that is fed to the following (hidden) layer. As has been discussed, the 

units in a layer are only connected to a small region of the layer before it. This underlying weight 

sharing strategy, which is the aftereffect of using small filters, ends up reducing the overall 

number of trainable weights hence introducing sparsity, and at the same time, making the 

architecture suitable for manipulating images. 

 

Neural networks’ essential characteristic of nonlinearity (frequently in the form of the sigmoidal 

or hyperbolic tangent functions) is retained in CNNs by applying element-wise a non-saturating 

function to the activation volume of the preceding convolutional layer. The norm, that also the 

SOCOM adheres to, is to apply the rectified linear unit (ReLU) function to each individual 

activation produced by the convolutional layer. It has been shown, that such nonlinearities result 

in richer and more elaborate representations along the network architecture. 

 

At certain points in the convolutional-ReLU layer hierarchy a pooling layer is inserted. 

Essentially, pooling performs a downsampling operation solely along the width and height spatial 

dimensions of the input volume. The reduction of such blocks of activations to just a single value 

has several positive aftereffects: (1) the number of parameters and related computations is 

reduced, (2) sparseness is introduced, and (3) overfitting is avoided. 

 

After several convolutional and pooling layers, it is common to transition to fully-connected 

layers where the high-level abstract representations are formed. These densely connected layers 

are identical to the layers of the standard multilayer neural network. The first fully-connected 

layer decomposes the activations of its input volume into a one-dimensional vector and connects 

them to every unit it has. Subsequent layers consist of units which receive all the activations from 

the previous layer and perform a dot product followed by a nonlinearity. Fully-connected layers 

are not spatially arranged anymore something that prohibits the use of convolutional layers after a 

fully-connected layer. 

 

Finally, a SOM lattice of topologically arranged neurons acts as the output layer. Each of its 

neurons receives the activations of every unit in the last fully-connected layer. The magnitude of 

each neuron’s activation is based on a distance metric between the input activations and its 

codebook parameters. The neural mapping of the input image coincides with the position of the 

neuron that produces the optimal fit with respect to the computed activations and the 

neighborhood kernel (which has been defined over the topology of the neural grid). Apart from 

mapping this particular type of nonlinear projection can be further exploited for data clustering 

and visualization. 

 

It is also interesting to note that the proposed SOCOM architecture is in position to incorporate 

any number of layers (from the previous types) in any permutation. There are only two 

limitations: (1) after the first fully-connected layer convolutional layers cannot be used, (2) the 

output layer needs to be a SOM grid. 

 

2.1. Forward Propagation 
 

As has been demonstrated a generic SOCOM architecture consists of an input layer, L hidden 

layers (convolutional, ReLU, pooling and fully-connected ones) and an output layer (viz. lattice 

of ordered neurons). The novel component of the SOCOM is its neural output map and in 

particular the different from the norm energy function that is associated with it. 
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The output layer that consists of 𝐺 topologically arranged neurons performs a mapping of its 

input representations onto its neural map. More specifically, the projection of an input 

representation on the SOCOM plane is defined as the neuron yielding the lowest weighted 

squared Euclidean distance between the last hidden layer’s outputs 𝑜𝑖
𝐿and its corresponding 

codebook parameters 𝑢𝑔,𝑖 where weighting refers to the neighborhood kernel/function ℎ𝑒,𝑔 

defined over the topology of the neural grid. Frequently, this neuron (denoted as 𝑐) is referred to 

as “winner”. Algorithmically, this best-matching winner neuron is given by: 

 

𝑐 = 𝑎𝑟𝑔 𝑚𝑖𝑛
𝑒

∑ ℎ𝑒,𝑔 ∑(𝑜𝑖
𝐿 − 𝑢𝑔,𝑖)

2
𝑃−1

𝑖=0

𝐺−1

𝑔=0

 (eq. 1) 

 

where𝑃 is the total number of units in the last hidden layer 𝐿. Additionally, this particular type of 

nonlinear projection can be further exploited for data clustering and visualization procedures. 

 

2.2. Backpropagation 
 

The purpose of being in positon to compute an error or loss function is dual. First, a definite 

quantification/assessment of the network’s performance is obtained. Second, learning takes place 

via the optimization of the network’s weights to minimize this specific error. This error function 

can be a number of different things, such as binary cross-entropy or sum of squared residuals. 

Differently from supervised approaches, learning in the case of SOCOM does not necessitate any 

type of desired or target values at any stage; thus giving rise to a pure unsupervised deep learning 

algorithm. The corresponding error/cost/loss function (or alternatively, the penalty term) is 

symbolized as 𝐸 and is defined as: 

 

𝐸 = ∑ 𝑁(𝑐)

𝐺−1

𝑐=0

∑ ℎ𝑐,𝑑

𝐺−1

𝑑=0

1

2
∑(𝑜𝑖

𝐿 − 𝑢𝑑,𝑖)
2

𝑃−1

𝑖=0

 (eq. 2) 

 

Where 
 

𝑁(𝑐) = {
1, 𝑐 = 𝑎𝑟𝑔 𝑚𝑖𝑛

𝑒
∑ ℎ𝑒,𝑑

𝐺−1

𝑑=0

∑(𝑜𝑖
𝐿 − 𝑢𝑑,𝑖)

2
𝑃−1

𝑖=0

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

 (eq. 3) 

 

For gradient descent backpropagation the updates that need to be performed are for the weights, 

the biases and the deltas. The utilized energy formula by the SOCOM is in accordance with the 

variation proposed in [10]and has been applied in a number of hybrid SOM networks [11], [12]. 

 

3. EXPERIMENTS 
 

The experimental investigation strategy that has been followed serves a dual purpose. First, a 

(mainly quantitative) comparison against a comprehensive series of similar/related deep SOMs is 

achieved. These models cover the full range of SOMs that extend beyond the mainstream two 

layer architecture (a single input layer connected to an output neural map) by employing at least 

one intermediate hidden layer between their inputs and outputs. Second, the conducted 

experiments act as a proof of concept for the proposed network by tangibly 

demonstrating/verifying its capabilities and clustering performance, given the modelling problem 

under consideration. 
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Following the justified requirement of comparing the SOCOM approach with an as wide as 

possible gamut of likewise SOM approaches the MNIST benchmark choice was unavoidable 

since: (1) the landslide of published deep SOMs report results (frequently, exclusively only) on 

the MNIST dataset, (2) it is traditionally the entry point dataset of experimental investigation 

when it comes to testing deep learning algorithms. The MNIST benchmark used in the current 

experimental setup is Yann LeCun’s version [13] which contains handwritten numerical digits 

that have been size-normalized and centered in a fixed-size image. The dataset consists of 60000 

training examples and 10000 testing examples; it is an almost balanced collection where the 

highest deviating category (in terms of sample size) is the handwritten digit “1” (approximately 

11.2% in the train set and 11.4% in the test set instead of the expected 10%). 

 

Before moving further an important point should be made. An end-to-end purely unsupervised 

learning algorithm that does not necessitate the targets/labels of the training samples at any stage. 

If these are provided they can potentially be used, but, typically, an unsupervised model should 

be is in position to function even when these are absent or missing. Nevertheless, there is merely 

a handful of approaches that adhere to strict unsupervised training criteria [5], [6], [7]and the 

ones reporting results on the MNIST database are specifically indicated in Table 1. Frequently, in 

the literature, an “unsupervised” model with a supervised or self/semi-supervised training 

procedure is proposed. Apart from the fact that this defeats the purpose and it is deluding, it is 

practically of questionable use. If the targets/labels of the input data are utilized during training 

then why resort in clustering results (which are intrinsically of coarser/qualitative nature) when 

the alternative of classification results (which are more detailed/informative) is on the table. 

 

Evaluating the quality of a clustering output and, in particular in the case of SOMs, of a mapping 

output is a non-trivial task that has been tackled by introducing various internal and external 

criteria. Internal criteria are more qualitative in the sense that they evaluate clustering results 

indirectly (e.g. by means of organization, compactness/sparseness, isolation and preservation), 

whereas external are more quantitative since by measuring the match between clustering and 

external (e.g. human-based) categorizations they are in position to provide more precise 

assessments. In the related literature, the most widely used external criterion, in particular for 

clustering tasks, is purity: 
 

𝑃𝑈𝑅 =
1

𝑆
∑ max

1≤𝑡≤𝑇
|𝑠𝑝 ∩ 𝑠𝑡|

𝑃

𝑝=1

. (eq. 4) 

 

The subscript 𝑝 denotes the partitioning of a set of 𝑆 samples into 𝑃 distinct clusters (a posteriori 

estimated by the model); similarly, the subscript 𝑡 denotes the assignment of these samples into 𝑇 

categories (a priori defined in the dataset). As expected its resulting values lie in the [0, 1] 
interval. Obviously purity identifies with accuracy given that the majority voting principle is 

utilized for labeling each individual cluster. Although purity intuitively is rather 

straightforward/precise it tends to favor small (in sample numbers) clusters like singletons. 

 

On a related note, a distinction should be drawn between obtaining accuracies with a posterior 

labeling of neurons (based on data labels) and obtaining accuracies with the addition of a 

supervised model/layer (like MLP, SVM or fully-connected Softmax network). Obviously, the 

latter approaches’ results are misleading since the unsupervised networks’ outputs are treated as 

input features to a supervised network (which is obviously trained in a supervised manner). This 

type of experimental testing does reveal characteristics of the unsupervised module’s output 

feature space but is by no means indicative of the network’s clustering capabilities and 

performance. 
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The SOCOM architecture that has been utilized in the present series of experiments closely 

follows that of resnet18 [14] upon which appropriate modifications have been carried out. 

Specifically, the first hidden 2D convolutional layer has been replaced by a 2D convolutional 

layer that accepts single channel signals/images, the last fully-connected layer has been removed, 

an output layer implementing the neural map has been added, followed by an 1D pooling layer 

for facilitating the backpropagation optimization algorithm. Standard stochastic gradient descent 

backpropagation with momentum [15] is used for training the network. Transfer learning [16]is 

also utilized for obtaining the initial weight/parameter values of the hidden layers that are shared 

with the resnet18 architecture. The codebook parameters have been initialized according to the 

methodology described in [17], using a uniform distribution. The lower and upper limits of the 

value ranges used for the learning rate and momentum hyper-parameters have been estimated 

according to the technique described in [18]. Output neurons are arranged onto a 2D hexagonal 

grid; the Gaussian neighborhood kernels’ standard deviations start with a value equal to half the 

largest dimension on the grid and decrease linearly to one map unit, during training. The 

performance (in terms of accuracy) and main characteristics of a list of indicative deep SOMs 

including SOCOM are summarized in Table 1. 
 

Table 1. The architectural/algorithmic characteristics of various deep SOMs and their respective accuracies 

on the MNIST dataset. 
 

Model/Network 
Accuracy 

(%) 
End-to-End Unsupervised Learning 

Number of 

Layers 

(Aly, 2020)[4] 99.43 
 

3 

(Braga, 2020)[19] 98.36 
 

4 

SOCOM 97.35 ● 20 

(Wang, 2017)[9] 96.7 
 

8 

(Liu, 2015)[2] 96.17 
 

3 

(Friedlander, 2018)[5] 87.7 ● 3 

(Wickramasinghe, 2019)[3] 87.12 
 

2 

(Wickramasinghe, 2018)[20] 84.87 
 

2 

 

As can be seen the proposed SOCOM outperforms the majority of previous approaches by 

utilizing a purely unsupervised learning algorithm which is capable of handling (through the 

backpropagation of gradients) all the necessary computations needed for adjusting the underlying 

deep architecture. All the rest of the approaches, apart from [5], use extensively label/target 

information throughout their training procedures for reaching the reported accuracy rates. This 

observation further demonstrates the capabilities of the SOCOM since it is in position to perform 

better against (or almost at par with) models that access richer information like the label/class 

information of input images of handwritten digits. It should be noted that by taking into 

consideration the other purely unsupervised deep SOM the SOCOM achieves nearly 10% 

improved accuracy. Last, it is also important to reiterate that algorithmically the SOCOM model 

is not restricted to single channel input signals (like the grayscale MNIST images) but it is 

capable of incorporating three channel inputs (i.e. colored images) or input volumes of higher 

dimensions. This can be accomplished in a straightforward way by not replacing the first hidden 

convolutional layer’s filter shape with the downscaled one used in these experiments. 
 

4. SUMMARY 
 

One of the central dogmas in the field of machine learning (which differently from dogmas in 

other domains, is continuously being backup up experimentally) is that the stratification of 
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several levels of nonlinearity is the key to tackle complex recognition tasks, infer higher-level 

correlations between variables and representations of data, and, in general, mimic and model the 

way human perception and ingenuity function. SOCOM aligns with the ongoing research towards 

combining nonlinearities of neurons into networks for modelling highly complex and 

increasingly varying functions. It is doing this by trying to remain loyal to the unsupervised 

learning guidelines of necessitating as less label information as possible.  
 

It has been shown, both algorithmically (i.e. in theory) and experimentally (i.e. in practice), that 

this first working SOCOM prototype is in position to incorporate a deep architecture (evidently 

deeper in comparison to the deep SOMs reported in the literature) which is trained with a 

gradient backpropagation algorithm tailored to meet the requirements of the architecture’s 

complexity, depth and parameter size. As has been discussed previously, the proposed algorithm 

not only is along the lines of the optimization methods which are proven to work with deep 

networks but also keeps the required label/target information to a minimum. Further, due to the 

fact that the first hidden layers of SOCOM’s architecture are convolutional, the data that can be 

modelled are not restricted to grayscale images (i.e. single channel ones) but instead can consist 

of an arbitrary number of channels e.g. colored images (i.e. three channels) or even sequences of 

images/signals; such data rarely can be processed by the currently published deep SOMs. 
 

5. FUTURE WORK 
 

It is reasonable that this proof-of-concept study of the SOCOM prototype could give rise to a 

number of closely-related research directions pointing towards expanding and enriching the 

model, and towards making full use of its clustering capabilities in real-world complex problems. 

More specifically, an omnidirectional research plan could involve: (1) The construction of deeper 

SOCOMs based for instance on the resnet34, resnet50 and resnet152 architectures [14]. (2) 

Gradually utilizing the backpropagation flow of gradients in adjusting/tuning layers further deep 

down the architecture. (3) Incorporating diverse deep network configurations that are based upon 

other well-known paradigms like Alexnet[21], VGG [22], and GoogLeNet[23]. (4) In depth and 

in detail analysis and evaluation of the various optimization methods provided by the Pytorch 

framework. (5) Using existing deep learning visualization techniques up to the last hidden 

representation layer, and, subsequently, treating visualizations as “inputs” to the ordered neuron 

output array. The final objective in this case is having either a visualization of what the map 

models/clusters [24] or a projection of the achieved higher-level representations onto the output 

map. 
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ABSTRACT 
 

With the increase in heart disease rates at advanced ages, we need to put a high quality 

algorithm in place to be able to predict the presence of heart disease at an early stage and thus, 

prevent it. Previous Machine Learning approaches were used to predict whether patients have 

heart disease. The purpose of this work is to compare two more algorithms (NB, KNN) to our 

previous work [1] to predict the five stages of heart disease starting from no disease, stage 1, 
stage 2, stage 3 and advanced condition, or severe heart disease. We found that the LR 

algorithm performs better compared to the other two algorithms. The experiment results show 

that LR performs the best with an accuracy of 82%, followed by NB with an accuracy of 79% 

when all three classifiers are compared and evaluated for performance based on accuracy, 

precision, recall and F measure. 

 

KEYWORDS 
 

Machine Learning (ML), Logistic Regression (LR), Naïve Bayes (NB), K-Nearest Neighbors 

(KNN). 

 

1. INTRODUCTION 
 

1.1. Machine Learning 
 

Machine Learning (ML) is a branch of artificial intelligence (AI) that is increasingly utilized 
within the field of heart disease medicine. It is essentially how computers make sense of data and 

decide, or classify, a task with or without human supervision. The conceptual framework of ML 

is based on models that receive input data (e.g., images or text) and through a combination of 
mathematical optimization and statistical analysis predict outcomes (e.g., favorable, unfavorable, 

or neutral) [2]. We have used five ML algorithms in our previous work to predict multiple stage 

heart disease. The first one is SVM, it can recognize non-linear patterns for use in facial 

recognition, handwriting interpretation or detection of fraudulent credit card transactions. So-
called boosting algorithms used for prediction and classification have been applied to the 

identification and processing of spam email. 

 
The second algorithm is Random Forest (RF), it can facilitate decisions by averaging several 

nodes. The third algorithm is Gradient Tree Boosting (GTB), which is a ML technique for 

regression and classification problem that produces a prediction model in the form of an 
ensemble of weak prediction models. The fourth algorithm is Extra Random Forest (ERF), it is an 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N03.html
https://doi.org/10.5121/csit.2021.110304
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ensemble learning technique which aggregates the results of multiple de-correlated decision trees 
collected in a “forest” to output its classification result. The fifth algorithm is Logistic Regression 

(LR), it is a classification algorithm, that is used where the response variable is categorical [3]. 

The idea of LR is to find a relationship between features and probability of particular outcome. 

We have previously described technical details of each of these algorithms, and found out that 
LR is the best algorithm in terms of accuracy, precision, recall and F measure to predict multiple 

stages of heart disease. We have also used several tools and methods such as Python libraries, 

graphs, and Pseudocodes to test the performance of each algorithm. In this paper, we are going to 
implement two more algorithms, Naïve Bayes (NB) and K-Nearest Neighbors (KNN) to predict 

multiple stage heart disease and compare with our winning algorithm, LR [1].    

 
Machine Learning in healthcare is becoming more widely used and is helping patients and 

clinicians in many different ways. ML can play an essential role in predicting presence/absence 

of locomotor disorders, heart diseases and more. ML, when applied to health care, is capable of 

early detection of disease, which can aid to provide early medical intervention. Heart disease 
predication has been a very hot topic for ML, for example, the analysis of heart disease has 

become vital in health care sectors. The success of ML in the medical industry is its capability in 

analyzing the huge amount of data gathered by the health sector and its effectiveness in decision-
making [4] [5]. 

 

As we have used in our previous work to conduct this prediction, a Jupyter notebook was 
constructed in Python using the publicly available Cleveland dataset for heart disease, which has 

over 300 unique instances with 76 total attributes. From these 76 attributes, only 14 of them are 

commonly used for research to this date. In addition, the libraries and coding packages used in 

this analysis are: SciPy, Python, NumPy, IPython, Matplotlib, Pandas, ScikitLearn and Scikit-
Image. 

 

1.2. Heart Disease 
 

Heart disease is the major cause of morbidity and mortality globally and accounts for more deaths 

annually than any other cause. According to the World Health Organization (WHO), an estimated 
17.9 million people died from heart disease in 2016, representing 31% of all global deaths. Over 

three-quarters of these deaths took place in low and middle-income countries [6] [14]. 

 
Heart disease is the number one killer of both men and women. Heart disease can happen at any 

age, but the risk increases as people get older. Children of parents with heart disease are more 

likely to develop heart disease themselves. African-Americans have more severe instances of 

high blood pressure than Caucasians and a higher risk of heart disease. Heart disease risk is also 
higher among Mexican-Americans, American Indians, native Hawaiians and some Asian-

Americans. This is partly due to higher rates of obesity and diabetes. Genetic factors likely play 

some role in high blood pressure, heart disease and other related conditions [7] [8]. 
 

The silver lining is that heart attacks are highly preventable and simple lifestyle modifications 

(such as reducing alcohol and tobacco use, eating healthily and exercising) coupled with early 
treatment greatly improves its prognosis. It is, however, difficult to identify high-risk patients 

because of the multi-factorial nature of several contributory risk factors such as diabetes, high 

blood pressure, high cholesterol, et cetera. This is where ML and data mining come to the rescue 

[12]. 
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2. RELATED WORK 
 
In our previous work [1] and research, we have implemented five algorithms SVM, RF, GTB, LR 

and ERF to predict multiple stage heart disease using the Cleveland dataset. We concluded that 

the LR algorithm performed better in terms of accuracy, precision, recall and F measure as shown 

in table 1: 
 

Table 1. Algorithms comparison 

 

 

 

 

 
 

 

 

 
Additionally, many researchers have completed a lot of work on data analysis and survivability 

analysis through ML and Data Mining (DM) approaches [7]. 
 

In [8], [10] the author applied Decision Tree (DT), LL, NB, SVM, KNN, PCA, ICA classifier 

respectively to analyze kidney disease data. Early detection and treatment of the diseases 
prevents it from getting to the worst stage, making it not only difficult to cure, but also 

impossible to provide treatment. Breast cancer affects many women, so researchers work on 

different classifiers such that DT, SMO, BF Tree and IBK help to analyze the breast cancer data 

and examine the performance of the related techniques in order to accurately predict breast 
cancer using DT and Weka software. RBF Network, Rep Tree and Simple Logistic DM 

techniques are used to predict and resolve the survivability of breast cancer patient. Simple 

Logistic is used for dimension reduction and proposed RBF Network and Rep Tree model used 
for fast diagnosis of the other diseases [19] [20] [21]. 

 

3. BACKGROUND OF CLEVELAND DATASET 
 

In our previous work, we have used the Cleveland dataset for multiple stage heart disease 
prediction. We plan to use the same dataset to compare the results of the new algorithms we are 

adding with LR. Experiments with the dataset have concentered on 14 attributes that were used. 

The list is in Table 2. 
 

Table 2. Cleveland dataset attributes 

 

Name Type Description 

Age Continuous Age in years 

Sex Discrete 0 = female 1 = male 

Cp Discrete Chest pain: 

1 = typical angina, 2 = 

atypical angina, 3 = non-

angina pain, 4 = asymptom 

 

Trestbps Continuous Resting blood pressure (in 

mm Hg) 

Chol Continuous Serum cholesterol in mg/dl 

Fbs Discrete Fasting blood sugar>120 

mg/dl: 1 = true 0 = false 

Algorithm Accuracy Precision Recall F 

Measure 

SVM 80% 91% 78% 84% 

LR 82% 91% 80% 85% 

RF 77% 89% 76% 82% 

GTB 74% 80% 76% 78% 

ERF 79% 89% 78% 83% 
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Restecg Discrete Resting Electrocardiograph 

Thalach Continuous Exercise Max Heart Rate 

Achieved 

Exang Discrete Exercise Induced Angina: 

1=yes 0=no 

Old peak 

ST 

Continuous Depression induced by 

exercise relative to rest 

Slope Discrete The slope of the peak 

exercise segment: 1=up 

sloping 2=flat 3=down 
sloping 

Ca Continuous Number of major vessels 

colored by fluoroscopy that 

range between 0 and 3 

Tha Discrete 3=normal 6=fixed defect 

7=reversible defect 

Class Discrete Diagnosis classes: 0=No 

Presence 1=Least likely to 

have heart disease 2=>1 

3=>2 4=More likely have 

heart disease 

 

The database contains 76 attributes, but all published experiments refer to using a subset of 14 of 
them. In particular, the Cleveland database is the only one that has been used by DL researchers 

to date. The "num" field  in the figure refers to the presence of heart disease in the patient. It is 

integer valued from zero (no presence) to four. Experiments with the Cleveland database have 
concentrated on attempting to distinguish presence (values 1,2,3,4) from absence (value 0) [16]. 

 

1. #3 (age) 
2. #4 (sex) 

3. #9 (cp) 

4. #10 (trestbps) 

5. #12 (chol) 
6. #16 (fbs) 

7. #19 (restecg) 

8. #32 (thalach) 
9. #38 (exang) 

10. #40 (oldpeak) 

11. #41 (slope) 
12. #44 (ca) 

13. #51 (thal) 

14. #58 (num) (the predicted attribute) 

 

4. BACKGROUND ON LOGISTICS REGRESSION ALGORITHM 
 

Logistic regression is a type of regression analysis in statistics used for prediction of outcome of 

a categorical dependent variable from a set of predictor or independent variables. In LR the 

dependent variable is always binary. LR is mainly used for prediction and calculating the 
probability of success [17] [18]. An LR model specifies that an appropriate function of the fitted 

probability of the event is a linear function of the observed values of the available explanatory 

variables. The major advantage of this approach is that it can produce a simple probabilistic 
formula of classification. The weaknesses are that LR cannot properly deal with the problems of 

non-linear and interactive effects of explanatory variables. LR is a regression method for 
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predicting a dichotomous dependent variable. In producing the LR equation, the maximum 
likelihood ratio was used to determine the statistical significance of the variables. LR is useful for 

situations in which you want to be able to predict the presence or absence of a characteristic or 

outcome based on values of a set of predictor variables. It is similar to a LR model but is suited to 

models where the dependent variable is dichotomous [22]. The LR model for p independent 
variables can be written as: [1] 

 

𝐻(𝑌 = 1) =
1

1 + 𝑒−(𝛽0+𝛽1𝑥1+𝛽2𝑥2+⋯+𝛽𝑝𝑥𝑝)
   (1) 

 

where 𝑃(𝑌 = 1) is the probability of the presence of CAD and 𝛽0, 𝛽1, 𝛽2, … , 𝛽𝑝 are regression 

coefficients. There is a linear model hidden within the logistic regression model. The natural 

logarithm of the ratio of 𝑃(𝑌 = 1) to 1 − 𝑃(𝑌 = 1) gives a linear model in 𝑋𝑖: [2] 

 

𝑔(𝑥) = ln (
𝑃(𝑌 = 1)

1 − 𝑃(𝑌 = 1)
)  (2) 

=  𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑝𝑥𝑝 

 

The 𝑔(𝑥), has many of the desirable properties of the LR model. The independent variables can 

be a combination of continuous and categorical variables. 
 

Logistic regression is a supervised learning classification algorithm used to predict the 

probability of a target variable. The nature of the target or dependent variable is dichotomous, 
which means there will only be two possible classes [22] [23]. In simpler words, the dependent 

variable is binary in nature having data coded as either 1 (stands for success/yes) or 0 (stands for 

failure/no). 
 

Mathematically, a LR model predicts P(Y=1) as a function of X. It is one of the simplest ML 

algorithms that can be used for various classification problems such as spam detection, diabetes 

prediction, cancer detection etc. [22] [23]. 
 

4.1. Type of Logistics Regressions 
 

Logistic Regression means binary LR having binary target variables, but there can be two more 

categories of target variables that can be predicted by it. Based on those number of categories, LR 

can be divided into following types [15] [24]: 
 

 Binary or Binomial – In such a classification, a dependent variable will have only two 

possible types either 1 and 0. For example, these variables may represent success or 

failure, yes or no, win or loss etc. 

 Multinomial – In such a classification, dependent variable can have three or more 
possible unordered types, or the types having no quantitative significance. As an 

example, these variables may represent “Type A” or “Type B” or “Type C”. 

 Ordinal – In such a classification, dependent variables can have three or more possible 

ordered types, or the types having a quantitative significance. For example, these 
variables may represent “poor”, “good”, “very good” or “excellent” and each category 

can have scores such as 0, 1, 2 or 3. 
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5. METHODOLOGY 
 
The proposed methodology using two classification techniques; NB and KNN. We use these two 

classifications to predict heart disease as the proposed methodology shown in Fig 2. These 

classifiers are used to improve the prediction. We applied the classifiers in Fig 5 to heart disease 

data that comes from the Cleveland dataset to predict in which of five stages a patient has heart 
problems. The performance of these classifiers are to evaluate on the bases of accuracy, precision 

recall and F measure, then we compare the results of these classifications with LR in terms of 

accuracy, precision recall and F measure. 
 

 
 

Figure 1: Proposed Methodology 

 
The dataset of heart is taken from Machine LearningRepository UC Irvine, the classifier taking it 

as input for disease prediction. These classifiers are implemented in Python language. Python is a 

powerful interpreter language and a reliable platform for research [25]. The accuracy of 
prediction increased by comparing the results of these five classifiers using evaluation 

parameters. The experimental result describes which classifier is best between them. 

 

5.1. Evaluation Parameters 
 

 Accuracy is defined as the number of accurately classified instances divided by the total 

number of instances in the dataset as in (3). 
 

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
  (3) 

 

 Precision is the average probability of relevant retrieval as described in (4). 

 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
  (4) 

 

 The recall is defined as the average probability of complete retrieval as defined in (5). 

 

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
  (5) 
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 F- Measure is calculated by using both precision and recall as shown in (6). 

 

F Measure =
2 ∗ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
  (6) 

 

Some evaluation parameters in DM are accuracy, precision, recall and F measure. Where True 
Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) [14]. 

 

Where all evaluation parameters accuracy, precision, recall and F measure are calculated from 

dataset when splitting the dataset into training data and test data. The Pseudocodes for the 
evaluation parameters are as follows: 

 

Def  evaluationParameters(X_train, y_train, X_test, y_test): 
X_train  fit_transform(X_train) 

Classifier  sklearn() 

y_pred  classifier.predict(X_test) 

cm_test  confusion_matrix(y_pred, y_test) 
y_pred_train  classifier.predict(X_train) 

cm_train  confusion_matrix(y_pred_train,    y_train) 

training_accuracy=(cm_train[0][0]+cm_train[1][1])/  len(y_train) 
test_accuracy=(cm_test[0][0]+cm_test[1][1])/len(y_test) 

training_percision = cm_train[0][0]/(cm_train[0][0] + cm_train[1][0]) 

test_percision=cm_test[0][0]/(cm_test[0][0]+cm_test[1][0]) 
training_recall = cm_train[0][0]/(cm_train[0][0] + cm_train[0][1]) 

test_recall = cm_test[0][0]/(cm_test[0][0] + cm_test[0][1]) 

training_f_measure  (2 * training_percision * training_recall)/(training_percision + 

training_recall)) 
test_f_measure  (2 * test_percision * test_recall)/(test_percision + test_recall)) 

 

return (training_accuracy, test_accuracy, training_percision, test_percision, training_recall, 
test_recall,   training_f_measure,  training_f_measure) 

 

6. DATASET 
 

To perform the research, the heart disease dataset is used. This heart disease dataset contains 14 
attributes and 303 instances. This dataset is taken from UCL repository. It’s an online repository 

that contains 412 diverse datasets. UCI provides data for ML to perform analysis in a different 

direction. The UCI database is known for its extensiveness in data, its completeness and accuracy 
[23]. 

 

6.1. Machine Learning Classifiers: 
 

In this continuous research, two additional classification methods are implemented in python 

using the pandas and keras libraries. These models are used to improve prediction. These 
classifiers are compared with LR to find out which of the five stages best predicts the chance of 

heart disease in patients. In the next section, we briefly describe these classification 

techniques/classifiers. 

 
1) Naïve Bayes (NB): are probabilistic classifiers based on Bayes theorem with naïve 

independence assumption between the predictors or features. NB classifier assumes, that the 

existence of a particular feature is not related to the existence of any other feature in a class [26]. 
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For example, apples are considered a fruit, if it is red and round. Even if these are features related 
to each other or depend upon the presence of other features. NB classifier consider all these 

features to contribute independently to probability identifying that the fruit is an apple. 

 

NB model is easy to construct and particularly valuable for large data sets and a Bayes theorem 
gives a way to calculate posterior probability P(c|x) from likelihood (predictor probability) P(x|c), 

class prior probability P(c) and predictor prior probability P(x) as shown in (7) 

 

𝑝(𝑐|𝑥) =
𝑃(𝑥|𝑐)𝑃(𝑐)

𝑃(𝑥)
   (7) 

 

2)K-Nearest Neighbors (KNN): is used for regression and classification problems. KNN is 
commonly used for classification problems [26] [27]. KNN classifier store all the existing cases 

then classified new cases by the majority votes of its neighbors. The case is assigned to that class, 

which is most common to its k nearest neighbors, measured by distance function. These distance 

functions are Euclidean Eu, Manhattan Ma and Minkowski Mi calculated using (8), (9) and (10) 
respectively. 
 

𝐸𝑢 = √∑(𝑝𝑘 − 𝑞𝑘)2

𝑛

𝑘=1

 (8) 

𝑀𝑎 = √∑ |𝑝𝑘 − 𝑞𝑘|

𝑛

𝑘=1

 (9) 

𝑀𝑖 = (√∑|𝑝𝑘 − 𝑞𝑘|

𝑛

𝑘=1

)

1/𝑟

  (10) 

 

Whereas r is the parameter, n is the number of attributes or dimensions. pk and qk are 

respectively, the kth element of objects p and q [28]. 
 

6.1.1. Scaling Data 

 
To accomplish the five stages output prediction for a patient to be diagnosed with one of five 

stages, it is important to scale the data so the machine learning algorithms do not overfit to the 

wrong features. Using the MinMaxScaler() method on Python, the values are scaled per features 

based on the minimum and maximum between 0 and 1. This keeps the information from being 
lost but allows the machine learning algorithms to correctly train with the data. The training data 

and test data are scaled between 0 and 1 and the output data is scaled between 0 and 1 as well. 

Then, the scaled output value is mapped as follows in table 3: 
 

Table 3: Five Stages 
 

Output Value Stage 

0 No disease presented 

0 < and <= 0.25 Stage1 

0.25 < and <= 0.5 Stage2 

0.5 < and <= 0.75 Stage3 

0.75 < and <= 1 Advance disease presented 
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7. EXPERIMENTAL RESULT 
 
The experiment is conducted for the prediction of heart disease stages by applying two machine 

learning classifiers. From the experiment results, we have identified that LR performs better 

compared to the other four ML classifiers in the prediction of these diseases. In this experiment, 

we use multiple stages of heart disease prediction to forecast the stage at which a person is 
determined to have heart disease. In previous works [19] [20] [21], the study used two outcome 

predications, either a person has the disease or not; that is represented by (0 ,1) or (true, false). 

The Pseudocodes for the experiment are as follows: 
 

data_frame  read_CSV_file 

X  data_frame [column: 0 - 12] 

y  data_frame [column: 13] 
target  preprocessing.scale(y) 

data  preprocessing.scale(X) 

 for k  0 to data - 1 
 if data[k] = 0 then  

 data[k]  ‘no disease’ 

 if data[k] > 0 && data[k] <= 0.25 then 
 data[k]  ‘stage1’ 

 if data[k] > 0.25 && data[k] <= 0.5 then 

 data[k]  ‘stage2’ 

 if data[k] > 0.5 && data[k] <= 0.75 then 
 data[k]  ‘stage3’ 

 else  

 data[k]  ‘disease presented’ 
 

X_train,X_test,y_train,y_testtrain_test_split(X, y, test_size=0.2, random_state=0) 

svm(X_train, y_train, X_test, y_test) 
lr(X_train, y_train, X_test, y_test) 

rf(X_train, y_train, X_test, y_test) 

gtb(X_train, y_train, X_test, y_test) 

erf(X_train, y_train, X_test, y_test) 
 

The Figures 4, 5, 6, and 7 show the performance of various evaluation parameters in the 

prediction of heart disease. The experimental results show the comparison of LR, NB, and KNN 
classifiers and evaluate the performance on the bases of accuracy, precision, recall and F 

measure. In all classifiers, LR still performs the best with an accuracy of 82%, followed by NB 

with an accuracy of 79% and KNN with 70%. So, we can conclude that LR has better 

performance that ERF, GTB, SVM, RF, NB, andKNN, where LR is better than that ERF, GTB, 
SVM, and RF from previous evaluation, and it is better that NB and KNN in this evaluation. 

 

8. CONCLUSIONS 
 
The importance of extracting the valuable information from raw data has very good consequences 

in many fields of life such as the medical area, business area, and more. In this study, we 

proposed a multiple stage detection model of heart disease based on three algorithms, NB and 

KNN in this paper and LR from our previous work or evaluation to compare which one performs 
better. The proposed detection model was tested on well-known Cleveland dataset in order to 

provide a fair benchmark against existing studies. Based on the experimental results, our 

proposed model was able to outperform heart disease detection methods with respect to accuracy, 
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precision, recall and F measure. The result reflected the highest result obtained showed that Logic 
Regression has a better result comparing to the other two methods or algorithms. The 

performance was further enhanced using feature selection techniques. The feature selection 

techniques helped to improve the accuracy, precision, recall, and F measure of the ensemble 

algorithms. The experiment results show that LR performs the best with an accuracy of 82%, 
followed by NB with an accuracy of 79%, and KNN with an accuracy of 70% when all three 

classifiers are compared and evaluated for performance based on accuracy, precision, recall, and 

F measure. 
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  Figure 2: Heart Disease Accuracy                     Figure 3: Heart Disease Precision 
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Table 4: Five Stages 

 
Algorithm Accuracy Precision Recall FM 

LR 82% 91% 80% 85% 

NB 79% 86% 79% 82% 

KNN 70% 77% 73% 75% 
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ROLLING BEARING FAULT DIAGNOSIS AND 

PREDICTION BASED ON VMD-CWT AND 

MOBILENET 

 

ABSTRACT 

When deep learning is used for rolling bearing fault diagnosis, there are problems of high model 

complexity, time-consuming, and large memory. In order to solve this problem. This paper presents an 

intelligent diagnosis method of rolling bearings based on VMD-CWT feature extraction and MobileNet, 

VMD is used to extract the signal features, and then wavelet transform is used to extract the time-

frequency features. After the image is enhanced, the MobileNet network is trained. In order to accelerate 

the convergence speed, this paper adds transfer learning in the network training process, and migrates 

the weights of the first several layers pretrained to the corresponding network. Experimental results 

based on bearing fault data sets show that after adopting VMD-CWT, the accuracy of mobilenet 

increased from 68.7% to 94%, and its network parameters were reduced by an order of magnitude 

compared with CNN. 

1. INTRODUCTION 

Rolling bearing is an important mechanical device, which has important practical significance 
for social and economic development[1]. However, due to the harsh operating environment and 

the high incidence of rolling bearing failures, rolling bearing failures often cause huge casualties 

and economic losses. Using machine learning and deep learning methods to carry out abnormal 
detection and research on rolling bearings to achieve intelligent fault diagnosis is of important 

practical significance for timely detection of faults, early warning and predictive maintenance, 

safe operation of units, improvement of unit operation efficiency, and avoidance of accidents [2-

4]. 

V. Purashotham[5] presents a new method for detecting localized bearing defects based on 

wavelet transform. Bearing race faults have been detected by using discrete wavelet transform 

(DWT). Vibration signals from ball bearings having single and multiple point defects on inner 
race, outer race, ball fault and combination of these faults have been considered for 

analysis.Liu[6]proposes a new feature fusion method  to extract new features using kernel joint 

approximate diagonalization of eigen-matrices (KJADE). Hoang[7] proposed a bearing fault 

diagnosis method based on deep convolutional neural network structure.Using vibration signal 
as input data directly, it has high accuracy and robustness in noise environment. Although 

machine learning algorithms could identify faults based on extracted features automatically, the 

shallow structures astrict its ability to learn more abstract and discriminative information from 

the input automatically. 

Convolutional Neural Network has been widely used in the field of computer vision and 

industry for its excellent image classification effect. However, with the improvement of model 
classification accuracy, the depth and complexity of the model are increasing[8]. Taking the 

Deep Residual Network (RESNET) proposed at the end of 2017 as an example, The model size 
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of Resnet50 is 98MB, the number of model layers is 152 layers, the number of parameters is 

25636712, and the top-5 Accuracy is 0.921.The model size of Inceptionresnetv2 is 215MB, the 
number of layers is 572, the number of parameters is 55873736, and the top-5 Accuracy is 

0.953.A small increase in model precision brings about a huge increase in model parameters[9]. 

However, in real application scenarios, especially in the transmission system of a wind turbine, 

if a mechanical failure is not handled in time, it will bring serious consequences.  

Fault diagnosis requires strong real-time, low latency, and fast response . The complexity of 

excessive model would lead to prolonged calculation time. In case of equipment failure, saving 

time can avoid personnel injuries and economic losses caused by larger accidents. Second, the 
lightweight model would reduce memory, can save server memory, reduce server size, and even 

the equipment of processing could evolve towards mobile or embedded devices[10]. 

Therefore, it is of great research significance to apply the small but efficient CNN model to the 

fault diagnosis of rolling bearings of wind turbines. At present, the main research direction is to 
train the model, and then compress the trained complex model. Or it could conduct the research 

in the process of model design and design smaller models for training. The aim of this method is 

to reduce the size of the model while improving the accuracy of the model[11]. The research 
idea of MobileNet is the latter, which is to build a smaller model.The size and parameters of the 

model are greatly reduced while the model precision is slightly reduced, the enhanced images 

are classified based on the MobileNet network to achieve the purpose of fault diagnosis. 

At the same time, due to the high ambient noise of rolling bearings in engineering environment, 

this paper used the Variational modal decomposition(VMD) to denoise the signal firstly, then 

uses the continuous wavelet transform(CWT) to draw the time-frequency image of the signal, 

finally , the MobileNet network is used to classify the enhanced image. 

2. MATERIALS 

2.1.Continuous wavelet transform 

In the field of fault diagnosis, many applications are based on feature extraction, When the unit 

has a fault or abnormal state, the signal is often accompanied by corresponding feature 
components. Therefore, the detection of these components in the signal has become an 

important content in fault diagnosis. For example, in the fault diagnosis of rolling bearings and 

gears, the appearance of periodic pulse components often indicates the occurrence of 
faults.Wavelet transform is the convolution operation between the original signal and the 

wavelet function, which actually measures the similarity degree between the signal and the 

wavelet function [12]. In this way, by selecting different wavelet basis functions, the content of 
the components that are close to the wavelet shape in the signal could be detected, which can be 

used to detect the characteristic components in the signal.  

Expand any function f(t) in L2(R) space under wavelet basis, and call it the continuous wavelet 

transform(CWT) of function f(t). The wavelet transform  adjusts the window size according to 
the frequency automatically, and could perform multi-resolution analysis. Through the wavelet 

time-frequency analysis, the frequency transformation law of the signal with time is obtained, 

which reflects the difference between the rolling bearing faults. In this experiment, CWT  is 
used to generate a two-dimensional matrix of wavelet coefficients, and then the mobilenet is 

used to automatically extract the time-frequency characteristics of vibration signals. CWT  have 

very loose requirements for wavelet basis functions, and the following conditions are sufficient:  

2( )
C d

 







  

 （1） 
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Where，ω——Angular frequency  

φ(ω)——Fourier transform of wavelet function φ(t)  

The definition of CWT is as follows: 

1
( , ) ( ) ( )

t b
W a b x t dt
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 （2） 

Where，a，b——The two parameters of wavelet transform are the expansion factor and the 

size factor. For example, when b=5 and a=2 are given, the wavelet basis function is shifted by 5 

units and reduced by 2 times.  

2.2. Variational modal decomposition 

The VMD decomposes the input signal x into a specified number (K) of quasi-orthogonal band-

limited intrinsic mode functions (BLIMFs) 
k  with unknown but separable spectral bands. The 

fundamental principle of VMD can be expressed as the solving of a constrained variational 

problem[13]: 
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Where 
f

is the original signal, 1k is the 1k
th intrinsic mode function(IMF) component and 

( ) t
denotes pulse signal; 

j
is the imaginary unit, 1

k denotes the center frequency of the  1k
th 

IMF component; 2 is 2-norm. 

The penalty parameter   and LaGrangian multiplier 
( ) t

are introduced to solve the above-

constrained issue: 
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IMFs 1ku
and their corresponding center frequencies 1k


, the LaGrangian multiplier  ,are 

subsequently updated as: 
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The above update process is implemented repeatedly until the following convergence criterion 

is satisfied: 
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Where   is set as 
610 . 

2.3. Mobilenet 

Conventional Convolutional Neural Network has a large memory requirement, which 
makes it impossible to run on mobile devices and embedded devices, MobileNet is a lightweight 

CNN network proposed by Google. Compared with the traditional convolutional neural network, 

it greatly reduces the model parameters and calculation amount under the premise of slightly 

lower accuracy. The core of the model is Depthwise Convolution (DSC), which decompositions 

standard Convolution into depthwise(DW) Convolution and pointwise(PW) Convolution[14]. 

It can be seen from Figure 1 that in traditional convolution, channel of convolution kernel 

is equal to input eigenmatrix channel, and output eigenmatrix channel is equal to the number of 
convolution kernel.And in DW convolution, channel of the convolution kernel is equal to one, 

the input eigenmatrix channel is equal to the number of convolution cores is equal to the output 

eigenmatrix channel. 

3 channel Input

Filters*4

Maps*4

 

(a) normal convolution 
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3 channel Input

Filters*3

Maps*3

Maps*3

Filters*4
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(b) DW convolution                                (c) PW convolution 

Convolution 

Where, FD
represents the height and width of the input feature matrix，Mrepresents the 

depth of the input feature matrix； KD
represents the depth of the input feature matrix，

Nrepresents the depth of the output feature matrix 

Then, the calculation quantity of ordinary convolution is: K K F FD D M N D D
， the 

calculation quantity of DW+PW is : K K F F F FD D M D D M N D D
The ratio of 

calculation amount of MobileNet to that of traditional convolution is: 

2

1 1
= +

K K F F

K K F F F F

K

D D M N D D

D D M D D M N D D

N D



(9) 

The value of N is generally large, so the result is mainly determined. At present, the size of 

CNN convolution kernel is generally 3*3, so theoretically, the calculation amount of ordinary 

convolution is about 8~9 times that of DW+PW convolution. 

Where，the value of N is generally large，So the result is mainly determined by KD
，at 

present, the size of the CNN convolution kernel is generally 3*3. In theory, the calculation 

amount of ordinary convolution is about 8-9 times that of DW+PW convolution. 

MobileNetV2 uses the inverted residual structure, as shown in Fig2. The inverted residual 

structure increases the dimensionality of the input matrix by a 1*1 convolution, and then uses a 

3*3 DW convolution kernel for convolution, and then uses a 1*1 convolution kernel for 

dimensionality reduction[15-17].  

Fig 1  The structure diagram of normal convolution and depthwise Separable
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1*1 3*3 Relu6  Dwise
1*1Relu

 

The first two layers of the inverted residual structure use Relu6 as the activation function. 

In the last convolutional layer, a linear activation function is used instead of the ReLU 

activation function to avoid  causing a large loss of low-dimensional feature information. Fig 3 

is the main flow chart of MobilenetV2. 

 

 

Add

Conv 1*1 Linear

Dwise 3*3,Relu6

Conv1*1,Relu6

Input
 

3.MAIN IDEA 

3.1 Validity analysis of time-frequency graph of CWT 

In order to prove the effectiveness of the CWT, The simulation of rolling bearing vibration 

signals were used to verify the results. A simulation signal with AM and FM characteristics is 

constructed. Time-frequency analysis based on PWVD and CWT are carried out for the 

simulation signal respectively. The simulation signal expression is as follows: 

( ) (1+0.5sin(2 5.5 ))cos(2 20 +0.8 sin(2 10 ))+sin(2 120 )x t t t t t        
 

Set the sampling frequency to Fs = 1000 Hz, the number of sample points N = 1024, and 

the waveform and power spectrum are shown in Fig4. It is known that the simulation signal is 
composed of an FM signal with a fundamental frequency of 20 Hz and a modulation frequency 

of 10 Hz, a 5.5 Hz amplitude modulation signal and a sine signal with a frequency of 120 Hz. 

Therefore, the 120 Hz frequency component in the signal always exists. In addition, There is 

also a frequency component that fluctuates with time around the fundamental frequency of 
20Hz, with a frequency range of 12Hz~28Hz.These two frequency components can also be 

observed from the power spectrum. 

Fig 2 Inverted residual structure

Fig 3 MobilenetV2 flowchart

（10）
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（a）Simulation signal waveform diagram 

 
           （b）Power spectrum of simulated signal 

Time-frequency analysis based on PWVD and continuous wavelet was carried out 

respectively for the simulation signals. As shown in Fig5, the time-frequency diagram is 
obtained, in which Fig5 (a) is the time-frequency diagram of wavelet continuous transformation. 

It can clearly observe the frequency component that always exists at 120Hz and the frequency 

component that is slightly blurred around the fluctuation of 20Hz.Fig5 (b) is the PWVD time-
frequency diagram, and intermittent 120Hz and 20Hz frequency components could be observed, 

and they are not clear. In contrast, CWT time-frequency diagram has higher time-frequency 

resolution and can clearly present each frequency component. 

 

 

(a) CWT                 (b) PWVD 

Fig 4 Simulation signal waveform and power spectrum

Fig 5 The time-frequency diagram of CWT and PWVD
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 When classifying images with fault information, the lack of samples would lead to over-fitting 

of the model. Therefore, data enhancement can be performed on the images in the training set to 
improve the number of samples in the training set and the generalization ability of the neural 

network model . Image enhancement refers to generating new training samples by flipping, 

cropping, changing grayscale, contrast, and color. Thereby improving the invariance of the 

model such as scaling, and  preventing the model from overfitting effectively. 

3.3.Transfer learning 

In order to accelerate the convergence speed of the model in the training process, the model 
used the transfer learning method to transfer the weights of the first several layers pretrained in 

other data sets of MobileNet to the corresponding network structures, and trains different neural 

network models on this basis. 

3.4.Rolling Bearing Fault Diagnosis Based on VMD-CWT and MobileNet  

In this paper, the VMD algorithm is used to extract the signal features, the CWT was used to 
extract the time-frequency features. After the data was enhanced, the MobileNet network was 

trained. In order to accelerate the convergence speed, in this paper, transfer learning was added 

in the network training process, and the weights of the first several layers which are pretrained 

on other data sets are transferred to the corresponding network. 

the signal   Z(t)

The signal was 
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4.EXPERIMENTAL ANALYSIS OF PLANETARY GEAR BOX 

4.1. The introduction of experimental platform 

In this section, the  data set of rolling bearing from Case Western Reserve University is used. 

Fig7 is the physical diagram and schematic diagram of the experimental platform. 

 

Fig 6 Flow chart of the proposed method

Fig 7 experimental platform

3.2. Data enhancement
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As shown in Fig7, the experimental platform consists of a 2 HP motor, torque sensor/encoder, 

power meter, and control electronics. They are respectively arranged on the left, middle and 
right side of the test bench.The test bearing supports the motor shaft, and a single point fault is 

introduced into the test bearing through EDM. The fault diameter is 0.007, 0.013 and 0.021 feet, 

all of which are SKF bearings. The specific parameters are shown in Table 1. In the experiment, 

an acceleration sensor was arranged to collect vibration data, and the sensor was arranged at the 
12 o'clock position of the drive end and the fan end of the motor housing. The vibration signal is 

collected by a 16-channel DAT recorder, and later processed in the MATLAB environment. The 

sampling frequency of the signal sampling process is 12kHz and 48kHz.The fault of the outer 
ring is fixed, so the position of the fault relative to the bearing load area has a direct effect on 

the vibration response of the motor/bearing system.In order to make a quantitative study of this 

effect, the outer ring of the bearing at the drive end and the fan end were prepared with 3 o 

'clock, 6 o 'clock and 12 o 'clock faults respectively in the experiment. 

Installation 

location 

Bearing 

designation 

outer 

diameter 

inner 

diameter 

 Ball 

diamete

r 

 

contact 

angle 

Ball 

number 

drive end SKF6205 52 25 7.94 0 9 

Fan end SKF6203 40 17 6.75 0 8 

In this section, vibration signals at 1797r/min are selected to construct the data set. A total of 5 

state samples are constructed, which are normal, 1 rolling body faults, 1 inner ring faults and 2 

outer ring faults. The number of sampling points is 2000, and the specific number of sampling 

points and the categories corresponding to faults are shown in Table 2. 

sample number Crack diameter fault type label 

60 0 normal 0 

30 0.007 rolling body faults 1 

30 0.007 inner ring faults 2 

30 0.007 outer ring faults@3 3 

30 0.007 outer ring faults@6 4 

4.2.signal analysis 

Fig8 shows the waveforms of four vibration signals of rolling bearings under the condition of 

0.007 inch crack 

 

  
(a) normal  (b) rolling body faults 

Table 1 The parameters of test bench bearing

Table 2 Classification of rolling bearing datasets
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（c）inner ring faults （d）outer ring faults 

4.3.Experimental demonstration 

As can be seen from the Fig8, the amplitude of different states varies greatly, the amplitude of 

normal state is the smallest, and the amplitude of outer ring fault is the largest. Among them, the 
impact of outer ring and inner ring faults is obvious. In order to improve the recognition rate of 

time-frequency images, VMD feature extraction was first carried out on the signals. The 

following is the comparison of time-frequency images before and after VMD feature extraction 

under normal and rolling body fault conditions. 
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(c)rolling body faults-before            (d) rolling body faults-After 

Fig9 (a) and (b) are the time-frequency diagrams before and after VMD processing under 

normal conditions, and Fig9 (c) and (d) are the time-frequency diagrams before and after VMD 

processing in the ball fault state. It is found by comparison that after VMD extracts the fault 

Fig 8 Time domain diagram of vibration signal

Fig 9 CWT time-frequency diagram before and after VMD  processing
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features, the fault features of the time-frequency image are more obvious, the time-frequency 

focus of the time-frequency image is better, the impact is more obvious, and there are more 

noises before VMD processing, which is not conducive to fault identification. 

Then, CWT is used to transform the signal into time-frequency diagram, and the processed 

time-frequency diagram is shown in Fig10 
F
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(a) Normal                        (b) rolling body failure 
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(c)Inner Race failure           (d) Outer Race@3 failure 

The processed time-frequency diagram is input into the migrated MobileNet network to train the 

network. Time-frequency image feature set includes 600 CWT time-frequency images of 

different parts of faults with a fault diameter of 0.007 inches. The dimension of each image is 
224 by 224.The network training parameters were set as follows: batch_size = 16, epoch 

=20.Under the condition of not adding noise, the rolling bearing fault identification based on 

vibration signal is realized through MobileNet. 

Fig11 shows the error convergence curve of the MobileNet network in the training process, 
where the abscissor is the number of iterations of all batches of samples, and the ordinate is the 

recognition rate and loss value. As can be seen from the figure, the loss value of the model tends 

to 0 and remains stable when the iteration reaches the seventh time. At this point, the model has 
been trained to the convergence state. As can be seen from the figure, the test set has a 

recognition rate of 94%. 

Fig 10  The time-frequency diagram of CWT
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In order to further prove the effectiveness of the method presented in this paper, time-frequency 

images without VMD processing are used to train the MobileNet network, and the error 

convergence curve is shown in Fig11.It can be seen from the figure that the recognition rate of 

the test set only reaches 68.7%, which proves the superiority of the method in this paper. 

 

 

5.CONCLUSION 

In this paper, the VMD algorithm is used to extract the signal features, and then the wavelet 

transform is used to extract the time-frequency features. After the data is enhanced, the 

MobileNet network is trained to accelerate the convergence speed. In this paper, transfer 
learning is added in the network training process, and the weights of the first several layers 

which are pretrained on other data sets are transferred to the corresponding network.The 

following conclusions can be drawn: 

(1).After the extraction of fault features by VMD, the fault features of time-frequency images 

are more obvious, the time-frequency focusing of time-frequency images is better, the impact is 

more obvious, and there are more noises before VMD processing, which is not conducive to 

fault identification. 

(2).The comparative experiment shows that the fault classification accuracy of the MobileNets 

network only is 68.7%, and the fault classification accuracy of the proposed method is 94%, 

which is a great improvement. 

(3).The comparison of CNN experiment shows that the training parameters of CNN network are 

14,591,685 and the accuracy rate is 95%, while the network training parameters of the method 

in this paper are 2,264,389 and the accuracy rate is 94%.It is shown that the proposed method 

can reduce the network training time with a small reduction of accuracy. 

Fig 10 The error convergence curve of VMD-CWT-MobileNet

Fig 10 The error convergence curve of MobileNet
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ABSTRACT 
 
Autistic Spectrum Disorder (ASD) is a very common and serious developmental disability, 

which impairs the ability to communicate and interact, causing significant social, 

communication, and behavior challenges. From a rare childhood disorder, ASD has evolved 

into a disorder that is found, according to the National Institute of Health, in 1% to 2% of the 

population in high income countries. A potential early and accurate diagnosis can not only help 
doctors to find the disease early, leading to a more on time treatment to the patient, but also can 

save significant healthcare costs for the patients. With the rapid growth of ASD cases, many 

open-source ASD related datasets were created for scientists and doctors to investigate this 

disease. Autistic Spectrum Disorder Screening Data for Adult is a well-known dataset, which 

contains 20 features to be utilized for further analysis on the potential cause and prediction of 

ASD. In this paper, we developed an Autism classification algorithm based on logistic 

regression model. Our model starts with featuring engineering to extract deep information from 

the dataset and then applied a modified logistic regression classifier to the data. The model 

predicts the ASD well in an average F1 score of 0.92. 

 

KEYWORDS 
 
ASD, Classification, Machine Learning, Neurodiversity. 

 

1. INTRODUCTION 
 

Autistic Spectrum Disorder (ASD) is a mental disorder that can affect cognitive, communication 
and social abilities. Autism is the fastest growing development disability in the world. ASD has 

been reported to affect as many as 1 in 88 children in the US. Epidemiologic surveys of adult 

populations suggest that the apparent rise in number of affected children may not represent a true 
increase in prevalence rates. Nevertheless, there is speculation that broadened definitions, 

growing awareness, and diagnostic substitution may be contributing to the apparent rise. 

Regardless of the cause, the current prevalence estimates suggest that there will be more than 2 

million individuals in the US with ASD. Up to now, no preventive strategies have demonstrated 
consistent benefits and no treatments have proven widely efficacious in treating the core 

symptoms of ASD. Consequently, ASD causes lifelong disabilities for affected individuals and 

significant burdens on their families, schools, and society. 
 

Raising awareness helps people understand and not be frightened by the disability. Many related 

researches were investigated to recognize it, prevent it or treat it.  In work [1], the authors 
presented a method using the screening trying to diagnosis this disorder. In work [2], LT Curtis 

and his partners gave several approaches including nutritional and environmental approaches to 

prevent the Autism. In work [3], music therapy was used to enable communication and 

expression and thus can solve some problems of this disorder. In an effort to make easier and 
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earlier detection possible, we are using a modified logistic regression model to construct an ASD 
classification algorithm and the work is discussed in this paper.  

 

1.1. Statement of the Problem 
 

As discussed in the introduction above, the problem is the increasingly ubiquitous occurrence of 

the ASD symptom, yet little recognitions and efforts were put into solving this issue. With more 
and more cases of teenager ASDs, we have to come up with a way to ease the pain of ASD. We 

are aiming to push the barrier of ASD detection knowledge in this study and help future scientists 

by providing our results. 

 

1.2. Aims/Goals of the Research 
 
In this study, our goal is to provide a faster, and easier machine-learning based approach that can 

be implemented in future ASD detections and find the related attributes that are causing the ASD. 

Machine learning has immense potential to enhance diagnostic and intervention research in the 

behavioral sciences and may be especially useful in investigation involving the highly prevalent 
and heterogenous syndrome of ASD. In recent years, with more and more advanced 

computational and engineering methodologies being employed to meet the needs of cross-subject 

applications, machine learning showed promise in detecting many medical symptoms, which 
greatly increased the chance of being cured for millions of patients.    

 

Applying the state-of-the-art model is crucial because more and more teenagers have the 
symptom and there will be a huge amount of middle-age autism community in future and we 

must detect the symptom earlier so that doctors can cure them earlier. 

 

In our study, we are using a method based on logistic regression model for ASD classification. 
The specific design of our experiment is listed in the section 2 and section 3. 

 

1.3. Workplan 
 

The work plan, including the experiment/approach, the data we used, and findings are discussed 

in section 2 and 3. 
 

1.4. Our Contribution and the Flow of the Paper 
 
This paper applies logistic regression to ADS diagnosis. More specifically, the data columns and 

meanings are described in the first step. Then the data imputation method and feature engineering 

methods are introduced to further proceed the original data. Data visualization technique was also 
utilized and the paper contains many easy-to-understand figures. The experiments show the 

metrics like accuracy, recall, and F1 score. We got an average F1-score of 0.92, which proves the 

feasibility of our model. 
 

The remainder of this paper is organized as follows. Section II introduces data structure and 

feature engineering methods. Section III gives a brief introduction to logistic regression models, 

and the experimental results and analysis. Finally, Section IV gives the summary of whole paper 
and discuss the ethical concerns of the project. 
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1.5. Ethics of the Project 
 

Ethics are broadly the set of rules that govern our expectations and of our own and other’s 

behavior. As discussed in [5], research ethnics are important for a numerous of reasons. Firstly, it 
supports the values required for collaborative work, such as mutual respect and fairness. 

Secondly, it means that researchers can be held accountable for their actions. Thirdly, good 

research ethnics support important social and moral values, including the quality of not harming 
others. If our team members have an internal conflict due to the fact our members have a 

different opinion towards neurodiversity, I will suggest them to reconcile by taking a look at 

NISE (Frist Center for Autism and Innovation) website where there are a plethora amount of 

information about the idea and inspiration behind neurodiversity and also the inspired 
engineering in this field.  

 

In this project, the dataset we are using is directly downloaded from Kaggle and it’s an 
anonymous, open source dataset, which guarantees the privacy of the research participants. The 

whole purpose of this project is to accelerate the studies of autism and make the ASD community 

more inclusive and welcoming. If any ethical dilemmas occur in our project, we will first talk to 
the people who believes our project violates any computer ethics or ethics in general and then 

solve the issue by consulting one of the professionals in the NISE community or other experts in 

the field. 

 

2. DATA AND FEATURE ENGINEERING 
 

The data set can provide a lot of information. In order to explain the dataset intuitively, we list 

the features of dataset in the table 1. 
 

Table 1. Data Structure 

 

A1_Score to A10_Score 

age 

gender 

ethnicity 

jundice 

austim 

contry_of_res 

Used_app_before 

result 

relation 

Class/ASD 

 

As shown in the table 1, the features age, gender, ethnicity are attributes of the ASD testers and 
easy to figure out the meaning of them. The A1_Score to A10_Score are the answer code of the 

question based on the screening method used. In particular, they are binary values, either equal to 

0 or 1. Statistically, the data has 704 entries and the memory size is 115.6KB. 

 
From the figure 1, we can find the columns ethnicity, relation and age columns have missing 

values. Since the ratio of the missing values are small, we can drop these missing values or 

impute the missing values. In this paper, I impute the missing value of age column with the 
averaged age. And drop missing values of other columns like relation. These steps are necessary 

for later visualization or building machine learning model. 
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Figure 1.  ASD Missing Values Distribution 

 

Besides, we also did some visualization of different features. In the Figure 2, it shows the age 

distribution. We can find that most of recognized cases are between 0 and 40 years old. This 
result shows that the ASD mainly occur in young generation other than old people. In figure 3, 

we can see the ADS Case distribution. The positive sample are higher than negative sample, 

which means the data is unbalanced data. 

 

 
 

Figure 2. Age Distribution 
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Figure 3. ADS Case Distribution 

 

3. MODELS AND THE EXPERIMENTS 
 

Logistic regression is a linear model which uses a logistic function for classification. The logistic 
function is as followed: 

 

𝑓(𝑥) =  
𝐿

1 + 𝑒−𝑘(𝑥−𝑥0)
 

 

 

Equation1. logistic function 

 

The f(x) represents the output of the function, L represents the curve’s maximum value, k stands 
for logistic growth rate or steepness of the curve, x0 stands for x value of the sigmoid midpoint, x 

stands for the real number. Besides, we use the L2 Norm in this model to prevent overfitting. 

 
In the experiment step, we split the data into training set and test set in a ratio of 7:3. Training set 

is used for fitting the model and test set is used to validate the performance of the model. In the 

table 2, we list the metrics and performance of our model. 
 

Type Precision Recall F1-score Count 

0 0.98 0.97 0.98 132 

1 0.92 0.96 0.94 51 

avg 0.97 0.97 0.97 183 

 
Table 2. Performance of our model 

 

As shown in the table 2, the average score of precision is 0.91 and F1-score is around 0.92, which 

means our model is very accuracy for Autism classification. 
 

 

 

 



64   Computer Science & Information Technology (CS & IT) 

4. CONCLUSIONS 
 
In this paper, we propose a method based on logistic regression model for Autism classification. 

We used the screening data together with meta data like age, gender to fit the model. In Section 

II, we introduce the data structure and the data size. In addition, the feature engineering is also 

covered in this part. In Section III, the logistic regression and its function is explained. Then we 
mentioned the details of the experiments step and the metrics of our model. The experiments 

show the power of our model since it has a high accuracy. In the future, we are planning on using 

more machine models like SVM, LightGBM and do a compare and contrast on different models 
on classification results as discussed in [8]. 
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ABSTRACT 
 
At present, the development and innovation in any business/engineering field are inseparable 

from the computer and network infrastructure that supports the core business. The world has 

been turning into an era of rapid development of information technology. Every year, there are 

more individuals and companies that start using cloud storages and other cloud services for 

computing and information storage. Therefore, the security of sensitive information in cloud 

becomes a very important challenge that needs to be addressed. The cloud authentication is a 
special form of authentication for today’s enterprise IT infrastructure. Cloud applications 

communicate with the LDAP server which could be an on-premises directory server or an 

identity management service running on cloud. Due to the complex nature of cloud 

authentication, an effective and fast authentication scheme is required for successful cloud 

applications. In this study, we designed several cloud authorization schemes to integrate an on-

premises or cloud-based directory service with a cloud application. We also discussed the pros 

and cons of different approaches to illustrate the best practices on this topic. 

 

KEYWORDS 
 
Cloud Application Authentication, Identity Management in Cloud, IAM. 

 

1. INTRODUCTION 
 

With the development of science and technology, more and more people are now using cloud 
services, such as cloud storage, cloud database, etc. The concept of cloud computing has been 

applied in a lot of fields, such as finance, medicine, education, and manufacture [3]. Cloud 

computing - at least as an extension of virtualization, has become increasingly influential. The 

advantages in cloud technology are that large amount of data can be stored and computed at a 
very low cost. Cloud computing as a model for enabling ubiquitous, convenient, on-demand 

network access to a shared pool of configurable computing resources (e.g., networks, servers, 

storage, applications, and services) can be rapidly provisioned and released with minimal 
management effort or service provider interaction [1].  

 

Identity management in the cloud is particularly difficult since the identity itself has cross-border 
features. At the same time, the identity management could have a critical impact from both 

architectural and organizational point of view. Many businesses are afraid of using the cloud 

because it would expose themselves to possible attacks and data corruption [2]. In addition, many 

companies do not have sufficient resources to manage identity authentication in the cloud 
because they lack flexible identity management to cover both on-premises and cloud native 

http://airccse.org/cscp.html
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applications. Due to the complex nature of cloud authentication, an effective and fast 
authentication scheme is required for a successful cloud application [5]. When implementing a 

cloud authentication scheme to integrate an on-premises or cloud-based directory service with a 

cloud application, we aimed to discuss the pros and cons of different approaches to illustrate the 

best practices on this topic.  
 

2. BACKGROUND AND MOTIVATIONS 
 

2.1. Standards to Improve Scalability 

 

Cloud computing allows people to access a configurable pool of computing resources—networks, 

servers, storage, applications, and services over the network at any time and on a convenient, 
ready-to-use basis. These can be quickly prepared and published with minimal administrative 

effort, or interaction with service providers [2]. It allows organizations to instantly add processing 

power or functionality while not investing in new infrastructure, training new employees, or 

purchasing new software licenses [4]. 
 

Cloud computing covers any subscription-based service that extends existing IT capabilities on 

the Internet in real time. Public cloud usually refers to software-as-a-service (SaaS), platform-as-
a-service (PaaS), and infrastructure-as-a-service (IaaS). A private cloud is an application or 

platform that is specific to a particular organization and deployed on its own site, often hidden 

behind a firewall [3]. 

 

2.2. Performance Scalability 
 
When we think about scalability, most people immediately think of how a system handles large-

scale transactions, floating-point operations per second, and so on. A key feature of the cloud is 

its ability to meet changing needs by adding or subtracting computing power, providing elastic 

scalability [7]. For example, when it is urgent to require large-scale computing power, an 
application can be upgraded quickly on the Amazon Elastic Compute Cloud (EC2) to use a 

virtual machine with larger computing and storage capabilities. To extend this concept a little 

further, the new cloud application is designed to support the linear expansion of the architecture 
of N+1, which can support nearly infinite scale of computing operations. 

 

2.3. Integrate and Manage Scalability 
 

A not-so-comprehensive and scale-related challenge is about how quickly organizations can 

deploy, integrate, and manage a system over time [6]. When the system causes friction - such as 
in administrative tasks, this can cause system scalability barriers, especially for identity 

management [4]. If the infrastructure is defined as common hardware, software, and network 

services that generate IT capabilities within the enterprise, the identity management infrastructure 
includes directory services, identity and access management services, network proxies, and 

verification systems used throughout the enterprise. Many companies today are trying hard to 

build an identity infrastructure that can work under a cloud architecture and can gracefully 

upgrade in a cloud fashion. 
 

To be able to upgrade to meet cloud architecture and growth needs, system architects must focus 

on optimal management and integration of identities [2]. Identity management is a key bottleneck 
for adopting the cloud for many businesses. Architects understand that their vision must go 

beyond the basic performance level of cloud scalability, and also design a strategy that allows the 

management and integration of identities to be scalable. 



Computer Science & Information Technology (CS & IT)                                     69 

 

2.4. A Cloud-level Identity Structure 
 

Through different technologies, standards, and use cases, the identity verification can be obtained 

across the previously separately managed security domains [8]. So that users in one domain can 
securely and seamlessly access data and systems in another domain without the need for 

redundant user management. With this federated identity, many elements and fields are 

intertwined, just like weaving cloths. 
 

In the past, organizations stored network identities in various directories and identity databases. 

With the growth of the Internet and the emergence of cloud applications, they have discovered 

that they need to manage identities outside the traditional network [6]. Today's network 
administrators must manage multiple accounts for corporate and cloud applications. This 

duplication of labor increases the workload and leads to security risks due to administrators 

having to manage multiple user identities and passwords. Cooperation with outside partners and 
contractors also requires the company to open up network boundaries to outsiders. 

 

To ensure the security of so many information assets and data, companies need to seamlessly use 
identity management to connect to the cloud. To achieve successful cloud identity management, 

the industry must ensure that the identity meets the unique architectural needs of the cloud, and 

identities are regarded as a structure that will be integrated, abstracted, and extended. The identity 

is delivered as SaaS, just like the cloud platform itself supports [5]. 
 

3. OUR MODEL AND APPROACHES 
 

3.1. An Abstract Concept 
 

To implement a cloud-level identity structure, it requires the abstraction of identities into identity 

services [9]. Application developers historically plug identities into the application itself and 
maintain a local user base to perform authentication. This leads to redundant and often stale data, 

passwords, and greater help center overhead. 

 
In the past decade, applications began to externalize identity management, starting with an 

external directory that intensively authenticates users based on Lightweight Directory Access 

Protocol (LDAP). This is an important step for the scalability of identity management, but we 

need to do more - LDAP password authentication is not enough. Businesses must be able to use 
more than one type of certification, depending on the level of threats to be applied [7]. 

 

3.2. Problem Description 
 

With the increasing of information processing and storage needs, enterprise users have more and 

more demands for the efficient information synchronization and service collaborations. 
Nowadays, cloud storage and cloud computing has become a popular resource. The cloud has the 

characteristics of convenient resource sharing, low maintenance and management cost, and large 

scale. Enterprises are more likely starting to build their cloud data center. However, most of the 
enterprise data are still stored locally and cannot be perfectly connected with public or private 

clouds [10]. How to integrate local and cloud storage easily and improve the utilization rate of 

cloud resources is a problem that many enterprises are facing. Most companies do not store all 

data on the cloud, since some of company’s data are highly classified like bank’s credit card 
information.  So organizations will keep some important data on the local server, and other data 

will be saved on cloud storage.  
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In our experience, we are going to set up three different solutions to test which solution could 
provide us high performance, high security and low cost. The tools we are going to use are 

Windows sever 2016 and Amazon Web Services (AWS). Windows sever 2016 is a server 

operating system, and Active Directory Federation Services is possible to configure AD FS to 

authenticate users stored in non-AD directories. AWS (Amazon Web Services) provide services 
to individuals, companies and governments [8].  

 

Storing data locally means the enterprise has its own dedicated data center. Traditionally, this is 
how most organizations design and maintain networks. Regardless of the other aspects, this 

requires physical hardware, the space required for the hardware, and backup and disaster 

recovery services [12]. On the another hand, some enterprises choose to store data in the cloud. 
Cloud is actually a server network that serves different functions from each server. Some servers 

store data and some run applications. We could easily notice that we are tending to not buy boxed 

software from stores, but we pay the monthly fee on the Internet access platform. This is a real 

running cloud. 
 

In this study, we designed cloud authorization schemes to integrate an on-premises or cloud-

based directory service with a cloud application. We also discussed the pros and cons of different 
approaches to illustrate the best practices on this topic.  

 

The Amazon Web Services (AWS) is a professional cloud computing service that offered by 
Amazon [11]. It was launched in 2006 to provide IT infrastructure Services to businesses in the 

form of Web Services. The services that AWS provides including elastic compute cloud 

(Amazon EC2), Simple Storage Service (Amazon S3), Simple database (Amazon backs), Simple 

Queue Service and the Amazon CloudFront… etc. As the largest services provider, Amazon 
AWS provides infrastructure and services that build reliable, fault-tolerant, high-availability 

systems in the cloud [13].  

 
The cloud application communicates with the LDAP server which could be an on-premises 

directory server or an identity management service running on cloud. Due to the complex nature 

of cloud authentication, an effective and fast authentication scheme is required for a successful 

cloud application. 
 

3.3. Models and Procedures 
 

3.3.1. System Architecture 

 

The foundation of the system involves setting up the Windows Server 2016 and building sample 
Rails login web application by using AWS for Rails Developers. This step is basically for us to 

get used with everything we were going to use such as Windows Server 2016, Amazon web 

service (AWS), and Ruby.  
 

We used the SDK with Ruby on Rails. The AWS SDK for Ruby helps take the complexity out of 

coding by providing Ruby classes for almost all AWS services, including Amazon Simple 
Storage Service, Amazon Elastic Compute Cloud, and Amazon DynamoDB [9]. Before we use it, 

we need to install the AWS SDK for Ruby. Then we tried a couple of commands to test whether 

it works correctly. Such as creating a bucket, adding files to the bucket, listing the contents of 

that bucket, etc. 
 

Then we configured the AWS SDK for Ruby by using the AWS access keys. We also set up the 

AWS credentials. After that we set up the region and nonstandard endpoint. 
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We integrated the AWS SDK for Ruby with Rails, then we used the Amazon SES that support 
for ActionMailer. After that we could log in by entering the target webpage on the browser.  The 

screenshot illustrated in Figure 1 shows the login page to be adapted with different authentication 

schemes. 

 

 
 

Figure 1. Login Page to be Adapted with Different Authentication Schemes 
 

3.3.2. Model 1: On-Premises Authentication Service with a Cloud Application 

 

Then, we set up the first solution: on-premises authentication service with a cloud application: we 

used ADFS connected with AWS, enabling federation to AWS using Windows Active Directory, 
ADFS, and SAML 2.0. 

 

For this step, we used the active directory federation service (ADFS) to make connection with the 
cloud application. We used the Amazon Elastic Beanstalk that allows users to quickly deploy and 

manage their applications without configuring the infrastructure that runs those applications [11]. 

The connection between authentication service and the application is shown in Figure 2. 

 
Firstly, we installed the AD Federation Service on Windows Server 2016. Then we enabled our 

users to access Office 365 with AWS managed Microsoft AD. We added two containers by 

ADFS to the AWS Microsoft AD. Then we installed the ADFS, we integrated ADFS with AD 
[8].  

 

After that, we deployed a Ruby on Rails application to Elastic Beanstalk [9]. These are the steps 

we did: 
 

1. Create a Rails App to Deploy 

2. Create an Application on Elastic Beanstalk 
3. Install AWS CLI and EB CLI 

4. Create an Environment on Elastic Beanstalk 

5. Set Up an RDS Database 
6. Observe Our Working App 

 

Although there are too many choices to pick from for this step, it’s very important to use the 

Rails application directory when running the AWS and eb commands. 
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Figure 2. On-Premises Authentication Service with a Cloud Application [14] 

 

3.3.3. Model 2: Third-Party Authentication Service with a Cloud Application 

 

Next, we set up the second solution: third-party authentication service with a cloud application: 

build and deploy a federated internet identity application with AWS Elastic Beanstalk and then 
log into it with Amazon. 

 

For this step, the third-party service we used is the Amazon account. We were trying to let our 

users use their Amazon account to log in when they were on our website. Since Amazon is very 
popular and people almost using Amazon every single day, it is easy to connect with Amazon 

instead of other account such as Google or Facebook. 

 
To build and deploy a federated web identity application with AWS Elastic Beanstalk and Login 

with Amazon [12], we did the following steps as shown in Figure 3. This is the identity 

authentication scheme in the authentication process, the following picture illustrates the entire 
process. 

 

 
 

Figure 3. Identity Federation [15] 
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To develop a web-based application using Federated Web Identity, we firstly deploy the 
application to the Amazon Elastic Beanstalk. Secondly, we register our application with the 

Amazon Identity Provider. Then for our application, we need to define the permission in AWS. 

After that, for the load balancer, we configured SSL certificate. Then we configured our 

application on AWS. In the end, we tested our application to get the login page adapted with the 
third-party authentication service as shown in Figure 4.  

 

 
 

Figure 4. Login Page Adapted with Third-Party Authentication Service 

 

3.3.4. Model 3: Cloud Authentication Service with a Cloud Application 

 

In this step, we set up the third solution: cloud authentication service with a cloud application: log 

on to AWS services by using on-premises active directory: For this step, we used the AWS 

Directory Service for Microsoft Active Directory, it also known as AWS Microsoft AD. It 
enables our directory-aware workloads and AWS resources to use managed Active Directory in 

the AWS Cloud [13]. AWS Microsoft AD is built on actual Microsoft Active Directory and does 

not require us to synchronize or replicate data from your existing Active Directory to the cloud 
[11]. Figure 5 and 6 shows the AWS directory service for Active Directory and cloud directory 

details.  

 

 
 

Figure 5. Directory Names and IDs for AWS Directory Service for Active Directory 

 

 
 

Figure 6. AWS Cloud Directory Example 
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We also created an Angular2 web application and implemented a third party authentication 
method. With the purpose of implementing a third party application to achieve authentication, we 

created a simple Angular2 Single-Paged web application. 

 

Taking advantage of the fact that Angular2 was conceptualized to work as single components for 
better performance and simplicity in writing code, we created three components. The first 

component, containing the “Home” view, which only renders a simple line of text. 

 
The second component, called the “Navbar,” renders a navigation bar where some buttons will be 

placed that when pressed will call a service which will display a series of options for the user to 

decide which profile and/or social network will be used to later perform authentication. The third 
component, called “protected,” will render information retrieved from the profile used to perform 

authentication once the user is properly authenticated. 

 

In order to successfully perform authentication, a third party application called “Auth0” was 
implemented. Auth0 offers a free subscription as long as there are less than 7000 active users. 

Auth0 is not only very easy to be integrated as an authentication service, but also serves as an 

universal authentication layer for both on-premises and cloud native applications.  
  

4. RESULTS AND CASE ANALYSIS  
 

The use of these three cloud authentication solutions is highly dependent on the size of the 

institution/organization. Table 1 illustrates the comparison result based on cost, security, ease of 
maintenance, and client data management.  

 
Table 1. Cloud Authentication Comparison 

 

 Cost Security Maintenance Client Data Management 

ADFS High Highly 

Secure 

Hard Hard to management, but 

easy to obtain data 

Third-

Party 

Median Relatively 

not Secure 

Easy Easy to management, but 

hard to obtain data 

AWS 

Cloud 

Directory 

Low Secure Relatively 

Easy or 

Median 

Easy to management, but 

hard to obtain data 

 

We have some cloud authentication suggestions for these three kinds of clients below: 

 

1. For start-up companies: we should mostly think about the cost and the number of 
customers. So, using the third-party and AWS directory solution not only can reduce the 

cost, but also give you a chance to attract customers from some third-party platforms. In 

addition, the maintenance will be relatively easy since they don’t have to hire too many 
employees to manage these account and data. For the maintenance of server, they don’t 

have to hire people as well since the third-party and AWS directory service have already 

cover the maintenance as well. 
 

2. For median-size companies: for this kind of companies/organizations, they may already 

have the local active directory. So that they can easily use the ADFS to authenticate the 
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web applications. For example, some organizations like university will highly likely to 
use this solution. On another hand, for those companies that are doing 

business/entertainment, they may want to attract clients from third-party web 

applications. they can easily add the third-party connection on their web apps. 

 
3. For large organizations: in this case, they usually have a large group of cloud service 

professionals, great budget, as well as multi-cloud services. They are very likely to use 

federated authentication schemes. We recommend them to add the third-party solution to 
make it more convenience for their clients to login.  

 

5. CONCLUSIONS  
 

In this study, we set up three different cloud authentication solutions to test which solution could 
provide us high performance, high security and low cost. We designed several cloud 

authorization schemes to integrate an on-premises or cloud-based directory service with a cloud 

application. We also discussed the pros and cons of different approaches to illustrate the best 
practices on this topic. Our goal is to illustrate the best practice on cloud authentication based on 

usage scenarios.  
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ABSTRACT 
 
The Arabic language has many varieties, including its standard form, Modern Standard Arabic 
(MSA), and its spoken forms, namely the dialects. Those dialects are representative examples of 
under-resourced languages for which automatic speech recognition is considered as an 
unresolved issue. To address this issue, we recorded several hours of spoken Algerian dialect 
and used them to train a baseline model. This model was boosted afterwards by taking 
advantage of other languages that impact this dialect by integrating their data in one large 
corpus and by investigating three approaches: multilingual training, multitask learning and 
transfer learning. The best performance was achieved using a limited and balanced amount of 
acoustic data from each additional language, as compared to the data size of the studied 
dialect. This approach led to an improvement of 3.8% in terms of word error rate in comparison 
to the baseline system trained only on the dialect data. 
 
KEYWORDS 
 
Automatic speech recognition, Algerian dialect, MSA, multilingual training, multitask learning, 
transfer learning. 

 
1. INTRODUCTION 
 
Arabic language comprises thirty modern varieties1, including its standard form, Modern 
Standard Arabic (MSA), which is derived from Classical Arabic.  MSA is a simplified version of 
the Classical Arabic (a literary form) with a modernized vocabulary. It is the official form used in 
the newspapers and in the formal communications. The other Arabic language varieties, referred 
as dialects, come from historical interactions between classical Arabic and languages of the 
regional cultures and from the linguistic influence due to colonization. They are used in the Arab 
world in informal conversational context and in the daily communication.  
 
In many Natural Language Processing (NLP) applications, the bulk of works proposed in the 
literature is intended for MSA, less works are dedicated to Arabic dialects. For a long time, the 
NLP community was not interested by Arabic dialects, but nowadays a craze for these dialects 
has been observed. In fact, there are several reasons for that: the Arabic dialects constitute the 
daily language of communication in Arab world, they are under-resourced languages, there is no 
standardization for writing them, some of them are very different from MSA, they often are code-
switched, etc. All these features make them challenging in point of view of NLP.  In this article, 

                                                 
1 Source: ISO 639-3 ara documentation 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N03.html
https://doi.org/10.5121/csit.2021.110308
https://iso639-3.sil.org/code/ara
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we focus on an Algerian Arabic dialect, the one used in Algiers and its periphery, for which we 
propose an Automatic Speech Recognition (ASR) system. 
 
NLP for under-resourced languages, such as Arabic dialects, requires more sophisticated 
techniques that go far beyond the basic re-training of the models dedicated to well-resourced 
languages. The approaches that have been proposed so far to recognize under-resourced 
languages focused mainly on two aspects: proposing, on one hand, data collection methodologies 
and introduce, on the other hand, advanced training techniques to cope with the lack of data. To 
develop an ASR system for an under-resourced language, one needs firstly to collect the 
necessary data for its different components. Works on data collection are carried out via 
crowdsourcing [1]  or via exploring data for which information are shared between languages[2, 
3].  
 
For the acoustic data, it is often difficult to obtain spoken transcribed resources for under-
resourced languages. One can achieve this by transcribing existing audio resources [4] or by 
recording speech from existing textual data [5]. Concerning textual data, the easy way to collect 
them is to investigate web content [6]. 
 
Moreover, a pronunciation dictionary must be created; the grapheme-based approach is the 
simple way to produce it. One considers for Arabic that the pronunciation of each word is simply 
its grapheme decomposition, and therefore, graphemes represent the basic units for the Acoustic 
Model (AM) [3, 7]. Other approaches are used to convert graphemes to phonemes such as those 
based on statistical machine translation [8, 9] or on linguistic rules[10, 11]. 
 
Since the data collection for under-resourced languages is time consuming, unsupervised or semi-
supervised approaches are pretty adequate in this context. One underlying technique that can be 
used when only a small amount of transcribed data is available is to develop a baseline ASR 
system and use afterwards this system to transcribe a large amount of data. These new transcribed 
data can be used to fine tune the baseline system and improve the speech recognition 
performance [12]. Another interesting approach is to take advantage from other languages. The 
idea is to develop a multilingual model that combine information from several languages that 
share words [2, 13].  
 
For the Algerian dialect, there is no transcribed data for training the acoustic model. To handle 
this issue, we propose to record a small spoken corpus for developing a baseline system and then, 
to improve it by taking advantages from the speech data of other languages that impact the 
Algerian dialect. 
 
2. ISSUES FOR DEVELOPING AN ASR SYSTEM FOR AN ALGERIAN DIALECT 
 
The vocabulary used in the Algerian dialect comes from the historical interaction between 
multiple languages, namely MSA, French, Turkish and Berber. Words from these languages 
could be employed without any modification, or they could be altered to produce new words. 
This fact leads to a new language variety that is different from the MSA, and that can be defined 
as a mixture of several languages. 
 
Because of the borrowed words, the phonetic system of the Algerian dialect is a mixture of 
Arabic phonemes and others especially used in the French language. This leads to an exhaustive 
list of 47 phonemes (34 Arabic phonemes plus 13 French phonemes). Consequently, to correctly 
recognize the Algerian dialect, the first issue that we need to handle is to train an acoustic model 
that recognizes all these phonemes. 
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The Algerian Arabic dialect is mainly spoken, that means that the way of writing is free. People 
could use Latin or Arabic script or mix all the foregoing in the same sentence to convey their 
ideas. Some examples of the writing system extracted from social networks are illustrated 
inTable 1. 
 

Table 1.Examples of some writhing possibilities in the Algerian dialect. 
 

Arabic script الله یخلیك عندي مشكل في ترتیب لفالیز دیاولي كاش فكرة 
Latin script Alla hyekhalik aandi mochkil fitartib les valises dyawli kache fekra 
Mix script الله یخلیك عندي   problème في ترتیبles valisesدیاولي كاشidée  
Translation Please, I have a problem of organizing my suitcases, any idea! 

 
In the following sections, the techniques used to model the acoustic and the language aspects for 
the Algerian dialect are set forth. 
 
3. LANGUAGE MODELLING 
 
Algerian dialect is mainly spoken without any conventional writing rules. Consequently, it is 
difficult to find well-formed text written in dialect. One way to deal with this issue is to retrieve 
textual data from social networks. In our previous works, two corpora containing Algerian 
dialects were constituted:  PADIC [14, 15] and CALYOU [6] corpora.  
 

− PADIC is a collection of 6400 Modern Arabic sentences with their translations in several 
Arabic dialects (Two from Algeria, Tunisian, Moroccan, Palestinian and Syrian). This 
corpus was developed manually by translating Arabic conversational sentences into the 
different dialect variants. 

− CALYOU is a large corpus collected from comments of Algerian videos on YouTube. It 
contains 1.4M dialect sentences written in Arabic and Latin scripts.  

 
While the writing system in PADIC corpus is standardized (by adopting some rules and by using 
Arabic characters extended with (پ/p/, ڢ/v/, ڨ/g/) for non-letters sounds), sentences in 
CALYOU corpus are not normalized, since it is a collection of comments extracted from social 
network, where the way of writing is free. For this reason, we carried out a pre-processing to 
normalize the data of CALYOU, it consists of: 
 

− Removing all the sentences written or containing Latin script. 
− All the homophones that have the same meaning are replaced by the most frequent 

spelling by using a lexicon proposed in[16]. Some examples are given in Table 2. 
 
After having processed the CALYOU corpus, the total number of sentences is reduced to 650K. 
 

Table 2. Examples of some homophones that have the same meaning. 
 

Homophones Replaced by Translation 
  Film فیلم فلم -فلیم  –فیلم 

  Hypocrites منافقین منافقین -منفقین 
 Brothers خاوة خاوا –خاوة  –خاوى  –خوا  –خوة  –خااوة 

 
The training of the Language Model (LM) for the Algerian dialect is not restricted on the two 
corpora PADIC and CALYOU, we also take advantage from MSA data. Since the amount of the 
different textual data is unbalanced, the LM, we propose, is a linear combination of four bigram 
models. Two of them are trained on MSA textual data: the MSA version of Gigaword (1 billion 



80   Computer Science & Information Technology (CS & IT) 

of word occurrences) and the transcripts of the MSA speech data used to train the acoustic 
models (315k words). The two others are trained on dialectal data: PADIC and CALYOU. The 
weights of the linear interpolation are estimated on a development corpus composed by a mixture 
of MSA and dialect data. The resulting weights for each corpus are 0.48 for CALYOU, 0.22 for 
MSA Gigaword, 0.11 for PADIC and   0.19 for the transcripts of the MSA speech data. 
 
4. PRONUNCIATION MODELLING 
 
The lexicon is composed by the union of the most frequent words extracted from each dataset 
used for training the language model. For each word in the lexicon, one needs to have all its 
pronunciation variants. The issue is how to produce all possible pronunciation variants for Arabic 
words, among them a subset of dialect words, knowing that Arabic texts are written without any 
diacritic. 
 
Since linguistic resources are available for MSA, we used an external lexicon [17] as a lookup 
table from which the pronunciations of the MSA words are extracted and inserted into the 
pronunciation lexicon of our ASR system. Unfortunately, we do not have the equivalent for the 
Algerian dialect. For this, we adopted a G2P approach to produce pronunciation variants for 
dialectal words. We adapted to our purpose the approach proposed in [10]. The conversion G2P 
process is based on two stages: 
 

− Restore diacritics using a statistical approach. This issue is considered as a machine 
translation problem where the source language is a set of undiacritized texts and the 
target one is a set of diacritized texts. A Statistical Machine Translation (SMT) system 
was trained by using existing tools on a parallel corpus of undiacritized and diacritized 
Algerian dialect texts. Since this parallel corpus was built manually and the task of 
vocalization is time consuming, this corpus contains only 4k sentences. This approach 
led to a precision of 98% at the character level and 96% at the word level.  

− Use a set of hand-crafted rules to produce the phonetic representation of the dialectal 
words. For further details about these rules, the reader is directed to the work [10]. 

 
5. ACOUSTIC MODELLING 
 
The main challenge that we are facing is to get a spoken transcribed corpus for the Algerian 
dialect. Because recording is a costly task, we selected only 4.6k dialect sentences extracted from 
PADIC and CALYOU and we asked native Algerian speakers to record this small corpus. The 
selection is carried out in such a way that the length of the sentences fluctuates between 3 and 20 
words with an average duration of 4.5 seconds.  
 
Seven Algerian native speakers recorded, in a quiet room and using a professional unidirectional 
microphone, the selected corpus. Two of them are female and five are male.  
 
The resulted corpus contains 6 hours of speech sampled at 16 kHz. This dataset, named ADIC 
(Algerian DIalect Corpus) is split into three parts as it is shown in Table 3. The speakers of the 
Test data are different from the ones of the Train and the Dev data. 
 

Table 3. Some characteristics of ADIC. 
 

Subset Duration Speakers 
Train 240 min 4 Dev 40 min 
Test 75 min 3 
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5.1. Learning by using a TDNN architecture 
 
We propose to use an acoustic model based on the time delay neural network (TDNN) 
architecture [18] as described in Table 4. TDNN is a kind of feed-forward neural network used to 
better handle the context information of speech signal through a carefully designed hierarchical 
structure [19]. It is based on the use of context windows where the input layer processes acoustic 
features with narrow contexts while wider contexts are processed by the deeper layers. 
 
Each deep layer receives several outputs that are spliced from the previous layer. The first layer 
receives a concatenation of 5 acoustic features corresponding to the features from 𝑡𝑡 − 2 to 𝑡𝑡 + 2 
(see line 2 of Table 4). In layer 2, we splice together the input at the current frame minus 1 until 
the current frame plus 2. This means that the second layer will capture implicitly a larger context 
of the acoustic features from 𝑡𝑡 − 3to 𝑡𝑡 + 4. 
 
In this case, one can understand that the number of parameters to train is huge.  To deal with this 
issue, we adopt the method proposed in [18] to sub-sample the TDNN network. In this approach, 
instead of splicing all the frames, only two frames are gathered corresponding to the first and the 
last frame of the original method. For instance, the notation {−1, +2} in the third line of Table 4, 
means that only the two outputs −1 and +2 are spliced. At the end, the output of the last layer 
handles implicitly the context of [𝑡𝑡 − 16, 𝑡𝑡 + 11] for each acoustic parameter at 𝑡𝑡 timestamp. 
 

Table 4.Context specification for each layer of the TDNN model. 
 

Layer 1 2 3 4 5 6 
Input context [−2, +2] [−1, +2] [−3, +3] [−3, +2] [−7, +2] {0} 
Input context with 
sub-sampling 

{−2, +2} {−1, +2} {−3, +3} {−3, +2} {−7, +2} {0} 

 
The training of the TDNN model is based on sMBR sequence-discriminative criterion [20] and 
the parameters are estimated with the stochastic gradient descent algorithm.  
 
Since ADIC is considered small for training the TDNN model, our idea is to benefit of other 
languages that impact the dialect (MSA and French) and to transfer the acquired knowledge to 
the ASR of the dialect. To do so, we proposed three different approaches depending on how the 
MSA and French acoustic data are integrated into the training process of the acoustic model of 
the Algerian dialect. These approaches are the multilingual training, the multitask learning and 
the transfer learning (see Figure 1). 
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Figure 1.Proposed training techniques for the dialect acoustic modelling. 
 
5.2. Multilingual training 
 
In this approach we merged all the acoustic data of the three languages to construct a larger 
corpus. We then used it to train a TDNN without any distinction between the three languages. In 
this case, all the layers of the neural network are shared between the languages. Two questions 
were raised before the implementation of this solution:  
 

− Knowing that MSA and French languages share some phonemes (e.g. /k/, /z/, etc.), how 
to find the best phonetic representation since the output layer that predicts triphones is 
shared between the three languages? 

− How to optimize the necessary amount of speech data of each language (MSA and 
French) to make the contribution of each of them more effective on the performance of 
the ASR system of the Algerian dialect. 

 
Concerning the first question, the integration of MSA and French data was carried out according 
to the two following approaches: 
 

− Union of phonemes we simply take the union of the French and the MSA phonemes 
lists. This led to a set of 65 phonemes (34 MSA and 31 French). 

− Shared phonemes the shared phonemes set is produced by keeping only one instance for 
each common phoneme. This led to a set of 47 phonemes (17 phonemes are common 
between MSA and French). 

 
Concerning the optimization of the amount of data of each language, we decided to increase the 
training part of ADIC gradually  byfew hours of each language( MSA and French) until reaching 
a total of 44 hours and then we select the combination that performs better on the Dev part of 
ADIC. 
 
Figure 2 indicates the evolution of the Word Error Rate(WER) while adding at each step 4 hours 
of French data. The number above each curve represents the amount of MSA data (in hours).  
The blue and the black plots represent respectively the evolution of the WER when using the 
union of phonemes and when using shared phonemes. The WER in the baseline system (without 
adding MSA nor French data) is 30.05%. The best results (a WER of 28%) is the one got by 
adding 12 hours of MSA data and 12 hours of French data (see the curve (d)).  
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The experiments show that when increasing considerably the amount of MSA and French data 
(more than 12 hours), the results decrease. This last remark was expected, but we learned from 
these experiments the exact amount of the data necessary for improving the WER. 
 

 
 

Figure 2. The WER variation on the ADIC Dev corpus for gradually extending ADIC Train corpus by 
MSA/French acoustic data. 

 
5.3. Multitask learning 
 
The principle idea of the multitask learning is to train one neural network with several sources of 
data to handle several tasks. For our purpose, we used the data of the three languages to train one 
model that recognises the three languages. Unlike the previous approach where all the layers of 
the neural network are shared among the three languages, in the multitask learning each language 
has a specific output layer, which means that the phonemes of each language are modelled 
separately. To update the parameters of the neural network, a simple way is to train it over 
different mini batches from each language. However, since we were not interested in the 
recognition of MSA nor French, the parameters of the neural network were updated by 
associating a weight 𝑤𝑤𝑙𝑙 for each language in such a way that Σ{𝑙𝑙=1}

3 𝑤𝑤𝑙𝑙 = 1 as applied in [21]. 
These weights were used to adjust the parameters of the hidden layers (𝜆𝜆𝑠𝑠ℎ) after training over 
400k samples of acoustic parameters according to the formula1. 
 

𝜆𝜆𝑠𝑠ℎ = ∑ 𝑤𝑤𝑙𝑙𝜆𝜆𝑠𝑠ℎ𝑙𝑙3
𝑙𝑙=1      1 

 
This is equivalent to train three models separately one for each language where each model has a 
set of parameters corresponding to the shared layers 𝜆𝜆𝑠𝑠ℎ𝑙𝑙  and those of the output layer 𝜆𝜆𝑜𝑜𝑜𝑜𝑜𝑜𝑙𝑙 . The 
parameters of the shared layers in the global model𝜆𝜆𝑠𝑠ℎ correspond to the weighted shared 
parameters of each model for each language. 
 
To estimate the weights𝑤𝑤𝑙𝑙 for each language and in order to give more importance to the dialect 
ASR task, our training started with a high dialect weight (0.8) and it decreased gradually with a 
step of 0.1 in a such way that the dialect has always the high weight comparing to MSA and 
French. We opted for this approach because the training process is time consuming and it is hard 
to explore all the searching space. At the end of the estimation process, the weights that ensure 
better results on the Dev ADIC were found to be 0.5 for dialect and 0.5 for MSA if the model is 
trained on two tasks. If the system is trained on three tasks, the value of those weights 
wasfounded to be 0.4 for dialect, 0.3 for MSA and 0.3 for French. 
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5.4. Transfer learning 
 
In the case where a small amount of data is available to train the neural network, it is common to 
pretrain a model on a large dataset and use it as a fixed feature extractor for the new task. In this 
case, hidden layers of the original network were fixed and a new task-specific layers were added 
over them. As in the multitask learning, phonemes between languages are not shared in this 
approach, but we need to find a way to update the model parameters. The common used approach 
is to update the parameters of the new added layers using a large learning rate (0.0005 in our 
case) and to fine-tune the parameters of original hidden layers with a small learning rate (0.00005 
in our case). 
 
To estimate the number of hidden layers 𝑛𝑛 to transfer, an initial neural network was trained on 
MSA and French data by using our multilingual training approach. Afterwards, the output layer 
of this network is replaced by a specific layer for the dialect while keeping the 𝑛𝑛-first hidden 
layers. Those are 𝑛𝑛 ∈ {1,2,3,4,5} knowing that the initial model is composed of 6 hidden layers. 
The obtained WER on the Dev part of ADIC are presented inFigure 3.The results show that 
keeping the four first hidden layers from the initial model ensures better results.  
 

 
 

Figure 3. The impact of the number of hidden layers on the transfer learning. 
 

6. RESULTS AND DISCUSSION 
 
We used several corpora to train the acoustic model: MSA spoken data were extracted from 
NEMLAR2 and NetDC3 corpora, French data were extracted from ESTER corpus [22], and the 
dialect data are our recorded corpus ADIC. Forty dimensional MFCC feature vectors are used as 
input of the neural network at each timestamp. These MFCC features are extended with 100-
dimensional identity vector (i-vector) [23]. I-vectors are low-dimensional vectors of speech 
segment used to describe the speaker characteristic in the speech. Despite that technique was 
initially proposed for speaker verification and speaker recognition tasks, it is also useful for 
speech recognition since it encapsulates the speaker relevant information in a low-dimensional 
representation. The implementation was based on Kaldi [24], a state-of-the-art toolkit for speech 
recognition based on weighted finite state transducers[25], and the experiments were carried out 
on Grid5000 platform [26]. 
 

                                                 
2http://catalog.elra.info/product_info.php?products_id=874 
3http://catalog.elra.info/product_info.php?products_id=13&language=fr 

http://catalog.elra.info/product_info.php?products_id=874
http://catalog.elra.info/product_info.php?products_id=13&language=fr
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6.1. Recognising the Algerian dialect using MSA-ASR system 
 
We aim through this investigation to show how the Algerian dialect differs from the MSA. No 
dialectal data are used to train the language nor the acoustic models. The acoustic model is 
trained on 44 hours of MSA spoken data. We interpolate two bigram LMs trained on the MSA 
version of Gigaword corpus and on the transcripts of MSA speech training data; the interpolation 
weights are estimated on a MSA development corpus. The lexicon contains the most frequent 
words of the textual data used to train the LM. It has 95k unique words and 485k pronunciation 
variants. The results obtained with this ASR system are reported in Table 5. The test on MSA has 
been achieved on 5 hours of MSA speech data, while 1 hour and 15 minutes of the Test part of 
ADIC have been dedicated to test the ASR system on dialectal data. 
 

Table 5. Performance of the MSA-ASR system on MSA and on the Algerian dialect. 
 

System  Test WER (%) OOV (%) 

MSA-ASR MSA 12.7 2.5 
Test ADIC 76.3 33.6 

 
Whereas the MSA-ASR system performs well on MSA (a Word Error Rate (WER) of 12.7%), it 
collapses completely when it is tested on the dialectal corpus (a WER of 76.3%). The Out-Of-
Vocabulary (OOV) rate shows how MSA and Algerian dialect are different. These results 
confirm that it is impossible to directly recognise the Algerian dialect with an ASR system 
developed for MSA. 
 
We report in the Table 6 the recognition results when applied on the Test part of ADIC according 
to the proposed approaches. 
 

Table 6. The Algerian dialect speech recognition results according to the way of using data from foreign 
languages. 

 
Training 

Approaches 
Training data WER 

(%) 
OOV 
(%) Acoustic Lexicon Textual 

Monolingual 
training 

44hMSA MSA MSA 76.3 33.6 
4hDial Dial Dial 42.6 7.9 
4hDial Dial+MSA Dial+MSA 39.7 6.8 

Multilingual 
training 

4hDial+44hMSA 

Dial+MSA Dial+MSA 

36.6 

6.8 
Union 4hDial+44hMSA+44hFr 36.3 
Shared 4hDial+44hMSA+44hFr 37.1 
Union 4hDial+12hMSA+12hFr 35.9 
Shared 4hDial+12hMSA+12hFr 38.5 

Multitask 
learning 

4hDial+44hMSA (mini batch) 

Dial+MSA Dial+MSA 

36.5 

6.8 

4hDial+44hMSA (weights averaging) 37.0 
4hDial+44hMSA+44hFr (mini 

batch) 36.6 

4hDial+44hMSA+44hFr (weights 
averaging) 36.9 

Transfer 
learning 

44hMSA (Initial model) => 4hDial 
Dial+MSA Dial+MSA 

38.1 
6.8 44hMSA+44hFr (Initial model) => 

4hDial 37.1 
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6.2. Monolingual training 
 
In this approach, we used data from only one language to train the dialectal acoustic model. We 
remark that the use of dialectal data to train the different model improves the WER of the MSA-
ASR system by 33 points (76.3% vs. 42.6%). These results were expected because of two main 
reasons: firstly, we used data that was specific to our task and thus led to a low OOV rate. 
Secondly, the dialectal phonemes were well-modelled by the acoustic model. Better still, 
including MSA textual data in the language modelling improves the system by 2.9% (42.6% vs. 
39.7%). 
 
6.3. Multilingual training 
 
The multilingual training approach aimed to take advantage from the speech data of other 
languages to improve the recognition of the Algerian dialect. The experiments started by 
integrating the MSA spoken data in the training process of the acoustic model. This leads to an 
absolute improvement of 3.1% (39.7% vs. 36.6%) which shows how the MSA data are important 
in the acoustic and the language modelling of the dialect. However, integrating French data in the 
training process of the acoustic model of the Algerian dialect does not improve the WER. Even 
this poor improvement, we can remark that better results were obtained when the common 
phonemes between languages are modelled separately without any sharing. This could be 
explained by the fact that the shared phonemes between the MSA and the French languages, even 
if they are the same, they are used in different phonological contexts that makes their 
pronunciations different in each language. Consequently, they should be separated in order to 
ensure a good ASR system performance for the Algerian dialect. We also find that optimizing the 
size of the MSA and French acoustic data leads to a better result (a WER of 35.9%). This allow 
us to prevent the overfitting issue on MSA and French data. 
 
6.4. Multitask learning 
 
The neural network in the multitask learning was trained on several speech recognition tasks 
while allowing for the hidden layers to be shared and each task to have a specific output layer. 
We investigated two configurations according to the number of tasks to train. The first 
configuration aims to study the impact of MSA data on the speech recognition of the Algerian 
dialect by training the model on two tasks: ASR for MSA and for dialect. In the second 
configuration, the French ASR task was integrated in the training process. 
 
For each configuration, we found that training the neural network over different mini batches 
from each language gives better resultscompared to the approach where we attributed weights for 
the different languages (weights averaging in Table 6). Knowing that the success of the weights 
averaging approach depends on the good estimation of the weights 𝑤𝑤𝑙𝑙for each language, we can 
explain the obtained results by our algorithm used to estimate these weights.In fact, we fixed a 
heigh weight for the dialect compared to the other languages;it would be interesting in this case 
to explore a large searching space where we fixed a low weight for the dialect. 
 
The results also showthat training the neural network on two tasks (ASR for MSA and for 
dialect) leads to an absolute improvement of 2.7% compared to the case where the neural 
network was trained on one task (ASR for dialect). This shows the importance of MSA data on 
the acoustic modelling of the Algerian dialect and confirms the obtained results in the 
multilingual training. However, we found that integrating the French ASR task in the training 
process brings no benefit to the system's performance. 
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6.5. Transfer learning 
 
We aimed in the transfer learning to train initial models on MSA and/or French data, to retain the 
four first hidden layers and to add new dialect task specific layer over those. 
 
We trained two neural networks using the multilingual training approach to study the impact of 
each language on the ASR of Algerian dialect. The first model was trained only on the MSA data 
while in the second one the French data were also integrated in the training process. These two 
models are used, afterwards, for the transfer learning. 
 
Unlike what we found in the multilingual training and in the multitask learning, the French 
spoken data improve the system’s performance. The best WER was the one obtained by adapting 
the acoustic model trained on MSA and French data to the Algerian dialect.  
 
By comparing our three approaches of integrating data from several languages into the training 
process of the acoustic model of the Algerian dialect, we found that the best approach is the one 
based on the multilingual training (a WER of 35.9%) where all layers of the neural network were 
shared between the three languages. This allows an implicit increase in the size of the data we 
used to train our model, which allows the model to better capture the relationship between the 
three languages and thus improve the dialect ASR system. It should be noted that the confidence 
interval for the system trained on the dialectal acoustic data only was ±1.65% (the one achieved a 
WER of 39.7% in Table 6), which means that integrating MSA and French spoken data in the 
training process of the acoustic model for the dialect achieves a significant improvement. 
 
There is relatively few research works on ASR for Algerian dialects in order to be able to 
compare our obtained results. However, in the last edition of the MGB challenge, MGB5[27], 
there was a task about ASR for Moroccan dialect, which is relatively close to the Algerian dialect 
because they share several linguistic and acoustic aspects. The best system obtained a WER of 
37.6%, knowing that 13 hours of dialectal speech were used with 1200 hours of MSA to train the 
acoustic model. This shows how hard the speech recognition task of Maghrebi dialects, especially 
the Algerian one, and that the results of our system are acceptable. 
 
7. CONCLUSIONS 
 
This work investigated developing an ASR system for Algerian dialect by starting from an ASR 
system dedicated to MSA. This attempt collapses completely when it was used to recognize the 
dialect (a WER of 76.3%). This shows how different are Algerian dialects and MSA. 
 
To overcome the lack of spoken resources for this dialect and since Algerian dialects are mainly 
impacted by MSA and French languages, we investigated the use of acoustic data from these two 
languages. We showed that it is possible to develop an acoustic model on the base of a small 
recording dialectal corpus then adding it to larger corpora of well-resourced languages such as 
French and Arabic. It could be interesting to investigate this approach to develop ASR systems 
for other dialects especially those impacted by French such as Moroccan and Tunisian dialects. 
The recorded dialectal corpus provides a valuable resource for further studies on the Algerian 
dialect. 
 
Through our investigation, we showed that sharing all layers of the neural network based acoustic 
model (the multilingual training) ensures best results compared to sharing only hidden layers 
(multitask and transfer learning). Furthermore, taking the union of phonemes of the three 
languages, in the case where the output layer is shared, led to a better acoustic model compared to 
the case of considering the intersection of common phonemes. We also investigated the required 
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amount of data required to train a decent dialectal acoustic model. Our conclusion is that 
selecting subsets of data led to a better speech recognition system compared to using a larger 
amount of data. This is because with larger amounts of speech data from one of the mixture of 
languages, the performance can be impacted negatively. The over representation of a particular 
language makes the ASR system more sensitive to the phonemes of this language and less to the 
others. 
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ABSTRACT 
 

There are many calls from software engineering scholars to incorporate non-functional 

requirements as first-class citizens in the software development process. In Software Product 

Line Engineering emphasis is on explicit definition of functional requirements using feature 

models while non-functional requirements are considered implicit. In this paper we present an 

integrated requirements specification template for common quality attributes alongside 

functional requirements at software product line variation points. This approach implemented 

at analytical description phase increases the visibility of quality requirements obliging 

developers to consider them in subsequent phases.  The approach achieves weaving of quality 

requirements   into associated functional requirements through higher level feature abstraction 

method. This work therefore promotes   achievement of system quality by elevating non-

functional requirement specification. The approach is illustrated with an exemplar mobile 
phone family data storage requirements case study. 

 

KEYWORDS 
 
Software Product Line Engineering, Functional and Non-functional requirements, Quality 

attributes, feature variability, integration and requirements specification. 

 

1. INTRODUCTION 
 

In the history of requirements engineering, non-functional requirements (NFRs) were not 

considered alongside functional requirements until recently. NFRs problems are grouped into 
definition problems, classification problems, and representation problems. Representation of 

NFRs is a big challenge owing to their fuzzy nature where depending on how we define an NFR; 

its representation on a software specification document can make it appear like a functional 
requirement creating even more confusion in requirements documentation.  

 

Despite the fact that there are many on-going  efforts to determine in which stage of software 

development to integrate NFRs, researchers agree that  taking NFRs into consideration during the 
early phases of any  software engineering processes can  improve the quality and agility of 

software[1]. 

 
There are various ways in which NFRs can be represented depending on the reason of their use 

and phase of the software development project. Goal-oriented approaches have advanced well-

defined approaches to model NFRs at early stage of the requirement engineering process   while 

at the architectural phase NFRs associated with particular components can be used to justify 
alternative designs [2]. 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N03.html
https://doi.org/10.5121/csit.2021.110309
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Another very well-defined approach for representing NFRs is textual representation which 
involves documenting requirements in software requirement specification (SRS) through the use 

of templates. The most widely used textual requirements representation methods are the natural 

language-based templates [3]. 

 
In any software development process non-functional requirements (NFRs) analysis will yield 

performance requirements, business constraints, and non-functional properties or quality 

attributes (QAs). This work will focus on quality attributes requirements representation in 
software product line engineering (SPLE) where variability is critical and the operationalization 

of quality goals is closely interlaced with functional requirements. 

 
In Software product line Engineering (SPLE) requirements engineering activities are carried out 

in the early stages of domain analysis & engineering (DA&E). A product-line is a set of products 

that share a common set of requirements, but also exhibit significant variability in requirements. 

In the requirements analysis stage, the requirements gathered in the previous stages are analysed 
and further refined. The commonalties and variabilities can be identified either by using product 

line specific techniques or other techniques such as feature-oriented domain analysis (FODA) and 

family-oriented abstraction, specification, and translation (FAST) [4]. 
 

SPLE exploits the similarities of the systems that belong to a product line and systematically 

handles the differences between them. Product line variability defines how product line 
applications may differ in terms of features, functional and quality requirements they fulfil. Like 

commonalities, product line variability is pre-planned by defining whether a given feature, 

functional or quality requirement is product line variability or not based on explicit decisions 

from all product management stakeholders [5] .Quality attribute variability can be due to 
functional variability causing indirect variation in qualities, and vice versa. 

 

Most SPLE approaches typically cover the domain and application engineering processes, but set 
aside one activity important to companies which is analysis of non-functional properties (NFPs) 

or quality attributes and the evolution of SPL’s artifacts. The large part of most  SPL 

methodologies  is  management of functional variability  and the minor part of   implementing  

quality variability is  with annotations  that are  sometimes abandoned after a short period of time 
because of the lack of integration  during the SPL development  activities.  

 

Literature review clearly demonstrates   the aspect of variability in quality attributes has been 
“neglected or ignored by most of the researchers and attention mainly put in the functionality 

variability of the products. As observed in[3], most approaches to quality attributes incorporation 

in software product line development introduce the variability at the design level (e.g., within 
sequences diagrams) instead of modeling the variability of the Quality attributes  earlier on in the 

development process,  such as  the requirement level or at the architectural level. Our approach 

addresses this gap by considering and integrating quality attributes at the domain requirements 

analysis and specification phase. 
 

Feature Models are the most widely used variability language, that model variability by means of 

high level features that are close to requirements specification. During feature model analysis  it 
is important to consider quality attributes as part of the  model variability alongside functional 

features  to generate more than one solutions  , the variation points be made explicit and  

document the decision models with the knowledge necessary to ponder about the better solution 
for each product to be derived. This work therefore proposes an approach that will support 

identification and integration of quality attributes with the functional features at respective 

variation point levels during domain requirements analysis phase based on higher-level 

abstraction of common features among variants.  
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The contribution of this paper is to provide support, applying domain analysis and variability 
management techniques, to the identification and representation of quality requirements in SPL 

development. This paper focus on analysis and specification of quality requirements alongside 

the functional requirements in the early stages of SPL development taking as input the domain 

requirement documents together with feature diagrams. The approach proposes the use of a 
textual integrated requirements template to extract common functional and quality attribute 

requirements at the SPL variation point. Further the  Proposed approach extends the feature based 

analysis of domain requirements by focusing on the product family variation points to generate 
common functional quality attributes among the product family variants which are then stored as 

aspectual components to promote reuse. 

 
The remainder of this paper is organized as follows. Section 2 reviews related work. Section 3 

describes the proposed approach while Section 4 applies the conceptual approach on a case study. 

Finally, Section 5 summarizes the contributions of this work and outlines directions for further 

research. 
 

2. RELATED WORK 
 

A range of research works have been carried out that seeks to support incorporation of NFRs in 
software product line Engineering (SPLE) process. Whereas there is no agreed upon stage of 

integrating NFRs in to the software development process   efforts in literature  focus more on the 

solution space ( design , architectural choice, evaluation  and testing) than the problem space( 

requirements elicitation and analysis) [6].Some of the relevant approaches addressing this issue 
are presented below. 
 

2.1. Quality attributes Integration based on Extension of UML models 
 

In an effort to capture variability of quality attributes using Model-Driven Development (MDD), 

[7] recommend annotating the base model by means of extensions to the base modeling language. 

They add generic annotations related to a quality attributes like performance to the UML model 
which represents the set of core reusable domain assets. The concrete UML annotations are based 

on UML profiles with stereotypes to achieve desired quality attributes modeling. However 

annotations of the application base model prevents its reuse as well as that of derived quality 

attributes. 
 

FeatuRSEB  is a popular approach which  combines FODA and the Reuse-Driven Software 

Engineering Business (RSEB) method . In FeatuRSEB   UML-like notational constructs are used 
for creating Feature Diagrams, with explicit representation of variation points, and variants   and 

explicit graphical representation for feature constraints and dependencies. Non-functional 

requirements are captured as feature constraints.  Product Line Use Case modeling for System 
and Software engineering (PLUSS) is an approach that borrows from  FeatuRSEB to combine 

Feature Diagrams and Use Cases. This approach makes explicit   decomposition of the operator 

to compose a feature by introducing two new types of nodes; single adapters (represent 

XORdecomposition) and multiple adapters (OR decomposition).This approach however does not 
explicitly handle quality attributes. 

 

2.2. Architectural based Quality Attributes integration Approaches 
 

Extension of the feature model mechanisms from ATAM (Architecture Trade-off Analysis 

Method) can be used to represent quality attributes, their variability  with respect to optionality 
and levels, their  influence on quality of the functional, architectural and implementation features 

(indirect variation). The extended feature model presents both functional and quality concerns as 
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the fundamental element used to capture the variability in subsequent phases of design and 
implementation. 

 

At the architectural phase existing works address quality attributes variability jointly with the 

variability of base applications. [16] propose the  RiPLE-DE (RiSE Product Line Engineering - 
Design Engineering) process approach presenting  the variability of quality attributes in feature 

diagrams and in order to derive  the  desired quality attributes the diagrams are enhanced with 

information of the base application (e.g., the system's response measure). The variation of 
attributes is presented in form of numerical values that will be used in evaluation of the resulting 

architecture designing SPL architectures that involve systematic transformation of functional 

requirements and quality.  
 

Quality-driven Architecture Design and quality Analysis (QADA) is a method for incorporating 

attributes into software architectures, which do not however explicitly consider quality. Another 

approach in [8] suggest the influence of each feature on a non-functional property be predicted 
before generating the configurations. Their approach however focuses on predicting the effects of 

the features on individual applications instead of focusing on recurrent quality attributes at the 

domain engineering phase to promote reuse. 
 

2.3. Goal Oriented NFR integration Approaches 
 

[9] conclude that there is an association between software product lines and goal analysis and 

thus one can use goal-driven requirements approaches for feature specification. Goal analysis 

modeling can support   auto-generation of feature models in SPLE. In SPLE paradigm, an 

integrated modeling framework (F-SIG, Feature-Softgoal Interdependency Graph) extends the 
feature modeling with concepts of goal-oriented analysis.  This goal oriented analysis is aimed at 

letting developers to capture design rationale of inter-dependencies between variant features and 

quality attributes during the design of product line architecture, and evaluate the impact of variant 
features selected for a target system.  

 

The goal driven and Chung’s NFR framework approach has been widely used by researchers to 

integrate NFRs into the software development process. Whereas functional requirements are 
considered as hard goals, non-functional requirements are presented as soft goals in the analysis 

specification process. The correlation is shown as a directed graph where the nodes are hard 

goals, the target nodes are soft goals and the edges are represented by the + or – characters   
However software developers pay more attention to functional needs of a software and NFRs 

such as performance, usability, reliability and security are usually handled later in an ad-hoc 

manner mainly during the system testing phase [10]. 
 

NFRs can be essential in all aspects of Software Product Line (SPL) like in situations where a 

requirement may cuts across all product lines and the variation exists in the  contextual 

application. [10] recommended extending the Product Line Use Case modeling for System and 
Software engineering (PLUSS) to include other NFRs other than the performance NFRs only by 

use of discrete values to express degree of satisfice-ability and for security NFR represent the 

levels of data protection as outlined in the NIST standard. This approach however focuses on 
how single NFRs can be evaluated for satisfiability during product testing. 

 

[11] also proposes an approach of modeling quality attributes with the variability of the base 
application based on domain experts' judgments using the Analytic Hierarchical Process (AHP). 

This captured quality knowledge of domain experts is used for quality aware product. Any 

functionality that affects quality attributes is referred to as a contributor but do not explicitly deal 

with the quality attributes.  
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[12] advanced another interesting approach  known as  Concern-Oriented Reuse (CORE) ,a 
general- purpose software development  which  leverages on the strength  of Model-Driven 

Engineering (MDE), Component-Based Software Engineering (CBSE), SPL, feature oriented and 

aspect-oriented software development, and goal modeling to promote reuse . This approach 

entails encapsulating all software functional   and non- functional Requirements in reusable units 
called concerns. As much as they do not explicitly deal with quality attributes, the encapsulation 

of concerns is what our proposed approach recommends. The other difference with our work is 

the fact that they model variability of the component interfaces and not integration of functional 
and quality attribute concerns like our proposal suggest. 

 

2.4. Domain Requirements Analysis and Specification 
 

Our paper focuses on the textual representation of quality attributes alongside functional 

requirements in software product line so as to support documentation and subsequent phases of 

development. We therefore mention related works in the line of textual analysis and 
representation of quality attributes alongside FRs both in SPLE and single-system development 

approaches. 

 
According to [13] the most common approaches for analysis and specification for software 

product lines can be categorized as product based specification, where the features of each 

individual product are specified one by one and feature based specification, where individual 
features are specified without links to any other features. There is also the family based 

specification approach where specification can be written for all the features of the product line 

with variable parts for individual features. Our approach to SPLE   specification is similar to the 

family based specification with   variable parts for individual features presented in a text based 
specification method. 

 

Whereas [14] note that software product lines do not have a de facto standard for requirements 
analysis and specification there have been several attempts that promote to connect goal-oriented 

approaches with this task. [9] observe that feature modeling is the core of software product line 

engineering and a de facto standard in modeling variability in SPL.  

 
Extended feature models can address representation of   domain Quality attributes (such as 

performance, availability, security or safety) including their variation dimensions. This work 

extends this approach by considering the quality attributes variability alongside the functional 
variability at variation points.  Existing requirements documentation methods separate functional 

and quality attribute requirements whereas at the variation point there could be common variation 

to all possible family members that could be integrated and documented together as aspectual 
components for easier reuse. 

 

Volere Requirements Specification Template is a well-established method for recording 

requirements in a structured way. The method supports the recording of user goals and 
requirements in the template according to their rationale, associated stakeholder, priority and 

contextual details. There are different templates for specific NFRs like usability, maintainability 

security among others in the Volere documentation. 
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Figure 1. Volere Requirements Specification Template. 

 

The Volere Requirements Specification Template documentation inspired several other works 
including [15] and [16]. A problem with the usage of such templates is that they are useful only 

when a single person is responsible for managing them. However, in a project where many 

people are working simultaneously, this can lead to inconsistent, contradicting and omitted 
requirements, and a need for a complex requirements management tool.  

 

Apart from detailed tabular templates and models, several research works provide boilerplates 
(reusable sentences); a term referring to limited vocabulary sentences having specific 

placeholders to be completed in order to obtain semi-formal requirement sentences. [17]have 

presented an elicitation methodology by the use of their Non-functional Requirements Templates 

(NoRTs), which focuses on using generic statements(having core and optional parts) that become 
defined NFRs after adding required information. EARS approach provides a simple boilerplate 

for requirement templates that can be used for non-functional requirements as well. 

 
18] use natural language processing techniques for identification of NFRs from requirements 

documents. The approach uses a language model and popular keywords for identification of 

NFRs. This work suffers from the limitation of the lexicon or keywords as most NFRs  are 
domain dependent.  

 

There  have been different proposals for templates to support textual use case descriptions of 

Software Product Lines where  fine-grained variation could be specified at the end of the SPL use 
cases with a template consisting of the following elements; name, type, line of the use case (the 

target of the variation), and description. 

 
Another textual use case template found in [19] aimed at specifying the variation points through 

OPT and ALT tags where any text fragment of the textual use case description may be variant is 

explicitly marked by pairs of the XML-like tags <variant> and </variant>. [20] proposed a 

simpler tag notation where the tags are used only for marking variation points in use case 
scenarios of SPL. Each tag is expanded in a section called “Variations” and is mapped to the 

Orthogonal Variability Model (OVM). 

 
 [5] further observe organizations can also use their own specification templates or some 

standardized Software Requirements Specification (SRS) document structures to specify product 

line requirements.  In order to capture the integrated quality attribute requirements at variation 
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points  we propose to use own specification templates for documenting  each variation point  
based on structured document templates such as extensible markup language (XML)  which 

allow hierarchical representation  of common and variable requirements. 

 

It is clear from the literature review that existing SPLE specification models mainly focus on 
feature models, use cases and domain specific requirements specification languages. These 

approaches represent functional and non-functional requirements in separate documents and 

diagrams but our proposed approach recommends integrated specification document based on 
structured document templates such as extensible markup language (XML). The aspectual 

component development of the extracted functional quality requirement concern and the XML 

documentation can be handled using existing techniques in SPLE researchThe research works 
included in this section can be summarized as follows: 

 

a) Existing models to integrating quality attributes into SPL development process do it more in 

the solution space ( design , architectural choice, evaluation  and testing) than the problem 
space( requirements elicitation and analysis). 

b) All SPLE approaches discussed in related work above support analysis of quality attributes  

in respect to  evaluation of achievement degree of  non-functional property( NFP) in the  
final  product  but  do not  address the variation  analysis  of the  quality attributes at the 

product family variation points. 

c) Most of the text-based tabular templates represent quality attributes as independent elements 
of requirements process. The need for NFRs’ relationship with specific functional 

requirements is not fulfilled by most of these efforts. 

d) This work therefore focuses on textual extraction   and   integrated representation of 

functional quality attributes at respective variation points    during domain requirements 
analysis phase based on higher-level abstraction of common features among variants.  The 

Functional quality attributes can the then be included in requirements documents to achieve 

traceability and incorporation throughout the development process. 
 

3. PROPOSED APPROACH 
 

With ever increasing number of software development companies adopting Software Product 

Line (SPL) methodology as opposed to single-systems software development the field is also 

continuously changing. In terms of the process   many approaches typically cover   the domain 
engineering activities of   variability modeling   but ignore  issues that matter to   organizations  

such as the analysis of non-functional properties (NFPs) or quality attributes and the evolution of 

SPL’s artifacts[7]). A few organizations that attempt to implement NFP variability do so with 
annotations that are sometimes abandoned after a short period of time because of the lack of 

integration among the SPL activities. 

 
A persistent challenge in SPL development has been the modeling and management of variations 

in their product lines. In SPL development variability exists at different levels of abstraction, 

including requirements variability (mainly feature based), architecture variability (mainly 

component based), and implementation variability (mainly code based). In most modern software 
systems variability can also be classified as variability in functional behaviour, variability in non-

functional system properties and fault based variability. This work focuses on requirements 

variability and possible integrated specification of functional and quality requirements in the 
early phases of software product lines development. 

 

From domain knowledge & stakeholders requirements documents,   in the feature oriented 
analysis phase we can extract common functional quality attributes among the variants and use 

higher level feature abstraction method to map them to respective variation points as common 
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base concerns of an SPL. The Steps in the integrated specification of requirements at the SPL 
variation points are as follows.  

 

3.1. Identification of variability point of interest from an SPL feature model 
 

An established way of capturing commonalities and variability’s of a product-line system during 

early development stages is by use of Feature-Oriented Domain Analysis (FODA). In FODA a 

feature model presents requirements in a tree based feature diagram where functional features are 
decomposed   into more fine-grained features that are either mandatory, optional, or alternative 

and optional features specify variability. 

 
Since variability analysis determines where variability is needed in the product line and   features 

represent   system property or functions relevant to some stakeholder, a product family variation 

point could also yield members which also present common and variable requirements limited by 

the domain scope. This work therefore pursues the possibility of creating a requirement 
specification template that can support the integration of common functional and quality 

attributes in a software product line variation point. The integrated requirements can be stored as 

an aspectual component for reuse. 
 

Product family variability is where a feature can have alternative implementations or variant 

implementations, which can be chosen to create different products.  A variation point is each 
point in the software where different variant implementations from a variant population can be 

chosen from. Characteristics of a product that can be changed to produce a different product are 

called variation points.  In terms of realization technique, a variation point can be the point where 

a class is chosen to be used or where code fragments are chosen to be run.  Once you identify the 
related variant features of the product family in the graph a variation point can be marked with 

every set of related features [21]. 

 

3.2. Analysis of requirements at the variation point 
 

One way to incorporate the non-functional requirements early in development of SPLs is to 

consider them at the variation point where common and variable features among the different 
variants can be analyzed to identify common functional and non-functional properties. The 

requirement commonality and variability applies to both functional and non-functional aspects 

with respect to family members. However there exists common quality factors that are associated 
with functional requirement in each domain such as security for banking systems, reliability for 

embedded systems and usability in general for most of the applications . Early identification of 

such requirements can facilitate development of reuse of aspectual components to serve all 
members of a product line family. 

 

At each variation point the core and possible functional and non-functional requirements of the 

family members can be identified and analysed according to a structured specification template. 
Whereas non-functional requirements can be classified as Performance, quality and constraints 

requirements, our focus is quality   properties that would assure   end user satisfaction.  NFRs and 

especially quality attributes have a close relationship with functional requirements especially in 
their operationalization. We therefore propose creating a relationship of certain quality factors 

with FRs as fulfilling the quality factors at the variation points level eventually supporting the 

NFRs satisfaction at the global level.  
 

A major objective of Software product line engineering is maximizing the commonalities ( 

platform or architecture)  whilst minimizing the cost of variations (i.e., of individual products) to 

facilitating reuse in a predictive manner. Whereas several methods and tools were developed for 



Computer Science & Information Technology (CS & IT)                                     99 

variability identification exist such as FODA , that are specifically focused on requirements, 
including Feature-oriented domain analysis (FODA) , Natural Language (NL) requirements 

documents  can also act as a source  of variability information that can  used to  define variability 

models [22]. 

 
Since a high level requirements can hide a family of different products this work pursues 

variability extraction based on analysis of high level requirement documents or features which 

when further decomposed can yield common quality attribute operationalization among the 
variants.  These integrated requirements are functional quality attributes. 

 

3.3. Integrated specification of functional and quality requirements to produce an 

aspectual component for the SPL 
 

Existing SPL specification models mainly focus on feature models, use cases and domain specific 
requirements specification languages. These approaches represent functional and non- functional 

requirements in separate documents and diagrams. Whereas functional decomposition is done in 

feature diagrams and use cases the associated non-functional requirements are not explicitly 
defined.  This work proposes a semi-formal approach using structured non-mathematical 

notations to organize information about functional quality requirements. 

 

As [3] observed there are situations where a   non-functional requirement affects neither a single 
functional requirement nor the system as a whole but   a specific set of functional requirements.  

Such a case requires unique variability specification templates that ensure explicit documentation 

and adequate explicit traceability. The specification template can then be developed using the 
aspect oriented design methodology for reuse among the family members. 

 

At the Variation point of a feature model we identify a dominant functional concern and 
decompose the system model hierarchically into sub- features that contribute to its realization. 

We also identify a core non-functional property (Quality attribute) of the domain at the variation 

point and refine it into specific quality concerns for each possible family member. 

 
As argued in [23] even a cross cutting non-functional requirement within a software family such 

as security may differ in intensity levels such as intense security or moderate level of security. 

Non- functional requirements can be grouped into performance requirements, constraints and 
quality attributes. Whereas Constraints such as cost, efficiency or portability can be mapped to 

architectural or implementation decisions, quality attributes such as security , usability and error 

handling  can be mapped directly to functional components and thus referred to as  functional 

quality attributes (FQAs). These FQAs are normally required by several applications in a product 
line and therefore specialized components   can assure their satisfaction. 

 

An integrated textual requirements analysis template as in Table 1 can generate possible 
functional and non-functional requirements at the variation point exposing common functional 

quality attributes which apply to all members of the software product family with a common base 

at that variation point. The common functional-quality attribute set of requirements can then be 
stored as an aspectual component   at the variation point of the primary feature model through a 

join relationship and the same can be applied at every level of variation point that presents similar 

characteristics. 
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Table 1. Elements of proposed variation point integrated requirements template. 

 

Variation point(Vp) Id (description) 
VpFunctional Requirements (description) 
VpQuality Requirements  (description) 
VpQualityConcern (description) 
VpFunctional-QualityConcern (description) 

 

The integrated functional-quality requirement becomes the final requirement description that will 

be used in all subsequent phases of software development including design decisions .This 
inclusion of quality attributes in functional description will remind the developers to consider 

them in all decisions and subsequent phases of software development [24]. 

 

 
 

Figure 2. Proposed approach for integrating quality concerns at SPL variation point. 
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4. CASE STUDY 
 

For practical demonstration of the proposed approach we present case study that consists of a 
simplified version of variability requirements from a mobile phone software product line family. 

Customizable software is necessary for a broad spectrum of domains (e.g., operating systems for 

diverse hardware) and hence our choice of mobile phone family data storage features 

programming. 
 

Modern mobile phones are multifunctional and provide the ability to perform a wide range of 

actions beyond the common voice communication role. Common mobile phone features and 
utility functions include log in, call management, text messaging, storage, camera ringtones 

clock, and varying   multimedia features.  Among increasingly critical functions of a mobile 

phone is data storage which cannot only be extended with flash memory card device but also with 
online backup. Phones as storage devices hold personal, organizational and even proprietary data.   

 

Research findings consistently show that a significant portion of mobile phone users are 

concerned about security of  their mobile device, its data, or its application against a “casual” and 
unprofessional attack by children, spouses, friends, co-workers etc. Implementing this security 

feature for different members of the mobile phone family requires variability management in 

terms of functionality and quality attributes of the system. We will focus on variability of the 
phone data protection and user privacy enforcement mechanisms as requirements that expose 

functional quality attributes at the variation points. 

 
i) Identifying  variation point dimensions 

 

 
 

Figure 3: Mobile phone utility functions feature diagram 

 

ii) Requirements analysis and specification  at variation point  
 

From Figure 3 we focus on storage feature as a critical function in mobile phones today since 

they are being used as personal digital assistants (PDAs) for private and even corporate work.  
Variants in the mobile phone family line will present different abilities to satisfy that storage 

function. Assuming the following set of general user expectations from the phone family line 

expectations related to data storage:  
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Rq6 and Rq7 are non-functional requirements and specifically quality requirements which must 

be achieved by all variants to some level of satisfaction through different mechanisms.  

Addressing the satisfaction of the two quality requirements involve consideration of functional 

quality attributes at respective family tree variation points.  
 

At the level of domain analysis the requirements above will subject our feature graph to further 

functional decomposition to identify different phone capabilities to operationalize them with 
different mechanisms and limitations. The broad techniques of achieving the requirements is at 

the phone login, desktop, database and external interface points as shown in Figure 4 with  

further variability among the possible solutions. 
 

 
 

Figure 4. Mobile phone data security requirements feature diagram 

 
iii) Integrated specification of Functional quality attribute requirements 

 

Assuming we have three variants of the phone family that differ in their ability to satisfy the 

requirements Table 2 illustrates the possible scenarios: 
 

Table 2: Functional quality achievement analysis matrix 

 

VariantType Ability to Satisfy 
Smart Rq1,Rq2,Rq3,Rq4,Rq5 
Evolving Rq1,Rq2,Rq3,Rq4 
Dumb Rq1,Rq3 

 

 
 

 

Rq1.The phone shall have capacity to store data 

Rq2. The phone shall have ability to extend storage capacity 

Rq3. The phone shall have capacity to clear storage once full 

Rq4. The phone may (optionally) permit transfer data to other devices 
Rq5. The phone shall have capacity to read different file formats 

Rq6. The phone shall ensure security of data 

Rq7. The phone shall ensure user privacy  
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In order to support integrated specification of common functional quality requirements at the 
variation points we need to analyse the variants further with respect to ability and quality attribute 

satisfaction mechanisms. 

 

Looking at the security feature implementation capabilities for the different variants at different 
data access interface points a domain features function analysis template can generate the 

common functional quality requirements as shown below: 

 
Table 3: Functional quality achievement analysis matrix 

 

Phone 

Variant Login Interface Desktop Interface External Interface 

  Pass Bio Patt Pass Bio Patt RW H/w key Enc 

SMART X X X X   X X X X 

EVOLVE X       X X X   X 

DUMB X       X         

 

Nb. Symbol (X) in the matrix denotes the variant supports the associated security achievement 
mechanism, Pass(Password), Bio(Biometric) RW(Remote wipe), H/w( Hardware , Enc 

(Encryption) and Patt ( pattern). 

 
Table 3 presents an  analysis template that indicates satisfaction of security and privacy quality 

requirements in the three variants phone data storage function happens in three dimensions ( at 

login, Desktop and External interfaces). However the mechanisms of satisficing the quality 
requirements generate both common and variable mechanisms possible in the product line as 

follows: 

 

At Login security variation point, all the three variants share the PIN authentication mechanism 
of access control, while some support pattern, biometrics or both. 

 

For Desktop security/privacy point all the three variants share auto- screen lock access control 
but differ in unlocking mechanism of PIN, pattern, biometrics and key- combination. 

 

For External Storage security variation point two variants share remote wipe and encryption 
capabilities but one has hardware key and the other does not have the functionality. 

 

The analysis above therefore generates three functional-quality requirements at the variation 

points as shown in Table 4. 
 

Table 4.  Functional quality achievement analysis matrix. 

 

 

 
 

 

 
 

 

 
 

 

Variation Point  

 

Functional- Quality requirement Specification ID 

Login Interface Authenticate-PIN VPlogin-Auth(PIN) 

Desktop  Interface Display Lock –Auto/key lock VPDesk-Lock(KEY) 

External  Interface Encrypt VPExt-Auth(encrpt) 

External  Interface Remote wipe VPExt-protect(Rw) 
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iv) Storage  in the repository inform of XML aspectual component  
 

The four common functional-qualities attributes (FQAs) for the three variants at different 

variation points can thus be developed separately as aspectual components to be attached to the 

common base architecture at respective join points defined by variation points. In order to make 
the requirements specification systematic and traceable the functional quality attributes can be 

stored in XML format in the repository together with the original SRS documents for future 

reuse. 
 

This approach supports the architects and application engineers while generating new members 

or variants of the software product line family that is initially restricted by defined scope. 
 

5. DISCUSSION AND CONCLUSIONS 
 

In this paper, we suggested a practical approach for integrating functional quality requirements in 

SPL requirements documentation in an intuitive way. We have outlined steps in the process of 
analysis and integration and demonstrated practicality of the proposed approach with a case 

study. 

 
The proposed approach is based on domain feature model analysis and natural language textual 

representation, which is the most widely, used methods in SPLE. Literature review shows a lot of 

variability analysis in functional dimensions while quality variability is considered implicit. Our 

approach therefore supports early consideration of quality attributes and their subsequent 
integration into the SPL documentation. 

 

Since natural language and textual description of software requirements can be used to extract 
functional features and identification of variation points is a continuous activity in all phases 

including requirement gathering, this work attempted to extract quality attributes variations 

during analysis that can be represented alongside functional requirements owing to their means of 
operationalization. This work however is limited to incorporation and representation of quality 

attributes whose realization is based on functional view of software.  

 

One limitation in this work is the fact that it has not been tested in a complete product line 
architecture that specifies the rules on how the aspectual components will be connected as well as 

their relationships, interactions, and dependencies among them. For example very elaborate 

security quality component implementation can negatively affect usability attribute and cost 
objectives. We therefore hope to investigate these scenarios in an industrial scope. 

 

State of the art solutions to modern day problems demands automation which has not been 

accomplished in this work. To encourage  adoptability of this approach we intend to develop a 
tool to manage  automated extraction of variation point functional quality attributes using natural 

language processing techniques and latent semantic analysis abstraction from software product 

line family requirements documentation. 
 

In future, we aim to explore the impact of weaving quality attributes to functional requirements at 

variation points considering that quality attributes have conflicts and interdependencies with 
others. 
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