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Preface 
 

The 2nd International Conference on Blockchain and Internet of Things (BIoT 2021), June 19~20, 
2021, Copenhagen, Denmark, 9th International Conference on Data Mining & Knowledge 

Management Process (DKMP 2021), 11th International Conference on Computer Science, 

Engineering and Applications (CCSEA 2021), 10th International Conference on Embedded 

Systems and Applications (EMSA 2021) and 2nd International Conference on Natural Language 
Computing and AI (NLCAI 2021 was collocated with 2nd International Conference on 

Blockchain and Internet of Things (BIoT 2021). The conferences attracted many local and 

international delegates, presenting a balanced mixture of intellect from the East and from the 
West. 
 

The goal of this conference series is to bring together researchers and practitioners from 

academia and industry to focus on understanding computer science and information technology 

and to establish new collaborations in these areas. Authors are invited to contribute to the 
conference by submitting articles that illustrate research results, projects, survey work and 

industrial experiences describing significant advances in all areas of computer science and 

information technology. 
 

The BIoT 2021, DKMP 2021, CCSEA 2021, EMSA 2021 and NLCAI 2021 Committees 

rigorously invited submissions for many months from researchers, scientists, engineers, students 

and practitioners related to the relevant themes and tracks of the workshop. This effort 

guaranteed submissions from an unparalleled number of internationally recognized top-level 
researchers. All the submissions underwent a strenuous peer review process which comprised 

expert reviewers. These reviewers were selected from a talented pool of Technical Committee 

members and external reviewers on the basis of their expertise. The papers were then reviewed 
based on their contributions, technical content, originality and clarity. The entire process, which 

includes the submission, review and acceptance processes, was done electronically. 
 

In closing, BIoT 2021, DKMP 2021, CCSEA 2021, EMSA 2021 and NLCAI 2021 brought 

together researchers, scientists, engineers, students and practitioners to exchange and share their 
experiences, new ideas and research results in all aspects of the main workshop themes and 

tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is 

organized as a collection of papers from the BIoT 2021, DKMP 2021, CCSEA 2021, EMSA 
2021 and NLCAI 2021. 
 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 
success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 

the event and that the friendships and collaborations forged will linger and prosper for many 

years to come. 
 

 

David C. Wyld, 
Dhinaharan Nagamalai (Eds) 
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ABSTRACT 
 

While the Domain Name System (DNS) is an infrastructure of the current network, it still faces 

the problem of centralization and data authentication according to its concept and practice. 

Decentralized storage of domain names and user local verification using blockchain may be 

effective solutions. However, since the blockchain is an add-only type database, domain name 

changes will cause out of date records to still be correct when using the Simplified Payment 

Verification (SPV) mechanism locally. This paper mainly introduces Local Enhanced 

Authentication DNS (LEA-DNS), which allows domain names to be stored in public blockchain 

database to provide decentralization feature and is compatible with the existing DNS. It 

achieves the validity and timeliness of local domain name resolution results to ensure correct 
and up to date with the Merkle Mountain Range and RSA accumulator technologies. 

Experiments show that less than 3.052Kb is needed for each DNS request to be validated, while 

the validation time is negligible, and only 9.44Kb of data need to be stored locally by the web 

client. Its compatibility with the existing DNS system and the lightness of the validation 

protocols indicate that this is a system suitable for deployment widely. 

 

KEYWORDS 
 

Domain name system, Blockchain, RSA accumulator, Merkle Mountain Range. 

 

1. INTRODUCTION 
 
DNS is a distributed database with a centralized data governance model that maps the names to 

values online, primarily controlled by the Internet Corporation for Assigned Names and Numbers 

(ICANN1). In this regard, ICANN manages the top-level domain (TLD) and therefore controls 
the root name server. In practice, if a client wants to contact a host with a specific name, it must 

first send a query to the DNS server to obtain the host’s IP address. In order to improve 

efficiency, the DNS server may maintain a replica of this information in its cache, based on how 

often the domain name is requested. In the case that the DNS server does not hold the requested 
knowledge, the query will be propagated to the root name server. Next, the basic name server will 

find the server of the corresponding TLD, and then forward the query to the corresponding 

authoritative name server, which may return the requested IP [13]. 
 

                                                
1https://www.icann.org/resources/pages/governance/bylaws-en 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N08.html
https://doi.org/10.5121/csit.2021.110801
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Due to its centralized management architecture, DNS root is vulnerable to many attacks. The 
article [14] divides the current issues facing DNS into two categories: centralization problem 

and data authenticity problem. The centralization problem is that because users default to all 

DNS root servers being trusted, there will be malicious servers to attack [10]. The failure of this 

trust anchor is far more than a theoretical threat. The controversy surrounding the closure of 
wikileaks.org shows that the trust anchor failure occurs in the real world2. Distributed Denial of 

Service (DDoS) attacks are another threat3. Cache poisoning [16] and renumbering issues[9] are 

also related to centralization problem. 
 

Using Blockchain technology in DNS is an effective solution to both of the above problems. 

Because of the decentralization nature of the blockchain and the untamperability nature of the 
data, the DNS resolver only needs to provide proof of the existence of the information in the 

blockchain, and the local browser can effectively solve the problem of DNS centralization and 

data authority by running the verification program. However, the blockchain is an add-only 

database, and an attacker may provide an outdated proof of existence to spoof the client to 
achieve the attack. As shown in Figure 1, an “old Tx” transaction can have all the block headers 

stored by the light node, then the SPV can be used to prove its existence. However, if a new 

transaction “new Tx” is based on “old Tx” with modifications, “old Tx” is still correct. But we 
cannot prove that the “old Tx” is the latest unless we download the whole chain to verify that 

there are no further transactions. Blockchain has the natural advantage of storing unmodified 

data, but this correspondence may be adjusted if the pair of <name, value> the DNS is stored, 
such as in the case of marketplace transactions for domain names. Attackers may take stale 

transactions(may store the old pair of <name, value>) to trick users, but users don’t perceive 

them. However, compared with the traditional network, the performance of the public chain is 

very low, and it is difficult to directly resolve the domain name on the blockchain in the 
production environment. It is feasible to expand the security of the original domain name system, 

rather than pushing it back. In this paper, we try to solve these problems and design a DNS 

extension called LEA-DNS. 
 

Contributions: 

 

(1) Drawing on the Namecoin’s architecture, we designed a UTXO-based structure for storing 
and transacting DNS <name, value> pairs to fit our system design.  

(2) We draw on the block structure design of miniChain[3] and boneh[1] to simplify the 

blockchain design applied to stateless blocks as a public blockchain database for storing key-
value pairs. 

(3) We design a system called LEA-DNS, that allows users to perform enhanced verification of 

domain name resolution result locally. The system not only verifies the validity of the data, 
but also the timeliness of the result.  

(4) Simulated experimental results show that each DNS response with verification does not 

exceed 3.052 Kb in size, and only a small amount of data needs to be stored locally (less than 

9.44 Kb). Local validation time takes less than 10ms.  

 

Organization of the Paper: 

 
The rest of this paper is organized as follows. The related works are presented in Section 2. Then 

we give a brief introduction to our LEA-DNS system in Section 3. In Section 4, we present the 

details of the design of our system. In Section 5, we theoretically and experimentally evaluate our 
prototype implementation of LEA-DNS. Finally, we conclude our paper in Section 6. 

                                                
2https://news.netcraft.com/archives/2010/12/03/wikileaks-org-taken-down-by-us-dns-provider.html 
3https://en.wikipedia.org/wiki/Distributed_denial-of-service_attacks_on_root_nameservers 
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Figure 1. The Unspent Proof Problem of Transactions in Blockchain by Light Node. Old Tx existence 

proof can be proved by SPV and old Tx spent proof cannot be proved only by light node, so only give a 

SPV, the light node may be cheat by the invalid old Tx. 

 

2. RELATED WORK 
 

Decentralized systems were in principle used to improve the robustness and availability of 
domain name resolution tasks as well as enabling the feature of by passing censorship campaigns 

and tampering [6, 7,17].  

 

In the Byzantine fault-tolerant DNS, a client sends a request to all the replicas that runs the 
Byzantine fault-tolerant consensus algorithm and waits for enough authenticated replies. It can 

tolerate one-third malicious servers behaving arbitrarily. However, Byzantine fault-tolerant 

systems increase the communication overhead squared back as the number of nodes increases. 
So, the performance of Byzantine fault-tolerant algorithm decreases quadratically as more servers 

are added. In DHT based DNS schemes, DDNS and Overlook are peer-to-peer name services 

designed to enhance load balancing and fault tolerance properties. DDNS is a DNS alternative 
using a peer-to-peer distributed hash table built on top of Chord. The Overlook is based on 

Pastry. Both DDNS and Overlook have much higher latencies than conventional DNS. 

 

With the birth of bitcoin, blockchain technology is increasingly being used in distributed DNS 
technology. The Ethereum name service (ENS) uses smart contracts to manage the .eth registrar 

by means of bids and recently added the support for .onion addresses. Namecoin is a 

cryptocurrency based on Bitcoin, with additional features such as decentralized name system 
management, mainly for the .bit domain. It was the first project to provide an approach to address 

Zooko’s triangle 4 since the system is secure, decentralized and user-chosen names (human 

meaningful). Nevertheless, contrary to well-established blockchains like Bitcoin, Namecoin’s 

main drawback is its insufficient computing power, which makes it more vulnerable to the 51% 
attack. Blockstack is a well-known blockchain-based domain name storage system that 

overcomes the main drawbacks of Namecoin. The architecture of Blockstack separates control 

and data planes, enabling seamless integration with the underlying blockchain. EmerDNS5 is a 
decentralized domain name system that supports all the range of DNS records. Nebulis 6 is a 

                                                
4http://en.wikipedia.org/wiki/ Zooko%27s triangle 
5https://emercoin.com/en/documentation/blockchain-services/emerdns/emerdns-introduction 
6https://www.nebulis.io/ 
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globally distributed directory that relies on the Ethereum ecosystem and smart contracts to store, 
update, and resolve domain records. Moreover, Nebulis proposes the proposal of using off-chain 

storage (i.e. IPFS) as a replacement for HTTP. OpenNIC7 is a hybrid method during which a 

group of peers manage the name space registration, but the name resolution task is completely 

decentralized. OpenNIC provides DNS resolution and namespace over a collection of domains, 
including those maintained by blockchain solutions like New Nations 8  and EmerDNS. In 

addition, the OpenNIC resolver has recently added access to domains managed by ICANN. 

Additionally, to namespace registrar, users can even create their own TLD upon request [8, 13, 
15]. 

 

However, none of them consider the data authenticity problem properly. Though the SPV 
capability is available, clients need to pay too much overheads to verify the resolution results. 

BlockDNS [14] give a solution, but it still cannot solve the problem showed in Figure 

1(explained in Section 1). 

 

3. OVERVIEW OF LEA-DNS 
 

 
 

Figure 2. System Architecture of LEA-DNS. 

 

As shown in Figure 2, LEA-DNS is composed of four main components: 

 

3.1. Tree-structure DNS 
 
Tree-structure DNS is the traditional tree architecture domain name system. To maintain good 

compatibility with the LEA-DNS, it can be deployed directly without any modification to the 

current DNS architecture. In other words, LEA-DNS is transparent to the legacy DNS. 
 

3.2. Name-Value Blockchain Database(NVBD) 
 
Name-Value Blockchain Database (NVBD) is a decentralized way of storing <name, value> 

pairs that require enhanced validation. The design of NVBD is borrowed from Namecoin, 

Blockstack and miniChain. The <name, value> is stored directly in the transaction, allowing 
domain name registration, assignment, and transfer operations. Due to the immutability nature of 

the blockchain, we consider the data stored by the blockchain itself to be authenticated (the data 

has been verified by enough honest nodes when confirmed). Since the operation of each 

                                                
7https://www.opennic.org/ 
8http://www.new-nations.net/ 
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transaction in the blockchain is controlled by the public and private keys, we bind <name, value> 
to the transaction, and the ownership of the domain name is signed with the private key, we can 

easily verify the data through the public key in the transaction, which confirm the source of 

authenticated. 

 

3.3. DNS Bridge 
 
DNS Bridge is a set of proxy servers that handle requests and provide verifiable DNS response. 

The DNS Bridge is required to synchronize block and transaction information with the NVBD as 

step 4) in Figure 2. The DNS request is specially processed to obtain a transaction containing a 

<name, value> pair and proof of validity and timeliness of the result, which is sent to the Client. 
Note that DNS Bridge is a trusted institution, because it can’t forge real proof. If the proof 

provided by DNS Bridge can be verified locally, it can be trusted by users. In order to prevent 

DNS Bridge from being attacked by DOS, multiple nodes can provide services. 
 

3.4. Client 
 
Client can firstly request services directly from the traditional DNS. Secondly, it can send a 

verifiable request to DNS Bridge as step 2). In step 5), the Client needs to maintain 

communication with the NVBD at the same time but only needs to synchronize the latest block 
headers and save a small amount of other data to verify the transaction locally about guaranteeing 

validity and timeliness. If the validation fails, the error-proof message is submitted to the NVBD 

as step 6) in Figure 2. 
 

4. DESIGN OF THE SYSTEM 
 

In this section, we focus on the main techniques used to design each part of the system. While 

many of the market mechanisms in Namecoin were examined in the article[11], this section 
focuses on the technical details, including transaction design and the block structure of NVBD, 

DNS Bridge and Client. 

 

4.1. Transactions Design 
 

 
 

Figure 3. The difference between UTXO model and Account model. 

 
As shown in Figure 3, because of the parallel characteristics of UTXO model, it can process 

multi transactions at the same time without mutual influence. The set of unspent transactions 

“UTXO” can be used as the set of the latest transactions. The Account model is based on the 
account, all transactions are added serially, and the latest transaction set size is only 1. From the 
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perspective of transaction, UTXO model is more suitable for timeless proof, because it contains 
more transactions than Account model. If the account is taken as the basic unit of proof, the 

Account model can also be applied. For convenience, this paper uses UTXO model. 

 

Let’s assume that domain name provider A has a public-private key pair (𝑝𝑘𝐴, 𝑠𝑘𝐴) and its user 

address is 𝐻𝐴𝑆𝐻(𝑝𝑘𝐴). The public-private key pair for domain name provider B is (𝑝𝑘𝐵, 𝑠𝑘𝐵), 

and its user address is 𝐻𝐴𝑆𝐻(𝑝𝑘𝐵). The key to a domain name store with blockchain as the 

storage interpretation is that the data is transparent, traceable, and verifiable, but anonymity can 
be ignored, so our user address is a direct public key hash, and the user can also perform 

transactions on the same address. To simplify the situation, we only consider the transaction of 

one-to-one addresses, and do not consider the transaction fee, so we omit the index field of the 

transaction output, a simple process design is shown in Figure 4. 
 

 

 
 

Figure 1. NVBD Transactions Design and the State Change. The conversion from transaction TX#0 to 

transaction TX#4 represents four operations on a domain name: registration, assignment, deletion and 

transfer. 

 

Regist Name: 
 

Domain name provider A first needs a “raw” transaction as its initial transaction, as shown in 

Figure 4, TX#0. When A needs to register a domain name,it takes the “raw” transaction as input 
and outputs a transaction of type “name regist”. The output contains the domain name field. If the 

domain name is duplicated, the transaction will not be packaged into the block. 

 

Set Name Value: 
 

Assigning a value to a registered domain name or a transferred domain name is known as an IPv4 

address in LEA-DNS. When A needs to specify an IP address for the domain name, it takes the 
transaction “name regist” as input and generates a transaction of type “set value”.  

 

Delete Value: 

 

When A needs to reassign a value to a domain name or to transfer a domain name, A needs to 

enter a transaction of type “set value” and generate a “delete value” type of transaction, the 

original assignment is deleted.  
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Transfer Name: 

 

Transfer of a registered domain name. When A needs to transfer its domain name to B, A needs 

to enter a transaction of type “name regist” or “delete value” and generate a transfer of type 

“transfer name” transaction, the output address of which is the hash of the public key of B. At 
this point, the public key of B is not public and is anonymous to a certain extent. 

 

Update Value: 

 

The value update operation is similar to the domain assignment operation. Its input and output are 

both a transaction of type “set value”.  
 

All transactions are verified similarly to Bitcoin, but with the addition of a determination of 

domain duplicity. 

 

4.2.  Block Design 
 
First, we’d like to understand about accumulators. Basically, a cryptographic accumulator[5] is 

an algorithm to mix an outsized set of values into one short commitment, and enables to compute 

a brief membership witness (or nonmembership witness) of any element that has (or not) been 

accumulated. RSA accumulator is predicated on modular exponentiation under the strong RSA 
assumption[12]. In decentralized public blockchains where no single trusted accumulator 

manager exists, the essential RSA accumulator doesn’t satisfy the need, anyone who knows the 

secret keys p and q can use the Euclidean theorem 𝜑(𝑁) =  (𝑝 − 1)(𝑞 − 1) to calculate the order 
of RSA group, which may further forge any membership and nonmembership witness. Boneh[1] 

built a stateless blockchain[4] supported UTXO commitment by using the RSA accumulator, 

which needs plenty of deletion operations. Since the complexity of deletion operation is 𝑂(𝑛2 ), 

the efficiency of the accumulator updates would drop rapidly when the amount of deletion 
operations increases. We use the Chen’s work[3],which divides the UTXO to STXO(i.e., spent 

transactions outputs) and TXO(i.e., all transactions outputs).A transaction in UTXO indicates its 

validity like a transaction in TXO but not in STXO.  
 

Since LEA-DNS allows user validation of <name, value> to be done locally, the simplest idea is 

to store the full blockchain in the NVBD to validate transactions of the “set value” type. 

However, storing the full blockchain data would significantly increase the storage cost for the 
user. A more lightweight approach is similar to Bitcoin’s light wallet, where only the block 

header data is stored locally, and the full node sends the transaction’s SPV proof to verify the 

transaction’s validity in the blockchain. But the SPV scheme doesn’t solve the problem of 
whether the transaction is the most recent, or to determine if the transaction is a UTXO except all 

UTXOs data needs to be synchronized locally. But UTXO grows at a rate that the average user 

can’t afford. These solutions are not feasible. We modified the structure of Chen’s work[3] to 
allow users to verify the validity and timeliness of transactions by storing only a small amount of 

data.  

 

The design architecture of the block is shown in Figure 5. 
 

STXO Commitment:  

 
STXO_C is an append-only data structure which contains all spent transaction outputs, removing 

the time-consuming deletion operations needed by UTXO commitment. Specifically, each block 

header contains an accumulator which represents the current STXO set. A transaction can be 
provided a nonmembership witness which specifies that the transaction was not spent before. 
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STXO_C is essentially an RSA accumulator, and when a transaction is added to a block, we 
simply add the UTXO spent on that transaction to the accumulator. The initialization accumulator 

is generated by a security parameter 𝜆 and returns an accumulator 𝐴0 .  

 

The whole process of handling transactions is similar to Bitcoin, except that it needs to update the 
accumulator by marking the transaction input as spent when a blockchain mining node receives a 

transaction. The update algorithm accepts an old accumulator 𝐴𝑡 and a transaction 𝑇𝑋 , and 

updates 𝐴𝑡  to 𝐴𝑡+1 by performing a 𝐻𝑎𝑠ℎ𝑇𝑜𝑃𝑟𝑖𝑚𝑒(i.e., a function that transfer hash to prime) of 

the input transaction in 𝑇𝑋 . The number of transactions in a block means the times an 

accumulator needs to be updated from Pre_STXO_C to STXO_C. 

 

TXO Commitment: 

 

TXO_C is a commitment for all transactions. Traditional verification can check the Merkle path 

from transaction to TMR directly, but this requires the verifier to store all block headers. To 
reduce the verifier’s storage overhead and speed up this verification approach, we use the MMR 

approach. The user only needs to store all the MMR Peaks in Figure 5(a), provided with the 

Merkle path from the transaction to the TMR and the Merkle path from the TMR to the MMR 
root which is constructed by MMR Peaks. The number of MMR Peaks increases logarithmically 

with the length of the blockchain, so this overhead is small. 

 

 
 

Figure 2. NVBD block architecture. (a) represents the Merkle Mountain Range (MMR)[2] which connects 

all the block headers. (b) represents the main fields in block header containing 4 parts:(1)TMR organizes 

all transactions within a block through a merkle structure, (2) STXO_C represents a commitment for all 

spent transactions, (3)TXO_C represents a commitment for all MMR Peaks through a normal merkle 

structure. (4) Pre_STXO_C represents the previous block STXO_C. 
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4.3. DNS Bridge Design 
 

DNS Bridge is required to synchronize all of NVBD’s block information and update the DNS and 

transaction map information based on the transactions in the block. It forwards the user’s DNS 
request, and finally form a verifiable DNS response back to the user. In order to let user verify 

the validity and timeliness of the returned <name, value> pair, it is necessary to generate the 

validity and timeliness proof of the “set value” type of transactions corresponding to <name, 
value>. 

 

Validity Proof: 

 
A validity proof of a transaction is a proof of the existence of a transaction in the blockchain. The 

proof of existence of a transaction is divided into two parts. 1) Merkle path of the transaction to 

TMR . 2) The Merkle path from TMR to MMR root(i.e., TXO_C). 

 

Timely proof: 

 
A timely proof of a transaction is a proof of the non-existence (i.e., unspent) of the transaction 

from the beginning of the generated block 𝑛 to the specified block 𝑚(𝑚 > 𝑛). In Li’s paper[12], 

this is called a nonmembership witness. The situation described above is full timely proof. If 𝑛 is 

not the block where the transaction is located inside, we take ∆ to represent the difference in 

height from the located block height to the height of the 𝑏𝑙𝑜𝑐𝑘𝑚, then call it a ∆-timely proof. 

We use 𝑡𝑓𝑚(𝑥𝑛) to represent the timely proof of the transaction 𝑥𝑛 to 𝑏𝑙𝑜𝑐𝑘𝑚 . Δ𝑡𝑓𝑚(𝑥𝑛) means 

in the latest  ∆ blocks, the 𝑥𝑛 is not been spent. The algorithm for generating 𝑡𝑓𝑚(𝑥𝑛)  is shown 

in Algorithm 1. Assuming 𝑥𝑛 ∈  𝑈𝑇𝑋𝑂 and𝑥𝑛 ∉  𝑆𝑇𝑋𝑂, the algorithm first obtains the set of all 

unspent transactions 𝑆𝑇𝑋𝑂𝑛:𝑚 from the 𝑏𝑙𝑜𝑐𝑘𝑛  to 𝑏𝑙𝑜𝑐𝑘𝑚 , and simultaneously performs a 

𝐻𝑎𝑠ℎ𝑇𝑜𝑃𝑟𝑖𝑚𝑒. Then calculate the product of all primes as 𝑝. Since 𝑥𝑛 and 𝑝 are different prime 

numbers, it is easy to find 𝐵𝑒𝑧𝑜𝑢𝑡 coefficients 𝑎 and 𝑏 such that 𝑎𝑥 + 𝑏𝑝 = 1 by using extended 

Euler’s theorem. The final calculation 𝑑 = 𝐴𝑛
𝑎 , returns (𝑑, 𝑏) as 𝑡𝑓𝑚(𝑥𝑛). 

 

Algorithm 1 Timely Proof 

Input: 

𝑏𝑙𝑜𝑐𝑘𝑛  previous accumulator 𝐴𝑛−1(Pre_STXO_Cn); 

𝑏𝑙𝑜𝑐𝑘𝑚 accumulator 𝐴𝑚(STXO_Cm); 

proof transaction 𝑥𝑛; 

all spent transactions from 𝑏𝑙𝑜𝑐𝑘𝑛  to 𝑏𝑙𝑜𝑐𝑘𝑚 presented by STXOn:m . 

Output: 

       timely proof 𝑡𝑓𝑚(𝑥𝑛) ← {𝑑, 𝑏}. 

1: 𝑝 ← 1 

2: 𝑥𝑛 ← 𝐻𝑎𝑠ℎ𝑇𝑜𝑃𝑟𝑖𝑚𝑒(𝑥𝑛) 

3: for 𝑠𝑡𝑥 in STXOn:m do 

4:   𝑝 ← 𝑝 ∙ 𝐻𝑎𝑠ℎ𝑇𝑜𝑃𝑟𝑖𝑚𝑒(𝑠𝑡𝑥) 

5: end for 

6: 𝑎, 𝑏 ← 𝐵𝑒𝑧𝑜𝑢𝑡(𝑥𝑛, 𝑝) 

7: 𝑑 ← 𝐴𝑛
𝑎  

8: return 𝑡𝑓𝑚(𝑥𝑛) ← {𝑑, 𝑏} 
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Algorithm 2 Timely Proof Update 

Input: 

𝑏𝑙𝑜𝑐𝑘𝑚 accumulator 𝐴𝑚; 

      old proof 𝑡𝑓𝑚(𝑥𝑛); 

transaction 𝑥𝑛; 

all spent transactions from 𝑏𝑙𝑜𝑐𝑘𝑚 to 𝑏𝑙𝑜𝑐𝑘𝑚′  presented by STXOm:m′ . 

Output: 

      new timely proof 𝑡𝑓𝑚′(𝑥𝑛). 

1:   𝑝 ← 1 

2:   𝑑, 𝑏 ← 𝑡𝑓𝑚  (𝑥𝑛 ) 

3:   for 𝑠𝑡𝑥 in STXOm:m′ do 

4:        𝑝 ← 𝑝 ∙ 𝐻𝑎𝑠ℎ𝑇𝑜𝑃𝑟𝑖𝑚𝑒(𝑠𝑡𝑥) 
5:   end for 

6:   𝑎′, 𝑏′ ← 𝐵𝑒𝑧𝑜𝑢𝑡(𝐻𝑎𝑠ℎ𝑇𝑜𝑃𝑟𝑖𝑚𝑒(𝑥𝑛), 𝑝) 

7:   𝑟 ← 𝑎′𝑏 

8:   return 𝑡𝑓𝑚′(𝑥𝑛) ← {𝑑𝐴𝑚
𝑟 , 𝑏′𝑏} 

 

Timely Proof Update: 

 

𝑡𝑓𝑚  (𝑥𝑛 ) with the growth of the blockchain will become out of date. Assume the current block 

height is 𝑚′ , in order to update the proof, we can recalculate the 𝑡𝑓𝑚′(𝑥𝑛) , and the new 

𝑡𝑓𝑚′(𝑥𝑛)  can be computed based on 𝑡𝑓𝑚  (𝑥𝑛 ) .The specifific update algorithm is shown in 

Algorithm 2. Here we give the proof:  

 

Suppose there is a Timely Proof 𝑡𝑓𝑚(𝑥𝑛) ← {𝑑, 𝑏} . it satisfies the following conditions (1) 

through Algorithm3:   
 

𝑑𝑥𝐴𝑚
𝑏 = 𝐴𝑛; 𝑥 = 𝐻𝑎𝑠ℎ𝑇𝑜𝑃𝑟𝑖𝑚𝑒(𝑥𝑛)                                          (1) 

 

when add some TXs to 𝐴𝑚,the prime product of TXs is 𝑝, from Algorithm2, we can get the new 

timely proof 𝑡𝑓𝑚′(𝑥𝑛) ← {𝑑𝐴𝑚
𝑟 , 𝑏′𝑏}  and new accumulator 𝐴𝑚′ = 𝐴𝑚

𝑝
,the conditions (2) 

provided: 

 

𝑎′𝑥 + 𝑏′𝑝 = 1 

𝑟 = 𝑎′𝑏 

�̂� = 𝑑𝐴𝑚
𝑟                                                                 (2) 

�̂� = 𝑏′𝑏 
 
If the proof update Algorithm2 is true, then equation (3) should be satisfied. 

 

�̂�𝑥𝐴𝑚′
�̂� = 𝐴𝑛                                                              (3) 

 

By procedure (3), we can verify that equation (4) always holds. 

 

�̂�𝑥𝐴𝑚′
�̂� = (𝑑𝐴𝑚

𝑟 )𝑥𝐴𝑚′
�̂�  

= 𝑑𝑥𝐴𝑚
𝑎′𝑏𝑥𝐴𝑚

𝑝𝑏′𝑏
 

= 𝑑𝑥𝐴𝑚

𝑏(𝑎′𝑥+𝑏′𝑝)
                                                                    (4) 

= 𝑑𝑥𝐴𝑚
𝑏 = 𝐴𝑛 
 



Computer Science & Information Technology (CS & IT)                                   11 

Therefore, DNS Bridge returns a message in a format similar to <tx, block header, validity proof, 
timely proof>, where tx is a “set value” type of transaction that contains the <name, value> pair 

and the domain name provider’s public key information. 

 

4.4. Client Design 
 

The client receives the messages returned by DNS Bridge and can verify the validity and 
timeliness of the message content. The prerequisite for the client to be able to perform validation 

is that 1) only some latest block header information needs to be synchronized 2) all MMR Peaks 

are saved. 

 

Validity Verify: 

 

Initially, users are required to download all MMR Peaks collections. After that, the MMR Peaks 
collection can be updated by itself each time a new block header is synchronized. The validity 

verify is divided into two steps: 1) Check if the Merkle Root of MMR Peaks is equal to the TXO 

C of the latest synchronized block header, if it is equal, proceed to the second step, otherwise 
resynchronize the block and check again. 2) Check Merkle path form transaction to TMR and 

Merkle path from TMR to MMR Peaks, if so, the verification is passes or succeeds, otherwise the 

verification fails. 

 

Algorithm 3 Timely Proof Verify 

Input: 

𝑏𝑙𝑜𝑐𝑘𝑛  accumulator 𝐴𝑛; 

𝑏𝑙𝑜𝑐𝑘𝑚 accumulator 𝐴𝑚; 

timely proof 𝑡𝑓𝑚(𝑥𝑛); 

transaction 𝑥𝑛. 

Output: 

Verify result 𝑡𝑟𝑢𝑒 𝑜𝑟 𝑓𝑎𝑙𝑠𝑒. 

1: 𝑥𝑛 ← 𝐻𝑎𝑠ℎ𝑇𝑜𝑃𝑟𝑖𝑚𝑒(𝑥𝑛) 

2: 𝑎, 𝑏 ← 𝑡𝑓𝑚(𝑥𝑛) 

3: return 𝑑𝑥𝐴𝑚
𝑏 == 𝐴𝑛 

 

Timely Verify: 

 

The user receives the timely proof 𝑡𝑓𝑚(𝑥𝑛) and the block header where 𝑥𝑛 is located, and the 

existence proof of 𝑥𝑛  has been verified by validity verify. We extract the accumulator field 

STXO_C 𝐴𝑛 from the block header, the latest block STXO_C 𝐴𝑚, timely proof 𝑡𝑓𝑚(𝑥𝑛)and the 

transaction 𝑥𝑛  that needs to be verified as parameter inputs, as shown in Algorithm 3. The 

Δ𝑡𝑓𝑚(𝑥𝑛) can be verified similarly, but the input block header is 𝑏𝑙𝑜𝑐𝑘𝑛−Δ rather than 𝑏𝑙𝑜𝑐𝑘𝑛 .  
 

5. COST ANALYSIS AND EVALUATION 
 

5.1. Experiment Settings and Parameters  
 

Based on the source code of RSA-Accumulator9, Merkle Tree10, and Merkle Mountain Range, we 

implemented a prototype of NVBD, DNS Bridge, and Clien11t with Python language. We use the 

                                                
9https://github.com/oleiba/RSA-accumulator 
10https://github.com/Tierion/pymerkletools 
11https://github.com/jjyr/mmr.py/blob/master/mmr/mmr.py 
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RSA accumulator with 3072 bit-modulus, 128 bits prime representative, and the Merkle root is 
set to 32 bytes. All these parameters are considered to be safe enough in the field of 

cryptography. We run all our experiments on our desktop computer equipped with one 3.7 GHz 

Intel Core i9 processor, 64 GB RAM, and perform 10 runs and report their average for each data 

point of running time. We test the performance of the accumulator update, proof generation and 
update, proof verification. We also find the problem that timely proof generation time is a little 

high and we give our solution. It should be noted that our LEA-DNS is an extension based on 

DNS. We don’t care about the specific performance or implementation of the public blockchain, 
such as throughput, confirmation time, network structure, etc. We only consider the additional 

consumption when the public blockchain supports timeliness verification, which may be a 

limitation of this paper. 
 

We denote that the interval between block generation is 𝑇, the size of the block header is 𝑆ℎ , the 

average size of transactions is 𝑆𝑡 . For convenience, we assume that each transaction will consume 

one input (UTXO) and generate two outputs (UTXOs). Denote 𝑚  as the average number of 

transactions per block. The average number of UTXOs consumed per block will be 𝑚/2, and the 

average number of UTXOs generated per block will be 𝑚. Suppose 𝑛 is total the number of 

UTXOs and 𝐿 is the length of the current blockchain state. 

 

5.2. NVBD Extra Cost 
 
NVBD’s full node requires additional work to add to the original Bitcoin node to update the 

accumulator STXO_C and update TXO_C. The accumulator needs to be updated for each 

transaction in the block, and the time complexity of the update is O(m). The update of the 

accumulator in a block can be divided into the process of calculating the product of all 
transactions using the HashToPrime function and the process of product modular exponentiation. 

The experimental results are shown in Figure 6, where the time grows linearly with the number of 

transactions in the block. 
 

 
 

Figure 3. Performance of Accumulator Update Per Block. 
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The update of TXO_C is in two steps: the first step is to insert the new TMR to the MMR with a 

time complexity of 𝑂(𝑙𝑜𝑔(𝐿)). The second step is to construct the MMR Peaks into TXO_C via 

the Merkle structure. Since the number of MMR Peaks is ⌈𝑙𝑜𝑔(𝐿)⌉, the time complexity of 

constructing TXO_C from MMR Peaks is 𝑂(𝑙𝑜𝑔(𝐿)). Thus the time complexity of TXO_C 

update will be 𝑂(𝑙𝑜𝑔(𝐿)). By the blue curve in Figure 6, even when the block height 𝐿 grows to 

224, the time to insert the TMR into the MMR is still less than 1ms. 

 

5.3. DNS Bridge Cost 
 

Firstly, DNS Bridge needs to synchronize all the data of NVDB with 𝑆𝑡𝑚 + 𝑆ℎ scale each block 

generation, so the synchronization bandwidth between DNS Bridge and NVBD must be at least: 
(𝑆𝑡𝑚 + 𝑆ℎ)/𝑇. if we use the Bitcoin parameters, it only needs about 2Kb/s bandwidth. However, 

it needs to provide service for clients with high bandwidth. 

 

Validity Proof Generation:  

 

After data synchronization, DNS Bridge needs to construct a validity proof of transaction, 

construct a Merkle tree of new transactions to the TMR, and insert the TMR into the MMR. After 
the MMR tree is updated, the Bridge only needs to provide the Merkle path from the updated 

MMR each time clients request validity proof, and the time complexity is 𝑂(1). Therefore, the 

time complexity for DNS Bridge to update the validity proof is 𝑂(𝑚) +  𝑂(𝑙𝑜𝑔(𝐿)). By the 

orange curve in Figure 6, it takes only about 0.06ms to generate a TMR to TXO_C proof even 

when the block height grows to 224. 

 

 
 

Figure 4. Perfomance of the MMR Operation With the Blockchain Growing.(Based on the first TMR). 

 

Timely Proof Generation: 

 
When the Client requests a timely proof of a DNS response, the timely proof needs to be 

generated if the transaction is newly generated. From Algorithm 1, the time complexity of timely 

proof generation is 𝑂(𝑚) for a block. And the time complexity of generating a  ∆𝑡𝑓𝑚(𝑥𝑛) is 

∆𝑂(𝑚) . If the transaction’s timely proof already exists, then it needs to be updated or 
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reconstructed. For each update from ∆𝑡𝑓𝑚(𝑥𝑛)  to ∆𝑡𝑓𝑚+1(𝑥𝑛) , the time complexity is  (∆ +
1)𝑂(𝑚) , which is the same as reconstructing a timely proof. However, we don’t need to cache 

the previous STXO’s prime products when using update operation. As we can see from the 

Figure 8, when the number of blocks (transactions) grows, the time it takes for timely proof to be 

generated will gradually increase. To keep the time within an acceptable range, we propose the 

idea of phase validation: the DNS Bridge provides only ∆𝑡𝑓𝑚(𝑥𝑛), rather than full timely proof, 

where ∆  has a limitation. A timely proof ∆𝑡𝑓𝑚(𝑥𝑛)  will be validated by many Clients and 

submitted to NVBD if an error is found, so outdated proofs(𝑡𝑥 ∉  𝑆𝑇𝑋𝑂𝑛:𝑚−Δ) can be omitted 

and we just need to keep the recent ∆ range of proofs reliable if the error can be advertised to all 

the Clients during ∆ blocks time. From the Figure 8, we can see that the timely proof generation 

will cost much time(second level), so DNS Bridge can also provide the 𝑡𝑓𝑚−1(𝑥𝑛)proof to ease 

the pressure of computing. The proof generation can also be easily accelerated by parallel 
computation. 

 

 
 

Figure 5. Performance of the Timely Proof Generation (∆𝑡𝑓𝑚(𝑥𝑛), Δ = 10). 

 

5.4. Cilent Cost 
 

Client will get <tx, blockheadern , valid proof, timely proof> from DNS Bridge and 

blockheaderm from NVBD as a response. Suppose 𝑚 < 210 , 𝐿 < 220 , Δ = 10 and each 

transaction is assumed to be 300 bytes. Client also need to get the latest MMR Peaks when you 

first start, they are less than 32 ∗ 20 = 640(𝑏𝑦𝑡𝑒𝑠). The blockheader adds two accumulators 

(STXO_C and Pre_STXO_C) and TXO_C compared with the original Bitcoin, and its size is 

assumed to be 80(Bitcoin blockheader)+2*384(RSA accumulator)+32(TXO_C) = 880(bytes).The 

spatial complexity of validity proof is 𝑂(𝑙𝑜𝑔(𝑚))  +  𝑂(𝑙𝑜𝑔(𝐿)), so the size of validity proof 
size is at most 32 * (10 + 20) = 960(bytes).The size of timely proof is fixed to two constants, and 

the total size is 416 bytes. The blockheaderm size is 496 bytes. Therefore, each time you interact 

with DNS Bridge, the size of the validation data is less than: 

 
300 + 880 + 960 + 416 + 496 = 3052(bytes) 
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The local data that needs to be maintained is all the MMR Peaks, with its spatial capacity scale 

being 𝑙𝑜𝑔(𝐿) and the latest blockheaders from blockheaderm−Δ to blockheaderm. At the first 

time when the client starts, the data size for synchronization will be less than: 

 

640 +  10 ∗  880 =  9440(𝑏𝑦𝑡𝑒𝑠) 

 

Validity Verify Time: 

 

Firstly, client need to insert TMRm  into MMR to update the local MMR Peaks, the time 

complexity is 𝑂(𝑙𝑜𝑔(𝐿)) . Next, generate Merkle root from all MMR Peaks, and compare 

whether it is equal to TXO_Cm, whose time complexity is also 𝑂(𝑙𝑜𝑔(𝐿)). Verifying the path 

from transaction tx to TMRnhas a time complexity of 𝑂(𝑚), followed by verifying the path from 

TMRn to MMR root, which has a time complexity of O(log(L)). Therefore, the time complexity 

of each validity verify is 𝑂(𝑚) +  3𝑂(𝑙𝑜𝑔(𝐿)) which includes TMR insert time and verify proof 

time in Figure 7. The insert time is less than 0.14ms by the blue curve and the verify proof time is 

about 0.06ms through the green curve. So, the total time is less than 0.2ms when L grows to 224. 
 

 
 

Figure 6. Performance of the Timely Proof Verify. 

 

Timely Verify Time: 

 

Timely proof only needs to perform a 𝐻𝑎𝑠ℎ𝑇𝑜𝑃𝑟𝑖𝑚𝑒 and a modular exponentiation operation, 

thus the time complexity is 𝑂(1). From experiments, the timely verify time is less than 10ms 

through the Figure 9, which is almost no burden to the Client. We conclude with a summary of 

the temporal complexity of three components and the time cost level, as show in Table 1. 
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Table 1. Time complexity and cost for NVDB full node, DNS bridge, and Client every block or transaction 

generation round.  

 

Part Time Complexity Cost Time Level 

NVBD Acc Update O(m) second 

MMR Insert O(log(L)) millisecond 

DNS 
Bridge 

Validity Proof O(m)+O(log(L)) millisecond 

Timely Proof Δ𝑂(𝑚) second 

Client Validity Verify O(m)+O(log(n)) millisecond 

Timely Verify O(1) 10 milliseconds 

Message Size < 3.052Kbytes 

Storage Size < 9.44Kbytes 

 

6. CONCLUSIONS 
 

This paper proposed a blockchain-based decentralized naming system called LEA-DNS to solve 

the centralization problem and data authenticity problem. We find the problem of record 
obsolescence in the blockchain when DNS <name, value> has been changed and propose our 

solution. LEA-DNS enables name owners to apply domain names and maintain authoritative 

server information on blockchain in a decentralized manner which mainly consists of NVBD, 
DNS, and Clients. The UTXO mechanism, RSA accumulator, and Merkle Mountain Range have 

been used for the blockchain design called NVDB. DNS Bridge will generate the validity proof 

and timely proof for the verifiable DNS request and the response size is only a few hundred 

bytes. Clients will verify the response with little time. Our simulated results show that the Clients 
will only need storage no more than 9.44Kb data locally, the overhead of verification message is 

less than 3.052Kb and the verification time is below 10ms. LEA-DNS is also compatible with 

current legacy DNS architectures. In the future work, we will deploy this system in a real 
network to  further test its performance. 
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ABSTRACT 
 

Business network brings many organizations close together to achieve their desired goals and 

profit from it.  People from different organizations may or may not know each other but still can 

be part of a business network. A major challenge with these business networks is how to provide 

trust among people and data security. Blockchain is another means through which many 

organizations in the current digital age are overcoming these problems with ease. Blockchains 

have also changed the way the business transactions with clients take place. Blockchain is a 

decentralized distributed ledger in a peer to peer network which can be public or private, and it 

enables individuals or companies to collaborate with each other to achieve trust and 

transparency between business and its clients.  Many implementations of blockchain technology 
are widely available today. Each of them have their own strengths for a specific application 

domain. They can fundamentally alter electronic communications with a potential to affect all 

sorts of transaction processing systems. However, there are still many challenges of blockchain 

technology waiting to be solved such as scalability and adoptability. In this paper, we provide 

the knowledge on Blockchain technology and we present the applicability of blockchain in the 

business models and also discuss the relevant use cases for Banking and Supply Chain models.. 

 

KEYWORDS 
 

Blockchain, Secure Web Transaction, Decentralized Distributed Ledger, Peer to Peer Network. 

 

1. INTRODUCTION 
 
Blockchain is primarily defined as a shared immutable ledger, or just an “unchangeable record of 

who owns what”. It can be used to transfer and permanently records any changes to the assets 

like money, crypto currency, real estate, records of any kind, identities, personal property etc., 

between two or more parties without the need of intermediaries. Blockchain uses combination of 
existing technologies like Ledger, Cryptography, and Network Technology. Internet was a major 

milestone in technological evolution and it led to newer business models, distributed computing 

and many more changes to human lifestyle over the past 25 years. Experts believe that 
Blockchain [6][10] will become the next wave in Internet technology as it eliminates the need of 

intermediaries and provides trust between various business parties.  

 
In cryptocurrencies, we have observed how Blockchain has enabled an online payment system 

without central authority unlike in Internet Banking. Blockchain-based system receives data, 

encrypts it and stores it as digital leger called a software leger in every node of the network. The 

software ledger is a collection of records which are immutable in nature. The key characteristic of 
Blockchain is that it provides trust between different parties who are part of the business and who 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N08.html
https://doi.org/10.5121/csit.2021.110802
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may or may not have known each other prior to the business transaction. This is the one of the 
reasons why Blockchain is making its entry into business world at a faster rate than other 

emerging technologies post 2016. In a typical business environment, multiple parities are 

involved and they communicate with each other to share data and perform business transactions. 

The business data between various parties needs to keep it in secured place and maintained for 
future purposes. Earlier generation of business systems kept all their data in central repository 

where it was being monitored and secured by a central authority. Malicious attack, data breach 

and data stealing could happen easily with central system. Hence security became a major 
concern to centralized systems in business environment. To address the above challenge, in 

Blockchain-based solutions all business data is stored at secured place that is on every node’s 

location in the network.  This makes it almost impossible for malicious attacker to hack the data. 
 

2. BLOCKCHAIN TECHNOLOGY 
 
Blockchain technology [4] [6] [16] is a decentralized digital ledger stored across all the nodes in the peer-

to-peer network (P2P). P2P network is a computer network where nodes will be directly 

connected to each other without intermediaries.  Digital ledger is a software ledger that holds 
encrypted data which is immutable and shared between nodes in the Blockchain network without 

a middleman. The structure of Blockchain technology is such that it contains series of blocks that 

hold business data in them. All nodes in the network holds a copy of the Blockchain records. Any 
changes in the data requires permission from all nodes in the network which means verification 

and validation is done by every node in the network. Every node should work cooperatively to 

achieve the business goal with help of consensus algorithm. Consensus algorithm is an algorithm 
embedded into every node in Blockchain network to help the network to achieve the agreement 

between the nodes on data sharing and new block creation. Decentralized application (DAPP) 

shown in figure 1, is an application model in which all the nodes are connected  to each other to 

share a data and store it across the blockchain network without central server. 
 

 

Smart 
Contract

consensus
Smart 

Contract
Consensus

HTML/CSS/JAVASCRIPT
HTML/CSS/JAVASCRIPT

Client 1
Client 2

Node 1 Node 2

Blockchain Network

Block3 Block4 Block5

 
 

Figure 1. DAPP Model 

 
Every blockchain node in DAPP model has front-end design for interacting with blockchain 

back-end network via web service calls. Commonly the front-end design is built using a 

programming languages like HTML, CSS and JAVASCRIPT via which user can access the back-

end network. The back-end network consists of smart contract, consensus, and blockchain 
database. The Browser will initiate the transaction proposal, notify the result of transaction 

proposal. Blockchain contains a series of blocks attached together in a chain-like structure. The 

current block contains the address of previous block and previous block contains the address of 
its previous block and so on. Thus block integrity is maintained. The very first block in the 
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blockchain is called genius block which does not contain address of the previous block. The 
actual block chain starts with genius block. Each block contains immutable and tamper proof 

record of transaction data. Data blocks are time stamped and stored in the order of transaction 

fashion strictly thereby supporting integrity, data transparency and data security. Indeed, 

blockchain provides immutable and tamper proof data, it is suitable for business to keep their 
data in secure manner and access by all nodes in the network. A data which is stored in 

blockchain is secured with help of cryptographic algorithms. Cryptographic algorithm [25][26] 

uses pair of keys for encryption and authenticate the data. They are namely public key and 
private key. For instance, in a crypto-currency blockchain, when a person purchases a blockchain 

wallet, he/she gets a private key. In addition to the private key, there is also a public key. As and 

when the person sends a transaction from blockchain wallet, the software checks and verifies the 
transaction and then signs it with his/her private key. This activity sends a message to entire 

blockchain network that the person has an account in the blockchain wallet and has the authority 

to transfer the fund on the public key that the person is sending from.  Every asset can be 

converted into electronic asset and given a unique identifier to track, control, buy and sell on the 
blockchain. The system permits decentralized transactions of all types of e-assets between peers. 

Blockchain allows users to access the single version of truth to exist across the network as shown 

in the figure 2.  
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Client Application
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Data Retrival
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Figure 2. Accessing Single Version of Truth via Blockchain Network. 

 

Blockchain is divided into categories based on the node’s participation into the network. If the 

network is of public type, then it is called public blockchain where any node can take part into 

the network at any time. If the network is of private type, then it is called private blockchain in 
which only certified nodes can be part of the network. Table 1 below highlights the differences 

between public and private blockchains [8][10]. 
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Table 1: Differences between Public and Private Blockchain 

 
Public Blockchain Private Blockchain 

Any node can participate  Only a certified node can participate 

Decentralized such that no one has control over 
the network. Security enabled by the fact that 

data cannot be changed once validated by the 

blockchain.  

One or more entities control the network leading 
to reliance on third-parties to transact. Only 

participating entities have knowledge of 

transaction and thereby there is additional 

security.  

Transaction data is visible to all nodes in the 

network 

Transaction data is visible only to the nodes who 

have got certified to be part of network. 

Scalability is an issue Scalability is not an issue 

Speed – transactions per second is lesser due to 

higher number of nodes 

Transactions per second is much higher 

More secure since there are higher number of 
nodes in network and hackers cannot attack it 

easily and gain control.  

More prone to attacks, data breaches and 
manipulation.  

More chances of collusion among majority of 

participating nodes to gain control of the 

network.  

No chance of collusion since each validator is 

known and identifiable. 

 

3. FIRST IMPLEMENTATION OF BLOCKCHAIN 
 
Bitcoin [3] was the first Blockchain project that got implemented using Proof of Work consensus 

algorithm. Consensus algorithm [2] [11] is a software agreement between nodes to work jointly 

and allows to take common decision to perform the task. Consensus algorithm is the backbone of 

Blockchain technology. There are many consensus algorithms available to implement Blockchain 
projects. In this section we discuss about first consensus algorithm PoW [5] [7] used in Bitcoin 

Blockchain Network. Bitcoin works based on crypto currency transactions. Crypto currencies are 

a form of electronic cash which can be used to trade assets between business parties that are 
connected via internet. How Proof of work algorithm works in Bitcoin [1] [3] Blockchain is 

described below in steps 

 

Step1: Identity of a node is checked with help of membership service of decentralized 
application 

Step 2: Once node’s identity is validated, node can perform transactions with other nodes in the 

network 
Step 3: Once node completes the transactions, transactions can be verified and validated by a 

special node in the network  

Step 4: Special node create a new block by solving the complex puzzle to convert valid 
transactions into blocks 

Step 5: Once new block is created, it gets broadcasted to other nodes in the network.  

Step 6: Upon receiving a new block, nodes update their existing database called digital ledger 

with new block. 
Step 7: Go to step 1 

 

There are two nodes present in Bitcoin. They are called Peer node and Miner node. Peer nodes 
are normal nodes that execute the transactions with help of Consensus algorithm. Miner nodes 

are called special peer nodes that execute transactions and also validate the transactions. Miner 
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nodes will solve complex mathematical puzzle in-order to validate the transaction and create new 
block. To solve complex puzzle, Miner nodes require heavy electricity and computing power. 

There can be many miner nodes in the Blockchain network who can compete with each other to 

solve the complex puzzle. The time duration to solve puzzle and create new block in Bitcoin is 10 

minutes. Miners who completes task first within the duration, will be the winner of that round. 
He will be rewarded with some Bitcoin. He will then propagate a new block to whole network. 

All the nodes in the network receive a new block and update digital ledger stored at their 

location. 
 

3.1. A Fork in Blockchain 
 
What if two miners solve puzzle nearly at the same time and try to add new block into the 

previous chain of blocks in the network? This situation creates fork [9] in the network and it is 

described in Figure 3. Fork means deviation from previous history of records or suddenly a new 
rule is framed and followed by nodes at particular point. It means that two branches of chain will 

be created in the network by nodes who solves puzzle at the same time. This can happen with 

valid miners coincidentally who solves puzzle at same time or malicious attacker who 
purposefully wants to create a fork to take control over the network and hack the transaction data. 

 
 

Valid Chain

Invalid Chain
 

 
Figure 3: Fork situation in Blockchain Network 

 

Solution: When nodes are encountered fork in the Blockchain network, the process of creating 
new blocks will not be stopped. Consensus algorithm allows miner to keep solving the complex 

puzzle and add new blocks into the branches of chain of Blocks. This process will continue and 

some more blocks will get added into the chain of blocks at every interval of time or each round 
of an algorithm executes. After some time, the longest branch of chain will be considered as valid 

chain and that will be considered for further processing and continued and smaller chain will be 

discarded.  

 

4. BLOCKCHAIN-ENABLED DIGITAL BUSINESS MODELS 
 

Blockchain technology [17][18] [19][20] is becoming more and more popular in various business 

applications for healthcare , supply chain, education, government and banking. The reason behind 
this popularity is the ability to cater to constantly growing data in the distributed, decentralized 

digital ledger while providing ability to seamlessly share the data with all the nodes /peers in the 

organization network, shown in figure 4. 

 



24   Computer Science & Information Technology (CS & IT) 

Node 2Node 4

Node 3

Node 1

Blockchain

Smart 
Contract

Hashed 
Transactions

Distributed 
Digital Ledger

Consensus 
algorithm

 
 

Figure 4. Seamless and Controlled data sharing between nodes within Blockchain Network 

 

In case of healthcare system, the healthcare data is highly sensitive and it needs to be stored at a 
secured place with limited access. Operational/transactional data will be created and entered by 

authorized persons within the organization. Private Blockchain system is well suited for such an 

environment. In Pharma supply chain, manufacturer, distributor, retailer, transporter are the 
authorized people who are responsible for correctness and completeness of data. Once the drugs 

are manufactured and shifted to the distributor, drug details are recorded in the blockchain 

network. Thus every block in the network contains drug transaction details in it.  Any authorized 

member can check for the authenticity of the drug at any time. Blockchain framework supports 
many platforms to provide a solution to business needs. A few popular platforms such as 

Ethereum, R3Corda, Ripple, Quorum are listed in Figure 5. 

 

 
 

Figure 5. Popular Blockchain Platforms 

 

When it comes to asset tracking with trust, transparency and more security, Hyperledger Fabric is 

most convincing framework among all.  Hyperledger [21-24] from Linux foundation, is an open 
source permissioned distributed ledger technology platform for business enterprises. It is 

designed to support pluggable implementations of various components and helps us to solve 

variety of use cases. Hyperledger serves as a greenhouse that collaborates with the customer, 
developer, different vendors from various sectors to achieve its goal. It provides different 

consensus models that enable performance at larger scale while achieving data privacy. As 
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mentioned previously, Consensus is an agreement between nodes in the network in-order to 
verify and validate the transactions and achieve the correctness of the set of transactions in the 

block.  Blockchains can have different consensus models based on the requirements for different 

use cases.  Use of Blockchain technology [14] [15] can provide enormous competitive advantage 

to businesses even though at present significant challenges are there in leveraging it in digital 
business models. In Figure 6, the key dimensions of Blockchain usage in business models is 

depicted. 
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Figure 6. Key Dimensions of Blockchain Usage in Digital Business models 

 

4.1. Banking System [10] [12] [13] 
 
Banking sector has been among the top to adapt blockchain to support their digital banking 

needs. Millions of customer transactions are processed via banking systems and it is very 

important to securely store this data in a secured place. Who gathers the data, who has access to 
the data and where it is stored are aspects critical to the banking system. In traditional systems, 

the transaction data gets stored in a central server for verifications, validations and maintenance. 

Consider a scenario where, Bob wants to sell his car to John. Bob sends his public key to John to 
transfer amount to his account using bank application. John uses Bob’s public and his own 

private key of the bank application and transfers the required amount to Bob’s account. Bob uses 

his public and private key to check the transaction account. In this scenario, Bob and John are 

connected via bank central system.so every transaction which is taking place via bank 
application, goes to the server which is maintained by bank’s central authority. This server will 

capture all the data and stores on it. It is also responsibility of central server to maintain the data 

in proper way. Table 2, shows how Banks registers transaction data in their central databases.  
 

Table 2: Bank Database without Blockchain 

 
Sender  

Name  

Sender Account   Receiver 

Name  

Receiver Account Transfer 

Amount  

Date & Time 

John  000XXXX20280 Bob 000XXXX08765 5,00,000 31/12/2019 

18-00-30 
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There are a few problems that are associated with centralized system –  
 

i) Time to validate the user account and verify the account details is longer. This impacts the 

overall transaction time.  

ii) Network is vulnerable to malicious attackers who can try to steal data or deny service to 
other users. Such attacks reduce the credibility of the bank in the eyes of the customers. 

iii) Centralized systems are mostly monolithic in nature and require proprietary knowledge for 

maintenance. Thereby the time to make change is longer. Blockchain technology addresses 
these issues by eliminating completely a central server system and allows all the nodes to 

have all the transactional data in their computer in the form of a distributed digital ledger. 

The above mentioned example can be explained as below in a scenario where Blockchain 
is used. 

 

Transaction: Bob is selling his car to John 

 
Bob and John login to blockchain applications that are designed to work on a Peer-To-Peer 

network. Peer-to-Peer network means, Bob and John are connected directly without  

 
Table 3.Bank Database with Blockchain 

 

 
 

any intermediaries. Both uses their public and private key to perform transactions. Once 

transaction is completed, it is verified and validated by other nodes in the network and transaction 
data gets saved into a digital ledger. The data which is entered into ledger is immutable and is 

called as tamper proof data. This digital ledger will be shared with every node in the network. It 

is almost impossible to hack the data for network attacker as the data is stored at every single 
node in the network. Blockchain Digital ledger will contain the record of transaction data with 

hash value. Hash value is an unique value for each record of blocks in the digital ledger and 

shown in Table 3. In digital ledger, every record will contain two hash values.one is previous 

hash value and other one is current hash value. Previous hash value will have data about previous 
record details. Current hash value will have current transaction details. 
 

4.2. Blockchain-Enabled Supply Chain [10][12] 
 

Supply chain is at the heart of many businesses for effective product delivery. This is where the 

business models should have trust between different business parties and helps to supply the 
goods from suppliers to manufacturers to consumers. Supply chain is a complex connected 

network through which manufacturing companies source their raw materials and get their 

products to market, to sell and profit from them. It encompasses planning, controlling and 
execution of product flow from raw materials to finished goods. The goal of an efficient supply 

chain is to function in most effective and streamlined manner possible in order to achieve better 

performance throughout the network. The main parts of a Supply chain are 
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 Planning- Plan for resources that are required to satisfy the consumer needs 

 Sourcing- Identify the supplier who provides goods and services needed for product 

 Manufacturing- Activities including for manufacturing the product and testing it for 

quality and plan for delivery schedule 

 Delivery(Logistics)- Collecting consumer orders, plan for safe storage and delivery, 
dispatching the load and receiving payments 

 Returning – Providing return policy for goods in case of damage or unwanted product  

 
Physical flows and information flows are two types of flow by which many organizations are 

linked together to form a supply chain which are i) Physical flow in supply chain deals with 

transportation, movement and storage of goods. It is actual flow of goods from manufacturing 
unit to marketplace. This is most visible flow in supply chain. ii) Information flow in supply 

chain allows organizations to share data about planning, controlling and execution of goods 

delivery. Here the information is stored in computer systems or in paper documents.  In 

traditional supply chain models, multiple business partners are involved to supply the goods to 
consumers at right place and time. This scenario is given in figure 7. The business partners have 

to organize complex, trust-based systems to exchange and store such data with adequate security 

measures. 
 

Manufacturing 
Unit

warehouse
Distributor Retailer

Product
Product Product

Thin Client1 Thin Client2 Thin Client3 Thin Client4

Cloud Database
 

 
Figure 7.  Supply Chain Model without Blockchain 

 
On the other hand, Blockchain helps the business partners not only to exchange data but also have 
the required visibility throughout the chain. This model helps the business systems to verify the 

data at any time. This also helps prevent counterfeit products from getting into the supply chain. 
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Figure 8. Blockchain Based Supply Chain Model 
 

Blockchain-based supply chain helps businesses to track the product right from manufacturing 

unit to consumer location as given in Figure 8. Business data at various stages in the supply chain 
should captured and stored as blocks in the chain of blocks on a network. For example, details 

like ingredients, date of manufacturing, date of expiry etc., will be captured when goods are 

getting produced at the manufacturing unit. This information gets validated by other parties in the 

network, put into blocks and sent to all nodes in the network. When goods move from 
manufacturing unit to warehouse, warehouse details will be captured and stored as block which 

will then added into chain of blocks.  This will continue till it reaches the consumer. Consumer 

can check their product simply by reading data from the ledger via a blockchain application. 
Smart contract, a piece of code embedded into the applications help the nodes to write data into 

ledger and read from ledgers. 
 

5. CONCLUSION 
 

Establishing trust and ensuring full transparency is the crux of business to business and business 
to consumer transactions. Securely storing the data and enabling role-based access to the same is 

another key goal. In traditional business systems, a complex system design is required to achieve 

these goals and the same can be quite inflexible and expensive to maintain. Blockchain is a 
technology that can help overcome these challenges by having a decentralized digital ledger to 

captures all the valuable data and corresponding transactions. The unique feature of this ledger is 

that it is immutable in nature which means data and transactions are not modifiable once it is 
stored in ledger. This helps the businesses to store data permanently in such a manner that it 

cannot be deleted or modified by other parties without the knowledge of the participants in the 

blockchain. Data in the blockchain is visible to participants in the network anywhere, anytime. 

Hence blockchain technology brings trust, transparency, security and visibility to all participants 
in the business network thereby making it the ideal choice for many businesses to adapt. 
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ABSTRACT 
 

Nowadays use of liquefied petroleum gas (LPG) has increased. LPG is an asphyxiating, volatile 

and highly flammable gas. In a LPG leak situation, potential health accidents are increased 

either by inhalation or by combustion of the gas. On the other hand, carbon monoxide (CO) is a 

toxic gas that comes mainly from combustion in car engines. Breathing CO-polluted air can 

cause dizziness, fainting, breathing problems, and sometimes death. To prevent health 

accidents, including explosions, in open or closed environments, remote and real-time 

monitoring of the concentration levels of CO and LPG gases has become a necessity. The aim of 

this work is to demonstrate the use of Internet of Things (IoT) techniques to design and build a 

telemetry system to monitor in real-time the concentration of GLP and CO gases in the 
surrounding air. To implement this work, as central hardware there is a microcontroller, CO 

and PLG sensors on the electronic station. Besides, Amazon Web Services (AWS) was used as 

an IoT platform and data storage in the cloud. The main result was a telematics system to 

monitor in real time the concentrations of both GLP and CO gases, whose data is accessible 

from any device with internet access through a website. Field tests have been successful and 

have shown that the proposed system is an efficient and low-cost option. 

 

KEYWORDS 
 

Internet of things, Microcontroller, Remote sensing, LPG, CO. 

 

1. INTRODUCTION 
 
In Latin American countries liquefied petroleum gas (LPG) is also known as “propane gas”, its 

use has increased in various applications: commercial, industrial and mainly residential [1]. Most 

home and restaurant kitchens used LPG to cook food on gas stoves. Metal cylindrical tanks were 
commonly used to store LPG and were placed inside the kitchen or in a nearby location. Another 

environment where this type of gas is found is within industrial facilities for the production and 

distribution of the gas itself.  LPG is an asphyxiate, volatile and very flammable gas [2]. A leak 
can occur if it is not stored properly or because of a failure in the storage tank or because of poor 

handling of the circulation pipes and hoses [3]. In a gas leak situation, possible health accidents 

inside the house, restaurant or facility increase, either by accidental inhalation or by combustion 

of the gas [4]. In El Salvador country there is a history of explosive accidents caused by 
mishandling or leaks of PLG [5] [6] [7] [8]. Carbon Monoxide (CO) is poisonous, taste-, odour- 

and colourless gas derived from combustion processes of automobiles [9]. CO has fatal 

consequences if undetected. Intoxication caused by CO is frequent possibly leading to high 

http://airccse.org/cscp.html
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morbidity and mortality [10]. Symptoms of CO poisoning include dizziness, nausea, weakness, 
headaches, lethargy, and confusion [11]. Inside garages or closed-door parking lots, residential or 

commercial, are common places of concentration for CO gas [12]. People that work or user of 

this kind of spaces are more susceptible to suffer CO intoxication, even if they breathe CO-

polluted air by a few minutes [13] [14]. In Latin America health accidents produced by CO gas 
has increased mainly by lack of monitoring system. [15] [16] [17] [18]. The measurement of LPG 

and CO gases is obtained in Parts Per Million (PPM) of concentration within the surrounding air. 

Threshold concentration levels for GLP to take care: 0 to 400 ppm = Normal -- 401 to 800 ppm = 
Hazardous -- more than 800 ppm = Explosive [19]. For CO gas: 0 to 50 ppm = Normal - 51 to 

800 ppm = Dangerous - more than 800 = Deadly [20] [21]. Real-time monitoring for 

concentration levels of CO and LPG gases within a residential environment or in closed parking 
lots has become a necessity, as some places where these gases are found grows day by day. In 

order to help on prevention of health accidents derived from CO and LPG gases, such as 

poisonings and fires, it is useful to give close or open spaces with a monitoring and early warning 

system of the concentration levels of these gases. Previous work has related to developing LPG 
or CO gas monitoring stations. But these have focused on the use of high-cost technological tools 

[22] [23] [24] [25] or are not connected to a website in real-time [23] [26] [27]. The cloud 

platforms used for these previous implementation is restrictive or closed-source private or 
expensive The use of so-called free IoT clouds like Thingspeak or Ubidots is popular among the 

above studios, but they have some limitations like a limited quantity and frequency of telemetry 

data. [28] [29] [30] [31] [32]. Some of these previous works only focused only on monitoring one 
gas either LPG or CO [33] [34] [35]. This work proposed a low-cost electronic system based on 

IoT technologies, equipped with sensors that are capable of taking a reading of both CO and LPG 

gases in the surrounding air. The system is also capable of sending sensor data over the Internet 

and displayed on a website so security staff can aware in real-time possible leaks or high 
concentrations of these gases and alert users and take measures to avoid possible health damages. 

Rest of this paper is organized as follows. Section 2 summarizes the prototype development of 

the IoT system. Section 3 presents experimental results and discussion about the proposal, and 
Section 4 concludes and present some final comments and ideas to be tackled in future work. 

 

2. DEVELOPMENT OF A GAS MONITORING IOT SYSTEM 
 

Methodological development of this proposal system was based on the IoT Architectural 
Reference Model [36].  

 

2.1. Purpose & Requirements Specification 
 

Purpose: automated PLG and CO gases concentration monitoring with Wi-Fi communication and 

real-time report via a web dashboard. Behaviour: electronics station with sensors capable to take 
measurement of gases concentration (PPM - part per million) in surrounding air, and a   central   

digital   controller programmed to do periodic reading of sensors and send collected data via Wi-

Fi   to a platform on the Internet. Requirement for management: the system can be monitored via 
the internet; programming management and configuration of the sensor station can be locally 

through a USB port provided at the station itself. Requirement for data analysis: the data 

collected by the sensor is processing in the station itself then send its payload with formatted 

values to the service in the "cloud". Deployment of applications:  firmware or control software is 
within microcontroller’s flash memory inside the station, to monitor the data produced by the 

station an IoT platform with a web site dashboard. Security requirements: the system must have 

basic user authentication for change and access to the IoT platform, however, will be of public 
access for the visualization of measurements. 
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2.2. Process Specification 
 

Define a single case of operation in a repetitive loop through the firmware in the digital 

controller: when the system boots, it executes actions to set up internal and external hardware of 
the microcontroller, then reads the sensors for PLG, CO and Temperature, active an on-board 

buzzer if reading are above thresholds, finally sends readings to the IoT service through the Wi-

Fi network, this entire process is periodic. Figure 1 shows a pseudocode algorithm about 
described process.  

 

 
 

Figure 1.  Single case algorithm for electronic station process. 

 

2.3. Domain Model Specification 
 
Physical entity: the surrounding air, whose concentration of GLP and CO gases will be read. 

Virtual entity: represent the physical entity in the digital world. So, we define only one for the 

surrounding air. Device: programmable digital controller with connected LPG and CO gases 
sensors. Resource: firmware that runs on the device and a setup script that runs in the IoT cloud. 

Service - The station service runs natively on the device. 

 

2.4. Functional View Specification 
 

The functional view defines functional groups (FG) for the different functions of the IoT system.  
Each functional group provides functions to interact with instances of concepts defined in the 

domain model or information related to those concepts. Device FG: includes the programmable 

controller, PLG and CO gases sensors. Communications FG:  protocols used are 802.11 link 
layer, IPv4 network layer, TCP transport layer, HTTP application layer; to send data payload to 

the IoT platform system use JSON format. Services FG: There is only one service running within 

the IoT station controlling service.  Administration FG: is performs by the firmware resource.  

Security FG: security mechanism is a single user credential for IoT cloud configuration. 
Application FG: the user interface for monitoring the values produced by the IoT system is in the 

"cloud" as a web page. 
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2.5. Operational View Specification 
 

The Options for deployment and operation of the IoT system are defined.  IoT electronic station: 

mains components are a microcontroller, a Wi-Fi transceiver to internet access, a sensor for LPG 
gas, a sensor for CO gas. As a visual representation, a led screen for displaying text on the station 

and a Buzzer to play a sound alarm onsite. Communication API:  Amazon Web Services API.  

Communication protocols:  802.11, IPV4 / 6, TCP and HTTP. Services: controller service hosted 
on the device written on C programing language and running as a native service.  Applications:  

Web and database Application – AWS web toolbox. Administration: device – Arduino IDE for 

electronics station and AWS for cloud applications. Figure 2 shows functional blocks for the 

proposed IoT system. 
 

 
 

Figure 2: Overview of functional blocks architecture of the proposed IoT system.  

 

2.6. Device & Component Integration 
 

Figure 3 shows a schematic diagram with component integration of the IoT electronic station. 
Mains components used are an Arduino development board for Atmega2560 microcontroller, a 

ESP8266 chip as Wi-Fi transceiver, a SSD1306 Oled display, MQ-5 LPG sensor, a MQ-9 CO gas 

sensor and a sound buzzer. Sensors are connected via ADC pins, Wi-Fi transceiver used the 
UART port pins and I2C port pins are used to handle Oled display, buzzer use one GPIO of 

microcontroller. 

 

2.7. Application Development 
 

The Applications developed to run by the IoT the system are: 1) Device firmware: written in C 
programing   language, the program follows a one loop structure and specific tasks:  a. Read 

sensors values concentrations for PLG and CO gases. b. Store these values locally c. display 

readings on LCD on device d. Compare readings values to threshold levels of each gas, if current 
values are above sound buzzer on the station. e. Packet and send the data payload to IoT cloud. g. 

Wait until the next reading. 2)   Service   script   in   the   "cloud":   developed   in JavaScript 
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language hosted in Amazon Web Services (AWS) cloud. The telemetric protocol JavaScript 
Object Notation (JSON) is used to send and receive data between sensor station and IoT 

Platform. AWS services were selected for their low cost, high reliability, and availability versus 

other similar services. In addition to having a relatively short learning curve. 3) Web application:  

it was developed using the AWS hosting services, using web-toolbox we setup the web site with 
data tables and graphical dashboard to display the data generated by the sensor  
 

 
 

Figure 3: Electronics components integration for sensor station of proposed IoT system.  

 

3. RESULTS AND DISCUSSION 
 

3.1. IoT monitoring station 
 
One main result of this work was an electronic sensor station prototype that allows take 

measurements of PLG and CO gases concentrations and send it to the IoT cloud platform, figure 

4 shows some photos of the prototype. It is a design that takes on mind needs for a Salvadoran 

condition, were based on the state-of-the-art, affordable and efficient electronic components. The 
design of the system allows to add more sensors to the station to increase the gases to be 

measured. Station reports to the website two values of sensed magnitudes every 10 minutes or 

when the values raise above threshold levels. The 10 minutes’ period is configurable via 
firmware on microcontroller. Among electrical characteristic of the station prototype, we have: 

Operation voltage:  110VAC, Current consumption:  0.4W Max, working temperature: +60°C   

Max. Measurement operation: range PLG and CO 1 to 1000 part per million (ppm) 
Communication operation: Link: 802.11 Wi-Fi Transmission power: 14 dB tip. Physical 

installation of station is simple, it can be embedded in a wall of a building or structure, with a 

height between 1.5 to 2 meters from the ground level. The technical requirements for the place of 

installation are: access to electric power and Wi-Fi network coverage, the stations are configured 
for network access by DHCP. The commissioning only requires defining, via the firmware, the 
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network access credentials and the time between reports to the IoT platform, in the case of study 
it is used 10 minutes.  

 

 
 

Figure 4: Assembled electronic prototype (left) and outdoors enclosure (right) for the IoT sensor station.  

 

3.2. Web Site and Field Test  
 

As a field test designed system was implemented with one node. The station was placed in the 

center of San Salvador, within the campus of the Universidad Tecnologica de El Salvador, a 
sector of the capital city with high traffic, specifically between 19 Avenida and Calle Arce. This 

point was selected to observe its performance and verify operation of the system and to make the 

necessary adjustments. To monitoring the data collected user can access through any device with 

Internet access to website with the URL: https://bit.ly/2JBBRkd. This website, figure 5, includes 
tables and dashboards to view the history of values for PLG and CO gases reported by the station. 

System performance so far has been satisfactory. The telemetry link has not suffered losses and 

has remained stable. The website has been available and has not been down. Regarding the data 
collected, a growth trend has been observed in the concentration of gases that coincides with the 

rush hours of automotive traffic. It is on early hours of the day and late at night when the 

tendency on gases concentration is low. Significant effects were observed in gas concentration 
values in response to climatic conditions such as rainy and windy seasons. The concentration 

values decrease to their lowest values during the weekdays or after a rain or a gust of wind. This 

is consistent with the assumption that vehicular traffic is a major source of air pollutant by PLG 

and CO gases. 
 

 
 

Figure 5: Web site tables and dashboards for collected gases data coming from the sensor station. 
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4. CONCLUSION AND FUTURE WORK 
 
Development of an IoT station to monitor the level of LPG and CO gases concentration in 

surrounding air is a fundamental step for study of behaviour, impacts, and actions for care of the 

environment, reduction of expenses in health and focus resources on possible solutions for 

problems that affect quality of human life. The proposed system was developed using state-of-art 
techniques on electronics, programming, and internet of things, which allowed to produce a piece 

of low-cost equipment that works according to the expected requirements. Tools such as Atmega 

microcontroller together with C programming language allows development of efficient IoT 
prototypes at a low-cost, with short development times and high performance. In addition, using 

the ready-to-use tools of AWS has allowed fast and simple development of a platform and web 

site to data monitoring from any device and in real-time. The scientific contribution of this work 

was to show new and innovative techniques for the use of hardware and software components in 
the implementation of Internet systems of things. These can be applied in new developments, 

allowing for fast and efficient prototyping. In the future, this research has the task of developing 

more stations for different locations within the national territory, conducting validation 
experiments with additional sensors. In future, we seek to implement a monitoring network 

through radio frequency links, and analyse massive data or forecasts from the data produced by 

stations. Also, result of this work can be use in development of new lines of applied research, in 
areas such as: analysis of aquifers, monitoring in agriculture and livestock fields, analysis of 

sports performance, etc. 
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ABSTRACT 
 

Blockchains combine several other technologies like cryptography, networking, and incentive 

mechanisms in order to support the creation, validation, and recording of transactions between 
participating nodes. A blockchain system relies on a consensus algorithm to determine the 

shared state among distributed nodes. An important component underlying any blockchain-

based system is its consensus mechanism, which determines the characteristics of the overall 

system. This thesis proposes a reputation-based consensus mechanism for blockchain-based 

systems which we term Proof-of-Reputation(PoR) that uses the liquid rank algorithm where the 

reputation of a node is calculated by blending the normalized ratings by other nodes in the 

network for a given period with the reputation values of the nodes giving the ratings. The nodes 

with the highest reputation values eventually become part of the consensus group that 

determines the state of the blockchain. 

 

KEYWORDS 
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1. INTRODUCTION 
 

In the last couple of years, blockchain has received a significant amount of attention from the 

industry and academia alike and quite rightly so due to the success of cryptocurren- cies. While 

cryptocurrencies are the most popular use case for blockchain technology, there is a plethora of 
application domains. A blockchain system is, fundamentally, a distributed system that relies on a 

consensus algorithm to determine shared state among distributed nodes. In blockchain speak, this 

shared state called a chain is a public or private record of all transactions or digital events that 
have been created and shared among participating nodes. A blockchain system is, fundamentally, 

a distributed system that relies on a consensus algorithm to determine shared state among 

distributed nodes. In blockchain speak, this shared state called a chain is a public or private 

record of all transactions or digital events that have been created and shared among participating 
nodes [1]. 

 

The main objective of any blockchain-based system is to maintain a live decentralized transaction 
ledger while defending against attacks from malicious Byzantine actors that may try to game the 

system. The reliability and the integrity of the entire blockchain system as a whole depend largely 

on the consensus model employed. The applicability of any consensus mechanism is based on 
three key properties: safety, liveness and fault tolerance [2]. 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N08.html
https://doi.org/10.5121/csit.2021.110804
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Distributed consensus among nodes geographically distributed has been a widely studied research 
topic in distributed systems, however, with the advent of blockchain, it has received more 

attention as blockchains are a type of distributed system. Most blockchain-based systems 

targeting different application domains with an array of unique requirements have introduced a 

corresponding consensus mechanism suited for its particular uses. As a result of this, several 
consensus algorithms have emerged with different properties and capabilities. 

 

The common approach to building consensus among participants is evidence-based. The basic 
concept of a proof-based consensus algorithm is that among many nodes joining the network, the 

node that performs sufficient testing is given the right to add a new block to the chain and gets a 

reward [3]. A large number of these methods are still vulnerable to the games of the participants 
on the network. The most popular proof-based algorithm is the PoW (Proof of Work) consensus 

algorithm, which powers the Bitcoin cryptocurrency, where each participant in the system votes 

by the total amount of computing power that the participant controls at the time of the vote. The 

obvious disadvantage of this approach is that anyone with the most computing power can 
essentially take over a significant portion of the system. In addition, it has been known to 

consume a significant amount of resources. a lot of electricity [4]. Proof of Stake (PoS) is an 

energy-saving alternative to PoW. PoS requires nodes to demonstrate ownership of a particular 
stake as it is believed that nodes with more coins are less likely to attack the network. 

 

As the nature of peer-to-peer (P2P) networks is open and dynamic, the security risk within that 
environment is greatly increased mostly because nodes can join and leave the network at will. 

Thus, it is important to have a system that can check against malicious behaviour. One way to 

minimize risks associated with this type of open communities is to use community-based 

reputations. Historically, reputation systems have been employed to facilitate trust between 
entities [5]. The reputation of a node defines an expectation about its behavior, which is based on 

other nodes’ observations or information about the node’s past behavior within a specific context 

at a given time. 
 

The Proof of Reputation (PoR) consensus algorithm is about decentralizing reputation such that 

the reputation dynamics of each member in the system can be measured and tracked [6]. This 

consensus algorithm can be seen as the application of a reputation systems model to the 
blockchain. PoR adopts the concept of the balance of power and designs a decentralized incentive 

system that ensures that new and existing users have the same opportunity to receive rewards 

from the system. PoR can prevent the distribution of power from being centralized due to 
incomplete incentive designs. It is particularly useful in the design of social decentralized 

applications. 

 
The main contributions of this work are described as follows: 

 

 First, in our reputation-based consensus mechanism, the reputation of a node is not 

simply calculated by the value of the direct rating given by other nodes but by blending 

together a normalized set of ratings and the corresponding reputation values of the node 
providing the rating at a given period in time. The behaviour of a node affects its overall 

reputation value 

 Second, our reputation-based consensus mechanism is based on the following principles: 

1) The liquid nature of the reputation values. The reputation value computed for a node is 
based on the reputation value of the node providing the rating. 2) The temporal scoping 

of reputation so that reputation values collected by members in the past are less 

contributing to the current reputation value. 3) The openness of all reputation values to 
all members in the community so that audits can be performed. 
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 Third, we use a side chain to store the reputation values of all the nodes without the use 

of a third party to manage reputation 

 Finally, we develop an experimental implementation and evaluate its performance in 
terms of security and the throughput of the system. 

 

2. REVIEW OF RELATED WORK 
 

2.1. Consensus Algorithms 
 

Blockchains solve the Byzantine Generals Problem [7] which is a problem associated with 
distributed systems. This problem is addressed with the method of verifying the transactions by 

many distributed nodes. The data can be delivered between different nodes usually through a 

broadcast message. However, some nodes may be maliciously attacked, which could lead to a 

situation where changes are made to communication contents. Every node in the network needs 
to distinguish the information that has been tampered and obtain the consistent results with other 

normal nodes. This is usually done through a consensus algorithm. 

 
Consensus is central to the Blockchain Technology [8], [9]. It has been studied for well over 

three decades. Consensus protocols have been historically known to enable consensus to be 

reached about a shared among a set of distributed nodes. The design of a consensus protocol is a 

challenging task and so it is usually common to make assumptions under which the protocol is 
proven to function properly. These assumptions eventually influence the characteristics of the 

consensus protocol. In fact, it’s the case that most applications of the Blockchain Technology 

usually roll out their corresponding consensus algorithm to fit the specific use case for the 
Technology [10], [11], [12]. 

 

Proof-of-Work (PoW) is by far the most widely used consensus mechanism for blockchains 
introduced by Bitcoin [2], [13]. In PoW nodes acting as miners vote by the amount of computing 

power they possess by trying to solve a computational challenge. The first node to solve the 

challenge validates and adds a new block of transactions to the blockchain and gets a reward for 

this action. However, the generation of blocks requires the use of a huge amount of 
computational power and introduces delay for block confirmation, resulting in low efficiency and 

low transaction throughput. 

 
Proof-of-Stake (PoS) was proposed as an alternative to PoW. With PoS, nodes who like to 

participate in the block creation process must prove ownership of a certain amount of coins. In 

addition, they are required to lock a certain amount of currency, called stake, to participate in the 
block creation process. A variation of PoS is the Delegated-Proof-of-Stake(DPoS), in which 

miners are elected by other nodes. The stake of the nodes are used as the weighting parameter for 

votes. 

 

2.2. Reputation-Based Consensus Algorithms 
 

Reputation has been defined as a quantity derived from the underlying social network which is 
globally visible to all members of the network [14], [15], [16]. Reputation systems have 

historically been known as a means of harnessing reputation data in some form. They work by 

facilitating the collection, aggregation and distribution of data about an entity. This data can 
thereafter be used to characterize and predict that entity’s future actions [17], [18]. Essentially, by 

referring to the reputation data, users within a network are able to decide whom they will trust, 

and to what degree. In addition to above, a reputation system is a socially corrective mechanism, 
as the incentive of positive reputation and the disincentive of negative reputation will generally 
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encourage good behavior over the longer term. Upon the collection of reputation data by a 
reputation system, it can be shared amongst users which in turn can be used to evaluate other 

users before making decisions about intended or future interactions, without ever having to have 

previously interacted. Examples of the practical application of this system can be found on 

eCommerce websites like Amazon or eBay where reputation attributed to a seller is influenced by 
ratings through previous transactions. Another use case is in government where a country like 

China incentives the behavior of the citizens through a social credit score system. Earlier works 

proposed possibilities of applying a reputation-based model to distributed computing. One such 
was described by [19]. The downside was that the approach was not completely decentralized. 

 

Recent studies have introduced reputation systems into the blockchain space to improve 
efficiency and reliability. [20] proposed a reputation-based consensus mechanism for peer- to-

peer networks where reputation serves as the incentive for good behaviour and the node with the 

highest reputation gets to publish a new block. At the end of each interaction between two nodes, 

feedback is generated by the service requester and broadcast to the entire network. On reaching 
the set threshold, nodes start to calculate a ranking list after which the node with the highest 

ranking publishes the new block and other nodes verify the integrity of the newly published 

block. [21] also proposed a reputation-based consensus mechanism based on the proof-of-work 
consensus algorithm. In their approach, a miner’s voting power is given by its reputation. The 

reputation for each miner is computed based on the total amount of valid work a miner has 

contributed and also the regularity of that contribution over a given period. [22] proposed the 
Blockchain Reputation-Based Consensus(BRBC) mechanism in which a node in the network 

must have a reputation score higher than a set threshold to be able to publish a new block. Also, a 

judge is randomly selected that is responsible for updating node reputation values. However, 

none of these address the behaviour of a node on a transactional basis as it interacts with other 
nodes in the network. 

 

3. SYSTEM OVERVIEW AND THREAT MODEL 
 
In our approach, we consider that the network is untrustworthy and unreliable, which means 

messages in the network can be delayed, duplicated or lost in some cases. Furthermore, the nodes 

are heterogeneous and failure at a node does not cause the failure of another node. 

 
We also assume that there’s a social community that affords nodes the ability to vote about 

different aspects of the system. Each node i is identified by a public key pki similar to a wallet in 

regular blockchains like Bitcoin. This public key has a corresponding secret key ski with which it 
can use to append its signature to transactions. Each transaction group is made up of two nodes [i, 

j]. Node j gives the rating while node i is the recipient of this rating usually with respect to an 

interaction between them. The transaction is said to be completed only after it is appended to the 

blockchain. 
 

During the consensus phase, a node can be a leader of the consensus group or simply a member 

of the consensus group. For smaller networks, all the nodes in the network can be part of the 
consensus group. For larger networks, it’s impractical to have all nodes as members of the 

consensus group. In those instances, a subset of nodes within the network that have the highest 

reputation corresponding to at least two-thirds of the entire reputation values in the network 
should be used. The leader for the consensus round can then be selected at random. 

 

In addition, we assume that there is a malicious node within the network that may cause the 

failure or misbehaviour of a number of nodes. In order for the system to be safe and live, we 
assume that if F nodes eventually become faulty, at least 3F + 1 nodes remain honest. 
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4. THE CONSENSUS MECHANISM 
 

4.1. Consensus Group 
 

In our scheme, we assume N nodes in the network, an individual node is represented as pi, i ∈ N. 

The computation performed by network nodes happens in rounds during which a node sends 

messages, receives them and thereafter performs some local computation on the received 

message [23]. Each node i is identified by a key pair, pki which is the public key and ski is the 
corresponding secret key. At the end of every interaction between nodes, rating values are 

generated with respect to the service. A node will usually function in one of two possibilities: 

either as the recipient node or as the rater node for the particular interaction. Whenever a rater 

node gives a rating, it broadcasts the details of that transaction to the entire network. We denote 
this interaction where rater node is i and node j is the recipient node as follows: 

 

 
 

where pkj is the public key of the recipient node, r is the rating given by the rater node which is a 

value between 0 and 1, and Eski is the encrypted transaction data signed using the rater node’s 
secret key. Transactions generated between nodes for a round k are added to a list of pending 

transactions waiting to be appended to the chain during the consensus phase. 

 
At the start of every consensus round, consensus group members need to be selected and added 

into a consensus group. We denote this consensus group for a round k as Gk. The consensus 

group members are selected from the nodes with the highest reputation values for which their 

collective reputation scores are over 50% of the total reputation values of the entire network. 
With this approach, the size of Gk will vary depending on the reputation distribution in the 

network. A node that is part of the consensus group is denoted as: 

 

 
 
To proceed, a new leader Lk for the round k is selected. After the leader for the round k is 

selected, it serves the following functions: 

 

 Packaging all valid transactions from the list of pending transactions to a Blockk   

 Calculating the new reputation values for all network nodes for Reputationk the round k 

using data from transactions in the transaction list 

 Broadcasting the commit message to the consensus group Gk 

 

4.2. Leader Selection 
 

We use a random function to select the leader for the consensus group for the round Gk. By doing 

this, there is no deterministic guarantee for which node will be selected as leader for the 
consensus round k. As such, all nodes that have been selected as members of the consensus group 

for the round k have equal chance of being selected. The leader’s public key is broadcasted to the 

consensus group before the start of the consensus phase. The leader Lk packages all the 
transactions Ti for a recent time window in a specific order and adds them into a block. 

Afterwards, the leader sends a commit message to the consensus group Gk. This message contains 
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the newly packaged Blockk, the leader’s public key pkL, reputation list for the round k, and also a 
hash of the Blockk generated using the leader’s secret key: 

 
 

4.3. Block Publication 
 

After a commit message is sent by the leader Lk to the consensus group Gk, the consensus group 

determines the final block to be published for the current round k. Each node pki ∈ Gk checks 

the commit message sent by the leader Lk which contains both the Blockk and Hash(Blockk). First, 

the node checks the pkL in the commit message to see if it matches the pkL that was broadcasted 

upon the leader selection earlier; otherwise, it can ignore the commit message. It then proceeds to 
check the integrity of the hash using the pkL. Afterwards, it checks the validity of the 

transactions within the Blockk. If this process completes, it sends a new commit message back to 

the consensus group Gk. This process continues with every node in the consensus group Gk. Upon 

completion, each node pki that successfully verifies the Blockk and the ReputationList sends a 
verification commit back to the consensus group Gk. 

 

 
 
The consensus group waits until at least a certain amount of consensus members sends in this 

message. This message constitutes a consensus group vote. We formalize this using a social 

choice function. For a set of nodes in the consensus group for round Gk, each node has an 
associated weight w assigned which is equivalent to its reputation value from the previous round 

k − 1. During the consensus process, there’s a minimum quota which has to be reached for 

decisions to be made. We set this quota at two-thirds of the total weight in the consensus group: 
 

 
 

where d(Gk) represents the decision of the consensus group. Whenever the d(Gk) is 1, it means 

consensus for round k has been reached. 
 

5. REPUTATION SYSTEM 
 

A node’s reputation is defined by an evaluation of the ratings it receives from others in the past. 

These ratings reflect the degree of trust that other nodes have on a specific node based on their 
past interactions. Reputation-based systems generally rely on feedback to evaluate a node. This 

feedback is generally in terms of the amount of satisfaction a node receives by interacting with 

another node in the network. [24] pointed out that when considering reputation information, the 
source of information and the context need to be accounted for. We define the reputation 

principles for approach adapted from [25] as follows: 

 

 The liquid nature of the reputation values. The reputation value computed for a node is 

based on the reputation value of the node providing the rating. 

 The temporal scoping of reputation so that reputation values collected by members in the 
past are less contributing to the current reputation value. 
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 The openness of all reputation values to all members in the community so that audits can 

be performed. 
 

Let si denote the reputation for a recipient node i. All nodes in the network start with a default 

reputation value determined on system initialization. During node interactions, a node’s 

reputation value is determined by the liquid rank algorithm [6]. This approach can be used as a 
predictive metric to evaluate a node’s behaviour. For each round, a node can receive multiple 

unique ratings: 

 

 
 

where the range of si is [0, 1]. Values si are then normalised as follows: 

 

 
 

We slightly modify the normalization of the rating values to prevent null values from the set of 

ratings as follows: 
 

 
 

Furthermore, we define the ratings matrix S to be [sij]. After each round, these ratings will be 

generated for all nodes in the network. To compute new reputation values for a node for the 

round k, we blend these ratings with the rater reputation values from the previous round k − 1. 

We denote this as: 

 

where = [sij] and  =[rin]. rin corresponds to the rater node providing the rating. 

 

To compute the reputation value for the round k, we then blend the initial node’s reputation value 
with the current rank generated from the ratings. 
 

 
 

where α is a constant determined on system initialization. The value is set between 0 and 1. It 

determines what portion of the equation to give more priority to. If the value is set closer to 1, it 
means that the newly generated reputation value will give more priority to the ratings P and less 

priority to the previously generated reputation value. This is what we want as this aligns with the 

reputation principles stated earlier. It helps to reduce the impact of nodes that change behaviour 

over time. Further, to prevent reputation values from hopping, we clamp the values using a 
sigmoid function as follows: 
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6. REPUTATION STORAGE 
 
Most existing reputation mechanisms use a central server for the storage, management and 

sometimes distribution of reputation values among network nodes. In our approach, we do not 

require a central server but the reputation value for each node in the network is managed through 

a reputation side chain connected to the main transaction chain. The structure of the reputation 
chain is such that it has a header which contains meta information about a specific block and then 

the reputation values for all the network nodes: 

 
The ReputationListi contains a list of all network nodes with their associated reputation values for 
the most recent round. This serves as a lookup data structure for future uses. The 

ReputationBlocki as well as the transaction block use the standard blockchain block structure with 

a hash of all the transactions for the round, a previous hash, timestamp and transactions. 

 
A new reputation block is created along with a normal transaction block during the consensus 

phase. So for a consensus round k, a Blockk which is added to the transaction chain corresponds 

to a ReputationBlockk which is added to the reputation chain. As stated in section 4, part of the 
duties of the consensus group is to validate the reputation calculation generated by the leader Lk. 

After the consensus is reached, the leader broadcasts the new ReputationBlockk to the entire 

network and as such the reputation value of all the nodes in the network is visible to all other 
nodes. 

 

7. EXPERIMENTS AND RESULTS 
 

For our prototypes, we built an experimental protocol that implements the protocol. Thereafter, 
the nodes were deployed on AWS EC2 remote server running on 16GB RAM with Amazon’s t3 

processor. In the experiment, we set up 1,000 nodes. We used a default initial reputation value of 

0.2. We set the value of α to 0.6, the effect of that is that we give priority to recently generated 
reputation values. 

 

To simulate the effect of a Wide Area Network, we impose a round trip latency of 200ms. While 

it’s unlikely that this will be the case in reality, the average of network delays across the entire 
network will average out to a close enough value. 

 

In terms of the throughput, Figure 1 shows how the throughput values change as we vary the 
number of network nodes from 500 to 1,000 nodes. As the network size increases, so does the 

throughput because as more nodes join the network, more messages are being transferred in the 

network. 
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Figure 1: Throughput vs Number of network nodes 

 

Also, we vary the number of transactions in a single block, we vary them between 100 and 500 to 
measure the average time it takes for a new block to be produced. Figure 2 shows that it takes 

more time for a new block to be produced as the transactions in a block increase. This is so 

because more transactions are now in a single block and so it takes more time for those 
transactions to be processed. 

 

 
 

Figure 2: Average Block Time as the number of transactions in a single Block is varied 

 

In our final experiment, we measure the consensus time in relation to the block size for each 

block. We observed that when the block size is relatively small around 100 transactions in each 

block, consensus takes about 2 seconds. As we increase the block size, so does the consensus 
time increase as well. 
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Figure 3: Consensus Time as the number of transactions in a single Block is varied 

 

8. SECURITY ANALYSIS 
 

In our reputation consensus mechanism, the right to generate a new block is reserved to the leader 
Lk for a round and the consensus group members for that round, in each round, only the highest 

ranking nodes are selected to be members of the consensus group. Unlike PoW where an 

adversary can attack the system only by having sufficient compute power. In addition, the leader 

election is based on random selection and there’s no way for an adversary to deterministically 
predict the outcome of the selection process. As it takes time for reputation values to grow, an 

adversary will need to spend a lot of time doing honest work before it can be added as a 

consensus group member. For cases where an adversary becomes the leader for a round, all 
consensus group members still need to vote as regards the Block that will eventually be appended 

to the chain. Only when an adversary controls a significant number of members in the consensus 

group, at least two-thirds can the security of our approach be tampered with. 
 

8.1. Selfish Mining Attacks 
 
Selfish Mining attacks [26], [27], [28] is a mining strategy where a group of miners collude to 

exert power over the entire blockchain in order to increase their revenue. In selfish mining 

attacks, two groups exist side-by-side: an honest group of miners following the standard protocol 
and a colluding group that follows the selfish mining strategy. The selfish miners mine blocks 

while keeping them secret, they continue this process until the fork created from the main chain is 

longer than the main chain. In our approach, since blocks are not mined based solely on the 

compute power a node possesses or a group of nodes collectively possess, this kind of attack is 
impossible. Furthermore, there is no way for a node to know the nodes that will be involved in 

the consensus for a round or which node will be selected as the leader for that round. 

 

8.2. Eclipse Attack 
 

An eclipse attack [29] happens whenever a node in the network is occluded from the rest of the 
network. Most of the external contact for that node is controlled by the malicious node that 

launched the attack. This attack is a serious threat to any blockchain. In the case of our approach, 

the effect of this type of attack is only noticeable if an attacker is able to simultaneously isolate 
multiple consensus group members which is highly unlikely. 
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8.3. Flash Attacks 
 

Flash attacks [30] happen whenever an attacker can pur- chase or rent compute power for a short 

period with the intention of using this compute power to its advantage. This type of attack is only 
feasible with network types like PoW that require the use of compute power. In our approach, an 

attacker with a sufficiently large amount of compute power cannot simply launch an attack on the 

basis of its compute power. 
 

9. CONCLUSIONS 
 

In this work, we proposed a reputation-based consensus mechanism for distributed ledger 

systems. The consensus scheme uses a social choice function where the weight of nodes that are 
responsible for consensus is equivalent to the reputation value for that node. In addition, 

approach uses the liquid rank algorithm where the reputation of a node is calculated by blending 

the normalized ratings by other nodes in the network for a given period with the reputation values 
of the nodes giving the ratings. Finally, we built an experimental prototype to show the potential 

of this approach. We remark that there are several other parts of this system which can be 

improved and are left to future work. 
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ABSTRACT 
 

The paper presents decentralized voting scheme for verified users while maintaining their 

anonymity. A blockchain network was applied, which is a decentralized and distributed 
database based on the Peer-to-Peer architecture. During the implementation, the Ethereum 

network was used. Thanks to this, it is possible to code the terms of the contract required to 

perform the transaction. Ethereum and the use of smart contracts were also discussed in paper. 

The implementation uses the blind signature protocol by David Chaum and encryption with the 

Rivest-Shamir-Adleman (RSA) algorithm. Presented in this paper scheme for blockchain 

decentralized voting for verified users with focus on anonymity is then fully implemented and 

identified potential issues are analysed and discussed. 

 

KEYWORDS 
 

Blockchain, e-voting, Ethereum. 

 

1. INTRODUCTION 
 

With the development of blockchain technology, more decentralized systems and applications 

began to emerge. Bitcoin, as the first project to gain global popularity, introduced a Peer-to-Peer 

payment system where every user is equally important and has the same rights [8]. The lack of a 
transfer authorization unit increases the credibility of the system for users [9]. Nowadays, 

commonly used electronic storage and payment systems are those provided by banks. There is a 

central unit here which is self-interested and has unlimited power in the system. As a result, it can 
impose additional restrictions or new account rules on users who, due to the lack of alternatives, 

have to agree to them. An additional problem is the lack of trust in institutions. Central unit can 

lead to fraud [1]. 

 
User anonymity and the lack of a central unit to manage the system have gained popularity over 

time [13]. More blockchain-based systems have emerged that offer a variety of possibilities 

[15][18]. Bitcoin is no longer attractive for transactions due to high transaction fees and speed of 
transactions. In addition, methods for analyzing the network in search of the owner of the 

transaction were found, which enabled user identification [2]. The use of blockchain systems for 

payments is not the only possible use [20]. Many decentralized applications have been created 
that use the advantages of blockchain networks and get rid of the disadvantages of centralized 

systems [19]. The development of such applications made it possible to introduce smart contracts, 

which were used for the first time in the Ethereum network [16]. Decentralized applications are 

used where the central unit can be a weak point of the system. For example, electronic voting 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N08.html
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may be controlled and falsified by its organizer [7]. The topic of electronic voting itself is a very 
complex issue that is not easy to implement on a larger scale [10-12]. 

 

One of the first countries that introduced electronic voting was Estonia [3]. The system enabled 

remote voting, so users required verification. Citizens have owned modern ID cards. They had a 
chip containing electronic data, certificates and private keys. This information were protected 

with PIN codes. It allows confirming identity of voters online. Remote voting had an advantage 

over the traditional approach because it was possible to change the ballot. However, analysis of 
the voting system has identified many potential security gaps [5]. One server has stored data of 

users with their encrypted ballot. Another server was responsible for counting ballots. It was able 

only to decrypt the ballots without revealing the personal data of the voters. Notwithstanding, the 
cooperation of these two systems could potentially reveal voters. In this case, maintaining 

anonymity depends on the Trusted Third Party (TTP) and can be a vulnerable point of the entire 

system. Currently, many voting systems have been developed that use blockchain technologies 

[14]. One of them is the Voatz app [16]. Developers talk about the use of blockchain as follows: 
"All ballots are secured on multiple, restricted-access, geographically-distributed servers running 

on blockchain technology to ensure all election data remains tamperproof" [6]. It is a solution that 

is being introduced to an increasing number of elections in the United States. In 2018 it was used 
in the US Midterm Election in West Virginia, and in 2020 it made it possible to vote in the 

presidential election in Utah. 

 
The objective of the paper is to develop and create a voting scheme. The purpose of the scheme 

and proof-of-concept application is to create and conduct voting. Participation in voting will 

require user verification, but the user himself will remain anonymous in the system and it will not 

be possible to check what a given user voted for. The results of the research can be used to verify 
the methods of maintaining user anonymity using the blockchain network. 

 

Structure of the paper is as follows. The introduction contains a brief history of blockchain 
networks, cryptocurrencies and electronic voting. Research papers that deal with the same issue 

are discussed in the related works section. Some of the solutions proposed there were applied in 

this research. Then there is a section on blockchain technology, which introduces the topic of 

blockchain and its architecture, the Ethereum project and the blind signature protocol. The next 
section presents the technologies that were used in the application development process. Chapter 

Voting procedure presents in chronological manner the entire procedure of creating voting by its 

organizer, sending ballots, their verification and finally the presentation of the results. Then there 
is a chapter on the application itself. It presents the result of paper. The last chapter is a summary 

of the paper along with an indication of the direction of further work. 

 

2. RELATED WORK 
 
In order to increase the anonymity of users, many works introduced a blockchain network to the 

voting protocol [14]. The decentralization of the system solves the problem of entrusting all 

responsibility to one entity. It also enables transparency of the elections but imposed the necessity 
to implement the protocol responsible for anonymity. The authors of paper [4], propose to use the 

blind signature protocol. A similar solution is in the paper of Yi Liu and Qi Wang [6]. The 

blockchain network is used to maintain transparency and the ability to verify the voting 
procedure by users, and the blind signature protocol enables hiding the identity of voters. The 

authors divide the participants of the voting process into three groups: voters, organizers and 

inspectors. Organizers verify voters and are responsible for collecting ballots. Inspectors are 

limiting the control of the organizers by additional interaction with the voters in the voting 
process. The system is resistant to ballot manipulation and forgery. As long as there is one honest 

organizer or inspector, an attack will not succeed. In the paper [17] by Qixuan Zhang, Bowen Xu, 
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Haotian Jing and Zeyu Zheng, the authors presented a solution that is a simplified version of the 
previous paper. The system has only two types of users: voters and voting organizer. Each vote 

has only one organizer. The Ques-Chain smart contract acts as an inspector. It has a public key, a 

judge function to verify ballots and a ballot box to store valid votes. Our research also uses a 

blind signatures protocol and is improvement due to Ques-Chai work. In addition, the system was 
based on the Ethereum network due to the use of smart contracts. 

 

3. E-VOTING SCHEME 
 
Voting scheme starts with voters list preparation. The organizer prepares a list of public keys of 

cryptocurrency wallets of users who will be entitled to participate in the vote. This is an activity 

that is not performed in the scheme and the method of user verification depends on the organizer 

and the type of voting. The user list will be needed when verifying user blinded ballot, therefore 
this process can be done until then. 

 

 
 

Listing 1.  Adding vote option 

 

Second step is generating keys by organizer using RSA algorithm. Before the organizer starts 
voting, the public and private key must be generated. The keys will be used for digital signatures 

of ballot and for their subsequent verification. 

 
Third step is vote creation. The organizer can create a vote by creating a list of voting options. 

Candidates are signed up on a smart contract, which makes them visible to all users of both 

applications. 
 

Fourth step is Sending a ballot for verification. The user selects an option to vote and votes. The 

ballot is then encrypted with the public key. The user receives a scrambled ballot and a blinding 

factor that will be needed later to decrypt the signed ballot. The next step is to send your ballot to 
the organizer. 
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Listing 1.  Ballot signing and sending it to the Organization contract 

 

Fifth step is ballot verification. The organizer must verify if the user is allowed to vote, having 

access to a list of all sent encrypted ballots. For this purpose, it compares the address from which 
the ballot was sent with the addresses on the list of users that was created earlier. After positive 

verification, the ballot is signed by the organizer and sent back to the user. 

 

Sixth step is Sending a ballot. The user, using part of the public key and the blinding factor, can 
decrypt his ballot already signed by the organizer. The user then changes their wallet address. 

Thanks to that, the user remains anonymous after sending the ballot. 

 

 
 

Listing 2.  Sending a ballot to the Ques-Chain contract 

 

Seventh step is results verification. The organizer has the opportunity to count the ballots and 
share the results. All verified valid ballots will be recorded on the Ques-Chain contract. 
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Listing 3.  Verifying and filtering ballots 

 

In final step the user has access to all verified and approved ballots on the Ques-Chain contract. It 
can display the number of ballots cast for each voting option. In addition, he can search for his 

ballot from the list of ballots taken into account in the election results. To do this, it searches for a 

ballot in terms of the address from which it was sent. 

 

4. PROOF OF CONCEPT E-VOTING IMPLEMENTATION 
 

The project consists of two separate applications dedicated to two groups of users. First is Voter 

which is a person taking part in voting. The second is voting organizer which is a person 
responsible for creating and conducting a vote. The application for voters will be available at the 

selected internet address. Any user can use the application and vote. Only verified users' ballots 

will be counted towards the voting results. The application for the voting organizer may be run 

locally and may not be available from any internet address. Two smart contracts were created for 
the purpose of voting. First is organization contract - used to create voting and verify users 

ballots, second is Ques-Chain contract - collects verified users ballots and allows you to check 

the voting result. The voting organizer can create a new vote by adding voting options to the 
Organization contract. Then the voter sends his ballot for verification. Also, the verification and 

return of the signed ballot takes place under the same contract. Only sending the verified ballot is 

done through the Ques-Chain contract. The organizer has access to them and can count the 
ballots and share the voting result. 

 

 
 

Figure 1.  Traffic sample  
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The Organization contract was written in the 0.5.16 version of Solidity. The contract has three 
implemented data structures: First one is ballot - a voter's ballot that is created when an option is 

selected, and the ballot is sent for verification. It has a unique identifier, address of the person 

sending the ballot, content, i.e., the selected option, date of creation and information whether the 

ballot has already been verified. Second one is SignedBallot - Verified ballot of the voter, signed 
by the organizer. It has the same data as a regular voter's ballot, but without verification 

information, and the content is already encrypted information. Third is VoteOption - A voting 

option that is added by the voting organizer. It has a unique identifier and name to be displayed to 
the users of the application. Voting options are stored in the mapping structure. The function of 

adding options to a contract takes one parameter - the name of the option. The contract stores the 

organizer's public key data that is needed during the ballot-blinding process. There is one 
function that sets both used variables. Blinded ballot are held in the mapping structure. The 

function to send a ballot to a contract has three arguments: the address of the user who sends the 

ballot, the blind ballot, and the sending date. Ballots verified and signed by the organizer are kept 

in the mapping structure. The ballot signing function has four arguments: selected ballot 
identifier, user address, blind ballot, and date of signature. 

 

 
 

Listing 4.  Generating RSA key by organizator 

 
The contract has one voting structure. It contains a unique identifier, user address, unblinded 

ballot and the selected option. User ballots are stored in the mapping structure. The user sends a 

ballot by specifying three parameters: user's address, unblinded signature and the selected option 
in voting. The voting results are serialized to a string variable. The share result function takes 

only one argument. The "Private" key page is used to generate the RSA key. The key can be 

generated using the PEM string. Above the field for entering the private key, the date of 

generating the current key is displayed. The date is generated and formatted using the moment 
library. The date and private key are saved in local memory. An RSA key is then generated using 
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the key entered. The two components of the RSA key (e and n) will be used to encrypt the 
ballots. Therefore, they are included in the Organization contract.  

 

 
 

Figure 2.  GUI of implemented solution. Page to set RSA key and Voting list 

 

Adding a new voting option requires an Ethereum transaction. For this purpose, a wallet in the 
MetaMask application was used. There is a transaction fee to complete the transaction. When you 

press the "Add" button, the current voting options from the contract are downloaded and then 

checked if the option name is unique. If the option name is not unique, an error message will be 
displayed. Otherwise, the name is sent to the contract and a new voting option is added to the list. 

If the list does not contain any options from the beginning, a message informing about it is 

displayed. The "Reload" button is used to refresh the list after adding a new voting option. The 

data is taken from the Organization contract. The "Verification" page is used to confirm the 
identity of voters and sign their encrypted ballots. The "Reload" button is used to download the 

entire list of ballots requiring confirmation. Each record has information about the wallet address 

from which the transaction of sending the ballot was made and the transaction date. After 
verifying the address, the organizer can choose a ballot and sign it. The ballot is then added to the 

list of verified ballots on the Organization's contract. When the "Count votes" button is pressed, 

all ballots from the Ques-Chain contract are downloaded. Then they are verified, i.e. the 
decrypted ballot is compared with the selected voting option. All verified ballots are added up 

and listed in the scoreboard. The organizer can publish the results after clicking the "Send 

results" button. 

 

 
 

Figure 3.  GUI of implemented solution. sending a ballot, ballot verification and vote results with verified 

ballot. 

 

As for the voter implementation. The user can view the current voting list that is available on the 

Organization contract. After selecting an option from the list and pressing the "Vote" button, the 

ballot is encrypted and sent for verification. The "Signature" page displays information about the 
user's ballot verification process. When the ballot is verified by the organizer, the information 

will be displayed along with the exact approval date. Additionally, the verified ballot is checked 

if it has not been counterfeited and still holds information about the same ballot. 
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If the organizer has made the results available, the user can view them. The result table contains 
information about the name of a voting option and the total number of ballots cast for that option. 

In addition, the user can check if his ballot is on the list of ballots that make up the score. If the 

ballot has been counted, its data is displayed. Thanks to this, the user can see if his ballot is cast 

for the option chosen by him. 
 

5. CONCLUSIONS 
 

The research required an analysis of existing solutions in the field of anonymity and blockchain 
technology. The research also concerned theoretical works that had not yet been implemented. 

The result of the analysis was the creation of an architecture that was based on the solution 

proposed in the paper [17]. During creation of the paper, a blockchain-based voting scheme was 

presented and proof of concept application was developed. It uses a blind signature protocol to 
encrypt messages and keep voter anonymity. 

 

Currently, a transaction fee is payable when making a transaction. If this is not a problem for the 
voting organizer, the user should not be charged with an additional fee for using this service. In 

addition, the user would have to have Ether on two wallets, which makes the voting process very 

difficult. The solution to this problem would be to transfer the obligation to pay the transaction 
cost to the voting organizer. 

 

The application requires the user to send the verified ballot from one wallet and then send the 

verified ballot from the other wallet. The goal is to have a different address so that the user 
remains anonymous. The application does not automate this process and it is the user's 

responsibility to change the address. The application could use MetaMask to simplify this 

process. 
 

The implemented ballot encryption protocol uses RSA encryption. Only the public key and the 

selected voting option are needed for the blinding process. The ballot encrypted in this way can 
be easily decrypted. Just compare it with the encryption results of all voting options. It would be 

necessary to introduce an additional method of securing an encrypted message. 

 

The application allows only one election. Additionally, it does not provide the ability to edit 
voting options before publishing them. Currently, the organizer ends the voting when the ballots 

are counted, and the results are made available. The application should allow the creation of 

many different votes by different organizations for commercial use. Also, a system should be 
implemented that prevents voting after a given time. The results would be made available 

automatically without the intervention of the organizer. 

 

The application fully implements the proposed architecture and enables voting. However, in 
order to be able to implement this system, many improvements for users should be introduced. 

These improvements, possible fixes and changes are listed below. The application requires some 

changes to be commercially applicable. Many of them facilitate the use of the application for 
users or adapt the use of Ethereum transactions to reduce the requirements for the user. 
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ABSTRACT 
 

It is beneficial for document topic analysis to build a bridge between word embedding process 

and graph capacity to connect the dots and represent complex correlations between entities. In 

this study we examine processes of building a semantic graph model, finding document topics 

and validating topic discovery. We introduce a novel Word2Vec2Graph model that is built on 

top of Word2Vec word embedding model. We demonstrate how this model can be used to 

analyze long documents and uncover document topics as graph clusters. To validate topic 

discovery method we transfer words to vectors and vectors to images and use deep learning 

image classification. 

 

KEYWORDS 
 

Graph Mining, Semantics, NLP, Deep Learning, CNN Image Classification. 

 

1. INTRODUCTION 
 

Nowadays data volumes are growing exponentially. For organizations that are daily getting huge 
amounts of unstructured text data, analyzing this data is too difficult and time consuming task to 

do manually. Topic analysis can solve document analysis problems as well as support other NLP 

problems such as search, text mining, and documents summarization. 

 
Most common traditional approaches for topic analysis are topic modelings and topic 

classifications. Topic classifications as supervised machine learning techniques require topic 

knowledge before starting the analysis. Topic modelings as unsupervised machine learning 
techniques such as K-means clustering, Latent Semantic Indexing, Latent Dirichlet Allocation 

can infer patterns without defining topic tags on training data beforehand [1]. In this study we 

will introduce method of finding document topics through semantic graph clusters. 

 
Word embedding methods such as Word2Vec [2], are conceptually based on sequential, logical 

thinking. These methods are capable of capturing context of a word in a document, semantic and 

syntactic similarity, and therefore solving many complicated NLP problems. However word 
embedding methods are missing capabilities to ‘connect the dots’, i.e. determine connections 

between entities. Understanding word relationships within documents is very important for topic 

discovery process and graph techniques can help to feel this gap.  
 

In this article we will introduce a semantic graph model Word2Vec2Graph. This model combines 

word embedding and graph approaches to gain the benefits of both. Based on this model we will 

analyze long documents and uncover document topics as graph clusters. Document topics defined 
as semantic graph clusters will not only uncover sets of keywords, but will show relationships 

between words in topics. 
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Our novel Word2Vec2Graph model, a semantic graph built on top of Word2Vec model is created 
on Spark - a powerful open source analytic engine [3] with libraries for SQL (DataFrames), 

graphs (GraphFrames), machine learning, and NLP [1]. Until recently there were no single 

processing framework that was able to solve several very different analytical problems in one 

place. Spark is the first framework for data mining and graph mining right out of the box. 
 

Finding text document topics within semantic graph can be done using various community 

detection algorithms. In this paper we will use a simple community detection method - graph 
connected components - subgraphs where any two nodes are connected to each other by paths, 

and which are not connected to any additional nodes. 

 
To validate topic correctness through method independent on semantic graph topic discovery 

method, we will transform word vectors to images and use Convolutional Neural Network image 

classification technique. Please see Figure 1 that shows the data flow diagram for the process of 

finding and validating document topics. 
 

In this paper we propose a new, graph-based methodology, which has the following original 

contributions: 
 

• Introduced a novel Word2Vec2Graph model that combines analytic thinking and holistic 

thinking functionalities in semantic graph. 

• Established an ability of the Word2Vec2Graph model to analyze long documents and discover 

document topics as graph clusters with relationships between words in topics.  

• Proposed CNN image classification method for topic validation. 
 

In the pages that follow, we will show: 

 

• Studies related to semantic graph building methods and algorithms of finding text topics based 
on semantics graphs. 

• Process of building Word2Vec2Graph model by getting document pairs of words, training 

Word2Vec model and building a graph for pairs with high cosine similarities. 

• Topic discovery method through calculating connected components and top PageRank words 

within components. 

• Topic correctness validation method by deep learning CNN image classification. 
 

 
 

Figure 1.  Finding text topics through a Word2Vec2Graph model and validating topics via CNN 

classification  
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2. RELATED WORK 
 
There are various methods of building semantics graphs. Some of these methods are based on 

more traditional deep syntactic text analysis like RDF triples (subject–predicate–object) [4], other 

methods are based on unsupervised key phrase extractions and identifying statistically significant 

words [5] or on structuring asynchronous text streams [6].  
 

Recently because of enormous progress of word embedding methods such as Word2Vec [2] some 

methods of building semantic graphs are based on word embeddings. For example, 
WordGraph2Vec method [7] is a semantic graph built on top of Word2Vec model that enriches 

text by adding target words for a specific context word in a sliding window. 

 

Our Word2Vec2Graph model is similar to the WordGraph2Vec model [7] as in both models 
semantic graphs are built on top of Word2Vec. However in our semantic graph model we use 

pairs of words located next to each other in the document and mapping these words to vectors 

through Word2Vec model. For pairs of words we are calculating cosine similarities between 
words and building a graph based on threshold of pair similarities. 

 

In recent years, there are some studies trying to integrate semantic graph structures with topic 
modeling. These models apply different methods of combining text with semantics graphs.  Some 

studies integrate topic mining and time synchronization into a unified model [6] or combine 

semantic graphs with the textual information for topic modeling to estimate the probabilities of 

topics for documents [8]. Other studies are looking for topics through semantic graphs built on 
semantic relatedness between entities and concepts based on Wikipedia metadata [9]. In this 

paper to find topics we use a simple community detection method - graph connected components. 

 

3. BUILD SEMANTIC GRAPH 
 

To demonstrate our topic discovery method as data source we will use a document that consists  

of data about Creativity and Aha Moments that was manually extracted from several Wikipedia 

articles. 
 

To build Word2Vec2Graph model and find document topics we will use Spark framework: 

Machine Learning and DataFrame libraries for Word2Vec model training and GraphFrame 
library for graphs. To process these methods, we will do the following:  

 

• Retrain Word2Vec model. 

• Extract pairs of words and calculate cosine similarities based on Word2Vec model. 

• Build Word2Vec2Graph model. 

 
Spark code is described in several posts of our blog[10].   

 

3.1. Train Word2Vec Model 
 

There are different approaches of using Word2Vec model for word embedding: using pre-trained 

model or training model on domain-specific corpus. Based on our observations, for topic finding 
Word2Vec models trained on domain-specific corpus work much better than pre-trained generic 

models. This observation corresponds with a study [11] that shows that domain-specific training 

corpuses work with less ambiguity than general corpuses for these problems. 
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To prove the difference, we trained two Word2Vec models. The first model was trained on 
generic corpus (News) and the second model was trained on combination of generic corpus and 

data about Stress extracted from Wikipedia (News + Wiki). In Table 1 you can see the 

differences of synonyms to words ‘Stress’ and ‘Rain’. As the word ‘Stress’ belongs to Stress 

corpus, the synonyms on these models are very different, but for a neutral word ‘Rain’ synonyms 
taken from these models are very similar.  

 
Table 1.  Examples of synonyms based on word2vec model corpuses: 'News' is word2vec model trained on 

generic corpus and 'News + Wiki' is word2vec model trained on combination of generic corpus and 'Stress' 

related corpus. 

 

Stress Rain 

News News + Wiki News  News + Wiki 

risk obesity snow snow 

adversely adverse winds rains 

clots systemic rains winds 

anxiety averse fog mph 

traumatic risk inches storm 

persistent detect storm storms 

problems infection gusts inches 

 

Based on these circumstances, for topic discovery we will train the Word2Vec model on domain 

specific data corpus. Spark code for training and analyzing Word2Vec model can be found in our 

blog post [12].  
 

3.2. Build Word2Vec2Graph Model 
 

To build Word2Vec2Graph model, semantic graph on top of Word2Vec model, we will do the 

following steps: 

 

• We will train Word2Vec model on the corpus that combines generic data (News) and domain 
specific data about Creativity and Aha Moment. 

• From Creativity and Aha Moment data we will exclude stop words and tokenize other words. 

• To discover document topics, instead of using a bag of words, we will look at pairs of words 

located next to each other in the document. To extract such pairs of words {word1, word2} we 

will use Spark Ngram function.  

• For every word from word pairs we will get word vectors from Word2Vec model, i.e. for 

{word1, word2} pair we will map word1 to [word1 vector] and word2 to [word2 vector]. 

• Then we will calculate cosine similarities for word pairs, i.e. for {word1, word2} pair we will 

calculate cosine between [word1 vector] and [word2 vector]. 

• Finally, we will build a graph on word pairs with words as nodes and cosine similarities as 

edge weights. We will take only pairs of words with cosines higher than cosine similarity 
threshold 0.8. 
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Spark code for steps of building Word2Vec2Graph model can be found in our blog post [9]. 
 

4. UNCOVER AND VALIDATE DOCUMENT TOPICS 
 

4.1. Uncover Document Topics 
 

To detect document topics we will examine units of semantic graph that are separated from each 

other - graph connected components. Within each of these components we will find the most 
highly connected word using graph PageRank function. 

 

For topic discovery we will do the following steps: 

 

• Calculate connected components using Connected Components function from Spark 
GraphFrame library. 

• Calculate graph PageRank scores by Spark PageRank function. 

• For each connected component find the word with highest PageRank score and use this word as 

a topic class word. 

• Map words to vectors and label vectors with topic class words. 

• Transform vectors to images for CNN classification. 
 

Spark code for topic finding and vector labelings can be found in our blog post [13]. 

 

4.2. Validate Topics 
 

To validate topic correctness we will apply CNN image classification method. Vectors from 
uncovered topics will be converted to images with topic class words labels. Based on CNN image 

classification we will compare topics with image classes. This validation method does not fully 

prove topic modeling technique because clusters will have some noise: if two words are getting 

into the same image cluster it does not mean that they are highly connected. But if two words are 
in different image clusters they obviously do not belong to the same topic. 
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Figure 2.  Subgraph topic examples: top PageRank words of topics: a) "integrated"; b)  "decrease"; c) 

"funny"; d) "symptoms". 

 

To convert vectors to images we will use Gramian Angular Field (GASF) - a polar coordinate 

transformation. The method was suggested by Ignacio Oguiza as a method of encoding time 
series as images for CNN transfer learning classification based on fast.ai library [14, 15]. To 

convert arrays to images and classify images we used open source code created by Ignacio 

Oguiza [16]. 
 

As usual, many graph connected components have very small sizes. For that reason for topics 

validation we used connected components with size bigger than 12 nodes. Our image 
classification model achieved accuracy about 91 percent. 

 

4.3. Topic Examples 
 

Topic examples are displayed in Figure 2. For each topic as a center of graph representation we 

use a topic class word and calculate a list of two degree neighbors (‘friends of friends’) around 

topics class words. Here are two degree neighbors for class word ‘symptoms’:  
 

• symptoms -> brain; brain -> cells 

• symptoms -> disorders; disorders -> cognitive 
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To find two degree neighbors we used Spark GraphFrame ‘motif’ technique [17] and transform 
the results to DOT language [18]. For graph visualization we used Gephi tool [19]. Spark code 

for graph visualization can be found in our blog post [13]. 

 

Topic visualization demonstrates an additional strength of using semantics graphs to uncover 
document topics: graph clusters that not only reveal sets of keywords in topics, but also 

demonstrate word relationships within topics. 

 

5. CONCLUSION AND FUTURE WORK 
 

In this paper we introduced a novel Word2Vec2Graph model that combines analytic thinking and 

holistic thinking functionalities in semantic graph. We demonstrated an ability of the 

Word2Vec2Graph model to analyze long documents and discover document topics as graph 
clusters that not only reveal sets of topic keywords, but also show word relationships within 

topics. For topic validation we suggested a novel CNN image classification method independent 

on semantic graph techniques. 
 

In the future we are planning to do the following:  

 

• Use more advanced word embedding models, like BERT, in particularly, examine phrase 
embedding process. Evaluate new Spark NLP library [1] that allows to fine tune various word 

embedding models and combine them with graph and machine learning models in Spark. 

• Apply Word2Vec2Graph model to NLP problems that benefit from graph capacity to examine 

relationships between objects, such as entity disambiguation, semantic similarity, question 
answering, and others. 

• Experiment with mapping words to vectors and vectors to images and classifying words and 

sequences of words through CNN image classification methods. 
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ABSTRACT 
 

People now prefer to follow trends. Since the time is moving, people can only keep themselves 

from being left behind if they keep up with the pace of time. There are a lot of websites for 

people to explore the world, but websites for those who show the public something new are 

uncommon. This paper proposes an web application to help YouTuber with recommending 
trending video content because they sometimes have trouble in thinking of the video topic. Our 

method to solve the problem is basically in four steps: YouTube scraping, data processing, 

prediction by SVM and the webpage. Users input their thoughts on our web app and computer 

will scrap the trending page of YouTube and process the data to do prediction. We did some 

experiments by using different data, and got the accuracy evaluation of our method. The results 

show that our method is feasible so people can use it to get their own recommendation. 

 

KEYWORDS 
 

Machine Learning, data processing, SVM, topic prediction. 

 

1. INTRODUCTION 
 
Nowadays, with advanced technology, people can get the latest news quickly from the Internet. 

People try to catch on the trend in order to keep themselves from being left behind. On the 

Internet, people can broaden their horizons. They can keep abreast of current affairs and news, 

and get all kinds of latest knowledge and information online as well. For example, we can watch 
videos via YouTube [4]. The trending in YouTube shows the most popular videos in a period of 

time. It is a great platform for viewers. For people who create YouTube videos, YouTube can 

bring them not only popularity but also monetary encouragement to make creative videos. 
However, youtubers may sometimes have no idea of the video theme. Hence, this project is for 

youtubers who have trouble in deciding the content of the video. Youtubers can find similar 

trending videos through their own ideas to see if their topic is popular at that time. It provides 

ideas or materials for making new videos. 
 

For some of the searching systems, like searching in YouTube, users can get popular videos 

based on the cumulative data of the whole site but not the recent data. Namely, people can get the 
videos that contain the keywords they entered but these videos might not be the hottest topic at 

that time. There is a list of trending videos but it will take some time to find what people want to 

get because they need to go through titles and contents. 
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Other techniques such as Twitter [5] can provide ideas but we cannot make sure that these ideas 
are advancing with the times. People share their thoughts and feelings on the platform with some 

tags, and different people have different ideas so sometimes they argue. For those who hesitate, it 

does not help, but instead makes them more entangled in choices of topics. 

 
The difference between our method and other techniques is that we do both recommendation and 

trend at the same time while others can only meet one condition. In order to combine two 

functions, searching through trending videos and providing the new ideas, our method is to do 
searching and make analyses to trending videos. There are some advantages of our project. First 

of all, the result will only show one of the most related videos. It reduces many choices but 

provides the best one for reference. Secondly, the video for sure is trending. There is no doubt 
that the video is very popular at present because our analyses are all based on trending videos. 

And the third feature is that the result will provide the direct link to the related video so people 

can quickly get basic information. It saves the time of searching the video on YouTube. The 

efficiency is improved and our result is also the best. 
 

In our experiment part, we are going to check the accuracy of our result: changing different 

datasets to check if the method is feasible and changing to another algorithm to compare the 
results between these two algorithms. First, we use different dataset as our training data and to 

test another class of data. Second, we make an experiment to check whether another algorithm is 

better than our method or not. After comparing the result with the fact, we get our percentage of 
accuracy. The higher of the percentages, the better of accuracy. 

 

The rest parts of the paper are organized as follows: Next section gives the details that challenges 

and problem we met; Section 3 is about our solutions to the challenges we mentioned in the 
previous section; Section 4 shows the experiment we did to check how well our method works; 

Section 5 presents some related work; Section 6, which is the last part of the paper, gives the 

conclusion and discuss the future work. 
 

2. CHALLENGES 
 

2.1. Challenge 1: Thinking of a Video Topic 
 

Nowadays, high technology is developing rapidly but some challenges come with it. Take 

YouTube as an example, we know that YouTube is an online platform where people share 

videos. It is useful for users to search the video but for youtuber, there is no practical tool for 
youtubers to produce ideas. Here is the first challenge how youtuber can think of an idea for their 

videos. For example, new youtubers come to this platform and want to make the first video to 

expand their influence, the first thing is to choose the right topic. However, inspiration comes 
suddenly, people seldom have any ideas immediately. Even though there are many types of 

videos in YouTube, this will be a burden for youtubers because there are millions of videos 

waiting for them.  
 

2.2. Challenge 2: Keeping up the Pace of Trending 
 
Media workers want to get a lot of attention from the public, but the content is hard to please all 

people. Sometimes, it is much more efficient to talk about hot spots. In our daily life, we can get 

news from social media but it changes frequently and fast, so we may have difficulty catching up. 
Some people may notice the beginning of the event on the news, and only some of them may 

know the end. Due to the fast speed of updating, people often miss important steps. Therefore, 

using a browser-like application is very important for people to understand and search popular 
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trends. Moreover, this application has to be easy and concise so that people of all over the ages 
who know how to surf the Internet can operate easily.  

 

2.3. Challenge 3: Trending Recommendation 
 

There are a lot of videos introducing how to make your video topic on YouTube to attract more 

fans, they always tell you to choose a hot topic. But now it seems that few browsers can give 
ideas and catch up the trending simultaneously. For instance, there are many posts on the Internet 

that teach you how to make your first video but when you read the article, it may have been 

posted a long time ago. Those topics mentioned in the article might be popular when the article 

was just released, but now it is not a trend anymore. Another example is that we can see 
worldwide trending in Twitter but we cannot get recommendations for the contents of tweets. 

Therefore, the platforms can mostly only do the recommendations of contents or show trends but 

neither of them at the same time. 
 

3. SOLUTION 
 

This system works in two parts: one part is to search from the trending videos on YouTube, and 

another part is to analyze the data and give back the class that matches the input the most 
relatively. Users first type the main topic or some keywords of their video in the input box, and 

this system will use tfidfvectorizer to convert the text to a matrix with their frequency. Then, the 

support vector machine (SVM) [6, 7, 8, 9] will find the most related trending videos based on this 
matrix. Finally, it shows the result of the prediction which is the recommendation of the video. 

 
 

From the overview diagram, we can see that these four steps are indispensable. Users input the 
keywords and get their recommendation in the web app. The web app needs YouTube scraping 

and SVM, and the SVM part needs YouTube scraping and preprocessor to filter the data. 

 

There are four main components in this recommendation system. The web app, where users input 
their thoughts and get the result back, is one of the main components. In our webpage, there is a 

predict button, and users can click that button to get recommendations and also, users can see the 

trending video list. The result will be shown at the bottom. 
 

We need YouTube data so YouTube web scraping is important. It needs to extract useful data 

from the YouTube website. We use “json” [10, 11] to get the HTML information and from those 
HTML [12] text, we can get video IDs, short descriptions and titles of the list of trending videos.  
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The third step is to vectorize the data. Because the raw data cannot be used directly, we need to 
process the data before our prediction. From scraping the YouTube web, our data is in string type 

but when we go further prediction, the trained data must be numbers. Therefore, we need to 

process the data before we use them. After that, our data is ready to make the model. 

 
The last step is SVM. In this part, we are going to use the dataset in the previous part and make a 

model to predict. 

 
In our web app, we use python flask to make a link to do prediction so that we can use it in our 

JavaScript. Also, we write DOCTYPE to build the webpage of our prediction program and a style 

CSS file to make it look functional and nice. There is a trending video list on the page for people 
to view the trending conveniently. The result will show under the prediction button. That is how 

our webpage looks like. 

 

For YouTube data scraping, we use some libraries such as requests to get HTML text from 
YouTube website and json to convert JSON objects into the python dictionary. These two 

libraries allow us to successfully obtain the information we want from the trending list. We write 

two text files to save the HTML document and video links in the trending list. From the text files, 
we can find the information conveniently and cut them out for processing. 

 

In our data processing part, we use TfidfVectorizer [13, 14] from sk-learn library [15] to convert 
the strings into numbers. Also, in order to make the data frame, pandas help us create the data 

frame into five columns: video ID, title, length seconds, keywords and short description.  

 

Last but not least, our project needs SVM from the sk-learn library to make the model and do 
prediction. In this model, X data is vectorized short descriptions and Y data is vectorized titles of 

videos. When doing the prediction, the text that users enter cannot be used directly, so we need to 

vectorize the text as well. By these four parts, we can do the prediction. 
 

4. EXPERIMENT 
 

One of the most important things for this program is to give back an accurate result based on 

input content. To evaluate the accuracy, we need to test if the video ID is the most relevant to 
what we enter. Therefore, we conduct experiments with two directions: the first one is to test the 

data we have and the second is to change another algorithm. 

 
For experiment 1, we use video descriptions and ID as our training data and video titles as our 

testing data. The number of training data in the experiment is the same as the number of training 

data in the original prediction. The reason why we choose titles as our test data is that each video 

title corresponds to an ID respectively, we can compare the fact to the outcome to check whether 
the prediction is correct or not. After that, we can get a percentage of the accuracy.  

 

From the testing, the score that is based on video titles is about 0.6923. In other words, it is 
69.23% accuracy to get the video ID if we enter video titles. This result shows that these 

predictions can still be justified.  

 
In our second experiment, we use a new algorithm called the “KNN (K-Nearest Neighbor) [16]” 

algorithm. We want to compare the result of SVM and KNN which is more accurate. In our 

experiment, we take short descriptions and video id as training data and still use videos’ titles to 

predict. The training data and the test data are the same. We compute the percentage of correct 
results. 

 



Computer Science & Information Technology (CS & IT)                                   77 

The result of experiment 2 reveals that KNN algorithm is better. From the outcome, we get the 
score of the prediction using KNN algorithm is about 0.7033. From testing of prediction using the 

SVM algorithm, we have 69.23% accuracy and for KNN one, it is about one percent more 

accurate (70.33%). 

 

5. RELATED WORK 
 

Paek, Hye-Jin, et al [1] showed a machine learning approach in the analysis of antismoking video 

contents on YouTube by using four characteristics of 934 antismoking videos. We are using only 
trending videos which have different contents on YouTube to analyze the popular video 

keywords or contents.  

 

Covington, Paul, et al [2] presented a nice deep machine learning approach on YouTube videos 
recommendation system for viewers. In this work, we know how the recommendation system 

works. The difference between our project and theirs is that we apply recommendation systems 

for youtubers, but theirs is faced to viewers. 
 

Victor Roman [3] explored some methods to make the model for the data in machine learning. In 

this article, we consider the optimization of the training model. Therefore, in our experiment, we 
tried another model to see if it is more accurate. 

 

6. CONCLUSION AND FUTURE WORK 
 

In conclusion, this recommendation web app is for people who want to make YouTube videos 
but do not have any ideas. After people type their keywords in the box, the website starts to do 

the prediction. The web app first collects the data from YouTube, and saves the data into files. 

The data needs to be processed to use as training data. The last step is to do prediction by the data 
we collect and to display the information so that people can see the trending video and get the 

recommended trending video. And we apply our method to do the experiment with different data 

and algorithms, the result is acceptable. These good results of our experiments demonstrate the 

good accuracy of our method and it is feasible to search through the trending list and do 
recommendation at the same time by our project. 

 

Because the system is based on the limited data of trending videos, the keywords entered by 
people may not match the data at all, resulting in inaccurate results. However, we have no 

training data if we start a brand-new recommendation system. Moreover, people who want to 

make YouTube videos always struggle with the content of the video and our recommendation 
system is for those who do not have ideas on making videos. They can use the system well. Tfidf 

calculates the word frequency which very relies on the database, but the disadvantage is that 

keywords do not appear frequently and it cannot reflect the importance of the word in context. 

Therefore, the optimization of using tfidf is needed to improve our system. 
 

Since the trending video list is changing every time, we could save the data of trending in a 

period of time so that we have more data to recommend. We can add some numbers to do the 
classification so that the result by tfidfvectorizer will be more accurate.  

 

 

 
 

 

 



78   Computer Science & Information Technology (CS & IT) 

REFERENCES 
 
[1] Paek, Hye-Jin, et al. “Content Analysis of Antismoking Videos on YouTube: Message Sensation 

Value, Message Appeals, and Their Relationships with Viewer Responses.” OUP Academic, Oxford 

University Press, 5 Oct. 2010, academic.oup.com/her/article/25/6/1085/660720.  

[2] Covington, Paul, et al. “Deep Neural Networks for YouTube Recommendations.” RecSys '16: 

Proceedings of the 10th ACM Conference on Recommender Systems, Sept. 2016, 

doi.org/10.1145/2959100.2959190. 

[3] Roman, Victor. “How To Develop a Machine Learning Model From Scratch.” Medium, Towards 
Data Science, 2 Apr. 2019, towardsdatascience.com/machine-learning-general-process-

8f1b510bd8af. 

[4] Burgess, Jean E. "YouTube." Oxford Bibliographies Online (2011). 

[5] Murthy, Dhiraj. Twitter. Cambridge: Polity Press, 2018.  

[6] Jakkula, Vikramaditya. "Tutorial on support vector machine (svm)." School of EECS, Washington 

State University 37 (2006). 

[7] Wang, Lipo, ed. Support vector machines: theory and applications. Vol. 177. Springer Science & 

Business Media, 2005. 

[8] Noble, William S. "What is a support vector machine?" Nature biotechnology 24, no. 12 (2006): 

1565-1567. 

[9] Ma, Yunqian, and Guodong Guo, eds. Support vector machines applications. Vol. 649. New York, 

NY, USA: Springer, 2014. 
[10] Nurseitov, Nurzhan, Michael Paulson, Randall Reynolds, and Clemente Izurieta. "Comparison of 

JSON and XML data interchange formats: a case study." Caine 9 (2009): 157-162. 

[11] Pezoa, Felipe, Juan L. Reutter, Fernando Suarez, Martín Ugarte, and Domagoj Vrgoč. "Foundations 

of JSON schema." In Proceedings of the 25th International Conference on World Wide Web, pp. 263-

273. 2016. 

[12] Duckett, Jon. HTML & CSS: design and build websites. Vol. 15. Indianapolis, IN: Wiley, 2011. 

[13] Kumar, Vipin, and Basant Subba. "A TfidfVectorizer and SVM based sentiment analysis framework 

for text data corpus." In 2020 National Conference on Communications (NCC), pp. 1-6. IEEE, 2020. 

[14] Subba, Basant, and Prakriti Gupta. "A tfidfvectorizer and singular value decomposition-based host 

intrusion detection system framework for detecting anomalous system processes." Computers & 

Security 100 (2021): 102084. 
[15] Feurer, Matthias, Aaron Klein, Katharina Eggensperger, Jost Tobias Springenberg, Manuel Blum, 

and Frank Hutter. "Auto-sklearn: efficient and robust automated machine learning." Automated 

Machine Learning (2018): 113-134. 

[16] Peterson, Leif E. "K-nearest neighbor." Scholarpedia 4, no. 2 (2009): 1883. 

 

AUTHOR 
 
Wenxi Gao now is an undergraduate student in University of Toronto Scarborough in 

Canada. She studies in the specialist program in Mathematics - Statistics Stream. 

 

 

 

 

 

 

© 2021 By AIRCC Publishing Corporation. This article is published under the Creative Commons 

Attribution (CC BY) license. 

http://airccse.org/


David C. Wyld et al. (Eds): BIoT, DKMP, CCSEA, EMSA - 2021 

pp. 79-83, 2021. CS & IT - CSCP 2021                                                          DOI: 10.5121/csit.2021.110808 

 
WHAT ARE THE ASPECTS OF ADOPTING 

COMPUTER-BASED EXAMS AND DO THEY  
IMPACT NEGATIVELY ON STUDENTS? 

 

Rabea Emdas1 and Ahmed Alruwaili2 

 
1Faculty of Science, Engineering and Technology, Swinburne University  

of Technology, Hawthorn, Victoria 3122, Australia 
2Department of Computer Science and Information Technology,  

La Trobe University, Bundoora, Victoria 3086, Australia 

  

ABSTRACT 
 
Computer-based exams (CBEs) have been used in various courses, such as schools, universities 

and other training centres. As there are many educational institutions which have chosen to 

convert from paper test system to computer- based exam. However, adopting computer tests 

may lead to some difficulties for the students, which relates to technical defects and lake of 

computer skills of some students when they applying the computer based exams. The purpose of 

the essay was to determine negative and positive effects on the students of using computer-based 

exams and focus on some of suggesting solutions to the negative effects, such the exams to make 

continuous use of computer- based possible. In the first section the computer test, which could 

cause negative effects on students due to various levels of skills to use computer and some 

technical problems was examined. The design of the computer examination system requires 

careful planning and study from several aspects before becoming officially accepted, the 
computer-based exams still have a few problems which may lead to difficulties in using 

computer exams. Then the many benefits which could be gained by using computer-based 

exams, such as the student will be more independent with computer test were described. In 

addition, the students have accessible to the exams through the internet network. Finally, the 

effectiveness of certain strategy to solve the negative effects of computer-based exams were 

argued. developing the solutions of the technical problems are required for computer test, 

where improving the input methods questions and corrections. It was concluded that the 

computer exam, with adjustments, is more suitable for students. 

 

 KEYWORDS 
 

Computer-Based Exams, Computer test, computer system examinations, computer test model. 

 

1. INTRODUCTION 
 
The computer-based exam is a system designed for the students' to do exams via computer. 

Therefore, electronic devices which are providing developed software has changed to be more 

suitable in educational operation [1, 2]. All these developments of the schooling devices have 
made it possible for students to do computer tests with better performance. On the other hand, 

adopting computer tests may lead to some difficulties for the student, which is related to technical 

defects and computer skills when applying the computer-based exam. These difficulties prevent 

the application of the computer test easily. For example, unequal levels of computer skills among 
the users could be a barrier to apply this kind of test equally. In addition, technical problems that 

are related to hardware and software are considered as one of the practical problems [3-5]. 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N08.html
https://doi.org/10.5121/csit.2021.110808
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However, there are some advantages for the computer-based exam compared with the paper tests 
and that represented in easy access and accuracy of the assessment of the questions. As a result, 

the students become more independent in the study, due to the student not receiving help from 

anyone. This essay will discuss negative and positive effects on the students when the computer-

based exams been used and focus on suggesting some solutions to the negative effects of such 
exams to make continuous use of the computer based exams possible [6, 7]. 

 

2. BACKGROUND 
 
Computer-based exams (CBEs) are software of computer that support test papers to present 

electronically. According to Bennett, Braswell, Oranje, Sandene, Kaplan and Yan [6], electronic 

tests are powered by a database containing all the subjects' data of the student. In addition, 

electronic tests have function which are correcting the questions accurate and showing individual 
results for each question. According to Goldberg and Pedulla [5], computer-based exams are 

supported the materials and topics differently, such as questions of mathematics test would use 

many functions more than history questions. The test which is done by the computer includes 
questions that are connected by database. Therefore, computer-based tests might have less error 

than the paper examinations. The computer exam is highly bases on the new technology, in order 

to accurately assess the performance of the students during the exam. For example, supporting of 
the new functions and developed versions of the software were used in the exam [8,9]. The 

electronic system test is designed to be done by computer which is provided with many options. 

For example, the computer test could have direct messages which can displayed as a result for 

each question [7]. In addition, the exam which using the computer based is more accessible for 
students even through the internet, while the paper examination could not support like this option 

[7, 10]. 

 

3. THE NEGATIVE IMPACTS OF THE ELECTRONIC TEST ON STUDENTS 
 

The use of computer tests may have significant negative impacts on the student when the student 

is doing computer exams. According to Frankel, Altschuler, George, Kinsman, Jimison, 

Robertson and Hsu [11], the computer-based exam has a high accuracy when calculate the errors 
of the students during the exams. Consequently, lack of computer skills might have a negative 

impact on students when doing the computer-based exams, because of the concentrating of 

student to answer questions and how to use the computer. However, the computer test is accreted 
and gives the specific time to the student for reviewing errors during the examination, while in 

the paper exam could not deal with time accurately same as and cheque errors. Table 1 depicts 

elements of the Input- Skill for the student, focusing on accuracy and speed [6].As can be seen 
from Table 1, accuracy skills are 17 maximum points. While the speed skills are 22 points, which 

cloud means that the students may already release some of his errors after he knew the 

calculation marks in the computer test. Therefore, the problems of computer exams could hinder 

the student to continuing in the exam, which may impact on the student's performance. Due to of 
these similar problems the concentrating of the student could really be shifted from answering 

questions to technical problems. Shacham [1] stated that the computer problems which are related 

to hardware and software could affect on the performance of student, which is possibly making 
the student return the exam from beginning. These two major areas of problem might be 

negatively affecting the level of student performance [7, 12]. 

 

4. THE POSITIVE EFFECTS OF THE ELECTRONIC TEST ON STUDENTS 
 
Using computer-based exams could have a positive effect on students, due to electronic tests 

provide many options for the students which were not available in the paper examinations. 
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However, the electronic test system focuses on the time factor and quick access to records. The 
computer test system is provided on electronic records that are different from paper records [1, 

10]. In addition, these kinds of questions could include multiple choices for the student, such as 

inputting maths expressions and numerical answers. Moreover, the computer-based exam 

calculates the time of the test accurately, and displays student's mistakes at the same time. The 
questions show on the screen sequentially. As a result, the students could understand each 

question individually. Computer Based Exams (CBEs) have been used in various courses [1, 2]. 

In such tests, all the questions are answered via individual interactive work with a personal 
computer. Immediate feedback on errors is provided and the rating is typically done by the 

computer. The time frame of the computer-based exams could be set so that the largest number of 

students able to redo the exam. There is no assistance to the student from anyone, which could 
make the student more independent. This means that the student would take responsibility for 

study [3]. In addition, the computer-based exam supports simulation tests for some special 

applications, such as computer and physics experiments. This means that the computer test can be 

used to simulate some practical experiments which are requiring high cost and hardware. Thus, 
the students can obtain a hands-on experience before commencing to do some real exam. All 

these steps could assist to increase the student's performance [4]. 

 
Table 1. Elements of the Input- Skill 

 

Variable Accuracy Max. Points Variable Speed Max. Points 

Typing and editing  Typing and editing  
Accuracy typing a brief given 

passage 
2 Time to type a brief passage  2 

Accuracy inserting a word  2 Time to insert word  2 

Accuracy changing a word 2 Time to change word  3 

Navigating the test  Navigating the test  

Accuracy pointing and mouse 
clicking   

2 Time to point and click  3 

Accuracy scrolling 2 Time to scroll  2 

Accuracy clicking on the 

“Next” icon  
2 Time to click on “Next” 3 

Accuracy clicking on the 
“Previous” icon  

2 Time to click on “Previous” 2 

Entering responses  Entering responses  

Accuracy filling in a mixed 
number  

2 Time to fill in mixed number  2 

Using the calculator  Using the calculator  

Accuracy in performing a 
given operation 

1 
Total time to complete the 
calculator tutorial 

3 

Total Of Accuracy 17 Total Of Speed 22 

 

5. THE STRATEGIES TO SOLVE THE NEGATIVE EFFECTS OF COMPUTER -

BASED EXAM SYSTEMS 
 
The electronic test system may have a few errors as does any system which is built to solve a 

problem or develop the old system. The computer-based exam system is relatively recent 

compared with the paper examination system. According to Shacham [1] the computer based 

exams require extra development to support multiple functions and some tools. Therefore, the 
computer test should be more suitable to the students. For example, voice technology is the 
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technique used in some international tests, such as the TOEFL exam, which gives the student a 
chance to display conversation skills. All these improvements in the computer system test could 

have a positive effect on the students whom would increase their performance. According to 

Mary [3] solving of technical problems can be caused to develop computer test for example, 

improve the input method of questions and corrections, which should make the computer exam 
more simple for the students. Taking into account the student’s needs considering the sensitive 

issue of the technical problems in the computer test, which could affect skills of the students 

more than traditional exams. Such as the rebooting computer system for various reasons which 
often leads to wasting time and causes frustration. This complaint of students about computer 

exams is related to the technical problems, these two major strategies could solve problems of the 

computer test. 
 

6. CONCLUSIONS 
 

Design of the computer examination system requires a lot of planning and study from several 

aspects before becoming certified. Using electronic tests may have benefits to students. On the 
other hand, the computer-based test still has a few problems; these problems may lead to 

difficulties in using computer tests, such as technical problems and computer skills. As a result, 

the student should have sufficient time to gain good experience in using computer tests, where 
this test system focuses on the time factor and quick access to records, the computer- based 

exams calculate the time of the test accurately. Therefore, the test could assist performance of 

student, which make test more suitable for the students, such as input method questions and 

corrections, and using technology by various ways, where is making the computer-based exam 
support voice input, editing texts and easily update. However, technical problems with the 

hardware could be decreased by using new and well-maintained computers. It is expected that 

with the increase of using the computer-based exam at educational institutes, while the using of 
the paper examination may decrease. 

 

ACKNOWLEDGEMENTS 
 

The authors would like to thank Dr Abd Alhamid R. Sarhan (Faculty of Science Engineering and 

Technology - Swinburne University of Technology) for his support. 
 

REFERENCES 
 

[1]  Shacham, M.: ‘Computer-based exams in undergraduate engineering courses’, Computer 
Applications in Engineering Education, 1998, 6, (3), pp. 201-209. 

[2]  Wingenbach, G.J.: ‘Agriculture Students’ Skills and Electronic Exams’, Journal of Agricultural 

Education, 2000, 41, (1), pp. 69-78. 

[3]   Mary, P.: ‘The Effect of Using Item Parameters Calibrated from Paper Administrations in Computer 

Adaptive Test Administrations’, The Journal of Technology, Learning and Assessment, 2007, 5, (7). 

[4]  Blumenstein, M.: ‘Synergies of Learning Analytics and Learning Design: A Systematic Review of 

Student Outcomes’, Journal of Learning Analytics, 2020, 7, (3), pp. 13-32. 

[5]  Goldberg, A.L., and Pedulla, J.J.: ‘Performance Differences According to Test Mode and Computer 

Familiarity on a Practice Graduate Record Exam’, Educational and Psychological Measurement, 

2016, 62, (6), pp. 1053-1067. 

[6]  Randy Elliot, B., James, B., Andreas, O., Brent, S., Bruce, K., and Fred, Y.: ‘Does it Matter if I Take 
My Mathematics Test on Computer? A Second Empirical Study of Mode Effects in NAEP’, The 

Journal of Technology, Learning and Assessment, 2008, 6, (9). 

[7]  Zilles, C., West, M., Mussulman, D., and Bretl, T.: ‘Making testing less trying: Lessons learned from 

operating a Computer-Based Testing Facility’, in Editor (Eds.): ‘Book Making testing less trying: 

Lessons learned from operating a Computer-Based Testing Facility’ (IEEE,2018, edn.), pp. 1-9. 



Computer Science & Information Technology (CS & IT)                                   83 

[8]  Morrison, B.B., Margulieux, L.E., Ericson, B., and Guzdial, M.: ‘Subgoals help students solve 

Parsons problems’, in Editor: ‘Book Subgoals help students solve Parsons problems’ (2016,edn.), pp. 

42-47. 

[9]  Zilles, C., Deloatch, R.T., Bailey, J., Khattar, B.B., Fagen, W., Heeren, C., Mussulman, D., and West, 

M.: ‘Computerized testing: A vision and initial experiences’, age, 2015, 26, pp.1. 
[10]  Hainey, T., Connolly, T.M., Boyle, E.A., Wilson, A., and Razak, A.: ‘A systematic literature review 

of games-based learning empirical evidence in primary education’, Computers & Education, 2016, 

102, pp. 202-223. 

[11]  Frankel, R., Altschuler, A., George, S., Kinsman, J., Jimison, H., Robertson, N.R., and Hsu, J.: 

‘Effects of exam-room computing on clinician-patient communication: a longitudinal 

qualitativestudy’, J Gen Intern Med, 2005, 20, (8), pp. 677-682. 

[12]  Zilles, C.B., West, M., Herman, G.L., and Bretl, T.: ‘Every University Should Have a Computer-

Based Testing Facility’, in Editor (Eds.): ‘Book Every University Should Have a Computer-Based 

Testing Facility’ (2019, edn.), pp. 414-420. 

 

 

 
 

© 2021 By AIRCC Publishing Corporation. This article is published under the Creative Commons 

Attribution (CC BY) license. 

http://airccse.org/


84                                     Computer Science & Information Technology (CS & IT) 

 



David C. Wyld et al. (Eds): BIoT, DKMP, CCSEA, EMSA - 2021 

pp. 85-89, 2021. CS & IT - CSCP 2021                                                          DOI: 10.5121/csit.2021.110809 

 
CLOCK GATING FLIP-FLOP USING  

EMBEDDED XOR CIRCUITRY  
 

Peiyi Zhao1, William Cortes1, Congyi Zhu2 and Tom Springer1 
 

1Fowler School of Engineering, Chapman University, Orange, CA, USA 
2Nangjing University, Nanjing, China 

 

ABSTRACT 
 

Flip flops/Pulsed latches are one of the main contributors of dynamic power consumption. In 

this paper, a novel flip-flop (FF) using clock gating circuitry with embedded XOR, GEMFF, is 

proposed. Using post layout simulation with 45nm technology, GEMFF outperforms prior state-

of-the-art flip-flop by 25.1% at 10% data switching activity in terms of power consumption. 

 

KEYWORDS 
 

Dynamic power, low supply voltage, flip-flop. 

 

1. INTRODUCTION 
 
While the human brain consumes a little energy but can work with remarkable speed and 

response at real time, processors in data centers and personal computers would consume 

considerable energy. The System on Chip design integrates billions of transistors on one chip.   
However, current cooling equipment has a limited capability for removing the excess heat. 

Hence, one of the major challenges for digital systems is to minimize power consumption. 

 

The clocking system consisting of clock distribution network and flip-flops (FFs) [1-7] consumes 
a large portion of dynamic power. In server processors, flip-flops take up to 20% of the total 

dynamic power of the processors. Hence FFs have become one of the dominant contributors to 

dynamic power [1]. 
 

In FFs, the dynamic power consumption is highly related clocking power consumption. There are 

different low power flip flops in the literature, for example, Transmission Gate FF (TGFF) [2], 

Topologically Compressed FF (TCFF) [3], Change Sensing FF(CSFF) [4], Static Contention Free 
FF (SC2FF) [8]. TGFF uses two phase clocks and consumes clocking power even when data does 

not change. TCFF cannot work at low voltage due to reduced voltage swing at internal nodes. 

SC2FF has a dynamic node which consumes power. CSFF reduces clocking power consumption 
by sensing whether input changes or not. When input does not change, there will be no redundant 

transition in CSFF. However, CSFF uses many stages which causes large DQ delay and there is 

still room to further reduce clocking power. 
 

To further reduce power consumption, a change detect FF is proposed in this paper. 

 

This paper describes the proposed fine-grained clock-gate FF in section II. Section III presents 
simulation results and an overall conclusion is presented in section IV.  
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2. PROPOSED CLOCK GATING FLIP-FLOP 
 
We propose a fine-grain clock-gate flip-flop using embedded XOR circuitry, GEMFF, as shown 

in Figure 1.  

 

Clock gating control of GEMFF is built by employing a ‘compare’ block, consisting of NMOS 
N5, N6, N7, and N8, implementing a logic XOR function D⊕Q in terms of transistor ON/OFF 

operation, embedded in the pull down clock network.  

 
When D does not change, Q remains the same as D, the ‘compare’ block turns off and stops clock 

propagation, the output will keep its value. 
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Figure 1. Proposed flip-flop using clock gating circuitry with embedded XOR, GEMFF  

 

When D changes, XOR block turns ON, so ‘CLK_compr’ discharges to ‘0’ by the XOR network 
and sets Z to be ‘1’ and turns N4 ON. 

 

Following that when CLK falling edge comes, ‘CLK_compr’ rises to ‘1’ and turns N3 ON while 

N4 will stay ON for a short time until Z falls to ‘0’, hence both N3, N4 will be ON for a short 
time which produces the pulse during which D is sampled.   

 

The pulse width is determined by the delay of inverter, I2. A weak NMOS transistor is used in I2 
to produce longer delay in order to have a wide pulse width. A larger gate length(multi times of 

50nm) is used in that NMOS in I2. When that NMOS is weak, it will turn the transistor N4 off 

slowly. GEMFF is a negative clock edge triggered flip-flop. 
 

3. SIMULATION RESULTS 
 

The simulation results have been obtained from post-layout simulation in 45nm CMOS 

technology at room temperature using Hspice. The parasitic capacitances were extracted from the 
layouts. VDD is 1.0 V, and the clock frequency is 500 MHz. The setup used in our simulations is 

as follows. In order to obtain accurate results, we have simulated the circuits in a real 

environment, where the flip-flop inputs (clock, data) are driven by the input buffers, and the 
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output is required to drive an output of 4 standard sized inverters. Standard values are used for 
the sizes of PMOS and NMOS transistors, respectively.  

 

The total power consumption includes the power consumption of flip–flop as well as the power 

consumption of the clock driver and the data driver. 
  

Table 1 shows comparison of the flip-flop characteristics in terms of the number of total 

transistors, number of clock related transistors, number of clocked transistors switching during 
data idle time in a flip-flop, low voltage operation, redundant- transition-free, the transistor width, 

CQ delay, setup time, hold time and power consumption under switching activity of 5%, 10% 

and 20%, respectively. 
 

Table 1.  Comparing the FFs in Terms of the Number of Transistors, CQ Delay, and POWER 

 

 

Figure 2 shows the power consumption comparison under different switching activities. The 
lower the switching activity, the more the power saving of GEMFF over CSFF. GEMFF 

consumes less power than CSFF by 21.8% and 25.1% at switching activities of 5% and 10%, 

respectively. Its power improvement over CSFF reduces to 13.5% at the switching activity of 
15%.  

 

Figure 3 shows the power consumption at different supply voltages from 0.4V to 1.0V. GEMFF 

has less power consumption over CSFF in all of the above voltages. 
 

In terms of data-to-clock (DQ) delay, GEMFF’s delay, 125.0 ps, is about 10% less than CSFF’s 

delay, 138.5 ps. 
 

In terms of PDP, CSFF’s PDP is 5.11 fJ while GEMFF’s PDP is 3.51 fJ at 10% switching 

activity. Hence, GEMFF has energy improvement over CSFF by about 30%. 

 
Though power consumption has been improved in GEMFF, the hold time time is increased in 

GEMFF comparing with CSFF.  

 
The above results demonstrate that GEMFF has lower power consumption than CSFF. Notice 

that GEMFF has larger hold time than CSFF, since GEMFF is a pulse triggered FF. This is a 

limitation of GEMFF. 

 

Transistor 

count 
Total 

transistor 

width 

(um) 

CQ 

(ps) 

 

Set-

up 

(ps) 

Hold  

Time 

(ps) 

Power 

(μw) 

5% 
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rate 

Power 
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activity 
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Power 

(μw) 
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rate 

 CSFF 24 5.16 46.3 92.2 -25.1 2.63 3.74 4.55  

GEMFF 24 4.68 58.2 66.8 51.4 2.06 2.80 3.94 
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Figure 2. Power consumption under different switching activities:  5%- 50% @1.0V, 500 MHz  

 

 
 

Figure 3. Power chart of different voltages 0.4V-1.0V at 10% switching activity, 500 MHz 
 

4. CONCLUSIONS 
 

In this paper, a novel flip-flop using clock gating circuitry with embedded XOR, GEMFF, is 

proposed. The new flip-flop uses clock gating to reduce redundant clock switching power. In 
view of power consumption, GEMFF outperforms CSFF by 25.1% at switching activity of 10%. 

Furthermore, at switching activities of 5% and 15%, GEMFF achieves less power consumption 

than CSFF as well. Hence GEMFF is applicable to achieve low power consumption. 
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ABSTRACT 
 

In this paper, we present a new hierarchical scheduling framework for periodic tasks in 

symmetric multiprocessor (SMP) platforms. Partitioned and global scheduling are the two main 

approaches used by SMP based systems where global scheduling is recommended for overall 

performance and partitioned scheduling is recommended for hard real-time performance. Our 

approach combines both the global and partitioned approaches of traditional SMP-based 

schedulers to provide hard real-time performance guarantees for critical tasks and improved 

response times for soft real-time tasks. Implemented as part of VxWorks, the results are 

confirmed using a real-time benchmark application, where response times were improved for 

soft real-time tasks while still providing hard real-time performance.   

 

KEYWORDS 
 

Real-time systems, hierarchical scheduling, symmetric multiprocessing, operating systems. 

 

1. INTRODUCTION 
 

The next generation embedded systems are working to consolidate large complex workloads onto 

multi-core platforms with mixed real-time applications. The existing architecture typically uses 
distributed uniprocessors connected over a common backplane where one processor may be 

assigned a soft real-time (SRT) task set and another processor a hard real-time (HRT) task set. 

The problem with this approach is it limits the computational throughput and increases costs as 
compared to multi-core platforms. It is for these reasons; designers are looking to re-host these 

new complex workloads onto multi-core platforms to reduce the size, weight and power (SWaP) 

requirements of traditional distributed systems. 

 
Therefore, in this paper we look into symmetric multiprocessing (SMP) because most multi-core 

systems use SMP architecture. Briefly, SMP is a computing framework that manages the 

processing of tasks across multiple homogeneous processors or cores1 that share a common 
operating system, memory and I/O data path. One major challenge for SMP in mixed real-time 

scheduling is to effectively balance the competing needs of HRT and SRT tasks, such as temporal 

isolation, resource allocation or fault mitigation. 
 

There are two main scheduling approaches for a SMP-based system: partitioned and global 

scheduling. Partitioned scheduling binds a task to a specific processor or core while global 
scheduling allows a task to migrate across multiple cores. Researchers have studied the 

                                                
1 Note that core and processor will be used interchangeably to indicate the basic computation unit of the CPU 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N08.html
https://doi.org/10.5121/csit.2021.110810
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schedulability of both approaches and have concluded that no single method dominates the other 
for all task sets [1].  Global scheduling provides better average case response times by 

performing load-balancing across multiple cores. However, the superior average case 

performance of global scheduling is not easily extended to hard real-time performance 

guarantees. For example, when performing load-balancing a global scheduler may migrate a task 
to another core and as a result invalidate the local cache. This invalidation process proves costly 

and can severely impact the determinism of the affected task. 

 
On the other hand, partitioned scheduling statically assigns tasks to a specific core which can 

control task migration. Also known as CPU affinity, the idea is the designer can specify which 

tasks to run on a specific core then the scheduler obeys the order and only runs those tasks on the 
specified core. It also makes logical sense to bind all the tasks that access the same data to the 

same core(s) in this way they do not contend over data and ensure the task receives the full 

attention of the processor. However, when tasks are statically assigned to specific cores an 

unbalanced load distribution is likely to occur leading to a less than optimal utilization of the 
overall system. 

 

Another concern involves the diversity and complexity of the various computational workloads in 
these next generation systems. Processing and criticality requirements may vary significantly 

where different operating modes could have vastly different workloads. In addition to the 

computational variations, mission critical type systems must perform continuously in harsh 
environments where they are expected to perform at least a subset of some critical functions 

under an overloaded or fault condition. The occurrence of an overload or fault must not hinder 

the overall survivability of the embedded system. Consequently, what is needed may be a more 

collective type of resource allocation where tasks are assigned resources according to their 
functionality requirements. In this way, applications can be grouped by service classes based 

upon their processing and criticality constraints.  

 
Unfortunately, traditional SMP-based schedulers are not suitable to this type of collective 

resource allocation because they perform fine-grained scheduling at the task level. Since, these 

schedulers do not differentiate between tasks of different applications system-wide performance 

may not be the ideal metric for application specific requirements. Additionally, HRT and SRT 
tasks have competing objectives. HRT tasks require strict timing constraints where deadline 

misses are not tolerated. While SRT tasks can accept some deadlines misses but place a greater 

premium on task response time. 
 

To solve these issues in this paper we present a new multi-core hierarchical scheduling 

framework (HSP) for periodic tasks in SMP-based systems. Our objective is to provide a 
hierarchical scheduling mechanism that can more effectively adapt to execution time variations in 

mixed real-time environments. Traditionally, the approach to scheduling mixed real-time 

applications has been to provide conservative WCET values to ensure the timing correctness of 

the HRT tasks. The problem with this approach is it usually leads to underutilized resources and 
poor response times because the actual WCET value of a task is rarely realized. As a result we 

look to exploit this underutilization by utilizing both the partitioned and non-partitioned 

scheduling mechanisms of a SMP-based system.  
 

The benefits of this new scheduler are: (1) Better determinism for hard real-time tasks and 

improved response times for soft-real time tasks as compared to the global and partitioned 
scheduling methods of traditional SMP-based schedulers. (2) An application based resource 

allocation scheme which enhances scalability by reducing excessive interprocessor 

communication, bus contention and synchronization overhead. (3) A scheduling mechanism 

which provides for improved resource utilization and task acceptance rates. (4) Temporal 
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isolation for hard real-time tasks where lower priority tasks cannot affect the timing behavior 
during overload or fault conditions. 

 

The remainder of this paper is organized as follows. Section 2 provides an overview of the 

hierarchical scheduling framework used by our scheduling mechanism. Section 3 discusses 
previous work on hierarchical scheduling and SMP based scheduling mechanisms. Section 4 

provides an overview of our hierarchical scheduler (HSP). Section 5 presents the schedulability 

analysis of our scheduler in a multicore environment. Section 6 utilizes task set simulations to 
provide comparisons between our hierarchical scheduling approach and the scheduling 

mechanisms for a traditional SMP-based scheduler. Section 7 describes the implementation of 

our hierarchical scheduling mechanism as an extension to Wind River’s VxWorks RTOS and 
ported onto a commercially available multi-core processor. In Section 8 we conclude with future 

work and the research summary 

 

2. PRELIMINARIES 
 
This section provides a discussion of the terminology used in the paper as well as an overview of 

hierarchical scheduling to provide as a reference for understanding the overall architecture of 

hierarchical scheduling in a symmetric multiprocessing environment. 
 

2.1. Terminology 
 

We consider a periodic task model defined as , where  is defined as the task 

period, and are defined as the average case execution time (ACET) and the worst case 

execution time (WCET) respectively and finally  is defined as the relative deadline. It is 

assumed that each task  is a constrained task such that . Each task  must receive 

 within  or it is considered late. It is also assumed that  processor units are assigned to a 
task in a non-concurrent manner. 

 

A subsystem (i.e. application) consists of a task set defined as a collection of periodic 

tasks . A system S consists of n homogenous processors while a subsystem 

consists of m processors such that . Each subsystem is characterized by a 
multiprocessor resource model [2] which specifies the resource supply provided to the subsystem 

(also known as a clustering). The multiprocessor periodic resource (MPR) model is defined as 

, where  provides the resource budget over  time units to a subsystem consisting of 

 processors. Therefore, a schedulable subsystem must meet the condition . 

 

In uniprocessor scheduling the supply bound function (sbf) is used to bound the supply required 

for schedulability of the subsystem. Authors in [2] extended this approach for hierarchical 

multiprocessor frameworks for deriving schedulability conditions of the subsystem. Therefore, 

the supply bound function for a multicore subsystem  is defined as: 
 

 (1) 

 

where,  and . Additionally, a lower bound of the  has been derived 

for improved schedulability. The lower bound supply  function is defined as: 

 

  (2) 
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The schedule for a subsystem that generates the resource supply in a time interval of  is 

shown in Figure 1 along with the linear lower bound function. In Figure 2 we define  and 

.  

 

 
 

Figure 1: Supply bound and lower supply function for a subsystem 

 

The MPR model presented by authors in [2] presents a framework that allows a subsystem 

exclusive access over a share of the multi-core platform. This share is then guaranteed by the  

to provide a minimum resource supply to a subsystem. Therefore, HSP can utilize the MPR 

model to provide temporal isolation and schedulability guarantees between subsystems. 
 

2.2. Hierarchical Scheduling 
 

The basic framework of a hierarchically scheduled system [3] [4] for a uniprocessor platform is 

composed of multiple applications (subsystems) where each subsystem can be composed of a 

single or multiple tasks (see Figure 2). A global scheduler controls which subsystem is allocated 
the processor while the local scheduler determines which subsystem’s task should actually 

execute 

 
This two-level hierarchical scheduling approach is general enough in that it can be extended to a 

multiprocessor platform. In this case the scheduling of tasks within a subsystem, across m 

processors can be performed by the subsystem (local) scheduler while the scheduling of 
subsystems across the multiprocessor platform is performed by the system (global) scheduler. For 

example, consider a system where the overall utilization for each subsystem is   and 

  then the overall budget is 2.5 and m = 3, then the global 

scheduler will provide two units of resource from two processors and the remaining 0.5 units will 

be provided by the third processor. 
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Figure 2: Hierarchical Scheduling Framework example 

 

3. RELATED WORK 
 

Initially an HSF was proposed by authors in [6] [8] as a means to perform composability analysis 
for open systems development. The motivation being that it can quickly become intractable to 

accurately verify the timing behavior of the embedded system as the complexity increases. The 

approach was to verify the timing behavior of each individual subsystem independently then 
compose each subsystem into the overall system. 

 

A considerable amount of research has also been performed with hierarchical scheduling in a 

uniprocessor environment [4][7][9]. There has also been a fair amount of work in investigating 
how resources are shared across subsystems in an HSF [3][5][10]. However, there has not been a 

lot of work performed in actually applying a hierarchical scheduler to a multi-core environment. 

This lack of research is due in part to the fact that existing hierarchical scheduling algorithms are 
not easily extendable to multi-core environments. A couple reasons is that existing algorithms do 

not incorporate the inherent parallelism of a multi-core system and unfairness or task starvation 

can result if applied in a naïve manner. 
 

Authors in [11] have presented a hierarchical multiprocessor algorithm known as H-SMP which 

was designed for a SMP-based platform. Their approach is to take a task set (i.e. an application) 

and assign it to the various cores in the subsystem based upon the application’s level of 
parallelism and service requirements. Applications with higher service requirements would be 

allocated a higher bandwidth partition. For example, applications with soft real-time requirements 

would be receive a higher service level than applications with a best-effort type of service 
requirement. The primary limitation of this approach is that the CPU partitioning is done 

statically based upon a priori simulated workloads which may not represent real-world 

applications. In particular this static bandwidth partitioning may not achieve the best CPU 
partitioning for a dynamically changing workload. Another drawback is there is no explicit 

notion of criticality for adaptability to changing computational environments. In other words, 

tasks are assigned fixed budgets based upon their pre-determined WCET values where overly 

conservative WCET estimates could lead to system underutilization or higher task rejection rates. 
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-Additional work was done by authors [12][13] to provide a mixed-criticality scheduling 
framework for real-time operating systems (RTOS). Their approach was to use hierarchical 

scheduling to temporally isolate tasks of different criticality levels. A different scheduling 

algorithm was assigned to each criticality level. For example, tasks with the highest criticality 

were assigned a cyclic executive scheduler while less critical tasks were assigned other 
schedulers like earliest deadline first (EDF). Temporal isolation is enforced by a server with a 

specific budget which is statically assigned to each critically level. 

 
There has also been some work done [14][15][16] in semi-partitioned scheduling in 

multiprocessors. The idea is that some tasks are assigned according to the partitioned scheduling 

approach while other tasks are assigned by global scheduling and therefore allowed to migrate. In 
order to determine how tasks are assigned the authors took a look at the task workload and then 

tried to assign that tasks to processors accordingly. For example, tasks with a high workload (i.e. 

high utilization factor  ) would be partitioned while tasks with a low workload would be 

scheduled globally. Other approaches have looked at how to assign tasks to reduce cache misses 

[17] by using partitioned scheduling for the task most likely to generate a high number of cache 
invalidations. The main limitation with these approaches are that the processor assignments are 

done a priori with no real notion of criticality for HRT or SRT tasks to adapt to computational 

changes, such as task overloads. 
 

In our work we take an adaptive approach where non-critical resources are assigned dynamically 

based upon environmental changes. Instead of static partitioning tasks are allocated based upon a 
feedback mechanism that the scheduler uses to adjust resource allocation to more effectively 

adapt to diverse computational workloads at run time. In order to support a service level 

requirement approach like H-SMP tasks are guaranteed a certain budget but are allowed to share 

any unused budget by employing capacity sharing mechanisms. A type of capacity sharing 
algorithm, known as slack stealing [24] is used which allows a lower-priority task to share the 

bandwidth of a higher priority task. In this way critical functions can be guaranteed a certain level 

of service but any unused resource can then be re-allocated to task with a lower service level 
thereby improving the performance, such as reduced response times, of the lower priority task.  

 

4. HSP ALGORITHM DESCRIPTION 
 

This section provides an overview of the HSP scheduling framework which is used to more 
effectively manage HRT and SRT tasks on a symmetric multiprocessing platform. Our approach 

employs a two-level hierarchical scheduled framework (see Figure 3) to provide resource 

partitioning and temporal isolation between subsystems. Additionally, HSP utilizes elements of 
both the partitioned and global scheduling approaches to maximize the benefits of both 

scheduling mechanisms. 
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Figure 3: Hierarchical Scheduling for Multicore Processor 

 

However, unlike uniprocessor based hierarchical scheduling SMP-based hierarchical scheduling 
needs to contend with tasks that can be stationary or migratory. In order to account for this added 

complication SMP-based hierarchical scheduling requires enhanced functionality which includes: 

processor assignment, task set schedulability analysis and run-time scheduling. Processor 
assignment is the algorithm that determines how an application is assigned to the various 

processors allocated by the subsystem. The tasks that comprise an application are assigned to 

processors based upon a combination of mixed-criticality scheduling and semi-partitioned 

scheduling. The schedulability analysis determines whether the HRT/SRT task set is schedulable 
on a specific processor. Run-time scheduling determines when tasks execute as well as manage 

when a task should migrate to another idle core in the subsystem.  

 

4.1. Processor Assignment 
 

HSP like other traditional partitioned scheduling approaches assigns each task to a particular 
processor based upon some type of bin-packing heuristics. HRT tasks with strict timing 

constraints are assigned to a specific core first according to the chosen heuristic and if the 

schedulability condition can be satisfied for that core. In this way HRT tasks can get the full 
attention of the processor and improve the deterministic behavior of the task. Consider Table 1 

that defines a task set for the example Subsystem1 depicted in Figure 3. According to Table 1 

tasks that are partitioned (p) are considered HRT tasks are statically assigned to a specific core 
and not allowed to migrate. Tasks that are global (g) are considered SRT tasks and allowed to 

migrate across cores in the subsystem. This is similar to mixed-criticality scheduling that assigns 

highly critical tasks to specific cores but allows less critical tasks to migrate. 

 
Table 1: Example subsystem task set 

 

Task Core Ti   Di 

τ1 p 5 1 2 5 

τ2 p 10 2 4 10 

τ3 p 15 1 3 15 

τ4 p 20 2 5 20 

5 g 15 1 3 15 

τ6 g 20 2 4 20 

τ7 g 25 2 5 25 
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For the purpose of schedulability guarantees the HRT tasks are allocated a budget, by the 

hierarchical scheduler, equal to the task’s WCET value , in this way tasks are guaranteed a 

fixed processing time by the subsystem’s local scheduler. The HRT tasks are assigned to a core 

based upon the next-fit bin-packing heuristic and since the rate monotonic (RM) algorithm is 

optimal for fixed priority scheduling it is used as the determination of schedulability for 

partitioned tasks (see Algorithm 1). Therefore, the maximum utilization  for a core in a 

subsystem as defined by RM is: 
 

 (3) 

 
From the example task set shown in Table 1 and the multi-core system depicted in Figure 3 the 

HRT tasks would be assigned a particular core as illustrated in Figure 4. 

 
Algorithm 1: HRT Task assignment algorithm 

 

 
 

 
 

Figure 4: Partitioned task core assignments 

 

After the HRT tasks are assigned to their respective cores the SRT tasks are assigned based upon 

the remaining resource capacity. If the SRT task does not fit onto a particular core to support the 
full execution capacity then the task is split across cores in the subsystem. Task splitting is based 

upon semi-partitioned scheduling which is defined as a task  that is executed on  processors 
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where . There are  subtasks denoted by , which are synchronized where no 

subtasks can run in parallel and each subtask  has a computation time  such 

that . The algorithm for splitting a task  is provided in Algorithm 2. 

 
Algorithm 2: Task splitting assignment algorithm 

 

 
Consider the example provided below of how a task may be split across more than one processor. 
To help identify the core(s) with the maximum slack time potential for SRT task processor 
assignment.  

 

 
 

Figure 4: Split task across two processors 

 

While Figure 5 illustrates how a split task could be split it does not describe the criteria used to 
assign the split tasks to the various processors in the subsystem. Traditional approaches have 

been to assign each share to processors with subsequent indexes so that  would be assigned to 

 and would be assigned to . With semi-partitioned scheduling most tasks are assigned to a 

particular processor to reduce overhead while the remaining tasks are split to improve 

schedulability. The problem with this approach is there is no real notion of criticality and tasks 

are assigned to a processor based upon their respective WCET values which are typically 
conservative. Our approach with HSP is different in that task criticality is considered by 

assigning HRT tasks first ensuring that the tasks will be fixed to a particular processor thereby 

reducing runtime overhead. The schedulability is maintained for the SRT tasks by performing 
task-splitting and task response times are improved by taking advantage of the potential unused 

processing capacity, also known as slack. This slack potential is then used by HSP for processor 

assignment of SRT tasks. SRT tasks whether they requiring splitting or not are then assigned to 
available cores based upon the maximum slack potential for that core. Note that this slack 
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potential is determined not by the WCET of a HRT task but rather by their average execution 

time denoted by . In this way the maximum potential can be identified which represents a 

much less conservative calculation for improving task response times. The set of algorithms for 

identifying slack and taking advantage of it is known as slack stealing. A brief overview of slack 
stealing is provided in the subsection below; for more detail readers are encouraged to review the 

references. 

 

4.1.1. Slack Stealing 

 

According to Equation (3) a task set that meets the criteria will always make its deadlines. The 

problem is this criterion is based upon WCET values which are usually conservative calculations 
and there tends to be a large gap between the WCET value and the actual processing time of a 

HRT task. This gap, known as slack, presents an opportunity to minimize the response times of a 

SRT task. Authors in [24][25] describe how the slack is found by mapping out the processor 
schedule of the HRT tasks over their hyper-period in a task mapping table. The table is then 

examined to determine the slack present between the deadline and the next invocation of the task. 

In turn, this table is then examined by HSP to help identify the core(s) with the maximum slack 
time potential for SRT task processor assignment. 

 

4.2. Task Scheduling 
 

The local scheduler of a subsystem in HSP is responsible for scheduling of tasks on the various 

cores of the subsystem. Scheduling for the HRT tasks are straightforward in that traditional 

scheduling mechanisms, such as RM, where the priorities of each task are assigned so that:〖 

τ〗_4< τ_3< τ_2<τ_1. Similar to HRT tasks priorities are assigned according to the RM except 

SRT tasks always have a lower priority than HRT tasks, such that SRT < HRT, except during 

slack stealing periods. During periods of slack stealing the SRT task is temporarily promoted to 
the same priority level as the HRT task that finished with some available slack time. In this way 

another HRT task of lower priority cannot preempt a SRT task while it is stealing the slack of 

another HRT task. 
 

During run-time after a HRT task completes the local scheduler looks to exploit the slack time of 

an HRT tasks to improve a SRT task’s response time. The run-time slack of a HRT task  is 

based upon the budget ( ) of task provided by the subsystem’s  local scheduler. The task’s 

budget for the subsystem’s  local scheduler of a HRT task along with the feedback from the 

task provides the information needed to determine if there is any potential slack available to the 

SRT tasks. In order to calculate the slack at some arbitrary time t we look at the unused server 

budget of an HRT task in the interval . Therefore, the slack is determined by the 

length of that interval less than the actual unused budget available from all of the HRT tasks that 

fall into that interval. The slack is defined as (t) =   that is available to any 

SRT task at some arbitrary time t and  is the actual processing time of the HRT task. As an 

example consider the example task set in Table 1. Figure 6 represents the tasks scheduled on the 
first core while Figure 7 represents the tasks scheduled on the second core. The up arrow 

represents task start time and the down arrow represents the task completion time. 
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Figure 5: Core 1 task schedule 

 

 
 

Figure 6: Core 2 task schedule 

 

The HRT task set is statically assigned to a core and based upon the next-fit bin-packing heuristic 

tasks  and  are assigned core 1 while tasks  and  are assigned core 2. The highest priority 

SRT task  if the first task scheduled to run on either core when there is available processing or 

slack time. At time t1 task  is allowed to run by stealing the slack from task  but at time t2 is 

preempted by the HRT task . Task  is then allowed to steal slack from task  at time t4 and 

from task  then complete execution by time t7.  
 

5. SCHEDULABILITY ANALYSIS 
 

With the HSP all tasks execute up to their worst case execution time  but the local scheduler 

prevents the tasks from executing any further. If a task executes further than it is considered 

in fault and aborted or considered overloaded and rescheduled until it is safe to be executed 

again. This section presents the response time analysis for HSP as it relates to partitioned and 
non-partitioned scheduling. 

 

As mentioned in Section 4.1 the tasks are scheduled by a fixed priority preemptive scheduler and 
the task priorities are assigned according to the RM algorithm. Priority (p) is derived from the 

deadlines of the tasks, such that for any two tasks   and  their deadlines . 

To test for schedulability, the standard Response Time Analysis (RTA) [19] [20] for uniprocessor 
scheduling can be extended to HSP. RTA first computes the worst-case completion time for each 

task (i.e. response time ) and then compares that value to the task deadline, such that  

for task . The response time value is calculated using recurrence relations: 
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  (4) 

 

where hp(i) defines the set of tasks with a higher priority than the task . The general response 

time Equation (4) can then be applied to mixed critically systems [12] where the LO-criticality 
and HI-criticality mode schedulability can be verified. HSP can then adapt this analysis and apply 

it to HRT tasks which are considered HI-criticality and SRT tasks which are considered LO-

criticality. Standard RTA for a uniprocessor can be applied for SRT tasks as follows: 
 

  (5) 

 

where hp(i) is the set of SRT tasks with a higher priority than task . The same analysis can also 

be applied to HRT tasks as follows: 
 

  (6) 

 

where hpH(i) is the set of HRT tasks with a higher priority than task . For uniprocessor based 

systems the schedulability test is determined by calculating the response times of all tasks in an 

interval starting with a critical instant (case where all tasks experience their WCET) and 
comparing that to the task deadlines. However it has been shown [20] that it is a NP-hard 

problem when analyzing globally scheduled periodic tasks. The issue is that it is not easy to find 

a “representative” interval to represent the start of the critical instant. As a result, in a multicore 
system only sufficient results can be determined in a reasonable amount of time. Authors in [22] 

provide a sufficient RTA-based approach for schedulability tests for global scheduled multicore 

systems.  The test is based upon the RTA test of Equation (4) and operates as follows: 
 

  (7) 

 
The schedulability analysis for semi-partitioned systems can then be derived by combing 

equation (4) and equation (7). To determine the schedulability for SRT and HRT tasks using 

average case execution time: 

 

  (8) 

 

where  represents the SRT task set average execution times such that: 

 

  (9) 

 

And  represents the HRT task set average execution times such that: 

 

  (10) 

 

where hpH(i) is the set of HRT tasks that are assigned to processor . Additionally, to determine 
the schedulability for SRT and HRT tasks using worst case execution time: 
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  (11) 

  (12) 

  (13) 

 

Consider the task set represented by Table 1 in Section 4.1 the schedulability analysis for both 

SRT and HRT would be as follows. 
 

Table 2: Example Task Set with Response Times 

 

Task Core Ti   Di   
τ1 p 5 1 2 5 1 2 

τ2 p 10 2 4 10 2 4 

τ3 p 15 1 3 15 2 5 

τ4 p 20 2 5 20 4 9 

5 g 15 1 3 15 4 15 

τ6 g 20 2 4 20 7 29 

τ7 g 20 2 5 25 8 58 

 

6. PERFORMANCE ANALYSIS 
 

For the purpose of comparisons, we used a combined SRT/HRT periodic task set that comprised 

a single subsystem (i.e. application) and spanned up to m cores, where m = 2, 4, 8. Task periods 

 were chosen using a uniform random distribution from the list {0.25Hz, 0.5Hz, 1Hz, 2 Hz, 
4Hz, 5Hz, 8Hz, 10Hz, 20Hz, 25Hz, 50Hz, 100Hz, 200Hz}. The list was created to represent 

some typical rates of periodic tasks. Overall system utilization ( ) for each processor ranged 

from [0.50, 1.00] in increments of 0.05. Individual task utilization (  was randomly generated 

with an expected value of 0.20 and a standard deviation of 0.15. The number of tasks in the set 

were determined by the summation of the individual tasks where . The execution 

time  was calculated based upon the task period and task utilization such that . 
The HRT/SRT tasks were randomly divided from the generated task set with an expected value 

of  and a standard deviation of n-2. 

 

HSP was compared against four other semi-partitioning algorithms used in mixed-criticality 
systems, DU-RM, DU-Audsley [26], DC-RM and DC-Audsley. Each algorithm, including HSP 

utilizes the next-fit bin packing heuristic but differ on processor and priority assignment. The 

DU-RM algorithm decreasingly assigns tasks based upon the task utilization and determines 
feasibility based upon the RM scheduler. In other words the task with the highest utilization 

factor is assigned to the first available processor. DU-Audsley is similar to DU-RM except 

Audsley’s priority assignment is optimal for a given processor but the complexity is much higher 
than RM assignment. The DC-RM algorithm performs processor assignment based upon the 

decreasing criticality of a task so HRT tasks would be assigned to a processor before a SRT task. 

DC-Audsley also performs processor assignment based upon the task criticality but its priority 

assignment is different than DC-RM. Our approach with like DC-RM and DC-Audsley assigns a 
task based upon criticality but differs in that if there is not enough available utilization HSP will 

spilt tasks across any available processors. This has the potential to significantly improve 

schedulability. 
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For the simulations we generated 10,000 task sets from the parameters described in the previous 
paragraph. The task sets were determined to be schedulable if every task in the set was 

successfully assigned to the group of cores defined by the subsystem . The performance criteria 

for the processor assignment algorithm was determined by the success ratio of the number of 

tasks scheduled by the number of submitted tasks accepted, defined as follows: 

 

 
 

The overall subsystem utilization was determined by , so that 1.0, 2.0 and 4.0 represents 

50% utilization for  respectively. The data in Figures 8, 9 and 10 illustrates the results 

from = [0.5, 1.0] where HSP clearly provides better schedulability than the other processor 

assignment algorithms. Note that the other algorithms start to report failure around 0.5 to 0.7 

while HSP does not start to report failure until close to 0.7 to 0.8. This coincides with other work 

[21][23] that states maximum schedulability for RM or DM is about 88% for uniprocessors. Also 

notice that HSP outperforms the other algorithms as the number of cores increase because this 
provides HSP the opportunity to share more of the computation across the various cores in the 

subsystem. 

 

 
 

Figure 7: Task Set simulation 2 cores 
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Figure 8: Task Set simulation 4 cores 

 

 
 

Figure 9: Task Set simulation 8 cores 

 

7. IMPLEMENTATION 
 
This section defines the design and implementation of HSP in the VxWorks real-time operating 

system (RTOS).  The work is based upon the architecture presented in [27] and extended to work 

in a SMP-based platform. 
 

7.1. Local Scheduler Implementation 
 
The native VxWorks scheduler can schedule tasks using either a preemptive priority based or a 

round-robin scheduling policy. In VxWorks 6.x and greater Wind River introduced the concept of 

real-time processes (RTP) which more closely resemble processes in general purpose operating 
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systems like Linux. Tasks in kernel mode or processes in RTP mode are scheduled in the same 
way. Processes are created with memory protection so kernel memory space, ISRs and direct 

hardware access are prohibited. Tasks that operate in kernel mode have full access to kernel 

resources and are not subject to the same limitations as processes in RTP mode 

 
We choose to implement HSP in kernel mode because the overhead in RTPs are prohibitive and 

HSP needs access to the kernel resources for task management. HSP was implemented on top of 

the native VxWorks scheduler as a type of extension or middleware that sits between the 
hierarchical scheduler and the VxWorks native scheduler. The VxWorks RTOS provides 

functions to extend the capability so various kernel mechanism can be customized to support 

HSP. For example, the scheduler can be extended with either a customized ready queue structure 
or to attach an interrupt handler that is executed at every clock tick.  

 

The native VxWorks scheduler dispatches the highest priority task in the ready queue. Our 

approach utilizes the system call tickAnnounceHookAdd( ) that is invoked at every tick interrupt 
and called before the native scheduler accesses the ready queue to dispatch the highest priority 

task. The ready queue is then manipulated by resuming a task taskResume( ), suspending a task 

taskSuspend( ) or setting/changing priorities taskPrioritySet( ). The kernel’s tick counter is also 
utilized to read tickGet( ) and set tickSet( ) as a means to manage the notion of time when the tick 

interrupt ISR is invoked. 

 
The primary function of the local scheduler is to arrange tasks in the ready queue at every period 

start, in effect extend the VxWorks scheduler to support periodic tasks. The local scheduler is 

implemented as part of a custom ISR that is attached with the tickAnnounceAdd( ) system call. 

The system call routines mentioned previously are then called to change the status of the task or 
to change task priorities. The native VxWorks scheduler is then invoked to perform the necessary 

functions (i.e. context switching) to dispatch the task on the appropriate processor. The pseudo 

code listed in Algorithm 3 below provides an overview of the local scheduler. 
 

Algorithm 3: Local scheduler algorithm 

 

 
 

The first step of the algorithm is to check if the task is still in the ready queue (lines 2-4) the then 
the deadline event queue (DEQ) is updated (line 5) to track the task deadlines.  At each period 

start tasks are inserted into the ready queue (7-8). Tasks deadlines and periods are updated in the 
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periodic event queue (PEQ). The next event is then updated by extracting the closet 
deadline/period from event queue (lines 11-12). The interrupt is set at the next event and the local 

system counter is updated (lines 12-14). 

 

 
 

Figure 10: HSP Implementation in VxWorks 

 

7.2. Global Scheduler Implementation 
 
Global scheduling is used to implement the notion of servers in a hierarchical scheduled system. 

The global scheduler is responsible for managing all the events in the system which can include 

subsystem events, server events and server budget events. The global scheduler itself is a task in 
VxWorks with its own task control block (TCB) and task event queue. Figure 11 below illustrates 

the implementation of the required data structures to support global scheduling in HSP for 

VxWorks. 

 
The TCBs needed to support global scheduling in VxWorks are described in the list below. 

ID is a unique number associated with each server. 

 
period_event_queue is a reference to the server’s event queue which contains the task period. 

period is the period of the server. 

 
deadline_event_queue is a reference to the server’s task queue which holds the task deadline. 

budget is the server defined budget. 

 

remaining_budget is the current remaining budget of the server. 
 

priority is the server’s priority. 

 
scheduling algorithm is the server’s local scheduling algorithm. 

 

Task_TCB is a list to the VxWorks TCB task list. It references those task TCB’s that are 
associated with the server. 
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7.3. Hardware Platform 
 

HSP was implemented as described in the previous section with VxWorks 6.9 on a Freescale 

T4240: QorIQ 12 core (24 virtual-core) communications processor. 
 

For evaluation purposes we ported the SNU Real-Time Benchmark Suite [18] and compared 

response times and overall system utilization using partitioned, non-partitioned (global) and  
hierarchical scheduling. The SNU real-time benchmark suite contains small C programs used for 

worst-case execution time analysis. This benchmark was chosen because it is completely 

structured (no unconditional jumps, no loop body exits,), no switch or do-while statements and no 

library calls or specific systems calls. The programs are mostly numeric and DSP algorithms.  
In order to represent the periodic task model of an embedded system a subset of the programs in 

the benchmark suite were chosen and assigned arbitrary task rates (see Table 3). 

 
Table 3: Simulated Periodic Task Set 

 

C Program Task Rate   
matmul  50Hz 1.7ms 5.1ms 

fft1  40Hz 2.7ms 5.4ms 

fir  20Hz 10.4ms 20.8ms 

lms  10Hz 12.6ms 25.2ms 

ludcmp  40Hz 6.8ms 13.6ms 

minver  10Hz 3.5ms 10.5ms 

qsort-exam  5Hz 2.2ms 11.0ms 

 

The tasks sets were assigned as HRT = { } and SRT = { }. The HRT/SRT task 

sets comprised a single subsystem  which was allocated two cores in the hierarchical system. 

The HRT/SRT task sets were conceived so that if the  value for each SRT task was realized 

then the task set is not schedulable and an overload condition would result. In order to evaluate 
the effectiveness of HSP the execution times of the overall task sets were increased from [0.00, 

1.00], where 0.0 indicates all tasks are executed at their respective  levels and 1.0 indicates all 

tasks are executed at their respective  levels. The task response times were measured by the 

high resolution counter/timer used as part of the timestamp mechanism by WindRiver’s System 
Viewer application. Table 3 was used to represent their respective average case and worst case 

execution times for each task in the set. 
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Figure 11: HRT Task Set Response Time Average 

 

 
 

Figure 12: SRT Task Set Response Time Average 

 

Figure 12 represents the measured response times of the HRT task set. To represent each 

individual task would create an overly crowded graph so the individual task response times were 
normalized and then averaged over the whole task set. Specifically each task response time was 

recorded then compared to the respective task’s estimated response time. Let the actual task 

response time be defined as , the estimated lower bound response time is , the upper 

bound response times is   so that the averaged response time difference is defined as: 

 

 
 

then the total task set response time average is defined as the average of all  for the HRT task 
set. What this means is a value of 0.0 indicates the measured task response times were at or near 

their respective  values and a value of 1.0 indicates  values. A value greater than 1.0 

signifies that one or more tasks exceeded their deadline. Notice that for HSP the response time 

difference hover around 1.0 this is because the local scheduler does not allow other HRT tasks to 

execute before a higher priority task  execution time. Therefore, before the system starts to 
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become overloaded around 0.6 the response times for both the partitioned method (RM-P) and 
the non-partitioned method (RM-G) outperform those of HSP. Recall, this is an acceptable 

situation because with HRT tasks we are less concerned about response times as we are with 

HRT timing constraints. Note, that at times 0.6 to 0.7 both RM-P and RM-G methods start to 

exceed 1.0 which indicates that tasks in the HRT set are beginning to experience deadline misses 
while with HSP no HRT tasks experience deadline misses. 

 

The SRT task set performance is illustrated in Figure 13. Notice that early on before the system 
becomes overloaded from 0.0 to 0.4 HSP clearly outperforms both the RM-P and RM-G 

methods. This is because the HSP is able to take advantage of the slack generated by the HRT 

task set. Once the system starts to become overloaded at 0.5 HSP starts to converge to RM-G 
because there is no longer any available slack time. Both the RM-G and the HSP methods 

outperform RM-P because they are allowed to migrate across the cores in the subsystem. 

 

8. CONCLUSIONS/FUTURE WORK 

 
In this paper we considered the problem of how to assign and schedule HRT and SRT tasks in a 

symmetric multiprocessor environment to more effectively adapt to environmental changes. 

Those changes such as unexpected computational workload deviation were managed by 
hierarchical scheduling to provide the temporal isolation between tasks. The efficient assigning 

and scheduling of processors was accomplished by combining mixed-criticality and semi-

partitioned scheduling.  The result was demonstrated improvement of response times for SRT 

tasks and schedulability guarantees for HRT tasks where no deadlines were missed during 
periods of overload. As further confirmation for the validity of this approach we also 

implemented HSP as part of the VxWorks RTOS. 

 
Future work includes evaluating the additional overhead HSP incurs in VxWorks as compared to 

traditional scheduling. Additionally, tasks as well as task sets are considered to be completely 

independent with no shared resources. A more practical implementation would include HSP 
scheduled tasks or subsystems that would have to share a mutual resource such as a semaphore. 
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ABSTRACT 
 

Transformer Models have taken over most of the Natural language Inference tasks. In recent 

times they have proved to beat several benchmarks. Chunking means splitting the sentences into 

tokens and then grouping them in a meaningful way. Chunking is a task that has gradually 

moved from POS tag-based statistical models to neural nets using Language models such as 
LSTM, Bidirectional LSTMs, attention models, etc. Deep neural net Models are deployed 

indirectly for classifying tokens as different tags defined under Named Recognition Tasks. Later 

these tags are used in conjunction with pointer frameworks for the final chunking task. In our 

paper, we propose an Ensemble Model using a fine-tuned Transformer Model and a recurrent 

neural network model together to predict tags and chunk substructures of a sentence. We 

analyzed the shortcomings of the transformer models in predicting different tags and then 

trained the BILSTM+CNN accordingly to compensate for the same. 

 

KEYWORDS 
 

Natural Language Processing- Named Entity Recognition, Chunking, Recurrent Neural 

networks, Transformer Model. 

 

1. INTRODUCTION 
 

Chunking is the process of splitting the words of a sentence into tokens and then grouping the 

tokens in a meaningful way. These chunks are our point of interest which are used to solve our 
relevant NLP tasks[3]. It labels every word of the sentence suitably and thus lays out a basic 

framework for bigger tasks such as question answering, information extraction, topic modeling, 

etc[16]. Named Entity Recognition as mentioned in the paper[2][10][11]is the process of 
extracting and tagging words that signify the names of certain places, people, organizations, time, 

etc. Several Natural Language Understanding Tasks like POS tagging, Tokenization, and Noun 

Phrase Identification are all chunking tasks.  

 
In recent times Chunking has also been used in various domain-level projects with an end goal of 

retrieving custom substructures of a sentence[18]. We have employed the chunking model 
proposed in a similar use case. Since its wide use and application chunking requires a constant 

push to the state of the art models. We have hence proposed a model where we use RoBERTa[9], 

a Transformer Model ensemble with an RNN based BILSTM+CNN [8]The Transformer Model 

helps in attention maximization and hence expanding the learning abilities of the Model. It 
provides embeddings for words in a sentence highly correlated with other words in the sentence 

owing to its multi-head attention mechanism[19], and thus reflects a more relative semantic of a 

word instead of using just the POS tag for embeddings.[9] We have used pre-trained models that 
facilitate the understanding of words and their place from a much larger dataset and fine-tuning it 

further customizes and improves the model understanding of words related to specific tags 

associated with it.  

 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N08.html
https://doi.org/10.5121/csit.2021.110811
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In our Recurrent Neural Network section of the Model, we use Bidirectional LSTM in addition to 
Convolutional Neural Networks CNN[8]. We introduced this segment of the model to 

compensate for the shortcomings of the Transformer Model and give a more general approach to 

Tagging and segmentation for chunking. Since LSTMs use the sequential word by word approach 

of processing, they can be slower in processing, and hence we use simpler shorter custom 
embeddings targeting exactly the common error points of Transformer Models[9]. The word 

embedding essentially utilizes a combination of positional embedding, POS Tag, and the word 

vector after whitespace tokenization. Our analysis of the RoBERTa Model showed an error in 
differentiating similarly tagged tokens and hence a boost to the Part of speech tagging is given 

here. The BiLSTM network is complemented with a stack of CNN layers to aid feature extraction 

from sentences and the feedback loop helps in accurately labelling these features and further 
segmenting them into chunks. 

 

2. PRIOR WORK 
 

Named Entity Recognition was initially performed using extensive knowledge base systems, its 
orthographic features, ontological and lexicon rules[4][2][14][15]. However, the new trend has 

shifted towards neural network-based structures to define entity relations [5][13]. Hence the 

mentioned top 20 state-of-the-art NER mechanisms are neural network-based including LSTM, 
GRUs, BERT, CNN, and a combination of them as suited. [2] [6][10][11][12].  

 
Chunking has been done using machine learning-based models such as HMM(Hidden Markov 
Model) [7][17] and Maximum Entropy model and has gradually seen a shift to Statistical models 

such as Support Vector Machines and Boosting [8], [3], [7]. In more recent times, Neural Models 

have been on a rise as a tool for chunking. Neural network models are deployed as a 
classification system to classify Beginning, Inside, and Outside of the chunks required or also 

known as BIO tagging which is quite a popular Named Entity Recognition mechanism for 

segmentation. The latest paper submitted by IBM Watson uses a combination of Bi-LSTM and 

CNN to label the tokens of the sentence and then chunk them together accordingly [8]. They 
follow an encoder-decoder-pointer framework while segmenting and labelling chunks 

sequentially using a pointer. We use POS tag reinforced word vectors as input to this segment of 

the model. Since the model excelles majorly in sequential labelling and feature extraction, it 
helps widen the gap between similar tags occurring together frequently.  

 

In this paper, we have deployed an ensemble model using the Transformer-based Model 

RoBERTa [9] and recurrent neural network[8] for labeling and segmentation, after which we 
group the hence labeled chunks and map the contexts and phrases together. Our experiment gives 

an F1 score 97.3 which beats the F1 score of the chunking methods employed in the paper by 

IBM 94.72. [8] both tested on the common CoNLL 2000 dataset. F1 score here signifies the 
harmonic mean of precision and recall derived from the confusion matrix built on test dataset to 

evaluate the classifier trained for entity tag labels which are then further used for chunking. 

 

3. DATA 
 

We have evaluated our Model on two main datasets, English Penn treebank[20] corpus and 

ConLL 2000 Dataset. The English Penn Treebank corpus, is an extensively used corpus for the 
evaluation of language models. The task includes annotating each word with its Part-of-Speech 

tag. There are 38,219 sentences, used for training, 5,527 sentences used for validation and 5,462 

sentences are used for Testing purposes. ConLL 2000[21] is a widely used dataset for noun 

phrase chunking with 211727 training tokens and 47377 testing tokens. The annotation of the 
data is procured from the WSJ corpus by an automated program written by Sabine Buchholz from 
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Tilburg University. The objective of this task is to introduce machine learning methods which 
after training recognizes the chunk segmentation of the test data as accurately as possible. 

 

4. EXPERIMENTS 
 

The Named entity task in our experiment is to classify tokens into IOB annotations of either 
custom tags, POS tags or Entity tags for example organisation, person etc. These tags are then 

used for segmentation using the Inside and Outside tags and give a final output of chunked 

phrases of a sentence. The chunks are made as accurately as the tags are predicted.  
 

Table 1.  Comparative Analysis of Algorithms. Dataset (ConLL 2000 english). 

 

Model CONLL 2000 
ROBERTA +(BI-LSTM+CNN) 97.3 

ROBERTA 96.76 
BERT 95.64 
BI-LSTM+CNN 94.72 

 

4.1. MODEL I 
 
We deployed two Models to train and test for the Named Entity Recognition task.  
 

The neural model we chose to train our NER downstream task was RoBERTa. This model is a 

robustly optimized form of BERT(Bidirectional Encoder Representations from Transformers) 
and is state of the art on 4 out of 9 GLUE (General Language Understanding Evaluation) tasks. 

The model is a modified version of BERT wherein it targets the flaws of BERT. BERT is pre-

trained over 16GB of uncompressed text, which is a combination of Book Corpus[22] and 
English Wikipedia[23]. However, RoBERTa is trained on five English language corpora 

summing up to 160GB of uncompressed text. The huge upscale of data for pretraining gives 

RoBERTa the edge over BERT. In addition, RoBERTa omits the Next Sentence Prediction task 
from the pretraining, trains on longer sequences, and dynamically revises the masking patterns on 

training data [12]. 

 

We chose a Transformer Model as our neural architecture for generalization to bring in the 
concept of attention to the structure.[9] In the downstream task of Named Entity recognition, we 

need the complete semantics of the sentence. For this purpose, the attention weight of every token 

or time step for every other token present in the sentence is essential. 

 
RoBERTa is consistent with the mathematics of BERT as well as the number of training layers, 

attention heads, and parameters. For our task, we used the RoBERTa base model which has 12 
Layers of deep neural architecture, 16 Attention heads, and 110 training parameters. The model 

was fine-tuned to train for 6 epochs with a training batch size of 64 and a learning rate of 2*e-5. 

The model pre-trained for the Named Entity recognition task is imported. 

 

4.2. MODEL II 
 

The second model is an ensemble training of RoBERTa and Bi-LSTM + CNN. 
 

The purpose of ensemble training is to boost the learning process of neural architecture. We fed 
different feature vectors into Model A and Model B to capture the entire meaning of a token. We 

deploy this model to further increase our F1 score by using two complementary training models. 
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RoBERTa uses its encoder to tokenize and embed the tokens into feature vectors. In the Bi-
LSTM+CNN model, we use a custom tokenizer after analysing the misclassifications of Model I. 

In our analysis, we found that similar types of Parts of speech e.g.: Symbols, and Punctuations, 

and Nouns and Proper nouns were getting miss classified. To rectify this error, we built a custom 

tokenizer and embedding explained in the later sections.  

 
4.2.1. MODEL A 
 

RoBERTa, Refer Figure 1, model takes care of attention and co-dependency of tokens frequently 

coming together in a sentence. It uses RoBERTa Tokeniser and RoBERTa Embedding to encode 

the entire sentence and is then trained over for 6 epochs. We have explained the purpose of using 
RoBERTa in the earlier sections. 

 
 

Figure 1.  Transfor Model: RoBERTa: This model produces Output 1 or O1 

 

4.2.2. MODEL B 
 
The second leg of the ensemble training, Refer Figure 2, uses a custom tokenizer wherein every 

query is whitespace tokenizer, every token is passed into a word vectorizer and horizontally 

stacked with it's one hot encoded part of speech tag. This array is then multiplied with positional 

encoding of the token which finally outputs the token's embedding. We have used three features 
of a token namely its word semantics, position at which it shows up in the sentence and it's part 

of Speech in this Tokenizer which makes up for any misclassification that is brought about by 

Model A.  

 
word embedding = positional encoding*([word vector, ohe pos tag])    ...Eqn.1 

 
where,  
 

positional encoding = position of token in query / length of query 
 

ohe pos tag = one hot encoded part of speech tag. 
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These word embeddings are sent to the BiLSTM layer followed by 1 dimensional convolution, 
max pooling and the vector is then flattened out before introducing non linearity and 

classification on top of it. 

 
Figure 2.  BiLSTM+CNN: This model produces Output 2 or O2 after the query goes through a custom 

tokenizer and embedder to further pass through the RNN and CNN layers 

 
4.2.3. Ensemble 
 

Weighted Average of Classification scores of Model A and Model B are then used for final Multi 

class classification.  

 
We trained Model II for 150 epochs using the Adam Optimiser and a learning rate of 0.01. The 

model converged to an F1 score of 97.3 which is higher than either of the models described 
individually. We can thus conclude with this experiment that ensemble training using custom 

tokenizer encapsulates more information required for a Named Entity Recognition Task. The 

same segmentation and labelling approach is used here as Model I. 

 
final classification scores = w1*O1 + w2*O2      .... Eqn. 2 

 
where, 
O1, O2 are outputs from Model A and Model B respectively. 
w1, w2 are the weights associated with it. 

 
Table 2. Comparative Analysis of Algorithms. Dataset (PENN Treebank). 

 

Model CONLL 2000 
ROBERTA +(BI-LSTM+CNN) 98.4 

INTNET + BILSTM-CRF 95.29 
NCRF++ 95.06 

 

5. OBSERVATIONS, RESULTS, BENCHMARKS 
 

The training sentences are preprocessed into a [token]-[tag]-[sentence-id] format for training. 

Every query is whitespace tokenized, every token hence obtained is mapped to its annotated tag 

https://paperswithcode.com/paper/learning-better-internal-structure-of-words
https://paperswithcode.com/paper/ncrf-an-open-source-neural-sequence-labeling
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and a sentence id corresponding to the query. A GPU Nvidia Tesla K80 is used for training which 
takes about 160 minutes per epoch. Naturally, for this kind of task the evaluation metric F1 score 

is taken into account because the data set has imbalanced tags and accuracy might therefore be 

biased towards the majority tag.  

 
After training the model, a layer of segmentation is deployed to chunk the phrases and contexts 

together to further pass onto the last layer of the model to map the relevant context and phrases 
together. The result of the model hence is a dictionary where key, value pairs are the context 

phrase(s) pairs. 

 
Comparing our results with the present state of the art for chunking[10], on conll 2000 data set 

Refer Table 1, the model exceeds the state of the art neural net model which uses Bi-LSTM in 

conjunction with CNN for encoder-decoder labeling and pointer framework for segmentation as 
mentioned before. Our model obtains an F1 score of 97.3 exceeding the preceding State of the 

Art 94.72 for conll 2000 dataset. The comparison is also done on 23 labels for 9000 training 

sentences and 900 testing sentences. On the Penn treebank dataset, Refer Table 2, our model 

achieves an F1 score of 98.4 for classifying the chunking tags which exceeds the present state of 
the art[8] with a score 95.29 which uses IntNet + BiLSTM-CRF.. 

 

6. CONCLUSIONS 
 
In this paper, we aim to highlight the significance of the ensemble models. In the first base 

model, we used the current state-of-the-art model i.e. the transformer-based model. It uses an 

attention framework to understand the semantics of long-length sentences better. We found that 

the transformer-based model does the misclassifications at various Symbols, and Punctuations, 
and Nouns and Proper nouns. To compensate for this in the second base model, we explicitly 

provided POS tags of the token explicitly to the model. We used a BILSTM+CNN framework 

with explicit pos tags for each token. The CNN part optimizes the local context well and The 
BILSTM with pos tag tries to capture the context dependency with the surrounding word better. 

We experimented with this ensemble model on various open datasets for chunking tasks and 

found that this ensemble architecture broke the previous state-of-the-art. In future work, we 
would apply this architecture to different GLUE tasks to achieve similar kinds of results. 

 

REFERENCES 
 
[1] Nothman And James R. Curran And Tara Murphy, “Transforming Wikipedia Into Named Entity 

Training Data,” 2008. 

[2] V. Yadav and S. Bethard, “A survey on recent advances in named Entity Recognition from deep 

learning models,” arXiv [cs.CL], 2019. 

[3] E. Muszyńska, “Graph- and surface-level sentence chunking,” in Proceedings of the ACL 2016 

Student Research Workshop, 2016. 

[4] A. Siddharthan, "Complex Lexico-syntactic Reformulation of Sentences Using Typed Dependency 
Representations", ACL Anthology, 2021. [Online]. Available: 

https://www.aclweb.org/anthology/W10-4213. 

[5] G. Lample, M. Ballesteros, S. Subramanian, K. Kawakami, and C. Dyer, “Neural Architectures for 

Named Entity Recognition,” arXiv [cs.CL], 2016 

[6] D. Nadeau and S. Sekine, “A survey of named entity recognition and classification,” in Benjamins 

Current Topics, Amsterdam: John Benjamins Publishing Company, 2009, pp. 3–28. 

[7] T. Kudo and Y. Matsumoto, “Chunking with Support Vector Machines,” J. Nat. Lang. Process., vol. 

9, no. 5, pp. 3–21, 2002. 

[8] F. Zhai, S. Potdar, B. Xiang, and B. Zhou, “Neural Models for Sequence Chunking,” arXiv [cs.CL], 

2017. 

[9] Y. Liu et al., “RoBERTa: A robustly optimized BERT pretraining approach,” arXiv [cs.CL], 2019. 



Computer Science & Information Technology (CS & IT)                                   119 

[10] R. Chalapathy, E. Zare Borzeshi, and M. Piccardi, “An investigation of recurrent neural architectures 

for drug name recognition,” in Proceedings of the Seventh International Workshop on Health Text 

Mining and Information Analysis, 2016. 

[11] R. Collobert and J. Weston, “A unified architecture for natural language processing: Deep neural 

networks with multitask learning,” in Proceedings of the 25th international conference on Machine 
learning - ICML ’08, 2008. 

[12] F. Dernoncourt, J. Y. Lee, and P. Szolovits, “NeuroNER: an easy-to-use program for named-entity 

recognition based on neural networks,” in Proceedings of the 2017 Conference on Empirical Methods 

in Natural Language Processing: System Demonstrations, 2017.. 

[13] R. Panchendrarajan and A. Amaresan, "Bidirectional LSTM-CRF for Named Entity Recognition", 

ACL Anthology, 2021. [Online]. Available: https://www.aclweb.org/anthology/Y18-1061. 

[14] Y. Li, K. Bontcheva, and H. Cunningham, “SVM based learning system for information extraction,” 

in Lecture Notes in Computer Science, Berlin, Heidelberg: Springer Berlin Heidelberg, 2005, pp. 

319–339. 

[15] W. Etaiwi, A. Awajan, and D. Suleiman, “Statistical Arabic name entity recognition approaches: A 

survey,” Procedia Comput. Sci., vol. 113, pp. 57–64, 2017. 

[16] E. J. Otoo, D. Rotem, and S. Seshadri, “Optimal chunking of large multidimensional arrays for data 
warehousing,” in Proceedings of the ACM tenth international workshop on Data warehousing and 

OLAP - DOLAP ’07, 2007. 

[17] H. Sharma, "Survey of Research on Chunking Techniques", Semanticscholar.org, 2021. [Online]. 

Available: https://www.semanticscholar.org/paper/Survey-of-Research-on-Chunking-Techniques-

Sharma/ced929651b222d3b489df1c25ed9c801c7c3e749. 

[18] P. S. Rosenbloom and J. Aasman, “Knowledge level and inductive uses of chunking (EBL),” in Soar: 

A Cognitive Architecture in Perspective, Dordrecht: Springer Netherlands, 1992, pp. 219–234. 

[19] A.Vaswani et al., “Attention is all you need,” arXiv [cs.CL], 2017. 

[20] M. Marcus, B. Santorini and M. Marcinkiewicz, "Building a Large Annotated Corpus of English: The 

Penn Treebank", ACL Anthology, 2021. [Online]. Available: https://www.aclweb.org/anthology/J93-

2004. 
[21] E. F. Tjong Kim Sang and S. Buchholz, “Introduction to the CoNLL-2000 shared task: Chunking,” in 

Proceedings of the 2nd workshop on Learning language in logic and the 4th conference on 

Computational natural language learning -, 2000. 

[22] Y. Zhu et al., “Aligning books and movies: Towards story-like visual explanations by watching 

movies and reading books,” in 2015 IEEE International Conference on Computer Vision (ICCV), 

2015. 

[23] Wikipedia: Database download 

 

 

 

© 2021 By AIRCC Publishing Corporation. This article is published under the Creative Commons 

Attribution (CC BY) license. 

 
 

 

http://airccse.org/


 

AUTHOR INDEX 

 

 

Ahmed Alruwaili   79 

Aleksander Marianski  55 

Alex Romanova   65 

Anitha Premkumar   19 

Anton Kolonin   41 

Bruno González   31 

Congyi Zhu    85 

Ishmael Rico    73 

Michal Kedziora   55 

Namrata Sarraf   113 

Nilamadhaba Mohapatra  113 

Oladotun Aluko   41 

Otoniel Flores-Cortez  31 

Peiyi Zhao    85, 91 

Piotr Pospiech   55 

Rabea Emdas   79 

Ronny Cortez    31 

Shaojin Fu    01 

Swapna sarit Sahu   113 

Tao Xie    01 

Ting Xiong    01 

Tom Springer   85, 91 

Wenxi Gao    73 

William Cortes   85 

Xiaochun Luo   01 

Yu Sun    73 


	Abstract
	Keywords
	Domain name system, Blockchain, RSA accumulator, Merkle Mountain Range.

	Abstract
	Keywords
	Abstract
	Keywords
	Internet of things, Microcontroller, Remote sensing, LPG, CO.

	Abstract
	Keywords
	Consensus, Distributed Ledger Technology, Blockchain, Reputation, Social Computing.

	Abstract
	Keywords
	Blockchain, e-voting, Ethereum.

	Abstract
	Keywords
	Graph Mining, Semantics, NLP, Deep Learning, CNN Image Classification.

	Abstract
	Keywords
	Machine Learning, data processing, SVM, topic prediction.

	Abstract
	Keywords
	Computer-Based Exams, Computer test, computer system examinations, computer test model.

	Abstract
	Keywords
	Dynamic power, low supply voltage, flip-flop.

	Abstract
	Keywords
	Real-time systems, hierarchical scheduling, symmetric multiprocessing, operating systems.
	7.3. Hardware Platform

	Abstract
	Keywords
	Natural Language Processing- Named Entity Recognition, Chunking, Recurrent Neural networks, Transformer Model.


