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Preface 
 

The 10th International Conference on Information Technology Convergence and Services (ITCSE 
2021), June 26~27, 2021, Sydney, Australia, 10th International Conference on Digital Image 
Processing and Vision (ICDIPV 2021), 9th International Conference of Networks and 
Communications (NC 2021), 2nd International Conference on Cloud, Big Data and IoT (CBIoT 
2021), 2nd International Conference on Artificial Intelligence and Machine Learning (CAIML 
2021), 10th International Conference on Cryptography and Information Security (CRYPIS 2021), 
10th International Conference on Advanced Computer Science and Information Technology 

(ICAIT 2021) and 2nd International conference on Natural Language Computing Advances 
(NLCA 2021) was collocated with 10th International Conference on Information Technology 
Convergence and Services (ITCSE 2021). The conferences attracted many local and international 
delegates, presenting a balanced mixture of intellect from the East and from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from 
academia and industry to focus on understanding computer science and information technology 
and to establish new collaborations in these areas. Authors are invited to contribute to the 
conference by submitting articles that illustrate research results, projects, survey work and 
industrial experiences describing significant advances in all areas of computer science and 

information technology. 
 

The ITCSE 2021, ICDIPV 2021, NC 2021, CBIoT 2021, CAIML 2021, CRYPIS 2021, ICAIT 

2021, NLCA 2021 Committees rigorously invited submissions for many months from 
researchers, scientists, engineers, students and practitioners related to the relevant themes and 
tracks of the workshop. This effort guaranteed submissions from an unparalleled number of 
internationally recognized top-level researchers. All the submissions underwent a strenuous peer 
review process which comprised expert reviewers. These reviewers were selected from a talented 
pool of Technical Committee members and external reviewers on the basis of their expertise. The 
papers were then reviewed based on their contributions, technical content, originality and clarity. 

The entire process, which includes the submission, review and acceptance processes, was done 
electronically. 
 

In closing, ITCSE 2021, ICDIPV 2021, NC 2021, CBIoT 2021, CAIML 2021, CRYPIS 2021, 
ICAIT 2021, NLCA 2021 brought together researchers, scientists, engineers, students and 
practitioners to exchange and share their experiences, new ideas and research results in all aspects 
of the main workshop themes and tracks, and to discuss the practical challenges encountered and 
the solutions adopted. The book is organized as a collection of papers from the ITCSE 2021, 
ICDIPV 2021, NC 2021, CBIoT 2021, CAIML 2021, CRYPIS 2021, ICAIT 2021, NLCA 2021. 
 

We would like to thank the General and Program Chairs, organization staff, the members of the 
Technical Program Committees and external reviewers for their excellent and tireless work. We 
sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 
dialogue among the researchers, scientists, engineers, students and educators continues beyond 
the event and that the friendships and collaborations forged will linger and prosper for many 
years to come. 

 
 

David C. Wyld, 
Dhinaharan Nagamalai (Eds) 
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VOICE ASSISTANTS WITH ARTIFICIAL 

INTELLIGENCE FOR IMPROVING  
ACADEMIC ENGLISH 

 

Vladimir Tregubov 
 

Department of Business and Logistics, Yuri Gagarin State  

Technical University of Saratov, Saratov, Russia 
 

ABSTRACT 
 

The article describes applications of using voice recognition technology based on artificial 

intelligence to the educational process. The author presents a comparative analysis of existing 

examples artificial intelligence in the educational process. Artificial intelligence uses in 

specialized software it makes educational process more convenient for both the students and the 

teachers. There is a description of an application “Academic phrase bank" developed by 

author. The application consists of two specialising actions for Google assistant. The 

application allows to increase academic vocabulary, train of creating grammatically correct 

academic expressions, and memorize templates of academic phrases. In active mode, this 
application helps to create correct phrases of academic English and improve the abilities of 

understanding English speech.  

 

KEYWORDS 
 

Academic English, Google home, personal assistant, academic publications, applications for 

learning English. 

 

1. INTRODUCTION 
 

Active development of artificial intelligence (AI) leads to the fact that AI is widely spread in 
various fields, including education [1]. We use the term "artificial intelligence" in the narrow 

meaning as a specialized software system for implementation a natural user interface. AI allows 

learners to gain some advantages over traditional learning techniques []. An educational platform 
with AI can be adjusted to meet the needs of students and consider their personal features (initial 

level of knowledge, speed of learning, current interests) for identifying the most effective way of 

studying. The interaction students with a smart platform reveal the weaknesses of students and 
motivate them for additional studying, so it makes possible to create a system of adaptive 

learning [2].  

 

There are some AI-based technologies popular in the educational process [3]: adaptive 
knowledge assessment, spaced repetition, virtual assistants, adaptive feedback, formal 

verification of creative works, etc. Let us briefly consider the features of these technologies and 

the mechanisms of their implementation with AI. 
 

Computer-aided assessment with AI  [4] implies using of specialized applications that allow to 

test, and automatic check various types of creative work, such as essays, etc. System with 
computer-aided assessment analyse answers of students, providing feedback, finding factual or 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N09.html
https://doi.org/10.5121/csit.2021.110901
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semantic errors. The data gathered from student’ answers are using for preparation an individual 
learning path adapted to the current knowledge of students. 

 

The spaced repetition technique based on the theory that a proper time interval of information 

representation allows maximizing the rate of learning [5]. AI technology in spaced repetition 
software applications allows recording and tracking progress, when the information was 

presented, how effective it was for a particular learner, and then to adapt the time intervals of the 

information representation when it is most appropriate for the learner. 
 

Traditional educational system uses different types of feedback, such as checking and evaluation 

of student’s work, interaction tests, different teacher's activities. Artificial intelligence makes it 
possible to create specialized chatbots, which can interact with the student through a dialogue 

interface, analyse their responses, and provide quality feedback to make easier the teacher's work. 

In the future, these chatbots will be transformed into virtual assistants and be able to respond to 

students' requests more accurately and quickly in the natural language [6].  
 

The technology of virtual assistants (VAS) is a perspective variant of the AI implementation [7]. 

One of the first in the mid-nineties, Microsoft has released the office assistant "Clippie", a 
specialized virtual assistant, which should help users to effectively use Microsoft Office. This 

feature got many negative responses from users, so in later versions of Microsoft Office, this 

assistant was removed because it showed low efficiency and negative attitude of users. 
 

The surge in popularity of virtual assistants has been observed over the last few years, and they 

are especially widely used in modern smartphones. Many software companies like Amazon, 

Google, Microsoft have released their own virtual assistants [8]. The growing interest to this 
topic related to dramatically improvement of natural speech recognition, which allows to 

implement an effective voice interface [9]. A significant increasing of the usefulness of virtual 

assistants also correlated with the development of the Internet of things (IoT).  
 

Virtual assistants allow to manage IoT devices, organize and analyse information obtained from 

both virtual and physical sources. Modern personal assistants use AI extensively for automation 

tasks of everyday activities, such as creation of reminders, prompting required information in the 
current context, constructing routes, grammar checking, translating, etc. 

 

There is a particular interest in using AI for adaptive learning [10]. Adaptive learning is an 
educational method of using modern computer algorithms to teach students in accordance with 

their individual characteristics. Adaptive learning is considered: the emotional state of a student, 

his ability to perceive different types of information, the current level of learning skills, gender, 
etc. Adaptation is that the curriculum customized to the student, try to build an individual 

learning trajectory. 

 

In many countries, the adaptive learning based on AI is being actively implemented with 
supporting of the government. There are a number of countries where it is enshrined as a legal 

framework. In Brazil, for example, the Geekie system. This system allows pupils to prepare for 

the final examination at school. At the beginning of the training, a student takes some tests and 
selects the own learning goal, then the system with AI analyses the student’s preferences, 

prepares individual learning trajectories for them, highlights the necessary and suitable content.  

 
In learning, a specialized program captures every student’s action and transmits information to 

the system. Each student can have a personal pace of learning and the system accumulates 

information about students and adapts the learning process to their abilities. The developer points 

out that the using of this system has increased results of the final exams for all students [11]. 
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In Russia, some private companies are also trying to create an adaptive platform with AI 
elements. Stepik created a learning platform which generates educational materials based on the 

level of user knowledge, which selects the content suitable for a particular stage of learning. At 

present, this educational platform is positioned as a template for open online courses with 

adaptive recommendations. The platform allows users to create interactive lessons with feedback 
and verification of the teacher's tasks. 

 

Thus, there are three main reasons why AI is being intensively embedded into the educational 
process: 

 

– AI helps to make the educational process more effective and convenient for both students and 
teachers. In Russia, some large online schools create and implement training courses with AI.  

– AI increases the involvement of students in the educational process through gamification. Most 

training simulators use artificial intelligence to create the effective game mechanics. For 

example, a language school SkyEng [12]  integrated AI into the educational process, it provides 
adaptive and personalized learning, and performs task verification in real time. AI analyses each 

lesson, assesses student progress, and evaluates teacher performance. Such learning system 

allows to change a path of student teaching. 
–implementation of AI into educational process provides automation of it. Modern educational 

resources can effectively function without a human: chatbots answer questions and conduct 

lessons. This trend is increasing every year. 
 

2. VOICE USER INTERFACE 
 

Natural User Interface (NUI) describes interaction between a person and a computer with 

intuitive actions that do not require special training of users [8]. The purpose of using a user-
friendly interface is to hide the complexity of a system as much as possible. Even if the user is 

inexperienced or requires a rather complicated interaction, it will be able to interact with the 

system by NUI. Examples of interfaces with NUI include interfaces based on touch, gestures, 
body movements (Kinect), voice, etc. Neurocomputer interfaces are expected to be created soon.  

 

In recent years, virtual assistants with voice control have become widespread in various fields. 

Virtual assistants have become commercial products thanks to Apple, which introduced the Siri 
assistant for iPhone in 2011. Virtual assistants use a Voice User Interface (VUI), which is a 

human-computer interface with voice input to control computers and devices. The VUI interface 

has a long history since the 1950s, when the first prototypes of devices with VUI appeared [13]. 
However, initially these interfaces were not highly effective, a significant breakthrough has been 

achieved in the last decade, thanks to the developing natural language recognition with AI. VUI 

have become more convenient and useful, and these technologies have gained wide popularity 

due to the spread of smart speakers (Amazon Echo, Google Home, Yandex.Station) and other 
devices with voice recognition.  

 

There are a few significant advantages of voice input in comparison with using keyboard  [13]: 
 

–  high speed of information input (faster than typing on keyboard). 

–  voice input can be used simultaneously with other activities (you can react without switching 
from the current context). 

–  intuitive interface. 

–  high level of empathy (voice messages have more empathy than text messages, interaction 

through voice can be more pleasant and convenient for a person). 
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VUI is becoming widely used as a communication for many various intelligent devices. For 
example, all modern smart speakers do not have a graphical display and keyboard, so you can 

communicate with them only by VUI. A virtual chatbot is a program that imitates the real 

interaction with a person. Interfaces of modern chatbots based on VUI. These types of interfaces 

are implemented like text chat in Facebook Messenger or Skype Instant Messaging for dialog 
with an intelligent device. 

 

There are standard development tools for creation VUI. For example, a script describing the 
interaction between users and a script of interaction between a user and a computer have a 

remarkably similar structure. The only exception is that the chat-bot interface can display images 

and hyperlinks, while the VUI can only play sounds. 
 

Using chat bots for learning a foreign language has the following advantages [14]: 

 

– Gamification. Chatbots use gamification, they have built-in game mechanics to motivate 
students to continue learning. For example, learners receive points or other achievements for 

regular training or achieving a certain goal. Gamification turns learning into a hobby, it motivates 

users to study even during periods of rest. 
– Individualization. Personal lessons with a teacher who will correct your grammatical or 

phonetic errors are quite expensive, and when the classes are in a group, you must wait your turn 

to work with the teacher. Lessons with a chat-bot removes these restrictions, you can get 
individual attention at any time and freely. 

– Availability. Lessons with a chat-bot can carry out at any time. The chatbot instantly answers 

any your questions, and you can train for several hours. This significantly increases the intensity 

of class and involvement in the education process. 
 

No evaluations from the teacher and no fear of errors. For many students, the language barrier is 

due to an internal fear of making a mistake in dialogues. Chatbot allows to overcome this fear, 
remove the language barrier, help a learner to start fluently communicating. 

 

Below, there is a description of several chatbots which designed specifically for teaching English. 

We compared two main categories of chatbots that can be used for self-study of English. The first 
category is the chat bots, which are specially designed for learning English. The second category 

is the chat bots for practical tasks, with them we can train English in real situations, which is an 

effective way of learning a foreign language. 
 

3. CHATBOTS FOR LANGUAGE LEARNING 
 

Modern applications use AI for creating a language environment, assess the current language 

level, etc. Learning language with chatbots is faster than in traditional ways. With several test 
dialogues at beginning, the chat-bot identifies the strengths and weaknesses of student, and then 

configures the scripts of the dialog according to the student's language capabilities. Chatbots are 

adaptable, then more the learner performs the exercises and the more information collected by a 
chatbot, then the better it will form tasks for students. The AI allows to create individual tasks for 

students, make them own educational path, and then teach at a pace that is convenient for them. 

 
Mondly [15] is a specialized program for English learning, which has two versions of the 

interface: an internet site and a mobile application for smartphones. The user can communicate 

with the Mondly by keyboard or by VOI through a microphone. The application uses a dialogue 

mode, when a user answering a question, he should choose the best option to answer or 
pronounce it aloud (the user also can type his answer in a special dialog box). If the chat-bot does 

not understand what the user told, it will ask him to repeat the answer. If there is a pause in the 
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conversation, the chatbot offers several different answers for continuous of the conversation.  The 
user can also choose how to listen of the answers in a male or female voice. Developers carry out 

some experiments by using a virtual reality to immerse students into the language environment 

with chatbots. They created Mondly VR, a special application for learning English in virtual 

reality glasses. 
 

Andy [15] was designed to improve conversation practice in English. This chat-bot is positioned 

as a virtual teacher and you can talk to it on various topics, play language games, build 
vocabulary, and learn grammar rules. The user can choose a topic of discussion and get a short 

explanation for the corresponding grammar rule. The application supports different levels of 

language skills (from Beginner to Advanced). If the users have questions during the training, they 
can receive additional information and feedback. At the end of each topic, the user has to test 

himself. If there were mistakes in the test, the chatbot explains how to amend them and show the 

correct variant, and for unfamiliar words shows their definitions and examples of using in 

context. The user can talk to the chatbot on a free topic. Communication can be both written and 
oral by user's choice, and the chatbot corrects errors. 

 

Virtual assistants help to practice language skills in a real-life situation.  Online shops and 
services (travel industry, catering, etc.) use chatbots for helping customers to shop goods or book 

a place. 

 
Hipmunk was designed by a company that helps in a travel company. Hipmunk help to find 

information for travellers about hotels, flights, car rental, etc. The internet site offers a virtual 

assistant, and the user can get help from him through conversation on natural language. 

Conversation with the chatbot starts by saying "Hello Hipmunk", then the user can ask a 
question, for example, "What is the cheapest flight from Moscow to San Francisco in the first 

week of March?" and get a reasonable answer.  The chatbot allows user to practice English 

questions. If Hipmunk understands your questions and can answer you, it means a sufficient level 
of your pronunciation. 

 

Mona is a chatbot for helping users to make profitable purchases.  Mona uses databases of large 

online stores and finds products that maximize the customer needs. User can ask the chatbot in a 
free form about what kind of good he is trying to find, what range of prices, and so on, then the 

chatbot will pick for user the best option. User can interact with this chat bot through a dialog. In 

this mode, Mona asks leading questions and provides additional information in reply messages in 
a form of a menu to select an option. This is a good way to improve your ability quickly reading 

and answering English questions. This type of communication allows for user to memorize words 

about household items, products in stores, terms related to fashion and clothing, home appliances, 
etc. 

 

Android smartphones have Google Assistant as a virtual assistant that can use for daily English 

conversation practice.  Google assistant has a natural user interface and can help to perform 
different tasks, for example, it can set an alarm clock at a given time by voice request. The user 

should be able to build different types of English sentences. If the user’s pronunciation is wrong, 

the assistant will not execute the command. This is an effective way to improve pronunciation 
and train skills of making sentences without context or nonverbal clues.  

 

Google Nest is a line of smart speakers created by Google. It has Google Assistant and allows for 
users to interact with VUI. By Google Nest users can receive answers from the Google search 

engine, launch applications, create reminders, etc. The devices enable users to implement of the 

Internet of things at home, the gadget can turn on and off devices, control lighting and TV, etc. 

Use Google Assistant for IoT, we can without Google Home device, for this you need to have a 
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smartphone with parameters (Android 5.0+ / iOS 10.0+). In Table 1, we summarize some 
applications for Google Assistant and describe their functionality. 

 
Table 1. Applications for Google assistant 

 

 Name Developer Description 

Stories Google This app is also known as "Tell the story". The user can listen to 

several classic and modern stories in English. There are many 

stories for children. The application improves listening skills, and 
it is an effective way to get access to a lot of low complexity 

English texts. 

Creative 

Coach 

Google The application develops a creative potential of users. It can be 

used in various situations, for example, for generation ideas for 
photos and drawings. If you are going to improve written English, 

you can use the command "Ask written prompt". In response, the 

application will generate a theme and a few lines for a new story. 
This application is quite universal and suitable both for those who 

are already fluent in English and want to improve their creative 

skills, and for those who have just recently started learning the 

English language. 

Dictionary  Google A dictionary application for finding the meaning of a word. The 

app lets you ask Google Home "define [word]." or "what does 

[word] mean?" by voice. The answer will be a description or a 
translation of the word. 

Fun Facts Google The application trains listening skills, allows user to listen to texts 

in English and memorize new words in context. The app tells some 

fun facts about different things. The fact descriptions are short and 
use simple language, so it is a good way for training English. 

Mr Vocab  

  

Vocab 

Assistant 

The Vocab application is aimed at people who are preparing for 

the GRE.  The application offers a few dictionaries games and 

allows checking your current vocabulary.  

News  Google Listening to news in English allows you to refill your vocabulary 

with everyday words, as well as to train your listening skills. This 

application offers various options, news sources (BBC, Financial 
Times, etc.). 

Spell 

Check 

Google Sometimes you may find that you know how to say an English 

word... ...but you do not know how to spell it. The spell checker 

provided by Google lets you check the spelling of any word: just 
ask, "How do you spell [word]?" or say Google Home "Spell 

[word]". While this is no substitute for precise word learning, spell 

check is a great tool for helping you confidently learn new words. 

Vocal 

Notes 

Maildover 

LLC 

User can use voice memos if he wants to dictate rather than write 

in English. The application can be useful for sending messages in 
English, or for improving your confidence in using both spoken 

and written English. 

 

4. ALGORITHM OF APPLICATION CREATING 
 

Academic English proficiency is an essential skill of a modern scientist and requires constant 

practice. Researchers need continuous language training for improvement their language 

competencies. To expand opportunities for self-development of academic English skills, we 

https://assistant.google.com/services/a/uid/000000e3622a1d56
https://assistant.google.com/services/a/uid/000000f6a55c9352?hl=en-GB
https://assistant.google.com/services/a/uid/0000005807f81bad
https://assistant.google.com/services/a/uid/0000008ab916de54
https://assistant.google.com/services/a/uid/000000e4c6db9440
https://assistant.google.com/services/a/uid/000000e4c6db9440
https://assistant.google.com/services/a/uid/000000710183edde
https://assistant.google.com/services/a/uid/000000710183edde
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developed application for Google assistant "Academic phrase bank trivia" and "Academic trivia". 
The first application helps to train the vocabulary of academic English. The second helps to 

develop skills of building grammatically correct sentences in academic English, memorize 

phrases of academic vocabulary, and train the correct pronunciation. 

 
For the developing our application, we use the Google action console, which allows to create an 

application for Google Assistant. In the console we step by step create an application and make 

some configurations using a specialising online editor. After completing all steps, we will get a 
fully working application that can be tested on a computer simulator or on a smartphone and 

publishing in Google Assistant directory. Figure 1 demonstrates the algorithm of creating the 

application.  
 

The first step of the algorithm is to collect the exercises that will be used to create our 

application. The collected information is checking for incorrectness, if some errors are detected, 

the initial data are correcting, and the first step is repeated.  After the final correction, the data is 
entered into a special Goggle Sheet template.  The next step is to configure the voice interface to 

run the application and build an invocation model. Then a specialized online environment is 

using for building of an action. This environment is also using for building of logic, responses 
and intent training phrases. At next step of development, the built application can be tested in a 

simulator. At the next step of development, the application can be tested on a smartphone. The 

last step of the algorithm involves create a realise and publishing the application to Google 
actions directory. 

 

When we were creating the application, we used some rules of development. Questions for the 

application should be brief and clear. It should be considered that the question is displayed on the 
smartphone screen, and there is interaction only by voice, so it is difficult for a player to 

remember a long question, especially in a foreign language. Therefore, questions and answers 

should be as short as possible. In the guide, Google recommends that the answers contain only 
one or two words [16]. 

 

If there are many correct answers to a question, you can specify them using the "|" separator. Any 

of these synonyms will be considered a valid answer. The Google guide recommends varying 
types of questions, which ensures dynamic learning and engagement, and questions should be as 

compact and clear as possible. It is recommended that the quiz be culturally and gender sensitive 

so that it is interesting to as many users as possible. 
 

An action creates by the Trivia template, go to the Action console, and create a New Project. 

Then select the Template command in the Advanced Parameters section at the bottom of the page 
and specify Trivia Template in the appearing window. Then open the file from templates in 

Google Sheet editor. Then copy and paste the URL of the sheet in your browser and open the file 

in the online spreadsheet editor. 
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Figure 1. The algorithm of creating the application 

 

You can fine-tune the quiz by specifying the difficulty and category for each question and create 

your own sound effects or speech files. You can specify difficulty levels for the questions, add a 

"Difficulty/Grade Level" column on the sheet, then specify a difficulty level or grade level for 
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each question. You can specify up to three different difficulty levels: "Easy", "Medium" and 
"Hard". To separate the questions into categories, you will need to add a "Category/Topic" 

column and then specify a category for each question on the worksheet. You can set up to three 

custom categories. Before running the quiz, the user will be asked about the desired topic and the 

level of difficulty for the current round of questions. Additional settings and examples of using 
them there are in  User Guide [16]. 

 

Once the action has been created, it can be tested. To do this, it is necessary to select the Test 
command in the top menu to test the action through the web interface. Figure 2 shows testing 

application in action console. 

 

 
 

Figure 2.  Test application in action console 

 

To test the action in your smartphone, you need to run the Google Assistant and say into the 
microphone or enter the phrase "Talk to my test app". You can test your action through a Google 

Home device, the device must be connected to the same developer account. If the action supports 

more than one language, you should test each language separately. 
 

5. VOICE ASSISTANT FOR ACADEMIC ENGLISH TRAINING 
 

A Trivia Action template was used for developing an application, in the order that was described 

above. This template allows you to create test quizzes, which can be run on mobile devices with 
Google Assistant, as well as on smart speakers with the Google Home system.  

 

The action "Gagarin Trivia" was developed by us for vocabulary learning and training academic 
writing. For questions we used terms recommended by the HSE Centre for Academic Writing  

[17] and other quality sources [18]. 

 

To start the action, it needs to say the phrase "Play Gagarin Trivia game" to the Google assistant. 
Figure 3 shows the launched application, and the assistant tells you the rules of the quiz. You can 

choose the number of participants and the number of questions in one round. Then the first 

question will be read out and you will get three choices for answer. You must either say the 
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answer or the answer number. If the answer is correct, the program will give the approval 
reaction, if not, you will get the correct answer and some explanations. 

 

 
 

Figure 3.  App view on a smartphone 

 

If you do not understand the question, you can ask the assistant to repeat it with the command 

"Repeat question”. If you do not know the correct answer, you can skip the question with the 

command "Skip question". To finish the game, you should say "Stop". At the end of the round, 
the assistant will summarize and tell you the number of correct answers. The application is quite 

fascinating. If you have the high level, you can use it even while walking, communicating with 

the assistant using headphones. 
 

The second action is "Academic phrase bank Trivia" which allows to improve the knowledge of 

academic English. The information from English textbooks, specialized websites, and Academic 

phrase bank was used as a content of the application [19]. 
 

As answer to the assistant's question, it is necessary to choose the sentence closest by it meaning 

to the given phrase in English. As a hint, the assistant gives three options. In order for a phrase to 
be counted, it is not necessary to pronounce it verbatim, partial correctness is enough. 

 

The exercise allows to improve the skill of scientific English attentive listening, and train 
pronunciation. In addition, the pronunciation of the templates will help them to memorize well. If 

you cannot pronounce the suggestions correctly, you can skip the question and proceed to the 

next one. 
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6. CONCLUSIONS 
 
English proficiency enhances the quality of scientific research. Many modern scientific works 

published in highly ranked scientific journals are written in English. The ability to communicate 

confidently in English enables effective communication with other researchers.  

 
Improving language skills is a long-time process that requires considerable time and financial 

expenditure. The application uses the artificial intelligence of the Google platform and was 

designed for self-study of academic English and improving academic speaking skills. The 
application allows to study new words, to carry out the construction of grammatically correct 

sentences in English, to memorize templates of academic phrases. Users can train the correct 

pronunciation of phrases and developing skills of scientific texts listening. 
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ABSTRACT 
 

A technique for removing unnecessary patterns from captured images by using a generative 

network is studied. The patterns, composed of lines and spaces, are superimposed onto a blue 
component image of RGB color image when the image is captured for the purpose of acquiring 

a depth map. The superimposed patterns become unnecessary after the depth map is acquired. 

We tried to remove these unnecessary patterns by using a generative adversarial network 

(GAN) and an auto encoder (AE). The experimental results show that the patterns can be 

removed by using a GAN and AE to the point of being invisible. They also show that the 

performance of GAN is much higher than that of AE and that its PSNR and SSIM were over 45 

and about 0.99, respectively. From the results, we demonstrate the effectiveness of the technique 

with a GAN. 

 

KEYWORDS 
 
GAN, Auto encoder, Depth map, Pattern removing. 

 

1. INTRODUCTION 
 

3D images have been used for various applications and will attract more attention in the 

multimedia field as advanced 3D displays for virtual reality, augmented reality, etc. are 
developed. The depth map represents two-dimensional distance information from a camera to a 

subject, and it is key information for creating 3D image content [1-3]. There are various ways to 

obtain a depth map. The pattern projection method is one effective method for obtaining a depth 
map because it makes it possible to obtain a map even in areas where there are no textures or 

edges, for which it would be difficult for other methods to obtain the depth. The pattern 

projection method is divided into two types: the projection of a visible pattern [4, 5] and the 
projection of an invisible infrared pattern [6, 7]. Visible patterns are used when only a depth map 

is needed because the projection pattern appears as noise in a captured RGB image. An infrared 

pattern is used when a depth map and a RGB image are both needed because the projected pattern 

does not appear in RGB images. This method requires an infrared projector and an infrared 
camera in addition to a normal RGB camera. 

 

We have been developing a technique for acquiring depth maps that projects visible periodic 
patterns on a subject [8]. When a periodic pattern is projected onto a subject under certain 

conditions, a depth map is obtained from the spatial frequency of the projected pattern in the 

captured image with a camera.  

 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N09.html
https://doi.org/10.5121/csit.2021.110902
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In the applications that we are assuming, both an RGB image and a depth map are used, and 
depth map is embedded in the RGB image invisibly. To achieve this, first, we project a periodic 

pattern to obtain a depth map, and after obtaining the depth map, we remove the pattern from the 

RGB image. The main question was how to remove the superimposed pattern in the image of a 

subject. Many studies have been reported on periodic noise reduction in images [9-13]. Many of 
these studies applied the frequency domain approach, as periodic noise cannot be simply 

separated from the original image in the spatial domain. In the frequency domain, the periodic 

pattern is concentrated at one point, which makes it easy to remove it. As this kind of method, a 
method using a notch filter [9, 10] and a method using a median filter in the frequency domain 

[11] and so on have been reported. However, in our case, the spatial frequency of the pattern 

depends on the depth of the subject and changes depending on the location, so it has a spread in 
the frequency domain. Therefore, these conventional methods cannot satisfactorily remove the 

pattern. 

 

In our previous study, we confirmed the feasibility of a technique that uses a generative 
adversarial network (GAN) to remove a line and space pattern from a target image [14]. In this 

study, we continue development on the method of our previous study, verifying the performance 

of the GAN under various conditions and comparing it with an auto encoder (AE) as a generative 
network using a deep learning method similar to a GAN. This paper describes the experiments 

we conducted and clarifies the condition for removing the line and space pattern from captured 

images.  
 

The remainder of this paper organized as follows. Section 2 overviews the whole study where 

this study is a part. Section 3 describes the experiment. Section 4 presents results of the 

experiments and discusses them. Finally, Section 5 presents our conclusions. 
 

2. METHOD OF ACQUIRING DEPTH MAP BY PERIODIC PATTERN 

PROJECTION  
 

Figure 1 shows the overall configuration of our study, which we are now working on. A periodic 

pattern is projected onto a subject. A camera captures an image of the subject on which the 
pattern is projected. If the projector is placed a distance away from the camera in the depth 

direction as shown in Figure 1 (shown as D in the figure), the spatial frequency of the projected 

pattern in the captured image depends on the depth of the subject. Therefore, a depth map can be 
obtained by obtaining the spatial frequency of the projection pattern for each small area in the 

image captured with the camera. 

 

 
 

Figure 1. Overall configuration of proposed technology 
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The contrast of the projection pattern is set high so as to make it easy to obtain the spatial 
frequency of the pattern. Therefore, the pattern is clearly superimposed in the captured image. 

When using this image as an RGB image of the subject, this superimposed periodic pattern is 

obstructive and thus need to be removed. After removing this pattern, the depth map obtained is 

embedded in an RGB image invisibly. This can be done with technology for hiding information 
in images used such for as digital watermarking etc. We already confirmed that a depth map 

could be embedded in the image of a subject and embedded data was retained even if JPEG-

compressed [15]. 
 

The final output image of this system can be treated as a normal 2D image for transmission and 

storage, although it includes 3D information in the form of a depth map. If necessary, we can 
read out the depth map to create a 3D image from the 2D RGB using the depth map. 

 

Removing the superimposed periodic pattern is key for achieving this system. Because the 

periodic pattern depends on the depth of the subject and differs from place to place, that is, the 
pattern period is not constant and unknown in the captured image, it is difficult to remove 

patterns until they disappear with conventional methods mentioned above. 

 

3. EXPERIMENTS  

 

We conducted experiments by simulation. Figure 2 explains how to produce captured images of 

subjects on which periodical patterns are projected. Figure 3 shows the example images used as 

subjects. First, we cropped 448 images of 256 × 256 pixels from the images of subjects. We used 
the line and space (L/S) pattern as the periodical projection pattern. Assuming that the pattern is 

projected with blue light, B component images of the cropped images and projection pattern 

images were multiplied to produce captured images, on which the L/S pattern was superimposed. 
We used L/S patterns with different amplitudes and spatial frequencies. The averaged brightness 

was 200, and the amplitude was changed in 5 steps, of which the minimum was 10 and the 

maximum was 50. These values indicate the grayscale with a maximum of 255. Figure 4 shows 
magnified L/S pattern and the example image of the simulated captured images when the 

amplitude was 10 and 50. The spatial frequency was changed in 16 steps from 0.18 to 0.25 

lines/pixel. 

 
We generated 7,192 simulated captured images from the combination of 448 subject images and 

16 L/S patterns with different spatial frequencies. Of these, 5,600 were used for learning, 700 

were used for evaluation in learning, and 700 were used for evaluation in terms of peak signal-to-
noise ratio (PSNR) and structural similarity index measure (SSIM). 

 

Figure 5 shows the configuration of the generative adversarial network (GAN) and Figure 6 

shows the configuration of the encoder, decoder and discriminator of the GAN. We mainly used 
the GAN, and the AE was used as a reference. The encoder and decoder of the generator of the 

GAN consisted of 8 layers each, and the discriminator consisted of 6 layers. These layers were 

convolution layers, and a 4 x 4 kernel was used for convolution. Leaky-relu was used as an 
activation function in the encoder and the discriminator and relu was used in the decoder. 

Dropout was used in the decoder and dropout rate was 0.25. 
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Figure 2. Simulation procedure of generating captured images 

(a)Subject 

(b) R-component 

(Magnified image) 

(c) G-component 

(Magnified image) 

(d) B-component 

(Magnified image) 

(f) Captured image 

(B-component) 
(e) Projected pattern 

(Only B-component) 

Multiplying 

Figure 3. Example of images used as subjects 
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B component images on which the L/S pattern was superimposed were input to the generator, and 

the generator output predicted images that were expected to contain no L/S pattern. True images 
were input to the discriminator as training data. 

 

Figure 7 shows the configuration of the AE and Figure 8 shows the configuration of the encoder, 

decoder of the AE. The encoder and decoder of the AE consisted of five convolution layers, and a 

3 x 3 kernel was used for convolution. Also in the AE, Leaky-relu was used in the encoder and 

relu was used in the decoder as an activation function. 

(a)  

Figure 4. Magnified projected pattern (a) and simulated captured image (b) 

(b)  

Amplitude 50 

Amplitude 10 
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Figure 5. Configuration of the generative adversarial network (GAN) 
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Figure 6 Configuration of the encoder decoder and discriminator of the GAN 
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4. RESULTS AND DISCUSSION 
 

Figure 9 shows examples of the input, predicted, and true images. As these figures show, we 

cannot see the L/S patterns at all in all of the predicted images, and the predicted images look 
almost the same as the true image. 
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Figure 8. Configuration of the encoder and decoder of the AE 
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Figure 10 shows the PSNR of images after pattern removal using GAN and AE against the 
original image. Original image means the B component image before the pattern was 

superimposed. Figure 10 shows the dependence on the amplitude of the L/S pattern. The dashed 
line indicates the values before removing the pattern. It can be seen that the PSNR improved 

greatly, especially when the GAN was used. It exceeded 45, and this is a high enough value for 

the purpose of this study. In this figure, the PSNR was obtained as the dependence on the 
amplitude of the L/S pattern, and it is also seen that the PSNR decreased as the amplitude of the 

pattern increased. However, this decrease was slight considering the difference in amplitude of 

the L/S patterns. This might be because the pattern is not complicated, so the GAN can be easily 
trained and output an image close to the true image regardless of the amplitude of the L/S. We 

can see that the PSNR for the GAN was higher than that for the AE. Therefore, a GAN is better 

than an AE for our system. 

 
Figure 11 shows the dependence of the PSNR and SSIM when using GAN on the number of units 
of the middle layers. In this figure, n for the horizontal axis is the number shown in Figure 5, and 

it is proportional to the number of nodes in the middle layers. From Figure 11, it is seen the 

PSNR and SSIM increased as the number of nodes increased; however, even when n was one, the 
PSNR exceeded 45, and SSIM was 0.99; both are a high enough for our system. 
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Figure 12 shows the dependence of the PSNR when using GAN on the spatial frequency of the 

L/S pattern. It shows that they are almost independent from the frequency and high enough at any 

frequency. 
 

5. CONCLUSION 
 

We studied a technique to remove periodic patterns from the RGB image of the subject taken by 

the camera. These patterns are projected onto the subject when its image is captured for the 
purpose of acquiring a depth map of the subject. Since these patterns become unnecessary after 

acquiring the depth map and it is just noise for RGB images, we attempted to remove these 

patterns using generative network, GAN and AE. From the experimental, it was shown that these 
periodic patterns were effectively removed by using GAN and AE to the point of being invisible. 

They also show that the performance of GAN is much higher than that of AE and that its PSNR 

and SSIM were over 45 and about 0.99, respectively. From the results, we demonstrate the 

effectiveness of the technique with a GAN.  
 

In future work, we will perform similar experiments on other periodic patterns such as checkered 

patterns to confirm the effectiveness of the GAN method. 
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ABSTRACT 
 

It is difficult to segment small objects and the edge of the object because of larger-scale 

variation， larger intra-class variance of background and foreground-background imbalance 

in the remote sensing imagery. In convolutional neural networks, high frequency signals may 

degenerate into completely different ones after downsampling. We define this phenomenon as 

aliasing. Meanwhile, although dilated convolution can expand the receptive field of feature 
map, a much more complex background can cause serious alarms. To alleviate the above 

problems, we propose an attention-based mechanism adaptive filtered segmentation network. 

Experimental results on the Deepglobe Road Extraction dataset and Inria Aerial Image 

Labeling dataset showed that our method can effectively improve the segmentation accuracy. 

The F1 value on the two data sets reached 82.67% and 85.71% respectively. 

 

KEYWORDS 
 
Convolutional Neural Network, Remote Sensing Imagery Segmentation, Adaptive Filter, 

Attention Mechanism, Feature Fusion 

 

1. INTRODUCTION 
 

Remote sensing imagery segmentation is an important part of computer vision tasks. It is widely 
used in environmental monitoring, urban planning, and rescue of natural disasters such as 

earthquakes, floods, and mountain fires. Especially in natural disaster rescue, if remote sensing 

imagery can be segmented faster and more accurately, more rescue time can be obtained and thus 
damage can be minimized. Roads and buildings are often the objects captured by remote sensing 

satellites. And backgrounds of these objects are much more complex and diverse. The road 

image, contains different scenes, such as cities, towns. The building image contains town 

buildings and sparse country buildings (Figure 1). These factors make it difficult for the network 
to accurately locate and identify the foreground features of remote sensing imagery. 

 

The research methods for semantic segmentation of remote sensing imagery are mainly two 
types: traditional methods based on manual feature extraction and deep learning methods based 

on convolutional neural networks. The traditional segmentation methods include based on region, 

edge, threshold, etc. These methods can only extract the low-level features of the image. While it 
cannot fully express the high-level features of the image. With convolutional neural networks 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N09.html
https://doi.org/10.5121/csit.2021.110903
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such as VGGNet [1], GoogleNet [2], ResNet [3], etc. widely used in computer vision tasks, a 
large number of research works on remote sensing imagery segmentation are based on deep 

learning methods. At this time, the network can extract the features images faster and more 

accurately by combining convolution, downsampling, and activation functions. Among these 

operations, downsampling can reduce the number of parameters and computation of the network. 
What’s more, it can also expand the receptive field of the network. However, it can also arise as 

aliasing which cause the use information of object to be lost. 

 
In traditional digital signal processing, aliasing refers to the distortion of the sampled signal due 

to the low sampling frequency, resulting in the inability to recover the original signal. In this 

case, according to Nyquist's sampling theorem, the sampled signal can recover the original signal 
completely when the sampling rate must be at least twice the highest frequency of the original 

signal. In the deep neural network, aliasing also exists due to the downsampling layer. Inspired 

by the traditional method in which a low-pass filter can recover or reconstruct the original signal, 

Richard Zhang [4] proposed the concept of filter and applied Gaussian blur layer (filter) before 
downsampling. We can avoid aliasing by applying a Gaussian filter. However, as the high-

frequency noise, such as background, needs to be blurred more compared to the lower frequency 

edges when using a single Gaussian filter tuned for the noise, the edges are over- blurred leading 
to significant information loss. To solve this issue, what we need is to apply different Gaussian 

filters to the foreground and background separately, so that we can avoid aliasing while 

preserving useful information. 
 

Long proposed a fully convolutional network (FCN )[5] to replace the fully connected layers at 

the end of the network, making the successful application of deep learning in image 

segmentation. For example, Shunping Ji [6] successfully applied FCN to building segmentation. 
Skip-connection proposed by Ronneberger in U-Net [7] was widely used in codec network 

structure which can help to recover image details and edge information. The U-Net was 

successfully applied to segment road image by Zhengxin Zhang [8]. Cambridge proposed 
downsampling index in SegNet [9]. The key component of SegNet is the decoder network which 

consists of a hierarchy of decoders corresponding to each encoder. Of these, the appropriate 

decoders use the max-pooling indices received from the corresponding encoder to perform non-

linear upsampling of their input feature maps. Chaurasia A proposed to fuse the features between 
encoder and decoder by pixel summation in LinkNet [10]. While D-LinkNet 

[11] improved LinkNet and successfully applied it to road segmentation. However, all these 

networks ignore the aliasing caused by downsampling. Meanwhile, it also ignores the probable 
semantic gap between the corresponding levels of Encoder-Decoder as proposed by Nabil [12]. 

 

For the large-scale variation in remote sensing imagery, pooling or dilation convolution are two 
effective ways to deal with. Zhao used different sizes of pooling kernels in PSPNet [13] to 

increase the receptive field of the network and fuse different scale features. By aggregating 

information from different regions, the purpose of fully mining the global information is 

achieved. Dilated convolution[14], firstly proposed by Yu et al, can support the exponential 
expansion of the receptive field without loss of resolution or coverage. The LFE[15] proposed by 

Ryuhei Hamaguchi uses dilated convolution to effectively segment building remote sensing 

imagery. However, as the dilated rate increases, the receptive field of the network increases 
exponentially and there may be redundant information. Hence, the design of dilated rate can 

affect the performance of the network. In DeepLabv3 [16] and HDC [17] are improved by dilated 

rate. 
 

The introduction of an attention mechanism is an effective way to improve remote sensing 

imagery segmentation. The FarSeg [18] proposed by Zhuo Zheng is based on the correlation 

between the distribution of remote sensing image data, by capturing the different dimensions of 
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the feature map to highlight the foreground feature information and suppress irrelevant redundant 
background information. Unlike previous works that capture contexts by multi-scale feature 

fusion, Dual Attention Network (DANet)[19] adaptively integrate local features with their global 

dependencies, which model the semantic interdependencies in spatial and channel dimensions 

respectively. SCAttNet [20] proposed by Haifeng Li combines spatial attention with 
  

channel attention to segment remote sensing imagery. In summary, the following problems still 

exist when using deep learning networks to segment remote sensing imagery: 
 

1. Operations such as pooling and downsampling can cause aliasing. 

2. When facing larger-scale variance, dilated convolution can expand the receptive field to 
aggregate multi-scale contextual information but also bring redundant information of 

background. 

3. Semantic gap between the corresponding levels of Encoder-Decoder. 
 

 
 

Figure 1. Example road extraction, building detection training images, and corresponding labels 

 

2. RELATED WORK 

 

It is a classification task that makes dense prediction of all pixels in an image. Remote sensing 
image segmentation methods are mainly divided into two categories. The first kind is based on 

the traditional artificial feature extraction and segmentation method. The second kind is the 

image segmentation method based on deep learning. In the traditional segmentation methods, the 
common image feature extraction includes: based on color feature, based on texture feature, and 

based on shape feature. Typical feature extraction algorithms include HOG algorithm, SIFT 

algorithm, and so on. The basic idea of Histogram of Oriented (HOG) is that the detected local 

object can be described by the distribution of light intensity gradient or edge. It constructs 
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features by calculating and counting the histogram of gradient direction in the local area of an 
image. HOG feature combined with SVM classifier is widely used in image recognition. SIFT 

algorithm obtains features by finding descriptors of feature points in an image and their related 

dimensions and directions and then carries out image feature point matching. SIFT algorithm is a 

local feature extraction algorithm, which can maintain invariance in the rotation and scaling of 
the image, and also can maintain certain stability to noise. The advent of deep learning has 

revolutionized industries from software to manufacturing. At the same time, it greatly promotes 

the development of remote sensing image segmentation. The concept of deep Learning originates 
from the artificial neural networks, which is a research branch in the field of Machine Learning. 

Through deep learning, low-level features can be combined to form more abstract high-level 

features to discover the distribution characteristics of data. Among them, Convolutional Neural 
Network is a typical deep learning model for image segmentation. Based on the classification of 

training data, deep learning can be divided into supervised learning and unsupervised learning. In 

recent years, a new semi-supervised learning method has emerged, which combines partially 

labeled data with partially unlabeled data to train neural networks. In this paper, our approach is 
based on supervised deep learning. 
 

3. RESEARCH OBJECTIVES 
 
There are a large number of objects in remote sensing images, but the size and shape of the 

objects are often different. Compared with natural image segmentation, remote sensing image 

segmentation is more difficult. Especially in the segmentation of small objects and the edge of 

the object, it is easy to have the situation of wrong segmentation and missing segmentation, 
which leads to low segmentation accuracy. There are various reasons for low segmentation 

accuracy, and the common one is the loss of spatial information caused by above and below 

sampling. However, in the process of subsampling, the sampled signal may be distorted, which 
makes it impossible to recover spatial details, which is easy to be ignored in remote sensing 

image segmentation based on deep learning. In addition, this paper proposes a remote sensing 

image segmentation model based on adaptive filtering. 
 

4. METHOD 
 

4.1. Network Architecture 
 

In this paper, the segmentation of our research is a pixel-level two-class classification. Pixels in 

the need to be divided into two different parts: foreground object and background. At the same 

time, each pixel in the foreground is assigned a uniform semantic label. We use pre-trained 
ResNet-34 as the encoder. The decoder is transposed convolution [21] as for upsampling. The 

backbone of our network is LinkNet. Firstly, we apply the proposed anti-aliasing module(AFM) 

before each downsampling operation in the network. Then, we insert the RFM module to 
eliminate the semantic gap between the corresponding levels of Encoder-Decoder. Thirdly, in the 

central part of the network, the GAM module is added to aggregate multi-scale contextual 

information while also avoid redundant information of background. Finally, function of sigmoid 

is used to classify the output of the network. Figure 2 shows our final model (ARG-Net). 
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Figure 2. Architecture of ARG-Net. (1) 

  

4.2. Adaptive Filter Model (AFM) 
  

To enable anti-aliasing for ConvNets, we apply the proposed AFM module before each 
downsampling operation in the network. Inside the module, we first generate filters(a 3x3 conv 

filter) for different spatial locations and channel groups. Then we apply the predicted filters back 

onto the input features for anti-aliasing (Figure 3). In remote sensing imagery, low- frequency 

information tends to be relatively smooth, while high-frequency information tends to have 
obvious intensity. As frequency components can vary across different spatial locations in an 

image, the network needs to learn different filters across spatial locations.With the predicted 

filter, we apply it to input X: 
 

 
 

where Yi, j denotes output features at location i, j and Ω points to the set of locations surrounding 

i, j 

 
In this way, the network can learn to blur higher frequency content more than lower frequency 

content, to reduce undesirable aliasing effects while preserving important content as much as 

possible. 

 
Different channels of a feature map can capture different aspects of the input that vary in 

frequency. Therefore, in addition to predicting different filters for each spatial location, it can 

also be desirable to predict different filters for each feature channel. Motivated by the observation 
that some channels will capture similar information, we group the channels into k groups and 

predict a single low-pass filter for each group. Then, we apply a filter to the input X: 
 

 
 

where g is the group index to which channel c belongs. 
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Figure 3 shows a filtering process on a channel group. Each channel group has the same number 
of channels. In a channel group, different filters are applied at different spatial locations on a 

channel (where the filter size is k x k and the feature map size is h x w ). For this c/g continuous 

channel, there is a corresponding consistency in the filter at different positions on each channel. 

Finally, all channel groups are synthesized into a complete filtered feature map channel through 
concatenate operation. 
 

 
 

Figure 3. Architecture of AFM. 

 

4.3. Global Attention Model (GAM) 
 

For the large-scale variation in the remote sensing imagery, D-LinkNet used dilated convolution 

to increase the receptive field of the network,which the output feature map of each dilated 
convolution contains a larger range of object information. By adopting different dilated rates 

(where a small dilated rate can extract local information, larger dilated rate extract long-distance 

information), the network can extract useful feature information of different scales from different 

receptive fields. Meanwhile, it is helpful for enhancing the learned feature representation ability. 
However, the local information of the iamge will be lost when the dilated rate becomes larger and 

larger. What’s more, the data sampled from the input becomes sparser, which is not conducive to 

the convolutional learning of small objects. And there is interference from redundant information 
in the larger receptive field information. To reduce this influence and further improve the 

expressive ability of features, an attention guidance module is proposed, as shown in Figure 5. In 

the original cascaded dilated convolution of D-LinkNet, we removed the dilated convolution 
block with r=8 and retained the part of r=1,2,4. In the spatial dimension, the global information of 

the foreground is adaptively captured by operations such as global pooling(GP) and 1x1 conv on 

the first branch. In the second branch, through 1x1 conv, the foreground information is further 

learned by the improved dilated convolution, while suppressing redundant and irrelevant 
information. Finally, features on each branch are fused to extract information of different scales.  

 

 
 

where I is the input of the remote sensing imagery, k' is the size of dilated convolution kernel, h, 

w is the height and width of the image respectively, and r is the dilated rate. 
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where k is the size of the oridinary convolution kernel. 
 

 
 

Figure 4. Architecture of GAM. 

 

4.4. Residual Fusion Model (RFM) 
 

D-LinkNet directly used skip-connection to connect the encoder with the decoder, which helps to 
reduce the loss of spatial information needed to restore the details of the image. The information 

of the encoder part is of a lower level, while the information of the decoder part is more high-

level. There may be a semantic gap between the corresponding levels of Encoder- Decoder. 
Instead of combining the encoder feature maps with the decoder feature in a straight- forward 

manner, we pass the encoder features through a sequence of convolutional layers. These 

additional non-linear operations are expected to reduce the semantic gap between encoder and 
decoder features. Furthermore, residual connections are also introduced as they make learning 

easier and are very useful in deep convolutional networks. 

 

The module structure is shown in Figure 5. Firstly, we reduce the number of channels through 
1x1 conv to avoid the redundancy of calculations. Then, the low-level feature is learned through 

two 3x3 convs to reduce the semantic gap between the encoder and decoder. 

 

 
 

Figure 5. Architecture of RFM. 
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5. EXPERIMENTS 
  

5.1. Dataset 
 

DeepGlobe Road Extraction (Demir I, etc.) [22] is a road segmentation dataset, including 
covering cities, towns, suburbs, seashores, tropical rain forests, and other roads in different three 

countries, such as Thailand, India, Indonesia. The image size is 1024x1024, and the ground 

resolution is 0.5m. There are 6226 images in the dataset, which are randomly divided into 5226 
and 1000 images. Among these images, 5226 images are used for training and the other 1000 

images are used for testing. The RGB image of the road is in jpg format, and the corresponding 

label is in png format. Due to the large size of the original image, we crop all the images to a size 

of 512x512.  
 

Inria Aerial Image Labeling is a building segmentation dataset, including 187,000 buildings in 

Christchurch, New Zealand. The image size is 512x512 and the ground resolution is 0.3m. The 
dataset used in the experiment has a total of 5736 images, of which 4736 are used for training and 

1000 are used for testing. The RGB image format of the building is tiff, and the corresponding 

label format is also tiff. In remote sensing imagery segmentation, there are relatively few public 

datasets. Even in some public data, the number of images is far from the requirements for training 
the network. Therefore, we often use data augmentation to optimize training while preventing 

network overfitting. Image morphological transformation and color transformation are two 

common ways of data enhancement. In morphological transformation, there are horizontal and 
vertical flips, rotations of 90 degrees, 180 degrees, 270 degrees, and scale scaling. The color 

conversion includes the adjustment of saturation, brightness, and contrast. 

 

5.2. Implementation details 
 

All models are trained on the Intel Xeon (R) CPUE5-2640 v4@2.40Hz, which has two graphics 
cards of GeForceGTX1080Ti with 184.4GB RAM. We use Pytorch as a deep learning 

framework. We define the initial learning rate of the network as 0.0002. If the loss function does 

not decrease in 3 training epochs, the learning rate is reduced to 1/5 of the current one. The batch 
size is set to 8 and the optimizer is Adam[23], where α=0.9, ,β=0.999, eps=1e-8. 

  

5.3. Evaluation metrics 
 

To accurately evaluate the segmentation effect of the module, we calculated four quantitative 

indicators. These indicators are precision, recall, F1 score, and IoU. Among them, P represents 
the proportion of the number of correctly predicted objects to all predicted objects. R represents 

the ratio of the number of correct objects to all positive samples and measures the classifier's 

ability to recognize positive classes. Since accuracy and recall are not conducive to the 

comparison of ablation experiments, F1 is often used as the harmonic average of them. IoU is 
another standard metric for segmentation, which represents the ratio of the intersection of the true 

value and the predicted value. 
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Where TP represents the total number of pixels correctly classified as the foreground object. FP 
represents the total number of pixels which the background is predicted to be the foreground 

object. TN represents the total number of pixels which the background is correctly determined as 

the background. FN represents the total number of pixels where the foreground object is 

predicted as the background. 
 

5.4. Results and Analysis 
 

We conduct comparative experiments on the DeepGlobe Road Extraction and Inria Aerial Image 

Labeling datasets. 

 
We use ResNet-18 as our model encoder when we conduct ablation studies on AFM. In this 

experiment, the size of the filter is set to 3, to match the size of the convolution kernel in the 

ordinary convolution, which helps to improve the spatial dimension of the filter. As shown in 
Table 1, through grouping experiments with different channels, it is found that as the number of 

groups increases, the filtering performance of the network gradually improves. When g=8, it 

reaches the optimum. If the number of groups still increases, the performance may be degraded 
due to the over-fitting of the network. Of course, there could be other reasons. 

 

The test result of DeepGlobe Road Extraction is shown in Figure 6. From left to right, it is the 

original image, label, LinkNet34 segmentation result, adding GAM segmentation result, adding 
GAM, adding RFM segmentation result, and the final ARG-Net (GAM+RFM+AFM) 

segmentation result. Among them, white represents the road foreground object and black 

represents the background. In the figure, the background in the first and second original images 
occupies a larger proportion. The first and third original images have large background 

differences. Besides, the roads vary in shape. These characteristics increase the difficulty of road 

segmentation. 
 

As shown in the segmentation results of the first and second rows in the figure, by adding our 

module, the occlusion caused by the imbalance between background and foreground can be 

gradually improved. The interference of the redundant information in the complex background 
can be reduced. As shown by the segmentation results of the third and fourth rows, the contour of 

the small object can be segmented step by step by adding different modules. In the end, the ARG-

Net improves the overall road segmentation and makes the road more connected. To 
quantitatively verify the road segmentation performance of the model, recall and F1 are used as 

evaluation indicators. The results are shown in Table 2. Compared with the original LinkNet-34, 

our final model increases the recall and F1 by approximately 3.2% and 3.6%, respectively. 

 
Table 1. Ablation comparison experiment of different parameters in AFM on the test of 

DeepGlobe Road Extraction dataset. 

 
Model P F1 

LinkNet18 0.7720 0.7868 

LinkNet18(g=2) 0.7769 0.7890 

LinkNet18(g=4) 0.7851 0.7905 

LinkNet18(g=8) 0.7924 0.7981 

LinkNet18(g=16) 0.7855 0.7938 
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Table 2. Comparative ablation on the test of Deep Globe Road Extraction dataset 

 
Model R F1 

LinkNet34 0.7897 0.7906 

LinkNet34+GAM 0.8101 0.8083 

LinkNet34+GAM+RFM 0.8137 0.8097 

ARG-Net(g=8) 0.8204 0.8267 

 

 
 

Figure 6. Example results on the test of DeepGlobe Road Extraction dataset. 

 
The test results of Inria Aerial Image Labeling are shown in Figure 7. From left to right, they are 

the original image, label, LinkNet34 segmentation result, adding GAM test result, adding GAM, 

RFM test result, and final ARG-Net (GAM+RFM+AFM) test results. Among them, white 

represents the foreground of the building, and black represents the background. 
 

As shown in the original picture, the size, color, and different backgrounds of the building image 

increase the difficulty of segmentation. As shown in Figure 7, the first line is an example 
showing that our module can gradually improve the missing points caused by the low contrast 

between background and foreground. The second line is an example showing that our method 

improves the jagged phenomenon that the original network will segment at the edge of the red 
building (enlarge the image to obtain high-resolution edges). In the last two lines, we can 

  

gradually improve the omission of small target buildings. At the same time, we can also improve 

the misclassification of some small buildings. Compared with the original LinkNet34, the final 
ARG-Net model can improve the edge segmentation of small buildings. It can be seen from the 

last column of Figure 7 that the result segmentation of the building image has more regular, 
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smooth, and complete. To fully verify the segmentation performance of each module, IoU and F1 
are used as the quantitative evaluation index for segmentation. As shown in Table 4, the final 

network ARG-Net is about 4.3% and 3.2% higher in IoU and F1 than LinkNet34. 

 
Table 3. Results of different models on the test of DeepGlobe Road Extraction dataset 

 

Model F1 

FCN-4s 0.7941 

SegNet 0.7818 

U-Net 0.7730 

LinkNet34 0.7906 

ARG-Net(g=8) 0.8267 

 
Table 4. Comparative ablation experiment on the test of Inria Aerial Image Labeling dataset 

 
Model IoU F1 

LinkNet34 0.7166 0.8251 

LinkNet34+GAM 0.7287 0.8436 

LinkNet34+GAM+RFM 0.7433 0.8538 

ARG-Net(g=8) 0.7579 0.8571 

 

 
 

Figure 7. Example results on the test of Inria Aerial Image Labeling dataset. 

 

The limitations or deficiencies observed during testing and evaluation of proposed system are as 
follows.  
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It takes a large amount of memory and a long time during training. In the study of the number of 
channel groups of AFM modules, a large number of network parameters are generated due to the 

need to predict the filter at each spatial location and each channel group. Therefore, the training 

will occupy a large amount of memory, at the same time, increase the training time of the 

network. For the original large remote sensing image, this may not be conducive to network 
training. The usual solution is to process these images to reduce the number of network training 

parameters. 

 
Occlusion problem. The ARG-Net proposed by us can reduce the misclassification and missing 

classification of remote sensing images by the network to a certain extent. However, for some 

deep occlusion problems (as shown in Figure 6, the road is occluded by trees), the network can 
not be effectively identified and segmented. 

 

6. CONCLUSION 
 

In this work, we proposed an adaptive filtering layer, which predicts separate filter weights for 
each spatial location and channel group. This filter can avoid aliasing while preserving useful 

information. Through a sequence of convolutional during skip-connection between the encoder 

feature and decoder feature, the semantic gap can reduce. By dilated convolution, the network 
can ensemble multi-scale features in the center part while avoiding redundant information of 

background. 

 

Since the production cost of pixel-level image segmentation data sets is relatively high, in the 
next research, we will focus on adding unlabeled data into the training of the network and using 

semi-supervised and weakly supervised methods to assist remote sensing image segmentation. In 

addition, how to balance the relationship between the precision and speed of segmentation 
network, so as to build an accurate and fast lightweight network model is also the direction of 

further research in this paper. 
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ABSTRACT 
 

Local Area Networks (LANs) provide necessary infrastructure and services required for 

organizations to conduct their businesses efficiently and securely. While a small LAN could be 

designed and deployed in ad-hoc fashion, an enterprise LAN should be designed systematically 

starting from analyzing the business and technical requirements and constraints. 
 

The Top-down network design methodology has been an excellent way to design a new network, 

however it has disadvantages considering its time-consuming process of designing networks. 

The organizational structures change in a fast pace in these days. These changes require their 

networks also to be realigned at the same pace. In this climate, a time-consuming design 

approach such as the Top-down design approach may not be the best option. 

 

In this paper, we propose a framework of a network design methodology that could be used for 

quickly designing a LAN for an organization in this landscape while satisfying their business 

and technical requirements. 

 

KEYWORDS 
 
LAN, Network design, Object-connectivity, Top- down network design.   

 

1. INTRODUCTION 
 

Almost all organizations, big or small, use computers to undertake their day-to-day businesses 
today. LANs provide necessary infrastructure and services required for organisations to carry out 

their businesses in the most efficient and secure manner. When designing enterprise LANs, a 

systematic approach starting from analysing the business and technical requirements is required. 
In such a design, understanding the performance expected from the network stays at the forefront. 

The network performance is described by several parameters, including security, scalability, 

availability, reliability and Quality of Service (QoS). 

 
Larsson [1] discusses the nature and complexity of the network design process, including the 

theoretical concepts, problems and solutions. The author provides details on programming 

aspects of combinational algorithms in designing communication networks. Al-shawi and 
Laurent [2] describe how to perform the conceptual, intermediate, and detailed design of a 

network infrastructure. 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N09.html
https://doi.org/10.5121/csit.2021.110904
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The Top-down network design methodology proposed by Oppenheimer [3], and the design and 
deployment methods of 802.11 wireless networks by Geier [4], are methods for designing and 

deploying networks recommended by Cisco Systems Inc. 

 

The organisational structures are changing rapidly due to the market changes, restructures, 
mergers, forming alliances and flexible work patterns of employees. These changes demand that 

the organisational networks also be realigned at the same pace. When there is a need to be a 

merger of enterprise LANs of two different organisations, where the designer has to deal with 
two enterprises without disrupting the existing businesses while satisfying the evolving business 

and technical requirements, the success of the Top-down network design methodology is 

questionable. Also, the trend in modern organisations is to move the services to the cloud service 
providers while retaining the organisational network. In this climate, an expensive and time- 

consuming design approach such as the Top-down design approach may not be the best option. 

As such, our motivation in this research is to develop a modular design framework that can 

transfer the business and technical requirements into a suitable network design in the shortest 
possible time. 

 

The rest of the paper is organized as follows. Section II deals with a discussion of relevant 
literature, including the Top-down network design methodology and Section III discusses the 

framework of our new modular design approach. We provide concluding remarks in Section IV. 

 

2. BACKGROUND 
 
Gen et al. [5] focus on the aspects of Genetic Algorithms (GAs) and their applications in design 

of difficult-to-resolve network design problems. In their research they consider a bicriteria LAN 

architecture design and apply a non-linear programming model to LAN architecture design 
problem. Their experimental results show that the spanning tree-based GA approach has a good 

performance on the bicriteria LAN architecture design problem. However, their research focus is 

limited to an architecture design rather than a complete network design framework or 
methodology. 

 

Lima et al. [6] compare three Multiobjective Evolutionary Algorithms (NSGA-II, GDE3, and 

MOEA/D-DE) on Wireless Local Area Networks (WLANs). The authors identify several 
problem characteristics that need to be addressed in current WLAN configurations (location and 

coverage, channel assignment, and load balance) and how to mitigate them in practice. Testing is 

then undertaken to determine which one of the three algorithms performs most efficiently. This 
research is only concerned about WLAN configuration and not network design. The 

configurations are only a minor aspect that happen at a lower level in network design. As such, 

though this information may be useful to be considered in developing a new network design 

methodology, our focus is on the entire process of network design and not just the configuration 
part of it. 

 

Giovanni and Surantha [7] utilise the top down network design methodology in order to create a 
converged network design suitable for business requirements in a government related enterprise. 

The research identifies the benefits of converged networks over traditional separated networks 

and examines previously proposed converged network designs. Moreover, the authors detail the 
methodology used to design the proposed converged network, including details of the testing 

performed and final results. Their research focuses primarily on converged networks for large-

scale enterprises as opposed to smaller consumer networks. 

 
This research is limited in designing a converged network for a single large-scale government 

enterprise, whereas our research topic requires coverage of enterprise LANs in different business 
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sectors. Further in their research they do not consider enterprise merges and there was no attempt 
made to understand the connection between the performance of the designed network and its 

architecture and components. 

 

Sung et al [8] propose the use of a systematic approach to design enterprise networks which is 
time consuming and complex in nature. Their research suggests that the complexity of some 

enterprise networks exceed those of carrier networks, resulting in the need for more efficient and 

effective approaches for designing these networks. The authors analyse the viability of using a 
systematic design approach for enterprise networks, with a focus on VLAN design and 

reachability control through placement of packet filters as two design tasks in their systematic 

approach in designing enterprise networks. The feasibility of this design approach on large-scale 
enterprise networks is evaluated using an existing large-scale campus network. 

 

As the authors point out one limitation in their work is, they have validated the performance in 

their heuristics only on a single network. Furthermore, as mentioned earlier, VLANs belong to 
the configuration part of a designed network, and hence, are only a very small part in the network 

design process. As such, their work is also not about a network design methodology but about 

network configuration. 
 

Rozenblit et al. [9] in their design framework for designing LANs, discuss about an application of 

knowledge-based system design concepts to design LANs. They propose activities, which 
include, organizing a family of possible design configurations of the system being designed, 

inducing appropriate generic experimental frames, pruning the generic frames with respect to 

system entity structure, use of pruned substructures as skeletons to generate production rules for 

design models. These design models are evaluated via simulations studies. They further discuss 
about applying this framework to design LANs. 

 

The authors describe four types of knowledge is needed to construct a design model of a LAN 
architecture. They propose to apply those details to generate all model structures that satisfy 

design constraints proceeded by the model construction process in hierarchical manner. Then the 

final design will be selected after evaluating the simulation studies. An advantage of this method 

as claimed by the authors is its objectives driven nature. It is arguable that this is an iterative and 
time-consuming approach. It has its limitations in applying for rapid LAN designs in dynamic 

environments. 

 
Raza et al. [10] provide an analysis of the implications of network implementation choices on 

healthcare applications. The authors cite existing applications of network implementations in 

medical institutions in order to determine how different implementations have impacted on 
healthcare applications. Their research focuses on medical institutions that have recently 

implemented network technology for which updated enterprise performance statistics are 

available. 

 
This research is limited to network implementation choices, and it does not consider network 

design choices. Further, the research focus is on healthcare applications only. Though 

implementation is not a part of network design, the network designer should foresee the 
implementation choices. This research findings may be useful to consider when we investigate 

the network design requirements of medical enterprise LANs. Furthermore, they analyse several 

different network applications and the challenges and benefits of each. Among the analysed 
options in their research is the use of Cisco Medical Grade Network solution which has many 

network design options for health institutions. 
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Oppenheimer’s Top-down network design methodology [3] is a methodology for designing 
networks starting from the upper layers of the Open Systems Interconnection (OSI) reference 

model and then moving to the lower layers. This methodology focuses on applications, sessions, 

and data transport before the selection of routers, switches, and media that operate at the lower 

layers. It takes a systems analysis approach and starts the design process with requirements 
gathering. This design methodology goes through in sequence of analysing business goals, 

business constraints, and technical goals and trade-offs to create a logical network design. 

Addressing and numbering for the network and the security strategies are designed at this stage 
along with selecting routing and switching protocols for the designed network. According to this 

methodology, the next step is to design the physical network by selecting the technologies and 

devices for the network followed up with testing, optimising and documenting the designed 
network. Not only is this methodology time consuming, but it also appears that the biggest 

problem in this methodology is that there is no clear approach to map the requirements to the 

devices and the architecture of the network. The phases and the processes a network designer has 

to go through to design a network using the Top-down network design methodology are as shown 
in Figure 1 below. 

 

1. Identifying Customer s Needs 

and Goals
1.1 Analyzing Business Goals and 
Constraints
1.2 Analyzing Technical Goals and 
Tradeoffs
1.3 Characterizing the Existing 
Inte rnetwork
1.4 Characterizing Network Traffic

2. Logical Network Design
2.1 Designing a Network Topology
2.2 Designing Models for Addressing and 
Number ing
2.3 Selecting Switching and Routing 
Protocols
2.4 Developing Network Security Strategies
2.5 Developing Network Management 
Strategies

3. Physical Network Design
3.1 Selecting LAN Technologies
3.2 Selecting LAN Devices & Cabling
3.3 Selecting Remote Access & WAN 
Technologies
3.4 Selecting Remote Access & WAN 
Devices 
3.5 Selecting Service Providers 

4. Testing, Optimizing, and 

Documenting Network Design

 
 

Figure 1.  Top-down network design methodology. (Source: extracted from Oppenheimer [3])  

 

As shown in Figure 1, the design process starts with requirement gathering, analysing goals and 

trade-offs, then designing the logical network followed by the physical architecture. Network 
designers who follow this methodology may come up with various design options and then need 

to select the suitable devices that meet the design criteria. It can be seen that the Top-down 

network design methodology is a tedious and time-consuming process, even though most of the 
design is undertaken systematically, at the end, the designer is not provided with a specific way 

of selecting the network components, including the software and hardware for the physical 

design. At this point, the design can become ad hoc as it is based on the experience, prejudice and 

perception of the network designer. 
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Object Oriented Design (OOD) is an approach used in other areas such as software design to 
solve software design problems. It is possible that OOD could be helpful in designing the new 

network design methodology to design a LAN in the shortest possible time. 

 

Huda et al. [11] assess the effectiveness factor of OOD and develop an efficient model for 
effectiveness quantification using OOD constructs. The authors initially describe and analyse 

effectiveness factor, then use this information to develop a model for effectiveness quantification 

using OOD constructs. 
 

The OOD constructs used in their analysis are encapsulation (correlated to Data Access Metrics), 

inheritance (correlated to Measure of functional Abstraction), coupling (correlated to Direct class 
Coupling), and cohesion (correlated to Cohesion among method), all of which together can be 

used to quantify the effectiveness of OOD. Their research focuses solely on evaluating the 

effectiveness factor of OOD using a testability approach. This research finding would be 

beneficial to our research in investigating the possibility of using OOD approaches to develop a 
framework of a modular network design methodology. 

 

Georgatsos et al. [12] propose a new networking framework based on object-oriented 
programming (OOP), dubbed object- oriented networking (OON) in Internet technology and 

mobility integration. The authors describe the possibility of abstracting network layer resources 

as objects with attributes and methods, akin to data storage in objects using OOP applications, in 
order to avoid compatibility issues and create more sustainable and scalable network 

infrastructures. Their research focuses on the existing Information-centric networking (ICN) 

approach to network infrastructure, and the benefits of OON in comparison to it. Furthermore, 

significant documentation is provided explaining the operation of OON and its use of data and 
information networking layers to seamlessly transfer data. 

 

The literature survey shows that there are no previous design methods or frameworks that can 
match the business and technical requirements to the finished design in a few days. 

 

3. PROPOSED FRAMEWORK 
 

 Therefore, in this paper we propose a framework as to how categories, types and objects could 
be used in creating a new network design methodology to transfer the business and technical 

requirements into a suitable LAN design in the shortest possible time. As opposed to previous 

work, our approach is to use objects mapping in the entire design process. 
 

We see the entire network design task as a transformation of a problem to a solution. Here, the 

problem is the set of requirements and the solution is a functioning network that satisfies the 

requirements. In our approach, the business and technical requirements as well as the network 
technology are categories. The designer may not be able to specify the network technology 

through requirements gathering as the business heads and users, or the system engineers or 

technologists may not have any special inclination for a particular technology. Thus, it becomes a 
designer’s choice, but we still call it a requirement as it is required for the design. As such 

business and technical requirements as well as network technology can be called just 

requirements. Each category contains types, and each type has several objects. Individual 
requirements can then be converted to objects that have various attributes. 

 

Through the design, we convert the requirements to a number of categories that belong to the 

network (the solution). These categories are hardware, software, network technology, 
configuration and policy. Each of these categories contains types. For example, hardware 

category has switches as one type, and each design of switch is an object that has certain 
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attributes. Each object has the connectivity as a compulsory attribute. The connectivity attribute 
indicates the list of other objects to which the object was connected in the design. Examples of 

categories, types and objects involved in our network design are shown in Figure 2. Note that 

network technology is a category in the problem as well as in the solution. rules must be followed 

strictly.   
 

Network Technical 
Requirements

Network Design 
Problem

Users, Services, 
Expenditure etc.

Availability, Security 
etc.

Business 
Requirements

Network Design 
Solution

Hardware Software
Network 

Technology
Configuration Policy

Computers, 
Routers, 
Switches, 

Cables etc.

User 
Applications, 

System 
Software, and 

Firewall 
Software etc. 

Ethernet, 
Wireless etc.

User devices 
configuration, 

Network 
devices 

configuration 
etc. 

Security 
policy,  

Procurement 
policy etc.

Types

HP Z2 G4 PCs,  
Cisco ISR887 

Router, Zebra 
LI4278 

Scanner, CAT 
6 Cables etc.

Outlook 
Express, 

Windows 10, 
Lightspeed 

POS etc.  

IP Address, 
ACL and VLAN 
configuration 

etc. 

Firewall 
Security, 
Vendor 

contract etc.

Objects
Fast Ethernet, 

Wi Fi etc.

Categories

Categories

Types

Objects
Tellers, Point of Sales 

etc.
99.99% uptime, End 
Point Security  etc.    

A). Categories, Types and Objects of Network Design Problem

B). Categories, Types and Objects of Network Design Solution

Network Technology

Ethernet, Wireless etc.

Fast Ethernet, Wi Fi 
etc.

 
 

Figure 2.  Example of Categories, Types and Objects of the Proposed Framework.  
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Now, assume that we have a set of requirements for an enterprise LAN design and a completed 
network design that satisfy these requirements. The network may have been designed using Top-

down network design methodology. Since the network satisfies the requirements, the objects in 

the types falling under the technical and business requirements categories must have been 

matched to the objects in the types that fall under hardware, software, network technology, 
configuration and policy categories (Figure 3). These mappings would be many to many. We can 

repeat this process for a number of different pairs of requirements and finished network designs. 

Then, we can create a dataset by selecting each object that belongs to the finished design in turn 
and the corresponding objects that belong to the problem (Table 1). We call an object that belong 

to the finished design as a network object (NO) and an object that belong to a requirement as a 

requirement object (RO). 
 

 

Tellers

Fast Ethernet

HP Z2 G4 PCs 

Lightspeed POS 

IP address configuration 

Network Design Problem

Objects

Network Design Solution 
Objects

PoS service

99.99% uptime

Firewall Security

End Point Security  

ACL Configuration

Zebra LI4278 Scanner

Cisco ISR887 Router

Cat 6 Cables

 
 

Figure 3.  Mapping of Design Problem Objects to Design Solution Objects. 

 

When we have a new network design problem, we can first extract the RO objects and using data 

mining techniques find NO objects in the finished design corresponding to each of these objects. 

Due to errors in data mining tools, it may happen that the designed network needs to be tweaked 
a little. But we hope that we can create a network much faster by this approach. 

 

Instead of using objects, we may undertake the design at a higher level by mapping the classes. In 
this case, we need to identify recurring modules or patterns using a data mining tool. 
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Table 1.  Sample Dataset.   

 

NO RO1 RO2 RO3 RO4 RO5 

HP Z2 G4 PCs Tellers PoS service Fast Ethernet 99.99% 

uptime 

End Point 

Security 

Lightspeed 

POS 

Tellers PoS service Fast Ethernet 99.99% 

uptime 

End Point 

Security 

IP address 

configuration 

Tellers  Fast Ethernet   

Firewall 

Security 

 PoS service   End Point 

Security 

ACL 

Configuration 

Tellers    End Point 

Security 

Zebra LI4278 

Scanner 

Tellers PoS service  99.99% 

uptime 

End Point 

Security 

Cisco ISR887 

Router 

  Fast Ethernet 99.99% 

uptime 

 

Cat 6 Cables Tellers  Fast Ethernet   

 

4. CONCLUSIONS 
 
In today’s business climate, change of business processes, restructuring of departments, mergers 

and acquisitions of businesses are inevitable. These changes demand that the networks are 

designed and implemented quickly to cater for the new business requirements. In general, a well-
developed network design methodology such as Top-down network design methodology can be 

used for designing a new network or upgrading an existing network. However, the design process 

takes much time and may not be suitable for environments mentioned above. 
 

As such, we have proposed a framework to design a network rapidly. Our approach is to convert 

the requirements into objects and find the connections or relationships between them, and the 

objects in the designed network. By repeating this process for many networks, we can construct a 
dataset or a table containing these relationships. Then, given the requirements of a new network 

design problem, we would be able to quickly find the corresponding objects of the new network 

using this dataset. Thus, we can complete the network design task very quickly. 
 

As future work, we will develop this methodology further and create an actual dataset. After 

testing it on various new design cases, we will report our results in a future paper. We also hope 

to investigate the possibility of creating modules or design patterns and report our outcomes as 
well. 
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ABSTRACT 
 

Global System for Mobile Communications (GSM) is a cellular network that is popular and has 

been growing in recent years. It was developed to solve fragmentation issues of the first cellular 

system, and it addresses digital modulation methods, level of the network structure, and 

services. It is fundamental for organizations to become learning organizations to keep up with 

the technology changes for network services to be at a competitive level. A simulation 

analysisusing the NetSim tool in this paper is presented for comparing different cellular network 

codecsfor GSM network performance. Theseparameters such as throughput, delay, and jitter 

are analyzed for the quality of service provided by each network codec. Unicast application for 

the cellular network is modeled for different network scenarios. Depending on the evaluation 

and simulation, it was discovered that G.711, GSM_FR, and GSM-EFR performed better than 

the other codecs, and they are considered to be the best codecs for cellular networks.These 
codecs will be of best use to better the performance of the network in the near future. 

 

KEYWORDS 
 
GSM, CODECS, Cellular Network, G.711, GSM_FR, GSM-EFR.  

 

1. INTRODUCTION 
 

Cellular Networks play an important role in most organizations in the Information Technology 

(IT) field and countries as it potentially improve the economic growth and it also contributes 
extremely to human development and employment. Mobile communication networks equally 

help in sharing and gathering information [1]. With that being said, cellular networks have 

become very fundamental in our daily lives in a way that we cannot live without them, hence, the 
number of mobile subscribers to networks increases on regular basis. The evolving technology 

such as the 5G mobile network, makes today’s network monumental in size and complexity. The 

consumption of mobile network data is so high that it puts a lot of strain on the structure of the 
network due to the limited radio spectrum. This may lead to performance degradation that causes 

lower Quality of Service (QoS) or poor network performance [2]. Moreover, poor services to the 

customers include dropped calls, insufficient bandwidth, and slow response time for data 

downloads to mention but a few. Good quality of the network will retain customers whereas a 

poor network service will cause a high level of churn for the cellular network operator. It is the 
duties of the Network Management System (NMS) to make the network as efficient as possible. 

The NMS is composed of Fault Management, Configuration Management, Accounting 

Management, Performance Management, and Security Management (FCAPS) functional areas 
and as well as traffic prediction and congestion control [3]. There are various mobile 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N09.html
https://doi.org/10.5121/csit.2021.110905
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communication standards such as GSM, Code Division Multiple Access (CDMA), Long Term 
Evolution (LTE), e.tc. The motive for various communication standards was introduced to 

improve technical performance leading to an acceptable level ofQoS in cellular networks/mobile 

communication networks [4]. GSM is the most reliable network coverage that has maximum 

capacity and confidentiality and it is a network used for transmitting mobile voice and data 
services. During this transmission of voice and data, the network may encounter various obstacles 

like phone echoes and loss of signals that may be caused by network latency, insufficient 

bandwidth, delay, jitter, destructive interference, congestion in the towers, and other external 
factors. This research work focuses on performance analysis of the Global System for Mobile 

Communications (GSM) network with the view to recommend the best cellular network codecs 

that will provide good performance and to determine features that need to be improved in the 
structure and operation of the network. The performance of the network will be analyzed through 

simulation where various codecs shall be compared and this is the basic building block for 

efficient transmission of data. The different codecs in the simulation to be used includes G.711, 

G.729, G.723, GSM-FR, and GSM-EFR. G.711 does not use compression at all and produce the 
best quality of call while G.729 at a low bit rate of 8kbps gives a good level of quality. This 

means one would be able to get more calls through bandwidth if you were to use the G.711 

Codec [5]. GSM-FR is the first digital speech coding standard used in the GSM digital mobile 
phone system and operates at a bitrate of 13kbps [5]. GSM-EFR has better quality of speech and 

better robustness to network impairments [5]. G.723 is for speech and uses extensions of G.721 

that provide voice quality using adaptive differential pulse code modulation [5]. 
 

This work is arranged as in the following: Section 2 explains the basic functions of a GSM 

network, Section 3 explains various methods for performance analysis, Section 4 presents the 

proposed methods, and section 5 presents the results. 
 

2. THE GSM NETWORK 
 

The GSM is a standard that was developed by European Telecommunication Standard Institute 
(ETSI) to describe various protocols for the second-generation digital cellular networks used by 

mobile devices such as mobile phones and tablets [6]. It was first deployed in Finland in 

December 1992 to meet certain criteria like support for a wide range of latest services, the 

security of transmission, compatibility with the fixed voice network, and the data networks are 
improved concerning the existing first-generation systems [7].  

 

GSM as a network consists of Frequency Division Multiple Access(FDMA) and Time Division 
Multiple Access(TDMA) where FDMA is about dividing the frequency band into different ones 

and TDMA allows the same channel of frequency to be used by different subscribers [8]. This 

makes every user have their time slot to use a specific frequency allocated to them. GSM is 

different in that it utilizes TDMA approaches to subdividing carrier frequency that is further 
segmented into separate time slots. GSM composes of three major systems namely, the Switching 

System (SS), the Base Station System (BSS), and the Operation and Support System (OSS).  

 

2.1. The Switching System 
 

The importance of the switching system is to perform call processing and functions of the related 
subscribers. The following are the functional unit of these switching systems: 

 

Home Location Register (HLR), a database that is used to permanently store subscriber’s data 
that includes a subscriber’s service profile, location information, and activity status. The user is 

registered in the HLR of the operator that is buying a subscription from. 
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Mobile Service Switching Centre (MSC), is responsible for performing telephony functions of 
the system like routing calls and other services like FAX and conference calls. 

 

Visitor Location Register (VLR) is responsible for storing temporary information about 

subscribers that is required by the MSC to service visiting subscribers. When a mobile station 
roams into a new area of MSC, the VLR that is always integrated into that MSC will request data 

about the mobile station from the HLR. In case the mobile station makes a call then the VLR will 

have the information that is required for setting up the call without the need to request it from the 
HLR each time. 

 

Authentication Centre (AUC) provides security for network users by providing authentication 
and encryption capabilities. 

 

Equipment Identity Register (EIR), stores information about the identity of mobile equipment 

that prevents calls from stolen, defective mobile stations. 
 

2.2. The Base Station System (BSS) 
 

The BSS consists of the Base Station Controller (BSC), Base Transceiver Station (BTS), and 

where all the functions related to radio are performed.The BSC is primarily responsible for all the 

control functions and physical links between the MSC and BTS.  

 

2.3. The Operation and Support System (OSS) 
 

All the equipment in the switching systems iconnected to the operation and maintenance center. 

The main responsibility of the OSS is to service customers with support that is cost-effective for 

all operations and maintenance activities in the the GSM network. Figure 1 shows the GSM 
network structure [7]. 

 

 
 

Figure 1.The basic structure of the GSM network 
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3. THE RELATED WORK 
 

3.1. Literature Review 
 

To established the research gap from literature and to better understand the efforts of the work 
studied, a systematic review was carried out.As according to authours in [8], it is the critical and 

verifiable summary arising from the various publications that address the aim of this research 

done by various researchers globally related to the field of study. 
 

Several researchers has proffered various solutions to performance analysis of GSM using 

cellular network codecs that are equally robust and challemging. Here the review of literature is 

provided  to gain insight into what has been achieved thus far and to indicate how our work differ 
from previous work. The authors in [6] proposed performance analysis based on GSM Key 

Performance Indicators (KPIs) where they described the importance of pre-selecting relevant 

KPIs to focus on when analyzing and monitoring the network performance. The authors as above 
proposed the use of generating measurement data from a live network with the sole aim of 

analyzing and evaluating the results for optimizing the performance of the GSM network. Their 

work was proposed to contribute to the Systematic examination of GSM mobile networks 

performance and end-user experience using four NCC KPIs metrics.  
 

Moreover, the authors in [7] analyzed the performance of several audio encoding schemes using 

Resource Reservation Protocol (RSVP) based on Wireless Local Area Networks (WLAN). The 
codec G.711, G.723, and G.729 were compared to come up with results using the RSVP services. 

On the other-hand voice, codecs were used by the authors in [8] to examine the performance of 

mobile Worldwide Interoperability for Microwave Access (WiMAX). The simulation results 
showed that the performance of audio codecs stays fixed for random waypoint and group 

mobility manner while this is in contrast with our work because the performance of the codecs is 

not fixed for random ER_LANG call application of different nodes.  

 
The most important KPIs from the author’s view in [6] include Bit Error rate (BER), Frame 

Erasure Rate(FER), Bit Error Probability (BEP), and Mean Opinion Score (MOS). These are 

main KPIs that NCC used for rating the quality of service of cellular networks in Nigeria [8]. 
Wireless communication is expanding rapidly as most users are switching to it. The capacity of 

cells in the existing digital cellular mobile networks like GSM needs to meet the requirements 

that come with these changes in the network. The issue faced is how to increase the capacity of 

an existing network without causing performance or QoS degradation while our work focuses on 
a modeled network with increasing nodes that doesn’t affect the service provided. 

 

The authors in [9] proposed that the GSM band should be increased, along with increasing the 
number of serving channels or frequencies in an area. Although the overall spectrum of GSM is 

limited and it is divided between two or three network operators, leaving a spectrum of not more 

than 10 MHz for each operator. Another solution that was proposed by the author in [9] was to 
deploy more base stations or to introduce hierarchical structures like micro and pico-cells [10,11]. 

This method is limited to a denser base station grid resulting in increased interference. This limits 

the quality and capacity in terms of soft blocking. 

 
Also, in literature, several analytical models based on continuous-time Markov chains have been 

proposed for studying the performance problems in GSM networks. The authors in [12] evaluated 

the impact of reserving channels for data and multimedia services on the circuit switch GSM 
network performance. Under a given GSM call characteristics,theauthours in [13] developed a 

model called the Markov model that was used to analyze the performance of GPRS. The authors 
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in [14] also developed a Markov model to derive average data and restricting probabilities rates 
for GPRS in GSM networks.  

 

In [15] the performance of a personal communication network based upon microcells 

wasanalyzed to find some fundamental phone traffic parameters such as blocking probabilities of 
new calls and handovers. A wireless system that has traffic scenarios based on Poisson time-

dependent process is described using the fluid model [16]. The techniques to reduces dropped 

calls in progress due to failures of handovers are also proposed by the author in [17]. This 
approach describes several priority schemes, however, our work provides the use of codecs to 

maximize the QoS for cellular communications. 

 
The authors in [18] analyzed is the performance of a hierarchical cellular system based on 

microcells and overlaying macrocells and also the advantage of introducing “tier handovers”. 

These are handovers among cells that are from various hierarchical levels. As cellular networks 

collect a vast amount of measurement information that can be utilized to measure the 
performance of a network and QoS, the author in [19] studied the application of different data-

analysis methods for processing the available measurement information. It is studied to produce 

more adequate methods for optimizing the performance while our study focuses on selecting the 
best performing codec through network simulation to maintain a better QoS. 

 

 The authors in [19] propose expert-based methods for monitoring and analyzing multivariable 
cellular network performance data. This method enables the analysis of performance bottlenecks 

that impacts performance indicators in multiple networks. Also, methods for more advanced 

failure diagnosis have been proposed to identify the causes of performance bottlenecks. The 

authors in [19] studied the use of measurement information in the identification of relevant 
optimization actions that leads to good network performance and good QoS, whereas our 

research focus is on analyzing performance measures to identify relevant audio codecs that give 

the best performance. 
 

4. METHODS AND MATERIALS 
 

The preceding research methods were applied in this work: 

 

4.1. Simulation Process 
 

Simulation is a process that models the behavior of a network by measuring the interaction 
between different network nodes [13]. The primary purpose of simulations is identifying 

problems that exist in a network or troubleshooting for unexpected interactions with one that has 

not been yet constructed. Simulation is mainly used in performance analysis, comparison, or even 
management and also for determining how a network would behave in a real-life situation. The 

generated results of the simulation aids in identifying the performance [12]. 

 
Discrete event simulation is a method used to model real-world structures, it is used to simulate 

the performance and behavior of a network [14]. The performance of codecs G.711, G.723, 

G.729, GSM-FR, and GSM-EFR is simulated where no change in the models were assumed 

during packets transmission [14]. This is done to address issues related to cellular traffic 
generated and handovers between neighboring calls, on a certain network capacity (number of 

BS, MSC, and cell towers). The network will be configured with the same properties including 

mobility model, type of protocol, application method, application type, QoS class, simulation 
duration, and various codecs. Different network codecs will be simulated to select the best one 
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suitable for the networks. The codecs that produce a good QoS will be recommended for use in 
the network.  

 

Table 1. Parameters 

 
Parameters Configuration 

Mobility Model Random walk 

Protocol GSM 

Application Method Unicast 

Application Type ER_Lang Call 

QoS service type UGS 

Codec(s) G.711, G.723, G.729,GSM-FR and GSM-EFR 

Simulation Duration 100 s 

Priority High 

 

In this study, the QoS measures used to ensure that quality is optimized in the network are 
throughput, delay, and jitter. Performance measures refer to factors or parameters that are utilized 

to measure network performance. Each network varies in nature and design, therefore there is 

various way to measure it. 
 

Jitter- these are voice packets that arrive at regular intervals to be intelligible. Jitter measures the 

degree of variation in packets interval which can be caused by improper queuing and 

configuration errors. The equation 1 below is used to calculate jitter where J is jitter, PJ is packet 
jitter, and N is the total amount of packets [15].  

 

J= 
PJ

(N−1)
 (1) 

 

Throughput- network throughput is the rate at which voice packets are successfully transmitted 
over a network channel. It is the sum of all received packets by all nodes [15]. The equation 2 for 

throughput where S is the transmission time, T is the throughput, P is the average packet size and 

N is the total number of packet received, is as follows 
 

     T =  
(N∗P)

S
   (2) 

 
Delay- delay in voice communications is defined as “the time it takes for voice packets to be 

transmitted from source to destination” which may lead to delay and echo [16]. Delay is 

measured in two ways, one direction, and a round trip. In one direction, the transmission of 
packets is unidirectional while in round trip voice packets travel to and from the destination and 

back to the source. Delay is measured in milliseconds (ms) . The equation 3 shown below is used 

to compute delay where 𝜇  is the number of packets per second, D is the delay, and ʎ is the 

average rate at which packets arrive [17]. 
 

D = 
1

μ−ʎ
  (3) 
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5. RESULTS AND DISCUSSION 
 
5.1. In this chapter, the results of the network model simulation from the previous chapter are 

presented. The two different scenarios with different codecs will be compared. The quality of 

service is as well analyzed based on the measures, jitter, throughput, and delay. The best codec 

that provides good quality and performance will be recommended for cellular network usage. 
Each scenario will be fixed for unicast application and they will be analyzed based on QoS 

performance measures. 

 

5.1.1. G.711 And G.729 

 

Figure 2 shows the throughput for application one that was generated during the G.711 

simulation. As the time for transmitting the data increases, the throughput in the network also 
increases. The graph shows that close to 0.0114 Mbps voice is generated at 707 ms and after that 

remains constant. Figure 3 shows throughput results for G.729 simulation. Initially, there was a 

sharp increase in throughput that reached 0.0084 Mbps for the first 10000 ms, which gradually 
slows down from 20000 ms. As it, reaches 0.009 Mbps, the throughput starts to increase very 

slowly towards the end of the simulation. 

 

 
 

Figure 2 The throughput for G.711 

 
 

Figure 3 The throughput for G.729

5.1.2. G.723.gsm-fr and gsm-efr 

 
In figure 4 the first 1000ms of simulation shows a sharp increase in throughput reaching 0.007 

Mbps. The next 9000 ms shows a slow constant increase of 0.0079 Mbps until it reaches 

0.007839 Mbps at the end of the simulation. Figure 5 illustrates the throughput for GSM-FR. 

Initially, there is a sharp increase in the throughput reaching 0.0055 Mbps. At the peak where 
simulation time was close to 19 990 ms, it begins to increase slowly from 0.007 Mbps until it 

reaches a constant throughput of 0.008 Mbps at 40000 ms of simulation time. More packets are 

transmitted in a lesser period, which results in good QoS, making codec G.723 desirable for use 
in a cellular network.The GSM-EFR figure 6 shows that throughput started to be transmitted at 
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0.0113 Mbps and begins to increase gradually with an increase in time from the beginning of the 
simulation. 

 

 
 

Figure 4. The throughput codec G.723 

 
 

Figure 5. The throughput for GSM-FR

 
 

Figure 6. The throughput for GSM-EFR

5.2. 10-Nodes Scenario 
 
A network model was created with 10 mobile stations. The results for throughput are shown in 

the scatter plot for each network codec.  

 

5.2.1. G.711 and G.729 
 

The following Figure 7 with an increased number of nodes illustrates that Initially, there was no 

data sent until 60000 ms where the transmission started, and then after increase rapidly with an 
increase in time up until 0.0044 Mbps. More time is required to transmit data.Figure 8 illustrates 

a rapid increase in the throughput initially, and the time it takes to send data starts to increase 
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after 0.003 Mbps. At 10000 ms,the achieved throughput is 0,008 Mbps. This gives a better 
performance of the codec. 

 

 
 

Figure 7. The throughput for GSM-EFR 

 

 
 

Figure 8. The throughput for G.729 

5.2.2. G.723, GSM-FR and GSM-EFR 

 
In Figure 9 thw throughput for G.723 illustrates that the data send increases as time increases. 

There is a gradual increase in throughput initially. After 10000 ms the throughput was 0.006 

Mbps and begins to increase very slowly at 20000 ms of simulation time. There is a slight 

decrease of 0.0061 Mbps in throughput just after 60000 ms and continues with a slow increase of 
0.0062 Mbps for the rest of the simulation time. Figure 10 shows that the throughput increases 

fast at the beginning of the transmission and slows down a bit to 0.004 Mbps after the first 10000 

ms of simulation time. It gradually reached a peak of 0.0087 Mbps. Figure 11 shows the 
throughput for codec GSM-EFR increases gradually until it reaches 0.008 Mbps after the first 

10000 ms of simulation time. The throughput begins to slow down from 0.0084 Mbps as time 

increases. It starts to be constant at 60000 ms with a throughput of about 0.0088 Mbps.
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Figure 9. The throughput for G.723 

 
 
Figure 10. The throughput for GSM-FR 

 
 

Figure 11. The throughput for GSM-EFR 

 

5.3. Jitter and Delay 
 

Jitter is the variation of the time between the packets that are arriving caused by the network 

congestion or route changes while throughput is the actual bandwidth that is measured with a 

specific time unit used to transfer data of a certain size [16]. 
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5.3.1. G.711 AND G.729 
 

The Figure 12 below for codec G.711 shows that there is a 31932.403879µs difference in delay 

for the 5-Nodes scenario and 10-Nodes scenario. According to the graph, there is no jitter 

experienced during packet transmission using this codec. Figure 13 for codec G.729 illustrates 
that the delay for 5-Node is less than that of the 10-Node scenario with 3.509242µs. The jitter 

increases with the increase in the number of nodes. The graph shows that the jitter for 5-Nodes is 

less than the jitter for the 10-Nodes scenario. 
 

 
 

Figure 12. Variation in jitter and delay for G.711 

 

 
 

Figure 13. Variation in jitter and delay for G.729 

5.3.2. G.723, GSM-FR and GSM-EFR 

 
The following Figure 14 clearly shows that the delay experienced during transmission of packets 

using the G.723 codec is the same for both scenarios. The number of nodes does not have an 

impact on delay. There is high jitter of 12569.741364µs for 5-nodes and 12566.232122 µs for 10-
nodes connected to the network. Figure 15 for codec GSM-FR shows that for 5 nodes and 10 

nodes, there is a delay of 14000000µs. There was no indication of jitter during the transmission 

of packets according to the results simulated for both scenarios. Desired data is transmitted but at 
an undesirable time.Figure 16 for codec GSM-EFR indicates that both scenarios have a delay of 

14000000µs. During the transmission of voice, no data is lost and this leads to better QoS. 
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Figure 14. Variation in jitter and delay for G.723 

 
 

Figure 15. Variation in jitter and delay for GSM-

FR 

 

 
 

Figure 16. Variation in jitter and delay for GSM-EFR 
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5.4. Discussion 
 

The variance in delay, jitter, and throughput among different codecs was simulated. G.729 

operates differently compared to other codes. The lesser the nodes the higher the jitter and vice 
versa. More jitter is experienced for 10 nodes and less for 5 nodes. The delay that occurred in 

G.723 has a slight difference between the scenarios, it is almost the same and more jitter is 

experienced with fewer mobile stations. The codec G.711, GSM-FR, and GSM-EFR have a 
constant delay and does not experience any jitter for both scenarios, the number of mobile 

stations doesn’t matter in this case. Therefore G.711, GSM-FR, and GSM-EFR will best suit the 

cellular network. 

 

6. CONCLUSIONS 
 

It can be concluded that the codec G.711, GSM-FR, and GSM-EFR showed the best performance 

for both 5-Nodes and 10-Nodes scenarios. G.723 and G.729 performed poorly for both scenarios. 
This was in terms of throughput, delay, and jitter.To maximize the value of QoS, it is very 

fundamental to appropriately utilize codecs in analyzing GSM network performance. The aim of 

this paper is shown from the simulation results that show a selection of G.711, GSM-FR, GSM-

EFR as they produce significant results for the performance of the GSM cellular network. These 
codecs have no jitter and delay during transmission of data compared to other codecs like G.723, 

and G.729. This means that data packets will be sent in the desired period, and good quality of 

service will be provided to users using the selected codec for the network.As a results G.711, 
GSM-FR and GSM-EFR will positively impact the network performance. 
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ABSTRACT 
 

Industrial big data is an important part of big data family, which has important application 

value for industrial production scheduling, risk perception, state identification, safety 
monitoring and quality control, etc. Due to the particularity of the industrial field, some 

concepts in the existing big data research field are unable to reflect accurately the 

characteristics of industrial big data, such as what is industrial big data, how to measure 

industrial big data, how to apply industrial big data, and so on. In order to overcome the 

limitation that the existing definition of big data is not suitable for industrial big data, this paper 

intuitively proposes the concept of big data cloud and the 3M (Multi-source, Multi-dimension, 

Multi-span in time) definition of cloud-based big data. Based on big data cloud and 3M 

definition, three typical paradigms of industrial big data applications are built, including the 

fusion calculation paradigm, the model correction paradigm and the information compensation 

paradigm. These results are helpful for grasping systematically the methods and approaches of 

industrial big data applications. 

 

KEYWORDS 
 

Industrial Big Data, Paradigms,  Big Data Fusion, Model Correction, Information 

Compensation. 

 

1. INTRODUCTION 
 
Since the concept of big data was accepted by the Chinese in 2013, a big wave of big data has 

emerged across the country. On the one hand, the government has raised big data into a national 

development strategy and established a series of big data research institutes or big data centers[1]. 

On the other hand, for ordinary people, big data appear in communication in the way of common 
language in daily life. As mentioned in [1], the field of big data plays a vital role in various fields. 

But, in many different fields, the big data is just a term for massive data sets having large 

amounts of data, more varied and complex structure with the difficulties of analysing, storing and 
visualizing for further processes or results[1]. 

 

Although there are still many fundamental problems to be solved, big data technologies and 

applications are still in progress. In fact, the Big data approach and its applications are very 
extensive in various fields. Paper [1] presented an explanation of these applications such as 

telecommunication, business process management and human resources management. Paper [2] 

introduced and analysed the application trend of big data in power industry. In this paper, the 
concept definition and several typical use paradigms of big data in petrochemical industry and 

other industries will be discussed. It is worth mentioning that these basic problems, such as what 

is big data and how to process practical big data, affect the enthusiasm of technical personnel to 
innovate big data technology. 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N09.html
https://doi.org/10.5121/csit.2021.110906
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Over the years, although the concept of big data has been receiving increasing attention, some 
basic issues have not been solved until now[3,4], for example, what is big data, how to measure the 

big data, how to analyse and process the big data, and how to apply the big data. Especially in the 

industrial field, such as petrochemical industry, although the term "big data" has been widely 

mentioned, but there is no specific details that can be easily accepted by technical personnel. It is 
even more difficult for technical personnel to grasp the occasions and how to make full use of 

these "big data". 

 
Up to now, the big data definition widely adopted by almost everyone is the descriptive definition 

of "4V" (Volume-large quantified volume, Velocity-fast velocity, Variety-diversified variety, 

Value-low value density, short as 4V). However, parts of 4V are inappropriate or ambiguous[5-6]. 
For one example, in a long-running actual petrochemical system, a single-dimensional long-term 

sequence sampling data collected by a sensor for a long time, although it may be very large, is 

not enough to constitute the so-called "big data" in the field of big data research. For the other 

example, low value density is a concept that is very difficult to understand. Maybe some big data 
does not have much value for big data. The key points depend on which perspective you look at, 

but it’s not that big data necessarily has a low density of specific data. 

 
In order to overcome the limitations of 4V definition of big data, and to more fully and accurately 

describe the characteristics of big data, the second section of this paper will present a new set of 

descriptive definitions of big data from a new perspective, and explore the measurement of big 
data volume. Based on the new definition of big data, the third section of this paper will briefly 

describe several typical paradigms of big data applications. These typical paradigms will help us 

understand the actual use of big data and how to implement these practical applications. At the 

end of this paper, several conclusions will be refined. 
 

2. MEASURABLE DEFINITION FOR INDUSTRIAL BIG DATA 
 

As we all know, "big" is a vague concept without clear boundaries. In other words, the “Big” is a 
vague qualitative descriptive adjective. What is "big" data and how to measure whether the "big" 

data is big or not big enough? The “4V” definition for big data does not rigorously tell us what 

the big data is, and how to determine whether the data is big data or not. The fuzziness of big data 

concept directly affects the exploration and application of big data by engineering and technical 
personnel.  

 

In order to overcome some limitations about the 4V definition for big data[2,4], this section 
presents a new measurable definition that can be used to measure a data set is big or not. 

 

Generally, the manufacturing or production process may continue for a period of time, the 

production process may be repeated again and again, and the products may be affected by various 
internal and external factors such as raw materials, environment, and processing disturbances, 

etc. So, the data sources of big data are extensive and have the certain time spans. In other words, 

the big data is a data cluster made up of many different data as well as data set: 
 

),,( NnTtS                                          (1) 

 

where the set  is the collection set of various sources, the set T  is the collection set of various 

time passages, the set N  is the collection set of various data dimensions. 

 



Computer Science & Information Technology (CS & IT)                                   63 

In recent years, the concept of cloud has been widely accepted. Industrial big data is like a data 
cloud floating over factories. The cluster of big data described above can be represented 

graphically, as shown in Fig. 1. 

 

 
 

Figure 1. Big Data Cluster Diagram 

 

Figure 1 shows that the big data cluster is very like several clouds floating in the air. Some of the 

clouds can be separated, and some clouds may be partially overlapped with other clouds. And, it 
can be seen from Figure 1 that big data has “3M” features: multi-source, multi-dimension and 

multi-span in time.  

 
(1) Multiple sources. In the field of industrial production and processing, data can come from 

different scenarios, different production periods, different production links, different objects, 

and different incentives. For example, in the petrochemical production process, data can 

come from the working conditions of petrochemical equipment, the production process of 
petrochemical products, the external environment of the petrochemical production process, 

the internal state of petroleum refining, the quality of petroleum raw materials, as well as 

personal factors, etc. All these data are important for the safety management of 
petrochemical processes. All these data come from different sources, just like a colourful 

cloud floating in the air, and they come together to form big data of petrochemical industry. 

In the petrochemical production management process, each cloud has its own rationality and 

necessity. 
 

(2) Multi-dimension: When we observe the real thing, we usually examine it from different 

perspectives and levels. Similarly, a petrochemical production process is taken as an 
example. In the production process, a large number of sensor devices are set up. Each sensor 

is like a person's eyes, observing a certain side of the chemical process, and obtaining 

information which display the states of the process partially. Observation information 
obtained from all different sides is brought together to form a set of high-dimensional data 

(even ultra-high-dimensional data). Although single-dimensional data is not enough to 

describe the overall change, the multi- dimensional data flow can be used to completely 

describe the changing process of petrochemical production. 
 

(3) Multi-span in time. Industrial production is an ongoing process. In a sense, actions 

performed at different times are repeated before or after other time points. The repetitive 
nature of process fragments is very useful for us to analyse process changes, judge working 

conditions, and diagnose abnormal working conditions. Data fragments at different periods 

or at different time points are also like colourful clouds floating in the data space. The 



64   Computer Science & Information Technology (CS & IT) 

advancement of data over time is an important feature of industrial big data and an 
important aspect of big data. 

 

Based on the Cloud diagram description and 3M characteristics of big data clusters, this section 

builds a set of measurement index and calculation methods to quantitatively measure the size of 
big data. For big data composed of multiple clouds, the size of the big data clusters is equal to the 

sum of the size of each piece of data cloud: 

 

     ),,(),,( iiii NTSNTS                                        (2) 

 

So, if the number of clouds is large enough, or at least one cloud is large enough, the industrial 

data clusters can be called as big data. 
 

In order to describe the size of a single cloud, we can reasonably assume that each cloud 

),,( iiii NTS 
 
has a compact cube denoted by 

iC , and the cloud can be embedded in the cube 

compactly. The volume of a cube 
iC  is equal to the norm of three sides. 

 

iiii NTC                                                   (3) 

 

Equation (3) is computable and easy to calculate. As long as the formula (3) is used to 

calculate the size of each cloud, then the formulae (2) can be used to estimate the size of the 

"big data". In this way, we can give an intuitive measurement of the size of the "big data". 
 

3. SEVERAL TYPICAL PARADIGMS FOR INDUSTRIAL BIG DATA CLUSTER 
 

In the industrial fields, we should not only be able to reasonably estimate the size of the data 
cloud, but also grasp the approaches of solving technical issues with the data cloud. Generally, 

the big data clusters are often widely used in three different kinds of occasions: fusion calculation 

so as to improve accuracy for calculations and to use all usable information for statistics 

inference; model correction so as to provide a more basis for prediction and support decision 
making; information compensation so as to bridge over gaps between fragment information. The 

role of big data cluster is different in some different application fields[7-9]. Correspondingly, the 

paradigm is also different. 
 

3.1. Paradigm of Fusion Calculation 
 
In industrial production, there are quite a large number of data information forming a piece of 

data cloud floating over the factory, such as the changing production process, raw material ratio 

data, production environment monitoring data, working condition data, and the data collected by 
various sensors continuously. These multi-source heterogeneous data form various types of data 

clouds. If these data clouds overlap, the overlapping data clouds can give us valuable 

measurement information of objects from different perspectives. Making full use of overlapping 

data clouds is helpful for us to improve the accuracy of calculation results. 
 

Data fusion is one of the important ways of big data application. Intuitive understanding is that 

different data can bring different information. Combing together these data, quite a lot of 
information can be integrated together, which is helpful to eliminate errors and to correct 

prejudices. In this way, we get more and more accurate results and approximate correct 

inferences. In other words, data fusion technology is an information processing technology which 
is used to analyse various observations under certain criteria so as to complete the required 
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decision- making and evaluation tasks. Data fusion has achieved amazing development in the 
past ten years and has entered many different application areas. 

 

In a big data environment, not every floating data cloud can participate in fusion. Data fusion is a 

purposeful activity. The data cloud that can participate in the fusion must be consistent in time, 
space, or object connotation. At the very least, if a data cloud can participate in fusion, it must be 

able to overlap after time traversal or space translation. 

 
There are quite a lot of approaches for big data fusion. For example, for data layer fusion, the 

more widely used methods include least squares adjustment, etc.; for information layer and 

decision layer fusion, if all sheets of the floating data clouds }{ iS  are independent, we may use 

the Bayesian inference and stochastic decision making: 
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where B is the event to be inferred.  

 

3.2. Paradigm of Model Correction 
 

Because of its large size, big data makes it difficult for conventional statistical methods and 
conventional computer data processing software to work. The combination of machine learning, 

big data and artificial intelligence is a measure to solve the difficult problem of big data 

application. 
 

This section describes a data modelling logic that combines big data with transfer learning shown 

in Fig. 2: 
 

 
 

Figure 2. Prediction and Decision Based on Big Data Transfer Learning 

 
The advantage of the above paradigm based on big data transfer learning is that the learning 

process is completed in the cloud chip. Due to the relative consistency of the data structure in the 
cloud chip, the learning process is relatively simple and easy to implement; the data of other 
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cloud chips is used to verify the learning model And perfection to ensure the inheritance and 
usability of knowledge and models. 

 

Applying big data analysis technology to specific industrial big data, the above paradigm can 

ensure that the big data application process is understandable and interpretable 
 

3.3. Paradigm of Information Compensation 
 

Big data is a cluster of large amounts of data. Big data has a wide range of sources, that is, 

multiple sources. The biggest advantage is that it can give us the opportunity to understand 

objects from different perspectives. 
 

Regular-scale data gives us insight into several sides of things or objects, rather than overall 

impressions, similar to six blind people touching an elephant. Everyone just touches the shape of 
one side of the elephant. Multi-source heterogeneous data big data can be used to fill the 

information gaps of the untouched parts. 

 
Based on this consideration, the fourth typical application paradigm of big data is the filling and 

repair of information gaps. Specifically, a map   is suitably constructed from the data cloud to 

the feature subspace: 

 

 S：                                                    (4) 

 

This map has the following properties: if the big data cloud sheet 
iS contains the information of 

interest, then  )( iS ; otherwise,  )( iS , an empty set. What we want to do is to find all 

the cloud sheets mapped to the non-empty sets from the big data cloud sheet shown in Fig.3. 

 

 
 

Figure 3. Mapping from big data to feature space 

 

Obviously, if the phase space union of the big data clouds can cover the entire feature space of 

interest, we can use big data to achieve a complete understanding of the feature of interest. 
Otherwise, even if the volume of big data is large enough, it will not be possible to fully 

understand the changes in features from the big data cloud. 
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This paradigm stated above is helpful for us to adopt a problem-driven approach to delete or 
reduce unnecessary data blocks to achieve big data compression. 

 

4. CONCLUSIONS 
 

This paper intuitively proposes the concept of big data cloud and the 3M definition of cloud-
based big data. 3M definition of big data is more suitable for industrial big data than 4V, which 

can fully reflect the time persistence, spatial distribution and source diversity of industrial big 

data. Moreover, 3M definition creates conditions for quantifying the "big" of big data. Based on 
3M definition, this paper establishes a big data measure index based on the cloud compact cube 

volume for industrial big data, which has guiding significance and reference value for quantifying 

the size of big data. 

 
On the basis of proposing big data cloud and measurement index, this paper establishes three 

typical application paradigms around typical applications of industrial big data, including the 

fusion calculation paradigm, the model correction paradigm and the information compensation 
paradigm, etc. These three typical application paradigms cover the basic form of the big data 

applications in the industrial field, which is helpful for systematically grasping the methods and 

approaches of industrial big data application. 
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ABSTRACT 

 

Technological advancement has brought many the convenience that the society used to lack, 

but unnoticed by many, a population neglected through the age of technology has been the 

visually impaired population. The visually impaired population has grown through ages with as 
much desire as everyone else to adventure but lack the confidence and support to do so. Time 

has transported society to a new phase condensed in big data, but to the visually impaired 

population, this quick-pace living lifestyle, along with the unpredictable natural disaster and 

COVID-19 pandemic, has dropped them deeper into a feeling of disconnection from the 

society. Our application uses the global positioning system to support the visually impaired in 

independent navigation, alerts them in face of natural disasters, and reminds them to sanitize 

their devices during the COVID-19 pandemic. 

 

KEYWORDS 

 

Geo-based navigation assistance, machine learning, mobile computing 
 

1. INTRODUCTION 

 

The advancement of technology has long been praised and cheered on as a significant 

accomplishment or representation of progress made for the convenience of the entire human race. 
However, as stairs are built toward the fancy and quick-paced future that we all anticipate to 

witness, little did we notice that inconveniences are left behind to some neglected populations like 

the elderly population and the population with disabilities. Indeed, while technologies have 
contributed to the many’s well-being and revolutionized the future, it would be unfair to ignore 

how it has also widened the technological generation gap, where the elderly population falls 

behind to adopt to new technologies, and the [1] capacity-ability gap, where the population with 

disabilities feel challenged in face of technologies. [2] According to the Centers for Disease 
Control and Prevention’s Disability impacts All of Us infographic, 61 million adults in the United 

States live with some type of disability, which is, in fact, 1 in every 4 adults in the United 

States. Among them, about 3 million experience blindness and difficulty with seeing. Most 
importantly, as technologies enhance in this rapidly-evolving world, the visually-impaired are put 

in face with more problems in their daily life; they have trouble navigating around the ever-

changing city, looking for reading materials in Braille, and most importantly, gaining a sense of 
independence. Even worse, [4] a research conducted by Yan Wu’s team through questionnaires 

shows that while as much as 77% of survey participants appreciate the value provided by 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N09.html
https://doi.org/10.5121/csit.2021.110907
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technologies, only 23 % of responders own smartphones (due to restricted accessibility and 
insufficient financial supports) compared to the 76% of UK adults who own their own 

smartphones. This clearly indicates that despite the immense technological advancement in this 

society, the visually impaired population experience way less from this advancement and even 

lack the opportunity to get hands on these technologies that many claim to be the success. 
Therefore, to respond to the [3] World Health Organization’s call to “leave no one behind”, our 

application aims to guide the visually impaired population toward independence. 

 
Some of the systems that have been proposed to help the visually impaired with achieving a sense 

of independence are the mobility tools like white canes and the guide dogs. The visually- 

impaired people usually use the white cane to feel the changes on the surface of the pathway 
ahead of their steps. [5] By swinging the cane from one side to another in rhythm with their feet,  

the users will be able to find and be aware of the obstructions ahead of them. However, the 

effectiveness of the cane can be restricted when the cane breaks during a navigation, when poor 

weather or unfamiliar landmarks negatively influence its performance and, most importantly, 
when the person has to cross an intersection, considering that the white cane remains ineffective 

toward detecting vehicles in motion. In contrast, the guide dog, a trained pet for leading the 

visually impaired around obstacles, is aware of the danger imposed by the speeding vehicles and 
is thus a safer choice when it comes to crossing intersections. Indeed, according to The Benefits of 

Guide Dog Ownership by L. Whitmarsh, [6] guide dog is preferred by many for its mobility and 

companionship. However, a guide dog can be an unconvincing choice for many because it 
requires additional cares, training, and expenses on goods to feed it. While guide dog and white 

cane are the most common systems employed by the visually impaired, they only provide 

assistance in independent navigation but lack assistance in other forms. Another proposed system 

that has helped the visually impaired to achieve independence is the subscription to real- time 
agents in needs of assistance. The idea behind this is that the visually impaired population can 

receive assistance immediately through a touch of a button or a call through applications on 

smartphone or laptop. While this definitely provides more forms of assistance to the users other 
than on independent navigation, the expenses can be higher and the assistance would not be 

there to be accompanied with the user twenty-four-seven. In fact, some platforms would not work 

without internet access, providing inconveniences and restrictions in navigation when the user 

travels to locations with no internet and thus access to support. [7] Electronic glasses is another 
proposed system to help with not only the navigation of the user but in many other forms. In fact, 

its principle builds upon the capturing of real-time images through a camera and the displaying of 

these motions to the users’ sight, which basically allows the users to live in a world with clear 
vision. However, this piece of device is costly and not covered by medical insurances, so though 

many hope to experience vision with such advanced technology, the majority of them cannot 

afford it. Moreover, this device only works for those who are not completely blind, as it functions 
upon enhancing one’s vision by displaying processed images. 
 

In this paper, we follow the same line of research by assisting the visually impaired population 

to achieve a sense of independence through integration of software, hardware, and machine- 

learning. We have three goals to fulfill through this application: 
 

1. Save data of the number of obstructions detected by the device in a one hour walk done by a 

visually impaired person (frequency) with its corresponding longitude and latitude into a 

database. With such database and through machine-learning, we will be able to predict 

frequency at similar categorizes of location using the characteristics of the specific location 
and to understand the relationship between frequency and different interior layout better for 

designing the most traveling-friendly layout for the visually- impaired in the future. 
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2. Use frequency, longitude, and latitude to determine whether the user is indoor (in an 
enclosed space) or outdoor (at an open space) so that instructions can be sent to the users 

who are at an unsafe type of location, either an enclosed space or an open space, during the 

specific natural disaster. 
 

3. When reached a specific frequency, the user will be alerted to sanitize the device to avoid 

potential contact with Covid-19. 
 

Our method is inspired by our aims to understand what’s best for the visually impaired 
population but to also support this community during natural disasters and the COVID-19 

pandemic. There are some significant features on our application. First, our application is voiced 

by computer instead of human agents, allowing for a greater scale of flexibility and accessibility 

everywhere at any time. Second, our application covers functions outside of independent 
navigation like an alerting system during natural disasters, which contributes toward the 

independence of the visually impaired through different aspects of their life. Third, as a 

technology itself, our device acts as a potential bridge to close the capacity-ability gap between 
the visually impaired population and the society, and it also makes the positivity within the 

advancement of technology apparent to the visually impaired population. Therefore, we believe 

that this application will connect the visually impaired population closer to the society and 
encourage them to be more independent and confident. 
 

Experiments are performed to calculate and compare accuracies for determining the most 
appropriate machine learning model through the implementation of support vector learning (svm) 

and regression models. In the experiment, we tested different models through adjusting the 

regression model, polynomial parameters, and inputted data sets. 
 

The rest of the paper is arranged as follows: Section 2 provides the details on the challenges that 

the visually impaired population encounters; Section 3 proposes solutions in response to the 

challenges mentioned in Section 2; Section 4 discusses the relevant details about our process of 
experimentation, following by a presentation on related work in Section 5. Finally, Section 6 

offers the conclusion remarks, as well as pointing out the future work of this project. 
 

2. CHALLENGES 
 

A few technical challenges have been identified and listed as follows. We will present the 

solution in Section 3. 
 

2.1. Challenge 1: Unsafe and Exclusive Urban Design 
 

In today’s society, the layout of cities and the interior design of many buildings are planned and 

implemented to closely match with the major population’s aesthetic perception and their desire 

toward a sense of freshness. While the aesthetic within these designs brings pleasure to a great 
majority, a building’s exterior appearance in the society’s vision has unreasonably dominated 

over the many other factors that should’ve been more significant or, to be specific, safety and 

convenience. To the many who are blessed with clear vision and have the ability to navigate 
freely in spaces, the domination of appearance over safety and convenience in designs does not 

seem to be a problem. However, to the visually impaired population who have nothing to rely 

upon when navigating in an unfamiliar space and only spatial memory to rely upon in a familiar 

space, a simple yet safe interior layout design saves them time and decreases their risk of injury. 
The unsafe and inconvenient city design has been the major factor which discourages the visually 

impaired population to enjoy the same quality of life and to travel freely around a city, so a 

solution has to be proposed to create a more friendly environment for the independent navigation 
of the visually impaired population. 
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2.2. Challenge 2: Lack of Preparedness and Communication in Emergency 

Situation 
 
Humans are usually alerted about dangerous presences through their five senses - sight, hearing, 

smell, taste, and touch. During unexpected natural disasters, those nearest to the situation observe 

the danger to make judgement about what to do next while those who live farther away yet will 

possibly be impacted receive warnings on smart devices to prepare ahead of time. The visually 
impaired population, however, lack information to make judgments in face of the sudden onset of 

natural disasters or to prepare for such situations due to their vision loss, so a solution has to be 

proposed to take their community’s safety into consideration during such crises. 
 

2.3. Challenge 3: Sanitization During and After the Pandemic 
 
The emergence of COVID-19, also known as the coronavirus disease, is a disease that leads to 

symptoms like dry cough, fever, and tiredness. Though this pandemic has introduced challenges 

to everyone, newly enforced rules like social distancing and the adjustments newly made to many 
markets have been particularly tough for the visually impaired population to adapt. [8] According 

to an article from The Conversation, a public media source in the United Kingdom, the changes 

in operation in markets has created difficulties for the visually impaired individuals to navigate 
using a spatial map and that social distancing has been difficult for them to employ in some 

situation due to their vision loss or inability to notice when people are walking overly close to 

them. [9] Moreover, the World Health Organization (WHO) mentions that the visually impaired 

population are potentially at a greater risk to contract COVID-19 due to their need to frequently 
touch items near them for directions during navigation. To limit the spread of COVID-19 in the 

visually impaired community and the whole society for a more immediate end to this pandemic, a 

solution must be proposed to guide the visually impaired population about the best method of 
navigation during this time and to develop procedures for limiting the chance of being exposed to 

COVID-19. 
 

3. SOLUTION 

 

3.1. Overview to the Solution 
 

The application has been implemented using MIT App Inventor, and it is carefully developed to 
serve as a multi-functional platform to support the visually impaired population in navigations, 

during natural disasters, and in the midst of the COVID-19 pandemic. The application intends to 

take all aspects into consideration when it provides features like QR code login, locative marker 
placement, vibration when detected obstacles, alert in face of disasters, GPS-frequency 

database, and sanitization reminder. 
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Figure 1. Overview of the solution 

 

 
 

Figure 2. Overview of the solution (Flowchart) 
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 3.2. QR Code Login System 
 

Since the traditional login procedure of typing username and password can provide 

inconvenience to the visually impaired users and leads to reduced user experience, our 
application intends to prevent such inconvenience by allowing logins through QR codes. After 

the user signs up for an account, they can shake the smartphone to activate the QR code login 

system, which allows them to directly scan the code to login. The system also comes with voice 
guidance, which will provide feedback in response to successful login, allowing communication 

to happen directly between the application itself and the visually impaired users. 
 

 
Figure 3. QR Code Login System 

 

In our application, the Global Positioning System (GPS) is employed and used to display the 

user’s current location on a map and in text. Longitude, latitude, and a detailed line of address are 
also displayed on screen after occurrences of new rounds of syncing. Through Bluetooth 

connection, this application can also connect to a smart cane which performs vital tasks like 

vibration in detection of obstructions and marker placement. The device -smart cane- itself is 

built using a proximity sensor, some wires, and a button from the Arduino kit. Shown in Figure 4, 
a proximity sensor is mounted near the tip of the smart cane to detect the surrounding or, 

specifically, the path before the user. Whenever the proximity sensor finds an obstruction that can 

distract and change the user’s planned path for navigation, it will send a signal to the vibration 
motor to vibrate and through it, alert the user to change direction. Shown in Figure 2, the 

detection of an obstruction will also increment the frequency value displayed in the application 

by one, keeping a record of the frequency or how many times a visually impaired population 
would have its device detect an obstruction ahead of steps at different locations. Last but not 

least, the device has a button mounted on the very top. Whenever the button is pressed, a tiny red 

pin will be placed on the map. This can help the many users on the platform to mark and share 

locations that are inconvenient or unpleasant to navigate near at. 
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Figure 4. Global Positioning System 

 

 3.3. GPS Coordinate 
 

Our application encourages the users to navigate freely and, indeed, safely. With the global 

positioning system, the application accompanies the user on their road and requests consent to 

save their GPS coordinates with the device’s corresponding acquired frequency at a specific 
location into a database. This will eventually produce a large database that can map out the 

locations that are more friendly for the visually impaired population to navigate nearby and, most 

importantly, raises the society’s awareness toward making the environment more convenient and 
welcoming to every population, which would thus encourage entrepreneurs in the future to learn 

from those locations that succeed in making their spaces inclusive and accepting to everyone. 
 

 3.4. Natural Disaster Alert System 
 

The frequency, along with the current longitude and latitude of the user, perform vital roles in the 

alert system for natural disasters. During a natural disaster, requests will be sent to the users’ 

device to request for their data on frequency and GPS coordinate. With such information, services 

behind the calls will be able to make announcements and assign more personalized procedures to 
self-protect based on where the user is at and what resources are accessible near them. 
 

 3.5. COVID-19 Sanitization Reminder 
 

Tracking frequency within the application also assists with the function of reminding the user to 
sanitize the device during the time of COVID-19 pandemic. Whenever a specific value of 

frequency is reached that the device has a high risk of having the virus on its surface, the 

sanitize button will light up on the application’s home page while a voice will be played to 
remind the user to sanitize the device for minimizing the chance of contracting COVID-19. 
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 3.6. Machine-learning 
 

Dummy data were generated for machine learning in our program for testing and figuring out the 

most appropriate machine learning model through the use of svm and regression algorithms for 
the following three cases: 
 

• use latitude, longitude, and the three categories of locations (home, store, park) to predict 

frequency. 
 

• use longitude, latitude, and frequency to predict between the three categories of locations 
(home, store, park). 

 

• use frequency to predict whether a user should sanitize the device. 
 

4. EXPERIMENT 

 

To evaluate the accuracy of the application’s algorithms, we experimented with the different 
models, parameters, and data set features to find the most accurate machine learning model. The 

first experiment was conducted to find a machine learning model that best describes the 

relationship between the user’s GPS Coordinates and the frequency of which an obstruction will 

be detected by the user’s device in a one hour walk. This experiment evaluates and compares the 
accuracy of the three machine learning models created with 1000 datasets with different 

polynomial parameters. The second experiment, otherwise, is conducted with the intake of 1000 

datasets with different set features to find a machine learning model that best predicts the user’s 
presence in one of the three categories of locations (home, park, store). Lastly, the third 

experiment also consumes 1000 data sets with different set features for the purpose of predicting 

whether the user should sanitize their device at times. In each of the three experiments, the 
accuracy of different models is calculated and compared among each other to find the best 

representation in each that executes the most accurate prediction. 
 

For experiment 1, machine learning models with different polynomial parameters were applied to 

the same data set to find out which model would produce the most accurate algorithm. A linear 
model, along with polynomial models with parameter 2, 5, and 7, are compared together to 

evaluate the model that produces the most accuracy. 
 

 
Figure 5. polynomial parameters influence on the model 
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The results of experiment 1 reveals neither being linear or polynomial nor changing the 
polynomial parameters influence the accuracy of the model. Shown in Figure 5, the accuracy of 

the linear model, along with that of the polynomial model with parameters of 2, 5, and 7, are all at 

a value of 0.87 or a percentage of 87%. 

 
In experiment 2, three machine learning models that differ by their data sets are compared among 

each other for determining the one that is most accurate at predicting. The three models take in 

datasets of longitude, latitude, and frequency in different combinations, with the first model 
intaking three inputs (longitude, latitude, frequency), the second model intaking two inputs 

(longitude, latitude), and the third model intaking a single input (frequency). 

 

 

 
Figure 6. data sets influence on models. Figure 7: different data sets influence on four models. 

 

The results of experiment 2 reveals that the accuracy for intaking the full data set which contains 

longitude, latitude, and frequency is slightly lower than that when intaking a single dataset of 
frequency, as the accuracy for model 1 is shown to be at a value of 0.94 or a percentage of 94 % 

while that of model 3 is a value of 0.95 or a percentage of 95% . Amongst the three models, 

however, the model that intakes two inputs (longitude and latitude) differ the most and produces 
the least accuracy to a value of about 0.48 or 48%. [Figure 6] 

 

A total of four machine learning models with different data sets are compared against each other 

in experiment 3, in which the first model is created with two inputs (longitude, latitude), the 
second model with one single input of the three categories of location (home, park, or store), the 

third model with one single input of frequency, and the fourth with a full dataset of four inputs 

(longitude, latitude, frequency, categories of location). 
 

The results of experiment 3 reveals that, like what happened in experiment 2, an increasing 

amount of intake dataset positively influences the accuracy of its model only in some cases. To 
support, Figure 7 displays the model with the most input (Figure 7 Feature Set 4) - longitude, 

latitude, frequency, and categories of location - as having the highest accuracy in a decimal of 

0.98 and a percentage of 98 %. However, it is also significant to notice that the model producing 

the lowest accuracy is the one with intake of two inputs (Figure 7 Feature Set 1) instead of intake 
of one single input. To be specific, the model with longitude and latitude as the only inputs 

produces an accuracy in decimal of approximately 0.57 and in a percentage of 57%, which is 

significantly lower than that produced by the models with one single intake in inputs or, to 
emphasize, an accuracy of greater than a value of 0.8 or percentage of 80%. Lastly, the 

comparison of accuracy between model 2 and model 3 in Figure 7 emphasizes the difference in 
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the accuracy of the same amount of input but different input or, in other words, between 
predicting based on a single input of the three categories of location from model 2 and based on a 

single input of frequency from model 3. To compare, the machine learning model with frequency 

as its input has a higher accuracy in decimal of 0.96 or percentage of 96 % than the machine 

model with categories of location as its single input, which has a lower accuracy of 0.84 in 
value and 84% in percentage. [Figure 7] 

 

5. RELATED WORK 

 
J. M. Loomis [10] emphasized the system of spatial display, including but not limited to body 

pointing, HPI-speech, virtual-tone display, and virtual-speech display, to be an effective system 

for navigational purpose of the visually-impaired population and proposed that virtual-speech 

display, regardless of its blockage toward environmental sounds, performs the best in leading to 
the fastest mean travel times and is rated subjectively as the top among the virtual displays used 

during the study. 

 
A. Helal [11] proposed a navigation system called Drishti for the visually impaired population 

through the integration of hardware like wearable computers and software built with a web of 

technological components such as spatial database and map server. Similar to our application, 
Drishti provides a significant amount of guidance to the user through voice support and addresses 

their needs thro[Figure 5]ugh the active use of a digital map with GPS. Drishti readily involves 

the navigational features to support the visually impaired population, but our application extends 

support to disaster alert and the prevention of COVID-19. 
 

I.Ulrich [12] proposed a navigation device called GuideCane to guide the visually impaired 

population during independent navigation. GuideCane is built with a cane on a wheel, and it 
implements a steering servo motor with an ultrasonic sensor for the main functionality to operate, 

which is to guide the users away from hazards and obstacles through the steering commands. 

While GuideCane performs its navigational feature on a wheel, our device operates on its own 
and is lighter and can be more portable for the users to bring everywhere for navigation. 

 

6. CONCLUSION AND FUTURE WORK 
 

In conclusion, our application integrates with a Bluetooth-enabled device to encourage the 
visually impaired population to navigate independently, alert and guide them in natural disasters, 

and remind them to sanitize their devices during the pandemic. In our experiments, we tested trials 

of different machine learning models which differ by regression model, polynomial parameter, 
and inputted data sets. The first experimentation results show that since adjusting the regression 

model or polynomial parameter does not change the accuracy of the prediction at all, it’s proper 

to just use a linear regression model to train and test for making predictions on frequency based 

on longitude, latitude, and the three categories of locations (home, park, store). The second and 
third experimentation results show that the machine learning model that intakes one single data 

set of frequency will predict among the three categories of locations the best and that the machine 

learning model that takes in the full data set of frequency, longitude, latitude, and the three 
categories of location will predict most accurately in whether or not to sanitize the device. The 

accuracy of each experiment when using the most appropriate machine learning model when 

making predictions all exists above 90% or a value of 0.90, suggesting that the application will 

run well and accurately to ensure a pleasant and convenient experience for the visually impaired 
population. 
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While our application exceeds the navigational feature and remains unique from other prototypes 
in that it encourages independence in other aspects, it also has some limitations. Since the 

application interacts with the user solely through voice, it cannot provide the population that is 

both visually impaired and hearing-impaired the same quality of support. In the future, we plan 

to improve the accuracy of the system by boosting the signal connections between the device and 
API, strengthen the practicality by decreasing the size of the bracelet, and enhance the 

optimization by adding a “help” button. We strongly believe that by following these measures, 

our alert system will be able to reach its full potential. 
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ABSTRACT 
 

Industry 4.0 technologies represent a new paradigm of integration of cyber-physical systems, 

information and communication solutions, with applications in many different domains. This 

topic has to date been vaguely explored in the realm of the social sciences; hence this study 
attempts to bridge this gap by investigating the challenges of innovation adoption, based on I4.0 

technologies, more specifically the factors affecting adoption decisions. This paper, based on 

previous adoption literature, aims to identify the barriers and benefits generated in the Supply 

Chain. Given the nature and novelty of the technology, whose adoption is the primary theme of 

this study, a systematic literature review was developed. The results present a framework that 

connects adoption factors, enabling technologies of I4.0, and benefits to the Supply Chain. The 

Model can be easily adapted to serve as a tool in the evaluation and selection of technological 

innovations to be adopted. 

 

KEYWORDS 
 

IoT, Supply Chain, Digital Transformation, I4.0, Adoption. 

 

1. INTRODUCTION 
 

The new Fourth Industrial Revolution, also known as Industry 4.0 (I4.0), is disrupting the way 

companies do business all around the world, where traditional manufacturing methods and 
production are undergoing digital transformation. The concept of Industry 4.0 was initially 

introduced in Germany in 2011 [19],referring to the integration of physical objects, human actors, 

intelligent machines, production lines and processes across organizational boundaries, with the 
aim of creating a system where processes are integrated and information is shared in real time 

[14]. The emergence of I4.0 is deeply rooted in the Third Industrial Revolution, characterized by 

rapid developments in information technology (IT), electronics and digitalization, where 

Advanced Manufacturing Technologies (AMTs) are at their core. AMTs can be described as 
computer-assisted technologies used to control and monitor manufacturing activities, providing 

greater flexibility, shorter production cycles, faster responses to changing market demands, better 

precision, and control of production processes [7]. IoT is revolutionizing the manufacturing 
industry and the consumption of goods; products that once were exclusively composed of 

mechanical and electrical parts are now becoming complex systems combining hardware, data 

storage, sensors, microprocessors, software, and connectivity in various formats. This is how the 
Internet of Things (IoT) is becoming widespread. Smart and connected products, enabled by 

major improvements in the processing of device miniaturization and wireless connectivity, are 

currently unleashing a new era of competition [25]. However, the wide spectrum of applications 

for the same technology can be, at the same time, an incentive and an obstacle to its adoption [5]. 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N09.html
https://doi.org/10.5121/csit.2021.110908
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The adoption of innovation is a complex process especially when the innovation or technology in 
question is incipient [26] and several authors talk about the benefits it can generate when 

overcoming technological challenges. However, none of these authors discussed the challenges of 

adoption in different environments and market segments where solutions may be applied. The 

lack of a model for studying the adoption of this technology led us to the elaboration of a 
structure that contemplates the several dimensions related to the adoption decision. Therefore, 

this study, through a Systematic Literature Review (SLR), aims to identify the factors that lead to 

the adoption of Enabling Technologies of Industry4.0 (I4.0 technologies) and the benefits that 
they bring to the Supply Chain (SC). The following sections comprise the research method, 

followed by SLR results, the proposition of a conceptual framework and final considerations. 

 

2. METHOD 
 

2.1. Research Planning and Keyword Identification 
 
This article adopts the methodology proposed in the stages of planning, execution and 

presentation of results obtained through this SLR [31]. The keywords selected represent the terms 

available in the literature of Industry 4.0 Technology Adoption in SC. The search for relevant 

articles was done through a keyword-combination process to identify the main study themes. The 
initial search utilized the keyword combination “Digital AND Transformation AND Adoption” to 

look for articles in the scope of our study objective. Subsequently, to expand the range of studies 

related to I4.0 technology adoption, a second search was carried out using the keyword 
combination “I4.0 AND Adoption”, resulting in a group of relevant articles primarily focused on 

the topic of adoption in the field of I4.0 technologies. Finally, a third search was undertaken 

using the keyword combination “IoT AND Supply AND Chain AND Adoption" resulting in a 
broad search, combining keywords that brought us the results outlined in the study objectives. 

 

2.2. Conducting the Search for Articles 
 

To systematically evaluate the presented theme in the literature, this analytical review process 

requires relevant articles on the topic [22]. Following this process, it is possible to identify the 
main relevant publications, trends on the topics being discussed and researched, as well as to 

evidence the gaps present in the literature [30]. This session presents the research protocol used 

as part of the strategy to identify relevant studies and the criteria for inclusion and exclusion of 

previously selected documents [17]. Initially, from reading the “abstracts” of the selected articles, 
it was found that those who had “adoption” as the main theme resulted in a group of relevant 

articles for the study. We applied a second selection process on this group of articles to identify 

the most relevant articles according to content (adoption barriers and benefits), results (adoption 
framework) and type of organizations (manufacturing companies, transport services and retail). 

 

3. RESULTS 
 

3.1. Results Presentation 
 

To have a detailed presentation of the study results, this section is structured in the following 
manner: 

 

● Descriptive Statistics Analysis 

● Content Analysis 

● Summary of Results 
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3.2. Descriptive Statistics Analysis 
 

Twenty-three (23) relevant articles were selected for this study after an analysis of ninety-three 

(93) abstracts from the articles found through the search using the three-keyword combination 
procedure. The 226 citations found in the 23 articles represent 41% of the total citation quote 

(556) between 2018 to 2020 (Figure 1). The evolution of citations for articles with “adoption” as 

a subject for the same period is show in Figure 2. 
 

 
 

Figure 1. Relevant papers according to number of citations 
 

 
 

Figure 2. Number of citations in articles with “Adoption” as a theme over time 

 
After a ranking process, the last prioritization selection was conducted to identify the ten (10) 

most relevant articles to the theme of this paper (Table 1) following the criteria below: 

 

a. Articles that present adoption frameworks. 
b. Articles that present factors and benefits of adoption. 

c. Articles that reference companies in the manufacturing, logistics services and retail 

sectors. 
 

Table 1. Selected articles and criteria 
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Figure3. outlines the complete research and selection methodology of articles used in this study. 
 

 
 

Figure 3. Research methodology 

 

3.2.1. List of Articles According to Keyword Combinations 
 

The list below presents the 93 articles found in the research process. 

Key Words Number of Articles

Digital AND Transformation AND Adoption 539

I4.0 AND Adoption 32

IoT AND Supply AND Chain AND Adoption 61

Total  632 Relevant Articles

Base for Research Scopus, Google Scholar

Key Words Number of Articles

Digital AND Transformation AND Adoption 71

I4.0 AND Adoption 11

IoT AND Supply AND Chain AND Adoption 14

Duplicated Articles 3

Total 93 Relevant Articles

Research Areas
Business, Management, Accounting, Economics, 

Econometrics and Finance

Criteria Content

Main Subject Adoption

Research Method Case Studies, Research and Literature Review

Region Brazil and Other Regions

Total 23 Relevant Articles

Criteria Content

Framework Adoption Framework

Factors Barriers and Benefits

Technologies IoT and Others

Activity Sector Manufacturing, Transport and Retail

Total 10 Relevant Articles

1 - Search Criteria

2 - Research Area

3 - Subject, Research Method and Region

4 - Factors, Technologies and Benefits
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Article Title Author Source

1 Moving towards digitalization: a multiple case study in manufacturing
Zangiacomi, A., Pessot, E., Fornasiero, R., Bertetti, M., 

Sacco, M. 
Production Planning and Control 31(2-3), pp. 143-157 

2
Organizational learning paths based upon industry 4.0 adoption: An 

empirical study with Brazilian manufacturers

Tortorella, G.L., Cawley Vergara, A.M., Garza-Reyes, 

J.A., Sawhney, R. 
International Journal of Production Economics 219, pp. 284-294 

3
Bringing it all back home? Backshoring of manufacturing activities and the 
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4
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Journal of Construction Engineering and Management
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30 Digital passengers: A great divide or emerging opportunity? Mayer, C. Journal of Airport Management
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32
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Niemelä, R., Pikkarainen, M., Ervasti, M., Reponen, J. Technological Forecasting and Social Change

33
To be or not to be digital, that is the question: Firm innovation and 
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Ferreira, J.J.M., Fernandes, C.I., Ferreira, F.A.F. Journal of Business Research

34 Industry 4.0 and capability development in manufacturing subsidiaries Szalavetz, A. Technological Forecasting and Social Change

35
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36
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48, pp. 154-168 

84 The Internet of Things (IoT) in retail: Bridging supply and demand 
Raman, S., Patwa, N., Niranjan, I., (...), Moorthy, K., 

Mehta, A. 

Journal of Retailing and Consumer Services 

48, pp. 154-169

85
Adoption of Internet of Things in India: A test of competing models using a 

structured equation modeling approach 

Mital, M., Chang, V., Choudhary, P., Papa, A., Pani, 

A.K. 

ITechnological Forecasting and Social Change 

136, pp. 339-346 

85 Impact of big data on supply chain management 
Raman, S., Patwa, N., Niranjan, I., (...), Moorthy, K., 

Mehta, A. 

International Journal of Logistics Research and Applications 

21(6), pp. 579-596 

86 Factors influencing the adoption of the internet of things in supply chains Yan, B., Jin, Z., Liu, L., Liu, S. Journal of Evolutionary Economics

87 Real-Time business data acquisition: How frequent is frequent enough? 
Townsend, M., Le Quoc, T., Kapoor, G., (...), Zhou, W., 

Piramuthu, S. 

Information and Management 

55(4), pp. 422-429 

88
The effect of "Internet of Things" on supply chain integration and 

performance: An organisational capability perspective 

Tsang, Y.P., Choy, K.L., Wu, C.H., (...), Lam, H.Y., 

Koo, P.S. 

Australasian Journal of Information Systems 

22

89
Internet of Things (IoT) in high-risk Environment, Health and Safety 

(EHS) industries: A comprehensive review 
Thibaud, M., Chi, H., Zhou, W., Piramuthu, S. 

 Decision Support Systems 

108, pp. 79-95 

90
An IoT-based cargo monitoring system for enhancing operational 

effectiveness under a cold chain environment 
International Journal of Engineering Business Management 

91
Examining potential benefits and challenges associated with the Internet of 

Things integration in supply chains 
Haddud, A., DeSouza, A., Khare, A., Lee, H. Journal of Manufacturing Technology Management

92
Impact of RFID technology on supply chain decisions with inventory 

inaccuracies 
Fan, T., Tao, F., Deng, S., Li, S. 

International Journal of Production Economics 

159, pp. 117-125 

93
 Integrated billing mechanisms in the Internet of Things to support 

information sharing and enable new business opportunities 
Uckelmann, D., Harrison, M.

International Journal of RF Technologies: Research and 

Applications 2(2), pp. 73-90 
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The 10 articles below form the basis of the SLR selected by prioritization criteria: 

 

 
 

3.2.2. Statistics of Adoption Factors, Technologies and Benefits 
 

As shown in Table 2, the results from the SLR found nineteen (19) factors impacting the adoption 
process. 

 
Table 2. Adoption factor per analyzed study (authors) 

 

Article Number Title Author Source

1
The adoption of Industry 4.0 technologies in SMEs: results of an 

international study 
Agostini, L., Nosella, A.  Management Decision

2 Organizational and managerial challenges in the path toward Industry 4.0 Agostini, L., Filippini, R. 
European Journal of Innovation Management 

22(3), pp. 406-421 

3
Perception or Capabilities? An Empirical Investigation of the Factors 

Influencing the Adoption of Social Media and Public Cloud in German SMEs
Hassan, S.S., Reuter, C., Bzhalava, L. International Journal of Innovation Management

4 The impact of Industry 4.0 implementation on supply chains
Ghadge, A., Er Kara, M., Moradlou, H., Goswami, 

M. 
Journal of Manufacturing Technology Management

5
To be or not to be digital, that is the question: Firm innovation and 

performance
Ferreira, J.J.M., Fernandes, C.I., Ferreira, F.A.F. Journal of Business Research

6
Technology adoption: Factors influencing the adoption decision of the 

internet of things in a business environment 
LOBO, F., VASCONCELLOS, E., & GUEDES, L. V. International Association for Management of Technology

7 Disruptive technology adoption, particularities of clustered firms
Molina-Morales, F.X., Martínez-Cháfer, L., 

Valiente-Bordanova, D. 
Entrepreneurship and Regional Development

8 Modeling the internet of things adoption barriers in food retail supply chains 
Kamble, S.S., Gunasekaran, A., Parekh, H., Joshi, 

S. 
International Journal of Production Research

9
Adoption of Internet of Things in India: A test of competing models using a 

structured equation modeling approach 

Mital , M., Chang, V., Choudhary , P., Papa, 

A., Pani , AK

ITechnological Forecasting and Social Change 

136, pp. 339-346 

10 Factors influencing the adoption of the internet of things in supply chains Yan, B., Jin, Z., Liu, L., Liu, S. Journal of Evolutionary Economics

Hassan, S.S., 

Reuter, C., 

Bzhalava, L. 

Kamble, S.S., 

Gunasekaran, A., 

Parekh, H., Joshi, 

S. 

Agostini, L., 

Nosella, A.  

Mital, M., Chang, 

V., Choudhary, 

P., Papa, A., 

Pani, A.K. 

Ghadge, A., Er 

Kara, M., 

Moradlou, H., 

Goswami, M. 

Agostini, L., 

Filippini, R. 

Ferreira, J.J.M., 

Fernandes, C.I., 

Ferreira, F.A.F. 

Molina-Morales, 

F.X., Martínez-

Cháfer, L., 

Valiente-

Bordanova, D. 

Yan, B., Jin, Z., 

Liu, L., Liu, S. 

Lobo, F., 

VASCONCELLO

S, E., & Guedes, 

L. V

Perception of Importance of Use x x

Perception of Easy of Use x

Encouragement of Use by Other Users x

Adopter's Profile x

Employee Skills x x x x

Innovation and Digital Culture x x x

Security and Privacy x x

Acquisition and Operating Costs  x x x x

Social Capital x x x

Management Support x x x

Absorptive Capacity x x x

Sector Activity x x

Market Demand x

Government Policies and Regulations x x x x

Standards and Validations x x x

IT Infrastructure x x

Systems Architecture, Integration and Compatibility x x x

Research and Development x

Data Management Quality x

ADOPTION FACTORS

AUTHORS
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Following a structural adaptation from the adoption framework by Lobo et al [18], the 19 factors 
were grouped into four (4) dimensional clusters according to their nature: “Human”, 

“Organizational”, “Political-Market” and “Technological”. Figure 4shows the 4 clusters and their 

respective adoption factors according to the frequency in which they appear in the studies. 

 

 
 

Figure 4. Frequency of factors per dimension 

 

3.3. Content Analysis 
 

In this section of the study, a content analysis is undertaken on the main adoption factors and 

benefits of I4.0 technology adoption based on the results drawn from the 10 articles of the SLR. 
 

3.3.1. Human Factors 

 

3.3.1.1. Perception of Importance of Technology Use 
 

The “Perception of Importance of Use” acts as a high-relevance factor in technology adoption 

[28], as decision-makers tend to adopt innovations that are deemed useful and consistent with the 
organizational configurations processes [29]. 

 

3.3.1.2. Perception of Ease of Technology Use 
 

The Technology Acceptance Model (TAM) [7] shows that individuals’ Perceived Usefulness 

(PU) of the technology and its Perceived Ease of Use (PEOU) impact the Behavioral Intention 
(BI) to use the technology. PEOU proved to be even more impactful than PU in the technology 

adoption process [31]. 

 

3.3.1.3. Encouragement of Technology Use by Other Users 
 

The studies using the TRA (Theory of Reasoned Action) Model and the “Physical and Behavioral 

Concept” [3], identified that the encouragement of technology use by other users, who also share 
the same perception, impacts the intended adoption and use of technologies [31].  
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3.3.1.4. Adopter’s Profile 
 

Factors related to personal characteristics of entrepreneurs, i.e. factors of non-economic nature, 

explain the adoption behavior of companies regarding digital processes [11]. More experienced 

entrepreneurs and managers have a lower propensity to adopt digital technologies; while female 
managers, graduates and university students are more prone to adopting these technologies [10]. 

Therefore, the “Adopter’s Profile” plays an important role in the adoption of I4.0 technologies.  

 

3.3.1.5. Employee Skills 
 

In the study conducted by Kamble et al [16], 12 categories were identified to impact I4.0 
technologies adoption, more specifically IoT. Among these 12 categories, one of the most 

relevant was human skills, which can influence the entire structure of the adoption process [16]. 

IoT systems require highly trained professionals to develop and implement practical applications 

[28]. Qualified employees in innovation processes, who have advanced innovation skills and 
understand the use of lean methods and Information and Communication Technologies (ICT), 

pave the way for the adoption of I4.0 technologies [1]. Moreover, training and professional 

development are essential in the initial stages of the transition to digitalization [1].  
 

3.3.2. Organizational Factors 

 

3.3.2.1. Innovation and Digital Culture 

 

Digital technology is changing business practice and organizational culture around the world. The 

convergence of modern digital technology, e.g. I4.0 technologies, is widely discussed as the next 
source of innovation and productivity in organizations. These are enabled by organizations’ 

capabilities and innovation resources [29]. The change in business ecosystems due to innovation 

profoundly influences operational models and structures, and management strategies to adapt and 
explore new challenges in this evolving landscape [12]. 

 

Early adopters of I4.0 technologies, who are highly oriented toward implementing early-stage 

technologies, that work in clusters, can also multiply the likelihood of adoption by 473.7 per cent. 
The grouping process in clusters generates tacit knowledge and exchange of high-quality 

information, hence promoting innovation [23]. 

 

3.3.2.2. Security and Privacy 

 

Given the existing threats in the virtual world, “Security and Privacy” are two of the most critical 
factors in the decision to adopt I4.0 technologies. Security is in danger in a network-based system 

due to threats of substitution by false data, access to confidential data and many other 

unauthorized intrusions that can paralyze networks [24]. Generally, companies internalize their 

security and privacy specifications, despite there being a lack of qualified competences and 
diversified capabilities related to the implementation of technologies beyond the scope of 

organizations’ operations [29]. Moreover, the uncertainties associated with security and privacy 

lead decision-makers in small and medium enterprises (SMEs) to be reluctant to adopt I4.0 
technologies or simply to ignore the potential benefit of these technologies for their businesses 

[8]. 

 

3.3.2.3. Acquisition and Operating Costs 

 

“Acquisition Costs” and un foreseen “Operating Costs” of I4.0 technologies are some of the most 

relevant factors in the adoption decision, mainly to SMEs, and in many cases can lead to a 
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rejection of the technology [21]. Operating costs should be considered as a high priority despite 
the upfront uncertainty of the magnitude of these costs, i.e. generally related to energy 

consumption, operations, and a long payback period. 

 

There is a critical risk related to the financial loss and irreversibility of investment [9]. 
Additionally, the implementation of IoT solutions requires advanced techniques and 

infrastructure support [16]. Therefore, SMEs due to limited financial resources are generally 

cautious with hidden costs and un accounted expenses, especially in the absence or shortage of 
skilled labor to operate new technologies [29]. 

 

3.3.2.4. Social Capital 
 

The successful adoption of I4.0 technologies often requires reliable cooperation, not only within 

the boundaries of the organization but also with external stakeholders [12]. Internal social capital 

represents the shared beliefs and values that allow individuals within an organization to work 
toward a common purpose, whereas external social capital involves the shared principles among 

external stakeholders along the SC. The impact of “Social Capital” in the adoption process is 

structured in 2 phases: digitalization of the business and transformation of the business network 
[17]. These 2 phases demand changes in the corporate culture, management of strategies and 

business model, as well as internal and external operations and relationships of the company. 

At a SC level, collaboration is fundamental in the implementation of I4.0 technologies that have 
vertical and horizontal integration at their core [17]. Internal social capital has a high impact on 

the decision-making process of I4.0 technology adoption among the different adopter levels: 

“beginners", “adopters " and “non-adopters”, whereas external social capital has a relevant 

impact only on “beginners” and “non-adopters” [1]. This is in line with the vision that the ability 
to effectively work in teams and leverage social contexts can contribute to the successful 

adoption of I4.0 technologies. To have a complete digital automation of the manufacturing 

process, covering both vertical and horizontal dimensions, employees are required to have an 
overall understanding of the organizational processes and information flows [12]. 

 

3.3.2.5. Management Support 
 
Organizational and managerial practices in the SC and company processes directly affect the 

adoption of I4.0 technologies. “Management Support” acts as a moderating factor in the 

relationship between investment, social capital, and adoption, where social capital acts as a 
catalyst in the adoption process [1]. According to the aforementioned 2-phase framework, where 

digitalization of the business and transformation of the business network are the desired 

outcomes, management support is required to facilitate this process through changes in the 
corporate culture, management of strategies and business model, and organization of internal and 

external operations and relationships [12]. To support adoption, managers should encourage 

employees to make sense of the benefits of taking on new responsibilities [15], support decision-

making, facilitate the reduction of hierarchical tiers and increase employee autonomy [1]. 
 

3.3.2.6. Absorptive Capacity 

 
“Absorptive Capacity” moderates the relationship between social capital and the adoption process 

[1]. When the absorptive capacity” is high in organizations, it directly affects the adoption of I4.0 

technologies [23]. Moreover, the "Exploratory Absorptive Capacity”, i.e. the ability of companies 
to profit from the external knowledge flows, enable companies inserted in a certain cluster to 

adopt disruptive technologies before other companies that do not have this capacity. Exploiting is 

seen as a company's ability to improve, expand, and use its existing routines, skills, and 

technologies to create something new based on transformed knowledge [23].  
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3.3.3. Political-Market Factors 
 

3.3.3.1. Activity Sector 
 

The “Activity Sector” factor has an impacting role in the adoption of I4.0 technologies, where 
generally the service sector is more susceptible to adoption than the manufacturing sector [11]. 

The scale of the organization also plays a role, since the adoption of certain technologies among 

SMEs is slower than in larger organizations, due to their limited resources [29]. 
 

3.3.3.2. Market Demand 
 
The “Market Demand” factor has a high impact on the adoption process since the perception of 

value held by end customers generates a positive demand spiral for new benefits that 

consequently become part of the standard service offered by the company. This, in turn, generates 

competitive pressure in the market. The more devices that generate data on the corporate network 
and connect themselves to cloud solutions, the greater the possibility of creating value to 

customers; hence developing a differentiating factor in the market [16]. 

 

3.3.3.3. Government Policies and Regulations 
 

The “Government Policies and Regulations” factor works as a key driver in the adoption process 
because legal information systems are needed in order to support the development and expansion 

of IoT in logistics and in Supply Chain Management (SCM); thereby enhancing the security 

standards to regulate operations. Government, institutions and organizations must work together 

to promote and support technological initiatives and solutions [16]. 
 

3.3.3.4. Standards and Validations 

 
The existence of market standards and the ability for solutions from multiple vendors to work 

interchangeably can facilitate the adoption decision [11]. Validations play an important role in 

the adoption process [16], due to the scarcity of research on multiple applications of I4.0 

technologies in industries. Due to the lack of standards, very few IoT technologies show clear 
returns on investment across the industry, which discourages SMEs in the adoption of innovative 

and disruptive technology [28]. 

 

3.3.4. Technological Factors 

 

3.3.4.1. IT Infrastructure 
 

“IT Infrastructure” is directly linked with the quality and data generation in the SC. It is therefore 

one of the main factors impacting the decision-making process of I4.0 technology adoption. Poor 

IT infrastructure and internet connectivity prove to be substantial barriers to digital 
transformation or adoption of these technologies [12]. The “IT Infrastructure” factor forms the 

core of I4.0 technologies use. The implementation of IoT solutions requires advanced skill sets 

and infrastructural support [16], which are scarce and proves to be a critical challenge for 
adoption [20]. 

 

3.3.4.2. Systems Architecture, Integration and Compatibility 
 

The “Systems Architecture, Integration and Compatibility” factor influences the adoption of I4.0 

technologies, hence its volatility requires special attention from adopters [18]. Integration and 
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compatibility issues have a significant impact on the adoption process of IoT technologies [16], 
as challenges in integrating IoT with existing legacy systems act as barriers to adoption [5]. 

 

3.3.4.3. Research and Development of Technologies & Data Management Quality 
 
The “Research and Development” and “Data Management Quality” factors show significant 

impact on adoption since insufficient research and development practices in I4.0, absence of IT 

infrastructure, low-quality data, lack of digital culture, and distrust from partners create barriers 
to those organizations trying to innovate [12]. 

 

3.4. Benefits 
 

The benefits of I4.0 technologies adoption herein presented are derived from the articles 

comprised in the SLR. Figure 5 displays the different technologies against their respective 
frequency of appearance in the 10 articles considered for this study. 

 

 
 

Figure 5. Frequency of technologies in studies 

 

In the context of adapted SC, the adoption of radio-frequency identification (RFID) and cloud 

computing, which enable greater visibility and agility throughout the SC, leads to cost reductions, 
stabilization of inventory levels and increase of order fulfillment. Due to efficiency gains, the 

adoption benefits associated with I4.0 technologies in the SC are irrefutable, brought about by 

cyber-physical systems, RFID, IoT technologies, cloud computing, big data analytics, and 
advanced robotics [12]. 

 

Through absorptive capacity, innovation becomes a joint action between members, where the 

different relationships between organizations promote not only trust and other shared norms and 
values, but also the transmission of tacit knowledge [23]. Moreover, the adoption of IoT in 

operations and in the SC offers commercial benefits, including improved operating processes, 

low risks and costs, and increased productivity. IoT facilitates the search for new organizational 
capabilities, from a management and control perspective [16]. The data gathered from the IoT 

systems provide decision-makers with new ideas about value proposition and value creation, 

thereby helping to strengthen the bond with customers and to adopt more efficient policies and 

effective business practices [27]. Through enhanced visibility, transparency, adaptation, 
flexibility and virtualization in SC [32], companies with the greatest innovation capacity 

experience increased global competitiveness, reduction in costs, increased market share and 

increased quality of services [11]. Figure 6 illustrates the benefits and their respective frequency 
of appearance in the SLR. 
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Figure 6. Frequency of benefits in studies 

 

3.5. Results 
 
The Framework below (Figure 7) displays the relationship, in a systematic fashion, between 

adoption factors, I4.0 technologies and the benefits yielded from adoption in the SC. 

 
Factors such as “Perception of Use”, “Perception of Ease of Use” and “Acquisition and Operating 

Costs” in AMTs directly affect the intention to adopt I4.0 technologies. Both “Internal and 

External Social Capital” are mediated by the “Management Support” and “Absorptive Capacity”. 
Additionally, “Systems Architecture”, “Standards and Validations”, “Integration and 

Compatibility”, and “Security and Privacy” are highly volatile and have an impact on one other, 

which may affect the adoption of technology. “Government Policies and Regulations” together 

with “IT Infrastructure” are determining factors of this adoption structure, forming the basis of 
integration of processes and performance.  

 

The benefits of I4.0 technology adoption in organizations lead us to reduced operating costs 
through increases in efficiency in the manufacturing and logistics processes. With a high level of 

process and IT integration in the SC, organizations can improve their market competitiveness. 

Finally, they can foster innovation along the SC due to collaboration and knowledge transfer.
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Figure 7. Adoption framework 

 

4. CONCLUSION 
 

The SLR demonstrated, through the results of relevant studies, that the existence or absence of 
impacting factors, as well as their intensity, affects the adoption of I4.0 technologies. As 

proposed in the objective of this work, the results from this study contribute to the academic 

literature related to I4.0 technology adoption by presenting a framework that integrates adoption 
factors, I4.0 technologies and benefits to the SC. The framework proposed in this study can be 

easily adapted to serve as a tool in the assessment and selection of technological innovations. 

This study paves the way for organizations in the adoption process of I4.0 technologies to 
understand the challenges related to the adoption factors and introduce the potential benefits that 

can add value to the SC, thereby guiding entrepreneurs in their digital transformation journey. 

 

5. LIMITATIONS AND FURTHER STUDIES 
 
This study has the following limitations: 

 

First: Despite the study showcasing a broad scope of technologies; several other enabling I4.0 
technologies did not take part in this study, e.g. Extended Reality, 3D Printing and Simulations. 

Further studies should also try to encompass these technologies. 

 

Second: Due to the broad approach of this study, the adoption process for specific technologies 
was not deeply explored. Further studies should steer the focus toward a specific technology. 
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ABSTRACT 
 

The digital age gives us access to a multitude of both information and mediums in which we can 

interpret information. A majority of the time, many people find interpreting such information 
difficult as the medium may not be as user friendly as possible. This project has examined the 

inquiry of how one can identify specific information in a given text based on a question. This 

inquiry is intended to streamline one's ability to determine the relevance of a given text relative 

to his objective. The project has an overall 80% success rate given 10 articles with three 

questions asked per article. This success rate indicates that this project is likely applicable to 

those who are asking for content level questions within an article. 

 

KEYWORDS 
 

Deep learning, question-answer engine, natural-language processing. 

 

1. INTRODUCTION 
 
The main topic concerning our project is Natural Language Processing (NLP) [1] [15]. NLP is 

defined as the relationship between computers and human language, but more specifically, in our 

case, NLP is how a computer interprets human language in textual form. We utilize NLP within 

the context of the answer engine by allowing the program to interpret the sentence in the text and 
compare that information to the information within the question. 

 

Natural Language Processing is an extremely important field of computer science because in 
order for us to be able to make any progression in AI development, we must first be able to 

understand language. An AI’s understanding of linguistics is an important requirement in being 

able to fully automate the workforce and will most likely be one of the final steps necessary to 

create fully functional and lifelike AI [2]. 
 

Natural Language Processing as well as Question Answer Engines [3] are the staple of future AI 

and deep learning programs [4] as they are the most vital algorithms that are going to be required 
for successful integration of AI. If an AI is unable to interpret natural linguistics, then any hope 

of being able to act more autonomously based on a user's command would be impossible. The 

entire premise of AI is to make the code more condense and make the actions more broad, which 
can only be done if the AI can successfully interpret what needs to be done 
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without the information being hard coded within its software. Question Answer algorithms are 
vital tests for deep learning and AI programs to test retention as well as the ability to process 

linguistics. Our ability to determine the successfulness of software without the need to deploy it 

is also equally important, and thus it is important that Question Answer Engines be developed to 

test the effectiveness of strategies that will be incorporated in deep learning and AI programs. 
 

Currently, there are a few approaches for combining NLP and question and answer algorithms. 

So far, the most successful algorithm is a deep learning [5] or AI approach. A good example of 
how successful this algorithm is the IBM Watson [6] [14], an advanced deep learning question 

and answer engine that also uses NLP to interpret its inputs. IBM Watson is the modern approach 

to this problem; it uses a deep learning software that is more accurate, memory efficient, and 
resistant to time complexity issues. This methodology is most likely the ideal approach to 

question and answering problems that require NLP, as it is much more efficient and also less 

naive. 

 
The other approaches used are built upon hardcoding the data derived from deep learning 

algorithms and the storing of such information in a library--a method that therefore suffers from 

even greater time and memory issues. 
 

There are multiple libraries, each with their own strengths and weaknesses. Word2Vec [7], the 

vectors developed by Google, are objectively the most reliable vector set. By combining this with 
a language comparison model like Gensim [8], its combination of NLP and question and answer 

can effectively return correct answers a majority of the time. 

 

Another option used is Spacy [9], which was developed by Stanford. The approach using Spacy 
is to match questions with possible answers using its NLP capability. A massive flaw this 

approach has is that the question and answer part of this approach is particularly weak due to 

Spacy’s lack of applicable data that can be derived using its software. Compared to the method 
above, it is less effective and also less accurate. NLTK--Python’s Natural Language Toolkit--is a 

library that is essentially a staple built-in NLP processor used by Python [10]. Much like with 

Spacy, there is a lack of robust question and answer capability. However, NLTK uses vectors 

instead of comparison, making it perhaps a little more accurate, but the effects are almost 
negligible. 

 

My project uses a vector system provided by Google, which is then used by a package called 
Genism that has a library full of possible English structures. This approach is a very brute force 

approach, which requires us to hard code all the possibilities, meaning packages like these are 

extremely large and rather ineffective for commercial use. Although our project works, it doesn’t 
have a decent time complexity nor is it memory. 

 

Initially, this project used Spacy in a naive approach to first interpret the question and the text 

and then compare the two results in another naive approach to question and answer. This yielded 
around a 60% accuracy rate, which, compared to the current 80, is much less. This can mostly be 

attributed to the amount of corner cases Spacy could not accurately interpret and compare, 

making the more broad option of using vectors and Gensim far better than Spacy. NLTK also 
would derive similar results to Spacy, making Gensim and Word2vec the best non-AI approach. 

 

Additionally, it should be noted that a deep learning approach that doesn’t need to derive its 
information from vast libraries would easily trump the success of all three naïve approaches. 

Comparatively, an AI algorithm makes the most sense in this scenario given the inherent 

complexity involved. 
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In testing our algorithms, there were ten articles with three separate questions, each meant to 
derive a specific part of text within the article. Each time, we would give the algorithm a question 

and an article, and it would then return a sentence. If the sentence matched the sentence that was 

interpreted to be correct, the algorithm would have been successful. The algorithm was successful 

in doing this around 80% of the time.  
 

2. CHALLENGES 
 

In order to create an application that can streamline one's ability to determine the relevance of a 
given text relative to his objective, a few challenges have been identified as follows. 

 

2.1. Challenge 1: 
 

When I first approached this problem, I initially used SVOs to match the sentences. However, 

this approach returned a multitude of errors when I encountered several special cases. Some 
sentences are structured in OVS, SVVO, and SVOO formats, which make them difficult to read. 

Furthermore, some sentences had multiple SVOs in them in convoluted patterns like SSVOO or 

SVVOO. There were too many deviations from the original SVO that the overall accuracy was 

rather low. Additionally, I was ignoring the prepositional phrases, which further decreased the 
accuracy. Ultimately, I switched to using Gensim, whereby I changed the approach, and rather 

than highlighting key words, I used all of the words to find the best match. 

 

2.2. Challenge 2: 
 

After I figured that a model for matching is the best way to go about answering my goal 
questions, I needed to use either a vector model or a NLP model to match the words. However, 

each matching algorithm was extremely different, and all were equally convoluted. Matching 

singular words didn’t work because the context that each model each word was in was different, 
which ultimately made it impossible for me to only match one word at a time, meaning that it was 

more difficult to find a model that didn’t define each word individually. Eventually, I found 

Gensim through trial and error and ended up using that.  
 

2.3. Challenge 3: 
 
The 3rd challenge I faced was a natural consequence of challenge 2: the inability to match words 

when using the model. After determining the best model, there was a lot of difficulty using that 

model to actually successfully match the words. The inputs for the words were difficult because 
splitting sentences was extremely difficult. Using Gensim solved this problem because we were 

able to match entire sentences with vectors in order to establish context. Overall, Gensim proved 

the best option, as it matched entire sentences. 
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3. SOLUTION 

 
The main goal of this solution is to match the question given with each sentence within the test to 
find the answer to the question. When working to achieve this goal, the first step is splitting the 

sentences within the test using Spacy’s sentence splitter. This is important because I couldn’t split 

sentences based on periods because of instances with a title like “Mr.” or an abbreviation. Spacy 

does this by reading through the sentence and establishing the context in which a period is found. 
If the period is found within a title, which involves a proper noun, it would skip over it. Spacy 

does this for a multitude of cases, which ultimately divides the sentences correctly. Step two is to 

input each sentence with the question to my spacyMatching file, which would naturally lead to 
execution of step three. Step three involves first initializing vectors so that Gensim has all the 

necessary parameters. We do this by downloading the vectors from the IDE, which then gives us 

a list of vectors, which we can’t interpret but Gensim can. These vectors are a specific list of a 
series of numbers that define a word based on context, which helps Gensim piece together the 

meaning of the sentence. These numbers are different for different vector lists, but Gensim can 

read Google’s list accurately. Step four is then to pass each sentence, question, and vector to 

Gensim, which then returns a number based on how closely these match one another. The greater 
the number, the greater the similarity. This occurs by comparing the various vectors in the 

sentence as well as the position of those vectors to achieve a number from 0 to 1, which we can 

then interpret as similarity. Step five is to rank these numbers with the relevant sentence and then 
return the requested number of top sentences in the order of similarity.   

 

I used the following imports in my code: Math, Gensim, En_core_web_sm (spacy model), Scipy, 

numpy, 
 

Flask, flask_cors, JSON, and Spacy. 
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Step 1 is splitting the sentences within the text. This is achieved by a list comprehension done by 
SPACY. Essentially, we run a for loop for each phrase that SPACY deems a sentence. 

 

 
 

Step 2 is sending the input sentences to spacyMatching. First, I initialized scores for later use as I 

needed to rank the sentences in step 5. This also helped me store the return values of step 4, 
which is the similarity ratings for the sentences. What we pass into the function of 

spacyMatching is our question, sentences, and a variable called wv, which stands for word 

vectors [11]. This is all the parameters needed for steps 3 and 4. 
 

 
 

Step 3 is initializing vectors for the matching algorithm. We do this simply by first interpreting 
the parameter that was imported in the file within step 2 and step 1, which we then use for the 

next two lines. The next two lines is where step 4 comes in and matches the two numbers. The 

next line gives us the actual similarity from the two that we use to match the sentences as the best 
way to quantify similarity is using an imported cosine function that helps derive the average 

difference between the two numbers. 

 

 
 

Step 4 is the actual matching, which was called in step 3. This step first splits the sentence into 
words and for each of those words, it first checks if it is our set of vectors (index2word_set). 

Then, if it is, we pass it through the model and add it to our feature vector variable and if not, we 

get rid of it. We then return the feature vector back to step 3. 
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Step 5 is ranking the sentences. This is done by simply first sorting our list of scores using 

lambda and then making a return list to make it easier to return in a readable form. 

 

 
 

4. EXPERIMENT 
 

My solution uses a pre-trained neural network that identifies similarity between two different 

sentences, in order to answer the question given within a piece of text. The first few approaches 
all utilized subject verb object pairs, only reaching up to a 60% success rate with fewer test cases, 

while the newer approach managed to reach an 80% success rate with more varied and difficult 

test cases. This newer version is better because we used a pre-trained neural network that was far 
more efficient as well as accurate due to the heightened abilities of AI. 

 

The results of my algorithm isolated a certain body of text given a question, hence increasing the 
speed at which someone can analyze the text by allowing them to ignore a large majority of an 

article, which they didn't need. Although the success rate was only 80%, many of those 20% of 

cases were extreme corner cases, which we wouldn’t see people normally asking. 

 
Summary: 30 Test Cases yielded in an 80% success rate. 

 

5. RELATED WORK 
 
Chapter from Capturing Intelligence, "From search engines to question answering systems—the 

problems of world knowledge, relevance, deduction and precisiation” by Lotfi A. Zadeh. 
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The first very clear instance of question answering engines in the world was the application of 
search engines, the most prominent one being Google. However, Google uses much more 

advanced algorithms to do this, not only using text relevance, but also systematical deduction, 

and other logical theories. Although the bases of both projects are similar, Google instead 

matches searches based on a vast network of data rather than a sole question. This allows 
Google’s results to be far more precise and accurate. Google has perfected its advanced Question 

Answer design, however one flaw is the vast amount of data this engine would require, 

obtainable by no more than two or three extremely large corporations [12]. 
 

“Improving chronological ordering of sentences extracted from multiple newspaper articles” by 

Naoaki Okazaki, et al. 
 

This research paper explores a different approach to Question Answering Engines using 

Information retrieval models, which are an alternative to NLP and matching. Since this is an 

entirely different approach, while it has the same input and output as my algorithm, it uses 
chronological ordering and probability to derive its results. It is likely that this algorithm is just as 

effective, or even more effective, than NLP. Indeed, according to the abstract, “ABRIR uses both 

a word index and a phrase index formed from combinations of two adjacent noun words. The 
effectiveness of these two methods was confirmed according to the NTCIR-4 Web test 

collection,” demonstrating that they most likely achieved a rather high accuracy result rate [13]. 

 
"Extracting Radiotherapy Treatment Details Using Neural Network-Based Natural Language 

Processing" by D.S. Bitterman, et al. 

 

This research paper explores the application of neural networks as well as natural language 
processing in extracting data from cancer treatments, specifically radiation therapy. Due to the 

lack of a robust NLP system that exists for this task, these researchers developed a neural 

network to extract data from reports and conglomerate them. This research displays that much 
  

like my research, many subjects and documents can be greatly enhanced through the applications 

of NLP in conjunction with neural networks, where my design helps find quotations for fields 

like debate and general writing, while their research creates a concise way to analyze radiation 
therapy data. Comparatively, their research application goes more specific and in depth than mine 

as they noted that, “neural networks achieved reasonable performance on RT [Radiation Therapy] 

detail extraction despite the small dataset and the highly specialized language,” whereas my 
research provides a general summary that will be unable to interpret more specialized datasets 

[16]. 

 
"Semantic Convolutional Neural Network model for Safe Business Investment by Using BERT" 

by Maryman Heidari, Setareh Rafatirad 

 

This research paper explores the applications of neural networks and semantic analysis in the 
realm of finances in both a response to the 2008 financial crisis and future real estate investment. 

Researchers used a semantic convolutional neural network to predict rent to offer a safe real 

estate investment, ideally to better those attempting to find affordable housing. In this instance, 
these researchers used semantic analysis contrary to my natural language processing, which 

although greatly related, semantic analysis is more geared to analysis of financial markets with a 

binary. Additionally, their research pulls from a much larger data pool, as they used a new public 
data set with over 5 million houses, allowing for their results to be more accurate and precise[17]. 
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6. CONCLUSION AND FUTURE WORK 
 
Essentially, I have created an algorithm that matches sentences and a question by similarity in 

order to answer the questions provided by the user. This can be comfortably integrated into any 

person’s day who seeks to quickly find the answer within a large article. The effectiveness of this 

algorithm is around 80%, which makes it usable, but not ideal. Overall, the algorithm works and 
helps people accurately identify sections of a passage that may contain the answers to their 

questions, which can help reduce time wasted on reading lengthy articles. 

 
The main problem with the algorithm is its lack of accuracy. A user would expect a very high 

level of accuracy to consistently use this, which poses a problem for this specific algorithm. From 

a practical standpoint, the runtime is also fairly long and rather inconsistent. Given that there is 

no cap to the data that can be currently inputted, it is plausible that a long document would render 
the algorithm untenable due to its inefficient runtime. Further work could possibly include an 

even greater level of AI incorporation where I would train a neural network with just the text and 

sentence desired to increase accuracy. 
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ABSTRACT 
 
Depth estimation has made great progress in the last few years due to its applications in 

robotics science and computer vision. Various methods have been developed and implemented 

to estimate the depth, without flickers and missing holes. Despite this progress, it is still one of 

the main challenges for researchers, especially for the video applications which have more 

difficulties such as the complexity of the neural network which affects the run time. Moreover to 

use such input like monocular video for depth estimation is considered an attractive idea, 

particularly for hand-held devices such as mobile phones, nowadays they are very popular for 

capturing pictures and videos. Here in this work, we focus on enhancing the existing consistent 

depth estimation for monocular videos approach to be with less usage of memory and with using 

less number of parameters without having a significant reduction in the quality of the depth 

estimation. 
 

KEYWORDS 
 

Monocular video, monocular depth estimation, deep learning, geometric consistency, 
lightweight network. 

 

1. INTRODUCTION 
 

Depth estimation of a monocular video presents an attractive point of research for computer 

vision, and is important for Robotics to provide the distance information needed for different 
applications, 3D reconstruction of scenes, augmented reality, and object detection. Nowadays, 

most of the research works are focusing on the unsupervised monocular depth estimation as most 

of the techniques produce a prediction of depth as a supervised problem and it requires a lot of 
ground truth depth data for training even for the depth estimation for a single image such as 

Eigen et al.[1,2] their technique as results have dense pixel depth estimation using a two deep 

neural network have trained on images and their corresponding depth values, Karsch et al. [3] 

tried to have a consistent image predictions by taking a copy from the whole depth images from a 
training data set. The problem in that technique is that it requires the whole training set to be 

available at the test time. All previous methods and the other supervised methods require a high 

quality, pixel aligned, ground truth depth data at the training time. But here we perform our work 
using a single depth estimation network and apply it on the video frames but as an unsupervised 

method as it needs a stereo color image, instead of ground truth depth during the training time. 

The Deep3D network of Xie et al. [4] is an unsupervised technique aiming to produce the 
corresponding right view from an input as a left image to be the context of binocular pairs. The 
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right image pixels as the results are a combination of the pixels on the same scan line from the 
left image which was the input, weighted by the probability of each disparity. The disadvantage 

of this technique is that increasing the number of disparity values leads to increase in memory 

consumption, which makes it difficult to apply on bigger data or bigger resolution. For depth 

estimation from a video is a challenging problem recently because of moving objects and camera 
pose ,that’s why the video depth estimation technique suffering from poorly textured areas, 

occlusions and repetitive patterns. The existing techniques for that purpose rely on motion 

segmentation and explicit motion modeling for the moving objects like [5]; Moreover now the 
one of the easiest ways to capture a video is by hand held camera phones which leads to more 

challenges such as high noise level ,lightening ,motion blur and shaking that’s why the existing 

method produce some errors in the depth estimation such as missing regions which make some 
white holes in the depth, in addition to it’s consider as an inconsistent geometry depth and 

flickering depth such as in figure [1] ,that’s why the geometrically consistent approaches have the 

best results and accurate ones but suffering from complexity and long test time as the The 

produced depth is flicker free and geometrically consistent throughout the input monocular video. 
For these reasons we have decided to enhance the Consistent Video Depth Estimation approach 

[6] by making that approach use less memory and lighter depth estimation network. 

 

2. CONSISTENT VIDEO DEPTH ESTIMATION 
 

The Consistent Video Depth Estimation approach produces a single image depth estimation and 

further improves the geometric consistency values of the depth estimation on the videos. It 

contains two phases : 
 

2.1. Pre-processing 
 

In that phase the approach performs a traditional Structure from Motion (SfM) reconstruction 

using the open source software COLMAP [7] and using Mask R CNN [8] to detect people 

segmentation and remove these regions to make it more reliable for keypoint extraction and 
matching. This phase is important to provide accurate intrinsic and extrinsic camera parameters 

in addition to a sparse point cloud reconstruction. 

 

2.2. Test-time Training 
 

In that phase what happens is that the approach takes two frames randomly and then have their 
depth images after processing them to a single depth estimation network and usually the results of 

that network will have some flickers. Moreover, it calculate the camera pose using COLMAP [7] 

, then assume we have a point on an image then the approach will find the corresponding point in 
the other frame using Optical Flow and re project the two point in a 3-D scene and here this 

process break down into two components, 1) re project the a point to another camera and 

calculate the distance on image plane and 2) re project a two points along the Z axis and compute 

the difference. Because of the depth is inconsistent there will be a distance between the two point 
in the 3-D scene which called geometric losses as Spatial Loss for distance between the two 

points in the screen space and Disparity Loss for the distance between the two points in the depth 

space. 
 

For these losses the depth is inconsistent so the approach takes the two losses and fine tune the 

initial single depth estimation network by back propagation at the test time for all pairs of frames. 
Finally the approach will estimate a sharper and geometric consistent depth which will be very 

accurate and better than before.  
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2.3. Geometric Losses 
 

This approach has two geometric losses as the following if we assume we have a given frame 

pair(i,j) so: 
 

(1) 

 

Where the flow displaced point is, 𝑓
𝑖→𝑗(𝑥) the depth reprojected point 𝑝

𝑖→𝑗(𝑥)   . so the image space 

loss (1) indicates the distance in the image space between the flow displaced point and the depth 

reprojected point. 

 

(2) 

 

Where 𝑢i is the frame’s focal length, the z components are scalar z components from a 3D point 

in the frame's camera coordinate system. 
 

The Total loss is a combination of both losses for all pixels: 

 

(3) 

 

Where λ=0.1 is a balancing coefficient. 
 

2.4. Optimization 
 
That approach takes the geometric loss between the frames and fine-tunes the initial depth 

estimation network using the standard back propagation. 

 
Having the parameters of this network using a pre-trained network for depth estimation allows 

the approach to transfer the knowledge to produce the depth map on the images that are already 

considered as challenging for traditional geometric based reconstruction. This approach fine tune 

using 20 epochs for all experiments. 
 

3. PYD-NET 
 

It's a lightweight network called Pyramidal Depth Network (PyD-Net) [9], when we train it in an 
unsupervised method, it represents a high accuracy in that field. 

 

If we compare that model after training to the others, this model is about 94% smaller as it can 

even work on CPUs without reducing the accuracy slightly, it requires limited resources only. 
Moreover, the PyD-Net can be deployed even on embedded devices, such as the Raspberry Pi 3, 

allowing to have depth with low number of parameters using less than 150 MB memory available 

at test time because the other approaches count a huge number of parameters and thus require a 
large amount of memory For Example with the VGG model [19], counts 31 million parameters, 

however in the Pyd-net number of parameters reach to 2 Millions of parameters. Which makes 

Pyd-net more efficient for low power devices or CPUs. 
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3.1. The Architecture 
 

The PyD-Net architecture in Figure 2, as it contains a pyramid of features coming from the input 

image and at each level of that pyramid a network build depth. The features which they proceed 
are sampled to the upper level to refine the estimation, up to the highest one. 

 

 
 

Figure 2. Pydnet architecture 
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3.2. Pyramidal Features Extractor 
 

It’s a small encoder made by [10], made of 12 convolutional layers. At full resolution, the first 

level of the pyramid is produced by the first layer by applying convolutions with stride 2 
followed by a second convolutional layer. By having the same technique for each level the 

resolution is reached to the lowest resolution at the highest level ,the total number of levels is 6 

levels, from L1 to L6, corresponding respectively to the image resolution from 1/2 to 1/64 of the 
original input size. 

 

Every down sampling module builds a number of extracted features, respectively 16, 32, 64, 96, 

128, and 192,and each convolutional layer deploys 3×3 kernels and is followed by a ReLU with 
α= 0.2. 

 

3.3. Depth Decoders and Upsampling 
 

There is a decoder at the highest level of the pyramid, the decoder made of 4 convolutional 

layers, producing respectively 96, 64, 32 and 8 feature maps. 
 

This decoder has two purposes: 1) to produce a depth map at the current resolution, by means of 

sigmoid operator, and 2) to pass the features which processing to the next level in the pyramid, by 
means of a 2×2 deconvolution with stride 2 which increases by a factor 2 the spatial resolution. 

 

The next level matches the features extracted from the input frame with the features which are 
sampled and processes them with a new decoder, repeating this procedure up to the highest 

resolution level. 

 

Each convolutional layer uses 3×3 kernels, leaky ReLU activations, just the last one followed by 
a Sigmoid activation for normalizing the outputs. This design makes at each scale the PyD-Net to 

learn to produce depth at full resolution. 

 

4. MONODEPTH 
 

A new training method made by C. Godard, O. Mac Aodha, and G. J. Brostow[11] for enabling 

the convolutional neural network to learn to make a single image depth estimation , with the 

absence of ground truth depth data. Using the epipolar geometry constraints, the method 
generates disparity images by training the network with an image reconstruction loss. That is why 

it is considered as a new training loss which enforces consistency between the disparities 

estimated according to the left and right images, which leads to to improve the performance and 
robustness compared to the existing techniques. This method has state of the art results for 

monocular depth estimation when it is trained on the KITTI driving dataset, and even better than 

the supervised methods which have been trained on ground truth depth. 

 

4.1. Sampling Strategies 
 
Sampling strategies for backward mapping as in figure [3] here which originally in [11]. With 

naive sampling the CNN generates a disparity map of the right image from the left image and the 

disparity map aligned with the right image which is the target. 
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Figure 3 

 

But the output should be the disparity map of the left image which considered as the input 

therefore the network has to sample it from the right image that’s why the second strategy which 
is No LR is to train the network to produce the left view from the right image and creating a 

disparity map aligned to left view but at that strategy there are some errors like exhibit ‘texture-

copy’ artifacts at depth discontinuities and as a solution for that the approach has to be trained to 

produce disparity maps for both right and left views by sampling it from the opposite input 
image. It requires only one image during the test time as the left view but in training time needs 

the right view image too .Enforcing the consistency for both disparity maps like that leads to 

better accuracy. 
 

4.2. The Network Architecture 
 
The architecture here by Disp-Net [12], with some modifications to train with the absence of 

ground truth data .The network contains two main parts: an encoder and decoder. The decoder 

uses a technique called skip connections [13] from the encoder’s activation blocks, it helps for 
high resolution details. The output predictions contain four scales (disparity 4 to disparity 1); it is 

going to be doubled in spatial resolution at every subsequent scale. Moreover, it only takes a 

single image as input, the network produces two disparity maps at every output scale left to right 
and right to left. 

 

4.3. Training Loss 
 

The loss  𝐶𝑠 here calculated at each outer scale s, the  𝐶𝑠 has a three parts 

 

(3) 
 

Where 𝐶𝑎𝑝  to make the reconstructed image to similar to the corresponding training input image , 

𝑎𝑝 𝐶𝑑𝑠  for the smooth disparities, and 𝐶𝑙𝑟  to make the produced left and right disparities 

consistency. 
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 (4) 

this equation (4) for reconstruction error calculating the difference between the original image 𝐼 

and the warped one𝐼 by using SSIM [14]. 

 

(5) 

 

 

Equation (5) for disparity smoothness, it tries to make the disparities to be locally smooth on the 
disparity gradients ∂. 

 

(6) 
Equation (6) represents the Left Right Disparity Consistency Loss as the approach trying to 

produce more accurate disparity maps, the training of the network to produce both the left and 

right image maps, however the only input is the left view to the network. 
 

At test time, the disparity for the left image 𝑑𝑙, it has the same resolution as the input image. 

While estimating the right disparity 𝑑𝑟  during training, it is not used at test time. Using the 

camera baseline and focal length from the training set, the approach converts the disparity map to 
a depth map. 

 

5. EXPERIMENT 
 

Our Experiment is to enhance Consistent Video Depth Estimation approach by changing the 
initial depth estimation for single image in that approach to be more lighter and use less memory, 

so we decided to use a lightweight architecture for network which we chose to be the Pyd-net 

architecture[9] as it has the ability to enable such an accurate and unsupervised monocular depth 
estimation with very limited resource requirements, but it needs a framework to train with, 

therefore we used Monodepth framework[11] for training as it has better results even than the 

supervised methods that have been trained with ground truth daat. After testing the pretrained 

network we succeeded to integrate the network in the Consistent Video Depth Estimation 
approach and run the model in test time and observe the fine tuning process as it used 20 epochs 

for fine tuning, then we evaluated the results, tested on hand-held videos and compared. 

 

5.1. Dataset 
 

KITTI dataset [15] as it has been recorded from a moving platform while driving in and around 
Karlsruhe, Germany. Using KITTI Split which contains contain 30,159 images almost 175 GB, 

we keep 29,000 for training and the rest for evaluation .we used unlabeled stereo pairs of images 

as according to the approach we are using for training, we need at the training phase to have right 
and left view, but in test time we need just one image. 
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Example from the KITTI dataset of a stereo image the upper one  

is right view and the below one is the left view 

 

5.2. Implementation 
 

We implemented our work in Pytorch [16] ,therefore we had to reimplement the whole 
architecture of Pydnet into Pytorch as it is official as tensorflow. We also had to implement the 

framework of Monodepth in Pytorch and train it. We use the specifications of Novosibirsk State 

University for training, we used a GeForce GTX TITAN X GM200 as GPU, trained using 200 
epochs with a batch size of 12 and using Adam optimizer [17] and the loss during training shown 

in figure [4]. 

 

 
 

Figure 4. Train loss during training for 200 epochs. 
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5.3. Evaluation Metrics 
 

To compare with the previous methods we use the popular Evaluation metrics for comparison 

several errors from prior works such as [18] and we used these metrics: SQ_REL:Relative 
squared error,ABS_REL: Relative absolute error ,RMSE: Root mean squared error of the inverse 

depth and RMSE (log) 

 

5.4. Results 
 

For the visual results we didn’t notice a significant difference between our results after the 
modification and the previous results even with our videos which are shown in figure [5], figure 

[6]. 

 

 
 

 
 

Figure 5. a test video frames from the previous work , the upper frame and its depth is using the existing 

approach , the below frame and its depth is using the approach after enhancement. 
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For Quantitative results we compared using the evaluations metrics between our modification and 
two from the previous models for depth estimation approaches ,shown in table [1]:  

 
Table 1: comparison of depth Models which are all trained and evaluated on KittiRAW 

 

Model ABS_REL SQ_REL RMSE RMSE (log) 

Ours 0.149 1.250 5.464 0.228 

Monodepth2 0.132 1.042 5.138 0.210 

Fast depth 0.317 13.325 10.207 0.384 

 
We noticed that our modification has very close numbers to the Monodepth 2 [21] the better than 

fast depth [20], however it have a significant difference in the memory usage as we have done an 

experiment to compare the memory usage, we have noticed that Monodepth2 using 0.95 GB of 
memory at the test time and Monodepth without any modifications using 2.14 GB at test time, in 

the other hand our modification with Pyd-net uses less than 150 MB for all experiments. Which is 

considered as a one step to make the Consistent Video Depth Estimation faster and lighter so it 
can be applied on cell phones or low power devices. Moreover we observed the geometric loss 

during the test time in that approach after modifying it and we noticed that the geometric loss 

values before and after modifications were in the same range between 0.2 and 0.8, which means 

that the new initial depth network did not cause more geometric loss than before. 
 

6. CONCLUSION 
 

In this research, we have proposed a new modification for the Consistent Video Depth Estimation 
approach which uses a huge of memory at the test time, therefore we have reduced that amount 

by changing the initial depth estimation network for a single image in that approach with a new 

one enhanced by a lightweight architecture can be used for low power devices and mobile phones 

which is Pyd-net. After testing, the results showed that there is no significant difference in the 
depth quality, however there is a significant difference in the memory usage at the test time. The 

future work is to try to focus more on the geometric consistency to make it less complex and 

lighter which can make the approach in future lighter to work on mobile phones or low power 
devices. 
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ABSTRACT 
 

Drowsy driving is lethal- 793 died from accidents related to drowsy driving and 91000 

accidents related to drowsy driving occurred [1]. However, drowsy driving and accidents 

related to drowsy driving are preventable. In this paper, we address the problem through an 

application that uses artificial intelligence to detect the eye openness of the user. The 

application can detect the eyes of the user via computer vision. Based on the user’s eye 
openness and frequencies, the sleepy driving condition can be inferred by this application. We 

applied our application to actual driving environments on the highway, both day and night, as 

well as within a normal control situation using a qualitative evaluation approach. The result 

shows that it is 88% effective during the day and 75% effective during nighttime. This result 

reveals effectiveness and accuracy of detection during daytime application under controlled 

testing, which is more flexible and efficient comparing to previous works. Effectiveness and 

accuracy for nighttime detection and detections with the presence of other distractions can be 

further improved. 

 

KEYWORDS 
 

Drowsy driving, Mobile Application, Artificial Intelligence, Driving Safety. 

 

1. INTRODUCTION 
 
Drowsy driving, as simple as it sounds, is driving while sleepy [10, 11, 12]. Drowsy driving is an 

acute problem. It can occur with any driver of any age group around the world, affecting millions 

even if they are not behind the wheel. The Centers for Diseases control and Prevention (CDC) 
once estimated that 1 in 25 adult drivers report having fallen asleep while driving in the previous 

30 days [1]. Drowsy Driving often ends in accidents with a variety of effects: car crash, injury, 

destruction of interstates and roads, and in the worst-case scenarios, death. In fact, the National 

Highway Transportation Safety Authority estimated that there were 72,000 crashes, 44,000 
injuries, and 800 deaths related to drowsy driving in 2013, and some believe even this is 

underestimated [2]. In California alone, in 2016, 2% of traffic accident deaths were caused by 

drowsy driving [3]. Each one of these numbers represent human lives, and there are ways to 
prevent all these avoidable injuries and deaths. Those who are injured badly by car accidents 

often end up in the ICU, which is even more dangerous during the Coronavirus Pandemic. When 

people are sleepy behind the wheel, they tend to display certain eye patterns that are 
recognizable. With a functioning app that can detect and notify the user of drowsy driving, many 

lives could be saved.  

 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N09.html
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There are not many technological techniques to detect drowsy driving. However, the most 
advised technique for drivers to prevent drowsy driving is to rest well before driving and stop 

driving immediately when feeling drowsiness; this method has many flaws since many people do 

not have enough conscientiousness to first consider rest. For example, most drivers would not 

want to rest in the middle of a trip. Other examples would be commercial drivers whose job is to 
drive for most of their days. There are different methods developed by universities, such as the 

research conducted by H.J Dikkers and M.A. Spaans from Delft University of Technology [6, 

13]. Their research conducted on drowsy driving detection depended on facial expression 
detection. Facial expression detection requires three steps of detection, which are: Facedetection, 

Facial expression data extraction, and facial expression classification [4]. Although this method 

can be extremely accurate, it was tested on a computer with an old-style recording camera. The 
results were accurately collected but have never been projected onto the UI of a mobile 

application. Their method has never been tested on a modern-day cell phone and is too complex 

to run in real time on a phone, so is therefore not suitable as a mobile phone app. Also, the 

algorithm required facial expression detection, which means that facial hair or face coverings on 
the subject’s face may produce inaccurate or false results, which is extremely unhelpful during 

Covid-19.  

 
In this paper, we present a new approach to detect and curb drowsy driving. Our goal is to 

develop an application with an algorithm that would use the detection of eye openness to 

determine if the driver is driving under drowsy conditions. The method we have developed relies 
on the collaboration of Google Firebase’s eye detection algorithm. This algorithm was written in 

Dart language and utilizes the Flutter Camera package plug in to access the phone’s face cam [14, 

15]. When the user clicks the start button of the application, the algorithm is programmed to 

automatically take 10 photos per second. All the pictures taken are analyzed with Google 
Firebase’s eye openness detection. The Google firebase eye detection can detect the eye openness 

of a subject and returns a value from 0 to 1 based on how much their eyes are open (0 means 

closed, while 1 means open). Based on the information returned by Google firebase, we can make 
calculations of the value returned by Google Firebase to determine if the driver is driving while 

drowsy. The algorithm determines when to notify the user that they are sleepy through a 

specifically designed calculation, which will be discussed in the next section. There are some 

good features present in the algorithm of this current app. First, the algorithm detects eye 
openness without relying on facial expression. This would be extremely helpful because facial 

hair and other face coverings may affect the accuracy of results or return a false result to the user. 

Second, this method has a complex algorithm (a multiple step calculation shown in the third 
section) to determine if the driver is drowsy when driving. This ensures the data is returned 

accurately and there are no false alarms [9]. 

 
To evaluate the accuracy of our method, we tested the accuracy of the application’s design within 

different situations that drivers can experience in real life. The factors that we decided to test 

include Day time without glasses vs with glasses, nighttime without glasses vs with glasses, 

shade without glass and with glass, location of the phone glass vs without glass. Within each trial, 
we observed if the detection would trigger a warning. The results of these real-time detection 

proves to be effective overall. 

 
The rest of the paper is organized as follows: Section Two gives the details on the challenges that 

we met during the experiment and while designing the sample; Section Three focuses on the 

details of our solutions corresponding to the challenges mentioned in Section Two; Section Four 
presents the relevant details of the experiment, followed by the related work in Section Five. 

Finally, Section Six gives concluding remarks, as well as the future work of this project. 
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2. CHALLENGES 
 
A few challenges arose while developing this application, as follows. 

 

2.1. Which Part of the Face to Detect  
 

There are multiple parts of our face we can monitor for drowsy driving, such as eyes, mouth, 

facial expression, or all of them. Each detection has its own benefits and downsides. We can use 
eyes because if we close our eyes too frequently or our eye openness becomes too small, we can 

assume the user is tired. We can also use facial expression because when people are tired, they 

tend to have certain facial expressions. It would be an extremely accurate detection if we could 

use all the mechanisms concurrently, yet we are developing an application that runs on a cell 
phone so the algorithm cannot be overly complicated such as could be run on a computer. Each 

type of detection has its downside, e.g., you cannot determine the drowsiness of a user through 

eye detection if the driver is wearing sunglasses [4]. 
 

2.2. Unprecedented Challenges 
 
An algorithm that can accurately detect drowsy driving is the key to developing a successful 

application. But there are not many previous works or methods from which we may gain insight. 

All previously published works involved data analyzed on a computer, not a smartphone. These 
previous apps were never intended to be an algorithm used by a phone application. We are trying 

to develop an application that runs on a phone in which the app’s algorithm correctly detects and 

warns the user of drowsy driving, so we are coming up with our own unique algorithm suitable to 

run on a phone. We were also faced with the challenge of how the app would be able to gather 
data constantly and automatically from the user through the phone’s camera.  

 

2.3. Designing an Effective Algorithm 
 

As stated earlier, the core of the application is an effective and accurate algorithm. There are 

many different algorithms we can implement for this app. However, since this app is going to be 
used on real roads by real drivers, there are many unpredictable factors that we need to consider. 

We also need to determine what is the most effective way to gather data from the user and how to 

calculate a value to determine if the user is sleepy. We will need an extremely effective and 
accurate way of collecting data on the user’s face movements. We also need to consider the most 

accurate algorithm to determine when to notify the user. 

 

3. METHODOLOGY 
 
An overview of the system is presented in Figure 1. The user would first have to choose a sound 

(input) they would like to play for the detection (input by user). Then when the user starts the 

detection, the phone’s face camera would gather the value for each of the eyes with the help of 
Google firebase eye detection. After gathering the data of the user’s eyes, the algorithm would 

then determine if the value collected is considered closed or open. Then the value would be 

passed on to two calculations. One for the eye opened, one for the eye closed. The calculated 
value would then determine when the notification sound would be played. At the same time, a 

timer also records how long the user has been detecting. While detecting, the user can choose to 

pause the detection at any time. When the detection is done, the user interface would display the 

overall status of the user- in this case sleepy or not- and the time they have been using the 
detection.   
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Figure 1. Schematic of system 

 

 
 

Figure 2. System in use 

 

[image 1] Note the progress bar, first calculation. 

[image 2] Note that nothing shows in the progress bar, eyes are open, second calculation is 
conducted. 

[image 3] Progress bar more than halfway, which means “closed_to_total” is greater than 0.5, 

notification sound is played. 
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3.1. Camera 
 

To be able to collect the user's eye value, we need to use the user's face cam to get the value. We 

were able to do this by first implementing a camera package. First, we add camera to the 
pubspace.yaml file. Then we import the camera package. Finally, we set up the camera, so the 

camera usage of this app is through the face camera.  
 

 
 

Figure 3. Set up 

 

 
 

Figure 4.  Set up code 

 

3.2.  GoogleFirebase (ML core) 
 
We implemented Google firebase face detection. The face detection can return values for the 

user’s eyes positions and eye openness. For this application, we need the data collection of the 

eye openness value. We allow the app to retract eye openness values of the user by adding 
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Google-service.json file to the app’s source (src) folder, which would enable us to use its face 
recognition service. We need another class file specifically in the lib folder along with other 

codes in order for the Google-service.json file to work perfectly alongside of other aspects of the 

app and to implement a face detector. After adding the Google-service.json file, we were able to 

utilize and design an AI eye detection system with the help of basic Google firebase face 
recognition system. The picture below is how we utilized the face detection code originally given 

and added in some of our codes to retrieve the eye value. With this code, the app can work 

perfectly with other parts of the program: 
 

 
 

Figure 5. Adding code to retrieve eye values 

 

The AI face detector will be used alongside later in many places. The image above is the basic 

codes of the face detector.  

 

3.3. Detection Algorithm 
 
The most important part of this app is the detection algorithm. We show all the logic gates that 

would trigger the system to notify the user being sleepy. The previous two sections (Camera and 

Google Firebase) are just setting up the basics for this detection. This part is when we put 

everything together. To be able to run the detection well, we need to first set the camera to be 
able to continuously take pictures and for the Google firebase to detect the face. The camera is 

automatically set to take one picture every minute during detection. The detection begins with the 

algorithm taking one image of the user. If nothing goes wrong with taking the image, the 
algorithm will go on and construct a path to store the image in a temporary directory and then use 

the path-provider plugin (plugin for finding commonly used locations on the filesystem) to locate 

it [5]. Then, the new image path taken would be stored and the old image path deleted. After the 
image has been temporarily stored in the path, the face detector mentioned previously would 

determine if there are any faces. If there are, then it would retrieve the user’s eye value. Then, the 



Computer Science & Information Technology (CS & IT)                                   123 

 

eye value retrieved would be entered into the following calculation. We defined any value below 
0.3 as sleepy. If the eye value is smaller than 0.3, a variable named “closed_to_total” starting 

with an initial value of 0 would be going through this formula:  

 

 
 

The calculation is done this way because we would like the progress bar (shown below) to 

increase not linearly or exponentially. This is designed to quickly notify the user if the detection 
detects that he/she is sleepy. If the retrieved eye value is greater than 0.3, then the following 

calculation would be conducted:  

 

 
 

This would decrease the progress bar much slower than when the bar is increasing. It is done this 
way to let the user go to rest quickly and let the notification sound keep playing. The 

“closed_to_total”variable determines when the app would play a notification sound. If the 

“closed_to_total”value is greater than 0.5, then the notification sound would be played. The 
sound would keep playing(as a loop) unless closed_to_total is smaller than 0.5. The image below 

shows the user interfaces when the first calculation is conducted and when the second calculation 

is conducted. It also shows when the notification sound is played.  
 

 
 

Figure 6. code for “closed_to_total” values and sound notification 
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3.4. AI and algorithm integration 
 

As shown above, we used artificial intelligence eye and face recognition to first detect the face 

currently in the camera’s frame and the eye values on the face. After the AI face recognition 
retrieves the eye’s data, we use these data and put them through the calculation and decide when 

to notify the user of being sleepy.  

 

4. EXPERIMENT 
 

To evaluate the accuracy of our method, we decided to conduct experiments in real-life driving 

situations. We decided to test the accuracy of this application’s design in many situations that 

drivers can experience in real life. The factors that we decided to experiment include Day time 
Without Glasses vs Glasses, Nighttime Without Glasses vs Glasses, Shade Without glass and 

with glass, location of the phone glass vs without glass. For the first three experiments, the phone 

is set up at 70 cm from the tester (just as the image below) while for experiment four, the phone 
is set up at 87cm from the user. Within each trial, we are going to see if the detection would 

trigger a warning. The accuracy of each detection would be determined as follow: if the test 

subject’s eyes are closed and no alarms have sounded, then the accuracy is 0%. But if the test 

subject’s eyes are open and the alarm goes off, then the accuracy level is 100%. For example, if 
the detection is done accurately three times out of the four times, it would be a 75% accuracy. 

The following is the result experiment accuracy data is as follows:  88% effective during day 

time and 75% effective during night time. Here is a picture of the experiment set up: 
 

 
 

Figure 7. Experiment set up 

 

4.1. Experiment on Daytime Facing Sun Without Glasses Vs With Glasses 
 

For this experiment, the glass used in the experiment is an ordinary correctional lens. We are 

facing the sun during this experiment and sitting in the car. We decide the accuracy of the 

algorithm through a simple test: if I close my eyes and no alarms, then the accuracy is 0%. But if 
I close my eyes and the alarm goes off, then the accuracy level is 100%. The following is the 

result experiment accuracy data is as follow: 
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Figure 8. Data table for Experiment 1 

 

 
 

Figure 9. Accuracy rate of detection: Daytime 

 

Based on the results, we can see this algorithm has a 100% accuracy when detecting during 

daytime with no glasses and a 75% accuracy rate with glasses. The overall accuracy rate for 
daytime detection when facing the sun is 88%.  

 

4.2.Experiment on night without Glasses vs Glasses 
 

For this experiment, the glass used in the experiment is an ordinary correctional lens. We 

conducted this experiment during nighttime and sitting in the car. We decide the accuracy of the 
algorithm through a simple test: if I close my eyes and no alarms have sounded, then the accuracy 

is 0%. But if I close my eyes and the alarm goes off, then the accuracy level is 100%. The 

following is the result experiment accuracy data is as follow: 
 

 
 

Figure 10. Data table for Experiment 2 
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Figure 11. Bar chart of nighttime accuracy 

 

Based on the results, we can see this algorithm at night has a 100% accuracy with no glasses and 
a 50% accuracy rate with glasses. The overall accuracy rate at night is 75%.  

 

4.3. Experiment on Sunshade with and Without Glass 

 

For this experiment, the glass used in the experiment is an ordinary correctional lens. Our backs 

are facing the sun during this experiment and sitting in the car. We decide the accuracy of the 
algorithm through a simple test: if I close my eyes and no alarms have sounded, then the accuracy 

is 0%. But if I close my eyes and the alarm goes off, then the accuracy level is 100%. The 

following is the resulting experiment accuracy data: 

 

 
 

Figure 12. Data table for Experiment 3 

 



Computer Science & Information Technology (CS & IT)                                   127 

 

 
 

Figure 13. Bar chart of daytime accuracy (not facing sun) 

 

Based on the results, we can see the algorithm has a 100% accuracy when detecting during the 
daytime with no glasses and a 50% accuracy rate with glasses. The overall accuracy rate for 

daytime detection when our back is facing the sun is 75%. 

 

4.4.Experiment on Phone at a Further Distance and Glasses 
 

For this experiment, we have decided to place the phone 87 cm from the user’s eyes. (In the 
previous three experiments, the phone was placed 70cm from the user.) This experiment is 

conducted under daytime conditions with the sun facing from the back and with variables of 

wearing and not wearing glasses. The experiment is conducted in a car. We decide the accuracy 

of the algorithm through a simple test: if I close my eyes and no alarms have sounded, then the 
accuracy is 0%. But if I close my eyes and the alarm goes off, then the accuracy level is 100%. 

The following is the resulting experiment accuracy data: 

 

 
 

Figure14. Data table for Experiment 4 
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Figure 15. Bar chart of daytime accuracy (phone 87cm from user) 

 

Based on the results, we can see the algorithm has a 75% accuracy when placed at 87 cm from 

the eyes with no glasses and a 25% accuracy rate with glasses under the same conditions. The 
overall accuracy rate for daytime detection when the phone is placed at 87cm is 50%. 

 

In conclusion, our method proves to be effective overall. But under certain conditions, the 
algorithm is not effective. We can improve the algorithm’s accuracy under certain conditions, 

especially nighttime detection. One of the uncontrollable factors is light reflection on the user’s 

glasses. Another uncontrollable variable that can improve the efficiency is setting the phone 
closer to the user; this is up to the user. In general, our approach to solving this problem is proven 

to be effective within different experimental conditions. 

 

5. RELATED WORK 
 
Dikkers, et al. present using Face Recognition system for Driver Vigilance Monitoring. Dikkers, 

et al. use facial expression to detect drowsy driving. They use many similar methods as ours, 

including data extraction. One aspect that was different was that they tested their algorithm based 
on facial expressions. Their methods have not been tested in real-life situations and haven't 

proved to be runnable on mobile applications [6]. 

 

Assari, M.A. and M. Rahmati present using infrared lights to first clear out the visual interference 
such as darkness or light reflections and use facial expression detection algorithms on the face in 

the video frame. This method of using infrared light is smartly done. They have also tested their 

model in real-life situations [7]. 
 

Xu, L. et al. presented a solution using the percentage of eyelid closure to detect drowsy driving. 

They relied on factors including blink time and blink rate. The methodology contains many other 

factors compared to ours and employs different calculations to determine what is considered 
sleepy. Their methodologies have been tested in real-life situations and on a mobile application 

[8]. 

 
 

 

 



Computer Science & Information Technology (CS & IT)                                   129 

 

6. CONCLUSION AND FUTURE WORK 
 
In conclusion, we were looking for a solution for drowsy driving through an app that uses an 

algorithm that can accurately and effectively detect drowsy driving or sleepiness based on the 

user’s eyes that is optimizable on a modern-day smartphone. We decided to use Google firebase’s 

face recognition algorithm and tweak it to extract the eye data from the user. We would then use 
the eye detector algorithm we developed to extract data from the user's eye. When the value is 

returned, it is passed down into a chain of calculations to determine if the alarm should go off. 

We applied this method to four different experiments that are closely related to four scenarios 
drivers would most likely encounter in real-life driving situations. The experiment results show 

promising accuracy for most conditions but there are also places for improvement. Therefore, our 

model can apply to everyday life and benefit a lot of people. Anyone from any age group can use 

our solution to prevent drowsy driving. In the future, we would improve the accuracy for 
detection when wearing glasses. The method stated in the paper can also be applied in 

interdisciplinary studies relating to drowsy driving, including behavioral science. Other scientists 

can utilize this model to further improve the current method of drowsy driving detection. 
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Abstract

In a prior paper we introduced a new symmetric key encryption scheme called Short Key Random
Encryption Machine (SKREM), for which we claimed excellent security guarantees. In this paper we
present and brie�y discuss how some other cryptographic applications besides plain text encryption
can bene�t from the same security guarantees. We task ourselves with and succeed in showing how
Secure Coin Flipping, Cryptographic Hashing, Zero-Leaked-Knowledge Authentication and Autho-
rization and a Digital Signature scheme which can be employed on a block-chain, can all be achieved
using SKREM-like ciphers, bene�ting from their security guarantees. We also brie�y recap SKREM-
like ciphers and the core traits which make them so secure. The realizations of the above applications
are novel because they do not involve public key cryptography. Furthermore, the security of SKREM-
like ciphers is not based on hardness of some algebraic operations, thus not opening them up to
speci�c quantum computing attacks.

Keywords: Symmetric Key Encryption, Provable Security, One Time Pad, Zero Knowledge, Cryptographic
Commit Protocol, Secure Coin Flipping, Authentication, Authorization, Cryptographic Hash, Digital Signature,
Chaos Machine

1 Introduction

So far, most encryption schemes able to serve Secure Coin Flipping, Zero-Knowledge
Authentication and Digital Signatures, have relied on public key cryptography, which in
turn relies on the hardness of prime factorization or some algebraic operation in general.
Prime Factorization, in turn, has been shown to be vulnerable to attacks by a quantum
computer (see [1]). In [2] we introduced a novel symmetric key encryption scheme, which
does not rely on hardness of algebraic operations for its security guarantees.

1.1 Prior work

The SKREM cipher was introduced in [2]. To the best of our knowledge no such
system has been proposed before or since. Nevertheless, we, the author, strongly suspect
that non-public research, by researchers such as Marius Zimand (see [3] and [4]) and
Leonid Levin (see [5]) might include something similar to SKREM. Nevertheless, to the
best of our knowledge, such research, if it exists, is still not public. Chaos Theory and
namely Chaos Machines, best described by Czyzewski in [6], can be employed as a black-
box subroutine in SKREM. The symmetric key cipher introduced in [2] is conjectured to
be provably unbreakable. This conjecture is intended to be an educated statement, not a
mere shot in the dark and we strongly believe a formal proof exists.

When benchmarking our current approach, we considered popular, well established
schemes and methods, such as RSA [7] for public key cryptography, AES (Rijndael) [8]
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for symmetric key encryption, Tang et. al [9] for cryptographic commit protocol, Di�e-
Hellman key exchange for secure coin �ipping [10], El Gamal [11] and Lamport [12] for
digital signatures. Additionally, we considered Elliptic-curve cryptography [13] and the
Kerberos authentication and authorization scheme [14].

All of the above, except Lamport and Kerberos which are general purpose methods
which can work over symmetric key ciphers, rely on the hardness of algebraic opera-
tions such as prime factoring or discreet logarithm which are known [1] and respectively
suspected by state actors like the NSA to be vulnerable to quantum computing attacks
[15].

The AES cipher itself relies on the hardness of a di�erent algebraic operation, namely
the �eld inverse. While it is not presently know to be vulnerable to quantum attacks,
its security claims remain unproven even with regards to a classical computer. Successful
practical attacks on reduced versions of AES have been developed [16]. Furthermore,
revelations connected with Edward Snowden suggest state actors like the NSA explore
using tau statistic to break the full AES itself [17] - and these might be successful.

The security of the methods proposed in this paper relies on the security of SKREM.
This in turn does not rely on hardness of any algebraic operation. Instead it relies on the
properties of sequences sampled in a truly random fashion to be algorithmically random
with high probability under a range of transformations. Concretely, it employs a technique
called entropy enhancement to increase the length of the secret key by absorbing bits from
a random sequence. It does so employing heavily the operation of indirection (memory
dereferencing) which is not algebraic: the implied transformation functions involved in
SKREM are thus di�erent for each source sequence and expected to be incompressible.
Furthermore, it is conjectured that none of them admits any regular structure, except
with negligible probability - being sampled essentially at random.

1.2 Overview of this paper

The rest of the paper is organized as follows. In Section 2 we recap the SKREM
cipher, its security claims and assumptions thereof, as well as formalize what is meant
by SKREM-like ciphers. In Section 3 we discuss how SKREM-like ciphers can be applied
to Secure Coin Flipping and Cryptographic Commit Protocol. In Section 4 we describe
how such ciphers can be used to compute secure cryptographic hashes. In Section 5 we
present Zero-Leaked-Knowledge Authentication and Authorization protocols over public
channels, based on SKREM-like ciphers. In Section 6 we discuss how such can be used
to generate digital signatures. In Section 7 we draw the conclusion and present avenues
for further research. Section 8 o�ers the brief Vitae of the author. We conclude the paper
with Acknowledgments in Section 9.

2 Recap of SKREM-like symmetric key encryption ciphers

Virtually all present day ciphers proceed from the premise that Encryption / Decryp-
tion are two functions ENCR : P ×K → C and DECR : C ×K → P , where P is the
universe of plain texts, K is the universe of secret keys and C is the universe of cipher
texts. Usually P = {0, 1}n and C = {0, 1}n, while K = {0, 1}k, for some �xed constant
key size k and plain text length n.

SKREM like ciphers [2] introduce the novelty of taking an auxiliary input, which is
neither plain text, nor key - it is a large master table of truly random bits. By truly
random it is understood that they are to be harnessed from nature (eg. from radio/solar
noise, mouse movements or quantum computers) from a truly random distribution, are
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fully independent and uniformly distributed. This is opposed to them being generated by a
classical computer from a short seed. The encryption scheme is thus ENCR : P×K×M →
C and DECR : C ×K → P .P can be arbitrary P = {0, 1}n. K = {0, 1}k is a short key,
which has a minimal length dependent on the processing power of the adversary. Namely,
a key of length k is conjectured to o�er provably unbreakable symmetric key encryption
against an adversary with a compute power of O(2k) - namely one which has enough
resources to run this many operations on a classical computer within the relevant attack
timeframe. The master table M = {0, 1}m is a special input which is required to consist
of a truly random bit sequence. Its length m = O(n) is linear in the size of the plain
text; however the constant for the original SKREM cipher is around 100,000. Further
re�nements and simpli�cations can be made to better practicalize the cipher, with their
security being the topic of active research.

The idea behind SKREM is to obtain a random permutation of m elements, based
on the secret key k and the master table M . Since the key is short, it does not have
enough entropy to generate a permutation which can be argued to be secure. Instead,
the very contents of the grand master table M is used to gradually enhance the length
of the secret key, in a manner that is uniform and fully unpredictable (and conjectured
to be provably so) to any adversary with computing power less than O(2k). We call this
technique entropy enhancement. A subsequence of this permutation is then used to alter
the grand master table M , in order to encode the plain text.

In [2] we presented a full SKREM-like cipher and a simpli�ed version - SKREMS.
The method is however general and many variations and adaptations can be developed.
The following describes the pseudo code of SKREM-like ciphers in general.

Algorithm 1. SKREM-like encryption. Short key random encryption machine. Input:

k ∈ K, m ∈M and p ∈ P . Output: c ∈ C.

1: Split the bits of k into u groups and seed u ≥ 2 CSPRNGs, S1...Su, with a seed of
length z > log(M). It is recommended that u · z = k.

2: while u is still too small or not enough rounds have completed do

3: Double u, creating u new, inactive - yet unseeded CSPRNGs. Intertwine them al-
ternatively with the original ones in the sequence S: s1, su+1, s2, su+2, ....

4: while there exists a CSPRNG which does not have all the seed-bits �lled out do
5: Sample values v1 and v2 from two successive, active CSPRNGs in S, starting at

index i. Then increment i by 2.
6: Use values v1 and v2 to determine two uniformly distributed, random locations,

l1 and l2 in M , from those which have not yet been visited.
7: Use the values atM [l1] andM [l2], if they are di�erent, to generate a new uniformly

distributed random bit b.
8: Distribute the random bit b to some index of a new CSPRNGs which does not yet

have its seed completed. Distribute it such that each old CSPRNGs contributes
an equal number of bits to each new CSPRNG's seed.

9: If M [l1] = M [l2] then use then use v1 and v2 to permute some O(1) ele-
ments/chunks of M , as well as of S.

10: When a priory inactive new CSPRNG has gathered enough bits for a full seed,
mark it as active and start using it.

11: Mark the positions l1 and l2 of M as visited.
12: end while

13: Consider the concatenated seeds of all CSPRNGs in the sequence S1...Su as a single
u · z bit number x. Use a bijective (preferably one way) function f : {0, 1}u·z →
{0, 1}u·z, and set x ← f(x). Then consider back x as a sequence of u CSPRNGs
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with seeds z-bits long.
14: end while

15: When u is large enough (eg. u ≥ 2 · P ) and enough iterations have passed, repeat
steps 5-11 for the n bits of the input, with the di�erence that the bit produced at
step 8 is not used for new CSPRNGs, but instead is a bit of the plain text. When
encrypting, M [l1] and M [l2] can be exchanged conveniently, if needed, to represent
the desired bit.

Complexity. The original SKREM and SKREMS presented in [2] had a space and
time complexity linear in the size of the plain text - O(n) for an n-bit plaintext. However,
the constant factors were rather large - on the order of 100,000. This can cause incurring
a signi�cant running time penalty when the grand master table M is too big to �t in
RAM memory. Further sophistication in the implementation of the CSPRNGs (eg. using
a Chaos Machine with many iterations per PULL operation), in that of shu�ing the
locations in M and S, and in the execution of the function f in step 13, could add to the
running time of some SKREM-like ciphers - however most often just in terms of constant
factors, not of asymptotic complexity. SKREM-like ciphers also require as input a series
of truly randomly generated bits, on the order of O(n) - again, with a signi�cant constant
factor, on the order of 2-300,000.

The method proceeds to incrementally add new CSPRNGs, by seeding them with
the added entropy it gets from the master table M. The order in which the locations of
this master table are visited is then conjectured to be a cryptographically secure, random
permutation of length m. This conjecture relies on the following assumptions.

Assumption 1. An arbitrary subset of su�cient length of a truly random sequence m, is

itself truly random, except with negligible probability.

Discussion. This says that if you remove some bits from a truly random sequence m,
what remains is still truly random, except in astronomically improbable cases (eg. you
chose a subset which consists precisely of the true bits).

Assumption 2. An arbitrary permutation of truly random sequence m, is itself truly

random, except with negligible probability.

Discussion. This says that if you choose to shu�e the elements of a truly random
sequence, the result is still truly random - except in astronomically improbable cases (eg.
you chose a permutation which sorts m).

The above assumptions are quite natural and probably admit proofs, given the fact
that truly random sequences are expected to be incompressible and thus algorithmically
random, except with negligible probability: if the above were not true, constructive mar-
tingales could potentially be found which succeed on such sequences.

From the above assumptions, the following conjecture is derived.

Conjecture 1. A member of the set of permutations producible for a given key k by the

Algorithm 1 is a random and unpredictable permutation, except with negligible probability.

Discussion. The conjecture is quite natural and is suspected to admit a formal proof.
This stems from the two facts. Firstly, any su�x of the permutation is fully independent
from its pre�x - the pre�x is derived from the secret key k, and a sampling of the posi-
tions of M which are then never reused in the su�x. While any such pre�x is uniquely
determined by the secret key k (for a �xed M), by induction such a pre�x is random
and unpredictable. Secondly, the bits which are used to extend the pre�x are uniformly
distributed by construction, and based on the sequence determined by some sampling
from the outstanding portion of M . By Assumptions 1 and 2 these are themselves truly
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random except with negligible probability - this means the constructed sequence itself
is random and unpredictable, except with negligible probability: otherwise a successful
martingale could be constructed.

Finally, based on Conjecture 1, the security of SKREM-like ciphers can be argued to
be at least 22z−1: an attacker will not be able to gain any meaningful insight from deducing
(or guessing) some locations which together encode some bit of plain text - except so as in
to guess the bits which were used to generate the seed for the CSPRNGs which generated
them. Since only a small number of bits are used from each prior-round CSPRNG for
each new CSPRNG (preferably only 1 - which is always possible in later rounds), in order
to speculate any known plain-text advantage, the attacker will need to guess the full seed
of some CSPRNG - z bits. Then he will need to validate if it is plausible, by guessing at
least another z − 1 bits from the resulting new CSPRNG in order to determine if 1 bit
of the plain-text is producible by such a priory guessed seed. In practice he will probably
need another ≈ z bits to gain any meaningful level of con�dence for successful guesses.

Attacks are further complicated by the unpredictable mixing of bits in steps 1, 9 and
13 which are intended to mask the correlation between prior-round bits and current round
ones, while maintaining statistical properties.

The choice of Cryptographically Secure Pseudo-Random Number Generators
(CSPRNGs) can be Chaos Machines [6] which present the advantage that a small varia-
tion in source input results in a large variation of output, which is claimed unpredictable
except by knowing the seed. Alternatively they can be any CSPRNG such as those based
on PRNGs with proven statistical properties [18]. The outputs of CSPRNGs need to be
normalized in steps 6 and 9 before they can be used. The original paper on SKREM [2]
included a method for converting any distribution to uniform binary and also one for
sampling a number in an arbitrary interval 0...p− 1 based on some uniformly distributed
bits. It entails using a larger number of bits than strictly required by the desired output.

For the transformation in step 15, alternatively to a large CSPRNG, an algebraic
transformation such as the modular or �eld inverse, followed by appropriate distribution
conversion can be used instead. Other various can be sought up, for example using a time-
expensive classical one-way function - such as the one described in [5] (which is one-way
contingent on the existence of such functions).

Ultimately, the security of SKREM-like ciphers rests in the fact they rely essentially on
indirection operation over some large chunk of randomly initialized memory. So long as the
chunk is algorithmically random (which being truly random entails except with negligible
probability) and the algorithm does not introduce patterns, the result of these operations
cannot be predicted at all. The hardness of reversing indirection relays not on di�culty
of solving some mathematical problem such as those of modular algebra, but instead
on the unpredictability of truly random sequences - their property that no constructive
martingale can succeed over them. While for a regular cipher, the transformation function
is �xed, for a SKREM-like cipher there are 2M such functions, one for each original
master table, the vast majority of them being secure - not even theoretically breakable,
as conjectured.

3 Cryptographic Commit Protocol and Secure Coin Flipping

Consider that Alice and Bob have access to a public master table M , known to be the
result of a truly random sampling. While this table is assumed to be public and known
to everyone (not only Alice and Bob) without compromising the scheme, it needs to be
truly random - it cannot be arbitrary. Now suppose Alice wants to commit to some k-bit
value v. Consider the following protocol.

5

Computer Science & Information Technology (CS & IT) 135



Protocol 1. Cryptographic Commit Protocol over SKREM-like ciphers. Input:

Both Alice and Bob have access to a common, immutable, public, truly random master

table M .

1: Alice chooses the k-bit value v to which she wants to commit. She also chooses a k-bit
truly random secret key s.

2: Alice computes c ← DECRn(M, v ⊕ s), for a maximal n < m, such that M cannot
encrypt more than n bits. Then she takes a ← c[n/2 − k...n/2 + k] to represent the
2k + 1bit number comprised of the middle bits of c.

3: Alice sends Bob a.
4: Bob acknowledges receipt of a.
5: Alice sends Bob s.
6: Bob acknowledges receipt of s.
7: Alice and Bob do whatever other interaction, given that Alice has committed to some
value v.

8: Alice sends Bob w = v.
9: Bob repeats the computations Alice did in step 2, with v = w to get his version of c
and a. If Bob's a computed in this round is equal to what he received in step 3 from
Alice, he con�rms the committal as truthful, otherwise he rejects.

Correctness. Starting with a random master table M , for each key k there is an equal
probability of 1

2
that some arbitrary bit resulting from decryption is set to a particular

value. As such, for any t-bit sequence of decrypted output (chosen arbitrarily), there are

expected to be 2k

2t
= 2k−t keys which produce it. By sampling 2k + 1 bits, the probability

that there does not exist another value except v which can serve as a secret key to decrypt
the same sequence is (1 − 1

22k+1 )
2k−1

. This tends very quickly to 1 as k tends to in�nity.
Bob has con�dence of at least k-bits security that Alice cannot cheat and that indeed she
committed to the value v before step 3 of the algorithm. Furthermore, contingent on the
security of SKREM, Bob cannot deduce the secret key v for the �known plain text� a,
before Alice reveals it in Step 8.

Complexity. The space/time complexity of the Protocol is dominated by the applica-
tion of two SKREM decrypt operations, making it linear in the size of the master table
M used. In terms of network complexity, only O(k) bits of information are exchanged,
making the method robust. The method also requires O(k) truly random bits, on top of
the O(M) required by the SKREM-like cipher.

Discussion. Note that if Alice can secretly manipulate the random grand master table
M , she could deliberately encrypt a with some key w 6= v chosen by her, and then, in step
8 she would have the choice to send either w or v as her committal value. This is why
it is important that the master table M is in fact random, and not chosen or altered by
Alice. Conversely, if Bob is allowed to choose M instead, he could theoretically make it
that several values decrypt the same sequence (eg. by choosing M to be all zeros). And,
as such, he can contest Alice's committal at step 8, by showing a counter example. This
is why it is important that the master table is in fact actually random and not chosen by
either of the players independently.

The usage of an auxiliary secret key s is because in order for the security claims of
SKREM to hold, encryption needs to happen based on a secret key chosen in a truly
random fashion, which Alice's committal value v may not be.

Adjusting the above Protocol 1 to support random coin �ipping is straightforward.

Protocol 2. Secure Coin Flipping over SKREM-like ciphers. Input: Both Alice

and Bob have access to a common, immutable, public, truly random master table M .
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1: Alice and Bob perform Protocol 1 above up to step 7, for some arbitrary random
value vA chosen by Alice.

2: Then they again perform the Protocol 1 up to step 7, with Bob committing himself
this time to some arbitrary random value vB chosen by him.

3: They both complete the protocols 1 (in arbitrary order) with the respective con�r-
mations of the truthfulness of the committal. They now both posses both vA and
vB.

4: They take vA ⊕ vB to represent their common random value. If this value is over too
many bits, they can just ignore a su�x of them.

Correctness. If at least one of them chose randomly, the common random value will
be random, since XORing a random number with an arbitrary number maintains the
randomness.

Complexity. The protocol essentially consists of two applications Protocol 1 above,
thus having the same asymptotic performance characteristics.

Discussion. Note that Alice and Bob could e�ciently commit to a large random
sequence by using the protocol repeatedly. Note that the values to which either of them
commits cannot be over fewer bits than the minimal key size k, required for the security
of the SKREM-like cipher used.

4 Cryptographic Hashing

Suppose Alice has some, potentially long, message r, to which she wants to compute a
potentially short cryptographic hash. As before, consider a public master table M exists,
known to be the result of a truly random sampling, to which Alice has access.

If |r| = k, then r could be used directly as a secret key, to obtain a digest by the same
method used in Protocol 1 above by Alice to commit to some value, with the secret key
s appended to the digest.

If r is longer than k bits it could be used directly in Step 1 of Algorithm 1 to, while
keeping z �xed (chosen beforehand), simply start with more CSPRNGs upfront. The
stopping condition in Step 2 needs however ensure a reasonable number of rounds happen
(at least 3 is recommended) and that, additionally, all original CSPRNGs, at the very
least, are used to determine bits at least as many bits so as to exhaust their entropy
(namely r in total) - all this before the �nal round occurs in Step 15. Alternatively, r
could be divided into k-bit sequences and the process repeated, as in the case of block
ciphers, with the resulting digests appended or combined by some other method. This
approach requires that r be truly random however, since SKREM requires truly random
input keys.

There is however a more appealing alternative.

Algorithm 2. Cryptographically Secure Hashing over SKREM-like ciphers. In-

put: There exists a public, well known truly random master table M. Alice wants a secure

cryptographic hash of message r.

1: Alice chooses truly randomly a k-bit value s.
2: Alice computes c ← DECRr

n(M, v ⊕ s), for a maximal n < m, such that M cannot
encrypt more than n bits. Then she takes a ← c[n/2 − r/2 − k...n/2 + r/2 + k] to
represent the 2k + r + 1bit number comprised of the middle bits of c. The function
DECRr

n is the same as that of Algorithm 1, except that, in Step 8, before an obtained
bit b is used, it is XORed with the next unused bit from r, until all such are exhausted.

3: The secure hash is <h,s>.
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Correctness. There are 2r × 2k combinations of potential messages times secret keys.
The probability there does not exist another pair to generate the same �xed r + 2k + 1
bits is (1 − 1

2r+2k+1 )
2r+k−1. This again ensures security of at least k bits, for su�ciently

large r and k. The underlying implicit assumption is that the probability for a <message,
key> pair to produce a certain sequence of bits over M is uniform. This is natural given
Conjecture 1.

Complexity. The space/time complexity of the method is given by the application of
a single SKREM decrypt operation, making it linear in the size of the master table M
used. The method also requires O(k) truly random bits, on top of the O(M) required for
the master table M .

Discussion. Note that the size of the message r cannot be arbitrary large, but needs
to be small enough for all of its bits to be used by the altered DECRr

n function. Choosing
M so that |r| ≈ n, where n is de�ned as in step 2 of Algorithm 2, should prove adequate
for the SKREM-like ciphers proposed in [2].

Note that by using Algorithm 2, the obtained bits of the hash are essentially fully
independent from those of r. In fact, such a hash would be di�erent for di�erent original
master tables M .

In case the hash digest length of r+2k+1 is too great, it could be reduced (preferably
to k) by using a classical cryptographic hash function, such as Whirlpool [19], SHA-2 [20]
or SHA-3 [21] as the underlying hash of a Merkel Tree [22], whose root, together with the
secret key s give the digest. The added advantage in this situation is that the cryptographic
hash function is computed over an r+2k+1 bit sequence which is chosen truly randomly,
and whose bits are not related to that of the original message r. The original bits of r are
only used, together with those of s and with a discarded portion of M , to select which
random sequence of r + 2k + 1 bits from the outstanding portion of M is chosen. By
Assumptions 1 and 2 and Conjecture 1, this will be a truly random sequence, except with
negligible probability - even in cases when r is very regular, such as all zeros.

Alternatively, the hash length could be reduced to some arbitrary length x by taking
fewer bits around the middle of c in step 2 of Algorithm 2, with the drawback of increased
risk of collisions.

Yet a better option is to use a Merkel Tree [22] but with this very Algorithm 2, with
a reduced digest of size k taken with the idea above, instead of a classical cryptographic
hash function such as SHA or Whirlpool. We recommend this third option in practice.

Note that the master table M is required to verify a hash. It is assumed to be im-
mutable, public and available over the lifecycle of the generated hashes.

5 Zero Knowledge Authentication and Authorization

Suppose Alice and Bob are secret agents of the same agency, who have never met
before and don't know each other, but were given a shared secret key k by their common
HQ beforehand. Consider that Alice and Bob have access to a public master table M ,
known to be the result of a truly random sampling.

Now suppose Alice and Bob want to establish to one-another that they are part of
the same organization. However, they want to achieve this without giving any knowledge
about the shared secret key k, neither to their counterparty, nor to any member of the
public who didn't already know it in advance (such as Mallory). They also want to defend
against a public, non-insider actor, such as Mallory using the conversation she witnessed
to potentially deceive Alice or Bob or someone else in the future into believing they also
knew the secret.
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Furthermore, suppose Alice and Bob may want to be able to reveal their membership
of the secret agency to the other only if the other also does the same - namely Alice wants
to reveal to Bob she is a secret agent i� Bob reveals the same to her during the execution
of the protocol.

Protocol 3. Zero Knowledge Secret Agent Authentication over SKREM-like

ciphers. Input: Both Alice and Bob have access to a common, immutable, public, truly

random master table M . Alice and Bob belong to the same secret organization, Alpha,

and like any such member they were given the same private secret key k. They want to

mutually authenticate each other over a public channel, leaking zero knowledge about k.

1: Alice and Bob both start with an x = 0 and a security con�dence parameter p = 1.
2: During rest of the Protocol, Alice and Bob take turns. Alice starts �rst.
3: {no_rounds is a su�ciently large, even integer}
4: for i = 0...no_rounds do
5: Alice and Bob agree and commit to number of z public, shared, random k-bit values

v1...vz, using the Coin Flipping Protocol 2 of Section 3.
6: For each vi, in order, Both Alice and Bob compute c = DECRn(M, vi ⊕ k), for a

su�ciently large n < m, such that M cannot encrypt more than n bits. They then
take a← c[n/2−8...n/2−1] and b = c[n/2...n/2+7] to represent two bytes around
the middle bits of c. Then they set their respective x← x⊕ b and append a⊕ x to
a fresh internal sequence s they maintain (sequences s are discarded from round to
round).

7: Whose ever turn it is (say Alice) computes a new sequence sA by taking the internal
sequence s and replacing a number of z − p randomly chosen elements in it with
random values and then sends it to the counterparty (say Bob).

8: Both Alice and Bob count the number of correct answers in the transmitted se-
quence, by comparing each to the members of their internal sequence s. Say this
number is y.

9: Both Alice and Bob validate that y ≥ p. Otherwise authentication is rejected, and
protocol continues with p = 0 immutable.

10: If authentication did not fail above, both Alice and Bob set p ← 1 + (y mod z).
Also, if p > tr for some speci�c threshold tr < z, authentication is considered
successful and the protocol continues with p = 0 immutable.

11: The roles of Alice and Bob are switched for the next round.
12: end for

13: If the authentication was never declared successful in line 10, then it is declared failed
now.

Correctness. If both parties know the secret key k, the value of p will monotonically
increase by +1 each round, up until min{z, no_rounds}. If at least one of them doesn't,
by the security of SKREM the best they can do is guess a member of the target sequence.
They guess correctly with probability 1/256, meaning, by linearity of expectation, that
the expected number of correct values in this case is 1

256
·z. The exact probability that, by

chance, the actual number of correct guesses strays too far from this expectation decreases
very fast. For illustration, if we chose z = 10 · 256 and threshold tr = z, the probability of

false positives is 1
256

10·256
= 2−20480 which is negligible. We recommend choosing z ≥ 256,

for there to be positive expected value for the number of correct hits by chance. The
exact value of tr depends on the desired maximal probability of deceit, resulting in a
false positive authentication. Finding a good value of tr is left as an exercise for further
research. It can be computed algorithmically for a given false positive probability. We
expect it be less than 62 for z = 10 · 256. This value should also be used as no_rounds.
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Complexity. The running time complexity of the method is given by z applications
of a SKREM decrypt operation for each round - of which there are z in total maximum,
making it O(z2 ∗ M). Since the master table M is not changed, the space complexity
is just O(M). The method also requires O(z2) truly random bits, on top of the O(M)
required for the master table M . Since z is expected to be a small constant, these are
asymptotically excellent characteristics.

Discussion. Note that Alice and Bob reveal each others' knowledge of the shared
secret with increasing probability, in tandem. If Bob wants to withhold his knowledge of
the shared secret, the authentication will fail for both sides. He will at most learn that
Alice had the ability to guess +1 more than he revealed about his own ability to guess. If
the expected number of correct guesses by chance is large enough (say more than 10 above
expected value), this added information should be insu�cient for a con�dent appraisal.
Therefore, in order to learn about Alice's membership to the organization he must reveal
his own as well.

An outside observer will not be able to as much as decide which from the values he
sees were not chosen at random in step 7, much less be able to determine a full sequence of
such. Even if they were to learn the exact sequence, by security of SKREM they would be
unable to determine the encryption key k⊕vi for such a �known plain text�. Also, since the
values vi are chosen at random via a cryptographically secure coin �ipping protocol, they
will not occur again in future instances of the protocol's execution - not even individually,
much less so as the entire sequence for all the rounds -, except with negligible probability.

Protocol 3 o�ers a way for Alice and Bob to (almost) simultaneously prove to each
other, over a public channel, that they have knowledge of a shared secret, without leaking
any information about the secret itself, not even theoretically, to the rest of the channel
participants, who did not already know it. Do note however that any other participant
to the channel who did know the secret can determine if authentication of Alice and Bob
was successful by listening in. In order to prevent this, they should communicate over a
secured, bilateral channel, at least when committing to the vi sequences.

Note that a knowledgeable third party listening in on Alice's and Bob's chatter cannot
determine for sure that they are actually secret agents: they could both NOT be and
simply replay a conversation overheard priory between actual secret agents over the same
master table M. In order for authentication to be genuine, it must occur over a �never
before seen� truly random master table M, or occur interactively.

Protocol 3 opens the door way to a host of interesting related applications. Suppose
now that Alice and Bob have determined they are both secret agents, they want to �nd
out who has the highest rank, so they know who gives and who takes the orders.

Suppose the ranking hierarchy of the secret organization Alpha is a linear chain,
with the members of each rank r being given, upon promotion, not only the secret key
kr corresponding to their own rank, but also another one, kr+1 corresponding to the
immediately superior rank, whom they must obey. Also, the secret agency does not want
to reveal to all agents how many ranks there are exactly in the organization. Also, when
authorizing themselves, agents do not want to reveal their exact rank, but only that they
are of superior rank to the counterparty, if that is so.

This can be achieved by following the following protocol.

Protocol 4. Zero Knowledge Secret Agent Authorization over SKREM-like ci-

phers. Input: Both Alice and Bob have access to a common, immutable, public, truly

random master table M . Alice and Bob belong to the same secret organization, Alpha.

Alice's rank is r and she knows keys k1...kr+1 and Bob's rank is q and he knows secret

keys k1...kq+1.They want to mutually authenticate each other over a public channel, leaking

zero knowledge and also to determine who of them is of higher rank.
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1: Let last← 0, left← 0 and right←MAX, with MAX a value known to be greater
than the number of ranks existing in the secret agency.

2: while left ≤ right do
3: Alice and Bob set mid← (left+ right)/2.
4: Alice and Bob try to authenticate each other over rank mid, with shared secret key

kmid. If one of them is of rank lower than kmid−1, he or she answers randomly to the
challenges of the rank, thus causing authentication to fail.

5: If authentication succeeds above, they both set last← mid and left← mid+ 1.
6: If authentication fails in step 4 above, they both set right← mid− 1.
7: end while

8: To determine who is in charge both Alice and Bob compare last to their own rank. If
it is greater, than the other party is their superior, otherwise they are.

9: In order to obscure the actual number of rounds the protocol took, step 4 is performed
an additional number of times, in order to bring the total to log(MAX) - the results
of these extra rounds are ignored.

Correctness. Essentially, the parties binary search to �nd the highest rank about
which they both know. The person who knows of a higher rank than that is clearly the
superior. The party of inferior rank is only able to con�rm that the counterparty is her
superior, but cannot establish his exact rank.

Complexity. The method consists of a number of applications of a Protocol 3 above,
which is logarithmic in the number of ranks in the Alpha secret organization. Thus, the
running time is O(log(MAX)∗z2∗M), the space complexity remains unchanged at O(M)
since the same master table is used for all applications. There is a need for an additional
O(log(MAX) ∗ z2) extra truly randomly generated bits, except the O(M) used by the
master table.

Discussion. The protocol can be performed not only bilaterally but also with regard to
a third party, say Claire. Claire may be an automated weapons system - such as a Poseidon
or Minuteman strategic nuclear article, and Alice and Bob two competing secret agents
who want to give con�icting orders to Claire. By having both Alice and Bob perform the
protocol with her (not with each other), Claire can decide to whom to listen. This also
gives no indication to the other party as to the actual rank of the counterparty, or any
information that could help it in the future to pass a similar authorization protocol.

There is one added bonus for using Protocols 3 and 4: stenography. Since only a
small fraction of the actual elements of the sequences exchanged are required to have �xed
values, the rest can be used to �piggyback a secondary transmission on the same

carrier wave� . This allows for example a double agent Alice to perform an authentication
protocol for secret agency Alpha with Bob, while at the same doing an authentication
protocol for secret agency Omega with the same Bob. This way, any member of agency
Alpha listening in on the conversation will believe that Alice and Bob simply authenticated
each other for agency Alpha, when instead they might have also established that they both
belong to agency Omega also. Furthermore, in case Bob does not belong to agency Omega
(or does not wish to reveal his belonging), Alice's attempt for mutual authentication for
Omega will remain a secret: neither Bob nor other members of Omega on the public
channel will be able to ascertain that Alice attempted such.

Clearly such a protocol would have been useful to the conspirators of the Lodge of
Perfect Equality in the time of the 1789 French Revolution, to authenticate one-another
while seemingly simply authenticating that they are simple members of the Freemasonry,
not also part of some conspirator group within it.

When the organization Alpha is a well-known public organization, such as an Internet
market place, authenticating against it may seem natural to the observers. This gives the

Computer Science & Information Technology (CS & IT) 141



pretext to piggyback a secondary message (for all intents and purposes seemingly random)
as part of the authentication protocol. This can be used not only to authenticate within
Omega, but also to send and receive encrypted information which is indistinguishable from
random (eg. encrypted with a SKREM-like cipher). Such information will be short over a
single transmission, but not of trivial length. It can include speci�c encrypted orders, or
can form portions of a longer message transmitted over several sessions.

Protocols 3 and 4 could be adapted to function with other symmetric key ciphers.
However, their current formulation presents the advantages of the security guarantees of
SKREM-like ciphers in general. Existing alternatives rely on hardness of some algebraic
problem such as discreet logarithm (like [23]) - many of which are clearly vulnerably to
quantum computing attacks -. Or they employ the trapdoor approach over NP-complete
problems (like [24]) - which approach, in many cases, has been shown to be breakable in
practice.

Unlike Kerberos [14], the presented protocols do not require a trusted third party
(authentication server) and can be enacted bilaterally. On the other hand, Kerberos itself
can be extended to use Protocols 3 and 4 to authenticate and respectively authorize a
new client when issuing him a TGT key. Just as well, a SKREM-like cipher can be used
as the symmetric key cipher for Kerberos.

6 Digital Signatures

Suppose Alice wants to be able to digitally sign some arbitrary message r, by produc-
ing a digital signature sig(r), such that no one else is able to produce such a signature
except her and that all members of public are able to verify and be con�dent that it is
indeed her who signed it.

Alice can proceed as follows. Firstly, she generates a secret, truly random grand master
table M. Then she has several options. One of them is for her to employ the Lamport
digital signature scheme [12], and use the cryptographic hashing Algorithm 2 from Section
4 to compute the cryptographic hashes involved. Then she can publish M unmodi�ed,
together with her public key. This has the advantage that she can use any master table
M , including some potentially naturally occurring ones. However, the public key can be
used only once.

There is, however an even better possibility.

Algorithm 3. Digital Signatures over SKREM-like ciphers. Input: Alice posses

some secret, truly random master table M . She wants to be able to digitally sign messages

of length r bytes.

1: Alice computes some k-bit truly random values vi,j,k and secret keys ki,j,k, for i = 1..n,
j = 1..r and k = 0..255, with n being the number of messages she plans to sign using
the public key.

2: Alice computes the following plain texts mi,j,k =
〈vi,j,k, j, k, i, n, hash(〈vi,j,k, j, k, i, n〉)〉, for i = 1..n, j = 1..r and k = 0..255.
The hash function can be any cryptographically secure hash fuction with a short
digest, such as Algorithm 2 from Section 4 over M .

3: Alice sets C ← ENCR(mi,j,k, ki,j,k,M), encrypting all 256 ·n · r messages in the same
cipher text, using the methodology described in [2] which leverages Universal Perfect
Hashing. If the function used above is indeed Algorithm 2 over M , the locations
touched by any of the hashing operations must also be protected, the same way as
when encrypting.

4: Alice reveals C as her public key.
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5: When Alice wants to sign the i-th public message, consisting of bytes r1, r2, ..., rr, she
publishes 〈ki,j,r[j]〉 for all j = 1..r.

6: Someone wishing to verify her signature checks that DECR(C, vj) =
〈x, j, r[j], i, n, hash(〈x, j, r[j], i, n〉)〉 for the r values v1...vr published by Alice as signa-
ture. This involves checking the hash of the deciphered output and checking that the
second and third values in the tuple are indeed j and r[j] as expected. The veri�cation
succeeds i� the check holds for all j = 1..r.

Correctness. Similar to Lamport signature, for an attacker to be able to forge Alice's
signature over even a 1 byte long message b, he would need to �nd at least some key k
such that DECR(C, k) = mi,1,b for some arbitrary i. But the probability of a naturally
occurring suchmi,1,b outside those purposefully minted by Alice is less than the probability
of hash collisions for the hashing function. This in turn is negligible if Algorithm 2 from
Section 4 is used: less than 2−k, which should exceed the compute power available to an
adversary.

Complexity. As it is presented, the Algorithm involves encrypting O(n ∗ r) plaintexts
within the same master table M. The size of each plain-text is dominated by that of
the digest produced by the hash function in step 2. Using Algorithm 2 from Section 4,
that is on the order of O(k). This bounds the running time complexity to O(n ∗ r ∗ k).
Computing each hash, using the raw Algorithm 2 from Section 4 involves a full O(M)
SKREM decrypt operation for each, bringing the total to O(n ∗ r ∗ k ∗ M), which is
rather large - even if incurred only one time, during the generation of the public part of
the signature. A practical implementation, will most likely adjust the hash algorithm to
involve only up to O(k) steps, thus making signature generation take overall O(n ∗ r ∗ k)
time. Signing is linear in the message size, namely O(r). Verifying a signature takes one
SKREM decrypt operation and one hash operation for each byte of message. The latter
takes O(M) using the raw Algorithm 2 and just O(k) using the suggested practicalization.
The overall complexity of veri�cation can thus reach O(r∗k). Note that besides the master
table M , Alice needs another 256 ∗ n ∗ r ∗ k bits for the secret keys ki,j,k and a roughly
similar amount for the SKREM encrypt operations.

Discussion. Note that the total size of all encrypted messages is O(n · r). This can
grow large for large n or large r. In case the message to be signed is very large, she can
instead sign a cryptographic hash digest of it. Note that in fact the maximum values for
j can be made to vary from one i to another. This means she could �set aside� some of
the signatures from the n allotted, to sign longer messages.

In case Alice runs out of signatures, she could resort to signing a special (potentially
long) message containing the digest of a fresh public key Cnew, consisting of a suitably
altered new truly random master table M . This should be reserved only for the last i = n
of the signatures she uses, and could be understood by the public as such. Note that while
she can sign a digest for a new public key which is longer than the usual messages she
signs, that digest can never be as long as her original public key. So, if the number of
available signatures and security guarantees for the new public key are to be maintained,
only a digest of such can be signed. Computing this digest with Algorithm 2 of Section 4
over her original public key C, with the idea to use a Merkel Tree over the same algorithm
to shorten the digest should prove enough for ensuring security. No male�cent party can
create a fresh public key even after seeing Cnew, thanks to the security guarantees of the
Algorithm 2.

While the signature scheme described is not based on public key cryptography, it
could nevertheless be used on a block-chain [25] to sign transactions. A public digest of
the private key could be published beforehand as part of the incoming transaction (similar
to how hashes of public keys current work on the BitCoin block-chain) and the full public
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key revealed and used to sign an outgoing transaction. Since transactions on the BitCoin
block chain, do not generally reuse public keys, the number of messages that would need
to be signable by a single public key is as low as n = 1. In order to support spending
inputs of large-valued transactions we can take n = 2 or n = 3. Thus, the total size of
a public key would by reasonably small (linear in the size of the digest). The security of
such an approach relays of course on the security of the hashing digest function. The one
described in Section 4 for example, was argued to be secure and not reliant on hardness
of prime factoring or of any algebraic operation in general.

The described scheme can also be used in secure authorization: A client with a certain
level of clearance (perhaps proven via Protocol 4 of Section 5) can formulate certain types
of requests, including a user ID and timestamp with them. An Authorization Server could
receive such request from an authenticated client, authorize them and then send back a
digital signature of such, signed with its own private key (the Authorization Server's). The
client could then directly send such requests to a Serving Server which could then simply
check the validity of the digital signature. Note that the Serving Server could already have
the Authorization Server's public key C, so the two do not need to be connected live at
the moment of serving.

This allows for scenarios like the following: Say there are number of underwater mines
(say Poseidon strategic articles) deep behind enemy lines, or within neutral waters. They
are all programmed with the same public key C of the authorization server. Then, a
dully authorized party wants to issue an order (eg. attack / self-destroy / do not attack
and remain dormant for at another week / no operation) to one (including its ID in the
request) or all of them. The authorization server could be located deep below ground in
a bunker in the Urals and be totally disconnected from any of the mines. The authorized
party can compose the order message, get it signed by the secure authorization server
and then transmit it to the mine (eg. via satellite link, marine mammals, submarines or
surface ships). The mine will execute the order i� it is authorized and without the need
to communicate with the authorization server. Finally, what is interesting is that even if
the enemy were to capture one mine, and then even if they were able to reverse engineer
it and discover the Authorization Server's public key C - and even if they were able to
intercept a message addressed to that particular mine -, they would still be unable to fool
any of the other mines into executing any orders.

The ideas in this paper can also be combined to secure a top secret algorithm which is
embedded in some forward-deployed hardware and which is activated only on command:
It can be encrypted with SKREM, and its encryption key be sent over as part of the
authorized request. Since SKREM supports multiple plain-texts over the same cipher
note how this could allow export-versions of military hardware to be turned into strategic-
versions, by the simple issuing of an authorized command.

7 Conclusions And Further Research

The ideas in this paper have demonstrated the usefulness of SKREM-like ciphers over
a range of applications.

We also recaped SKREM-like ciphers and argued the extraordinary promise they
present: provably unbreakable symmetric key encryption, with short secret keys. While the
fact their security is provably unbreakable remains a conjecture presently, arguments have
been presented why this is very likely to be provable shortly. SKREM-like ciphers present
other advantages also: they are not block ciphers, but instead operate with the entire plain
text, however long it may be. This means there are no vulnerabilities associated with the
choice of some chaining method, like XTS, needed to turn constant-sized block ciphers
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like AES into stream ciphers. Furthermore, SKREM is not based on algebric operations.
At its core, it leverages the operation of indirection - thus even a small, 1 bit change in its
source can result in a fully independent, unpredictable result. This makes SKREM able
to counter quantum computing attacks which are known and respectively suspected or
feared for some other symmetric key and public key ciphers.

For all these bene�ts, SKREM only requires that it be provided with a rather large -
yet linear - number of truly randomly generated bits. Furthermore, both encryption and
decryption are asymtotically optimal.

Neverthless, SKREM as introduced in [2] is slow. The constat factors of about 100,000
are still too large for a large range of practical applications. An avenue of immediate
further research is to further perfect SKREM-like ciphers, reducing the constant factors
to something more manageble, without compromising the security guarantees.

Additionally, proving the Conjectures and/or Assumptions on which the security guar-
antees of SKREM-like ciphers rely is expected to be a major milestone in cryptography
since this essentially solves symmetric key encryption, even in the post-quantum com-
puting era. In doing that, a natural �rst step is to fully implement a SKREM-like cipher
and analyze its operation statistically. It is conjectured that it produces output indistin-
guishible from random, except with negligible probablity - so the cipher texts it produces
should pass all randomness tests with �ying colors.

Further beyond, expanding the applications of SKREM-like ciphers into related areas
such as Public Key Cryptography and Turing-complete functional encryption is desired
and could be the subject of further research as well.

One aspect which was taken rather for granted with SKREM is the generation of
truly random numbers. The approach proposed involved harnessing such randomness
from hardware sources - these can include natural phenomena, such as inbound solar
radiation or FM noise, a quantum computer or a human user moving the mouse repeatedly.
Alternatively, they could be sampled from a sequence produced by a third party trusted
for the use case (such as random.org perhaps). For truly sensitive applications however,
further research is required into how acceptable master tables can be generated, veri�ed
and distributed securely. We expect a lot of practical attacks on SKREM to focus on the
low quality and improper reuse of master tables.

Finally, both to allow further analysis of SKREM-like ciphers, and �ideal candidates�
therefrom, an area of direct further development is to provide a library implementing
SKREM, and the methods based on SKREM above. This can then be integrated into
existing private or open source packages, like VeraCrypt [26], making the promise of prov-
ably unbreakable security with short secret keys - and its applications - widely available
and generally adopted.

We conclude this paper here.
In �good old fashioned� tradition of publications in cryptography we o�er 20$ to the

�rst 14 people who show an attack on SKREM. Furthermore, we o�er an additional 28$
to the �rst 9 people who invalidate Conjecture 1 or Assumptions 1 and 2.
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Abstract. The aim of this paper is to propose a model to strengthen the security of key man-
agement in cloud computing, where the model is shared or entirely controlled by a non-trusted
third party provider. Key management is not a straightforward matter for IT-teams, in addition
to critical issues related to properly managing and securing the keys on providers’ infrastructures,
they have to deal with concerns specific to multi-cloud key management. Hardware Security Mod-
ule (HSM) solution that offers a secure on-premise encryption key management turned out be
impracticable for widespread cloud deployment. HSM as a Service seems to be the best approach
for key management in multi-cloud, but the service is wholly owned and managed by another cloud
provider. In This paper, we present an efficient and secure cloud key management that fulfills the
requirements of multi-cloud deployment. The proposed design splits the key into a blinded version
of n shares that will be stored in encrypted format at the cloud provider side. To demonstrate
the efficiency of the proposed design, we implement a fully featured prototype and evaluate its
performance. Results analysis shows that the proposed design is highly efficient and can serve as
a groundwork for using secret share as a way to protect keys in a multi-cloud environment.

Keywords: Key Management Security, Secret sharing, MultiCloud , Cryptography, Security and
Privacy

1 Introduction

According to a study by the International Data Group, 81% of organizations have at
least one application or a portion of their computing infrastructure in the cloud [1].
This is due to the economic nature of cloud computing, which can reduce the cost
and complexity of owning and managing internal infrastructure in an on-demand
and pay-as-you-go metric. However, its adoption lead to data control loss to an un-
reliable Cloud Service Provider (CSP). The main concerns are about confidentiality,
integrity and privacy of the outsourced data [2, 3]

CSPs are leveraging cryptography as lever for mitigating security concerns in
order to strength confidence of end users on their services. Cryptography can be
involved in two major levels of security, namely secure storage [11, 4–7] and secure
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computation [12–15]. Recently, some commercial offers of secure storage services
with encrypted data were implemented in cloud infrastructures. The most known
secure storage services, which encrypt data on the client side prior to outsourcing
it, are Spideroak and Dropbox.

As for On-premise infrastructure, protecting digital assets and secure commu-
nication depend mainly on cryptography, the increasing of cyber attacks led the
management of cryptographic keys more important than the key itself. This means
that companies need to be more vigilant in key management at the cloud level.
Depending on the type of cloud service in use, most key management functions
are partially or fully controlled by the cloud providers. For PaaS and SaaS service
delivery, the major part of the key management is processed internally by the cloud
providers. Even for IaaS model, keys used for signing virtual machine template are
internally managed [8].

Key management encompasses operations like keys generation, storage, archiv-
ing, distribution and destruction at the end of their life cycles. Due to their sensi-
tivity, keys must be handled with care. Keys must be generated in a random way,
stored in a very safe place and exchanged via secure protocols [8, 9]. Very likely,
this is done by making use of hardware facilities. For particular users, smart card
or TPM [20] can be applied, whereas HSM can fit more companies and government
needs. Needless to say that HSM has been developed before the advent of cloud
computing paradigm, therefore they must go along with a key management system
as it occurs on-premise infrastructures.

To alleviate cloud users from managing keys, which are their main goal of em-
bracing cloud services, cloud providers offer HSM as a service. With AWS CloudHSM,
Amazon provide HSM appliances in data centers as a service to users [16]. Undoubt-
edly, the physical HSM limitations related to lack of elasticity and operability have
been addressed by HSM as-service, still there is need for software infrastructure,
owned and procured by cloud services providers, to drive HSM as service. In a
nutshell, HSM as-service has brought some desired security and easy management
properties, but the HSM technology was not originally developed for cloud and still
presents limitations from cloud users perspective.

Recently, another approach achieving effective cloud key management, based on
the use of homomorphic encryption, was put forward. It was dedicated expressly to
cloud services and was designed in such a way to meet the five characteristics of the
cloud computing paradigm including elasticity, On demand self service and avail-
ability. The solution is already integrated with Web Services (AWS) and RedHat,
but it works with any cloud platform.

Security can only proved in semi-honest model. The solution provider, namely
Porticor, must be trusted to implement the protocol as specified and cloud providers’
platforms executing the implementation to have a neutral behavior. Semi-honest
models are believed to be non-trivial task and thus may undermine the security
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gain provided by the solution. The lack of detailed technical information about the
solution and about the span of its adoption by final cloud users make the final
statement very difficult.

This paper introduces a new design for secure and efficient software cloud key
management system. Based on (t, n) robust secret sharing mechanism, the proposed
design splits up the master key on n servers hosted on cloud computing providers
side that communicate on asynchronous private and authenticated channels. The
design tolerates up to (n − t − 1) faulty servers. In addition, the storage of public
information, namely the Lagrange coefficients, speeds up the computation of the
secret (master key) reconstruction making the design more efficient. Furthermore,
we construct a formal model of our design and prove its security in semi-honest
model and finally we report on a prototype of implementation along with the per-
formance study. Well established trusted computation and execution facilities will
be leveraged to share, store and securely compute the key shares and reconstruction

The remainder of this paper is structured as follows. Section 2 presents prelimi-
naries and basic design. Section 3 aims to present each protocol in the design, while
section 4 presents the design implementation, security analysis and performances.
Finally, we come-up with our conclusions and assumptions

2 preliminaries

2.1 Secret Sharing

The secret sharing theory is a very attractive research field. It has many applica-
tions, multiparty computation is by far the most relevant one. In this paper, we
focus on particular Shamir based secret sharing schemes [10]. We assume that a
dealer wants to share a secret s amongst n parties so that no less than t+ 1 parties
can recover the secret, whereas it can easily be recovered by any t + 1 or more
parties. This is refereed to as (t, n) secret sharing. Shamir based secret sharing
scheme is built upon polynomials over finite field F , with |F | > n. For the sake of
correctness and simplicity, we suppose that F = Fp with p > n.

Whereas it can easily be reconstructed from any t+1 or more shares. Both of
these facts are proved using Lagrange interpolation.

Shamir’s early idea [10] of distributing shares of a secret as evaluations of a
polynomial has become a standard building block in threshold cryptography. The
scheme is based on polynomial interpolation. Given k couples (xi, yi), with distinct

x’
i s , there is one and only one polynomial q(x) of degree k−1 such that q(xi) = yi

for all i. This basic statement can be proved by using Lagrange interpolation.
Without loss of generality, we can assume that the secret s is (or can be made) a
number. To divide it into pieces [s]i, we pick a random k − 1 degree polynomial
q(x) = a0 +l x+ · · ·+ atx

t in which q(0) = s , and evaluate:
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s1 = q(1) · · · si = q(i) · · · sn = q(n).

Given any subset of t + 1 of these [s]i values (together with their identifying
indices), we can find the coefficients Li of q(x) by interpolation, and then evaluate

s = q(0) =
i=t+1∑
i=1

Li[s]i, where Li =
∏
j 6=i

(
xj

xj − xi
)

The basic secret sharing scheme will have some flaws if some participants are
dishonest [17]. For withstanding malicious participants, a new type of secret sharing
scheme was proposed by Fieldman [18], called the verifiable secret sharing (VSS)
scheme. The coefficients of this polynomial hidden in the exponent of the generator
of a group in which the discrete-log assumption holds, are published. This allows
that the participants can validate correctness only of their own shares distributed
by the dealer in the distribution phase. In [19], Stadler introduced the publicly
verifiable secret sharing (PVSS) scheme that allows that anyone can verify the
validity of shares without revealing any secret information.

2.2 Model and assumptions

In this paper, we are dealing with scenarios where a software key management
system Following the BYOK (Bring Your Own Keys) model is deployed in the
cloud providers side as an ad-on facility to an existing on-premise key management
system. The keys are managed on the on-premise side, following best practices,
keys are exported, stored and handled in the cloud provider sides in a secure way.
While they are in transit, conventional and well established techniques, including
SSL, SSH DH key exchange are leveraged to achieve security. In the cloud providers
side, keys are stored in a distributed way through n servers S1, S2, · · · , Sn. Latter,
keys are reconstructed and their integrity is verified by using secure computation
approaches. The proposed protocol can be modeled as follows:

– Secure storage. During the lifetime of the application, all servers possess some
sensitive information to be stored in a secure and authenticated way. This could
be shares of the keys or pieces of MAC’s.

– Secure computation. The n servers S1, S2, · · · , Sn are involved in some secure
computation phase taking place in the cloud providers side.

– Online and Offline phases. The protocol goes through periods where servers
are active and other where they are idle. In the active periods, the servers are
requested to send back their keys and MAC’s shares to a dealer who conduct
the secure computation for reconstructing and checking the validity of recovered
keys. These periods, called on online phases, alternate with other where the
servers are inactive. The latter periods are called Offline phases. The Offline and
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Online phases must be synchronized in order to switch between these Offline
and Online periods.

As for on-premise settings, the proposed key management system is imple-
mented as a stand-alone application. The servers in cloud computing sides are fully
autonomous, that is they can switch between offline and online phases without any
interactions with outside the cloud instances. The servers can only communicate
with each other in order to conduct the whole process. In other words, the only
players involved are the servers themselves. This model comes with a limited level
of confidentiality, availability that can be provided. This level is tightly related to
the number of servers required for restoring the secret key without the leakage of
any information about it.

The confidentiality threshold can be defined as the minimal number Confmin

of server an adversary can break into to learn the secret key, whereas the availabil-
ity threshold Availmin as the minimal number of uncorrupted server that should
be available for restoring the key. In a fully autonomous scenario, the number of
malicious servers n-Availmin must be at most n/2 for ensuring confidentiality and
availability of the protocol. This limitation which is mainly due to the requirement
that servers are not allowed to communicate with any instance from outside the
cloud. The requirement about the number of malicious servers can be relaxed by
limited interaction with on-premise key management system.

We make standard assumptions about the well established cryptographic tech-
niques regarding the ability of an adversary to undermine their security. The tech-
niques used for establishing secure and private channels or for authenticating par-
ties, including SSL, SSH, DH key exchange are assumed secure in standard models.

2.3 Basic Design

We here give an informal description of our protocol that implement cloud key man-
agement system based on Robust Verifiable Secret Sharing with fully autonomous
servers. The protocol consists in three main phases. A set up phase where the on-
premise key management system computes the shares of the master key and the
MAC and communicates them to the main instance (dealer) in cloud provider side
trough a secure channel. The second phase is where the servers enter into an offline
period after receiving their shares and the final one consisting in conducting secure
computation to reconstruct the secret key after they return to online period. The
two subsequent phases are launched by the main instance.

Our protocol for key management in cloud computing, denoted cloudKMS con-
sists of three main components, namely the key management system on-premise,
an appliance acting as the dealer and n servers S1, S2, · · · , Sn. The appliance and
servers, owned and managed by cloud users, are located in cloud side. We assume
that the appliance is a trusted component. It is a semi-honest component (pas-
sive), which means that it behaves as prescribed by the protocol. This goal can
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be achieved by issuing remote attestation for its software. The protection against
passive attackers (an eavesdropper) is provided by a leveraging a trusted execution
mode such as SGX enclave and by using standard cryptographic tools like SSL,
SSH.

The protocol cloudKMS assume that a key management system is already active
on the user side (on premise). The KMS is responsible for generating the keys that
will be used on the cloud computing side following the model BYOK. For the sake
of simplicity, we assume that we are dealing with a single key, the master key
K. The protocol cloudKMS can be conducted in three sub protocols. A Set up
protocol generating the public parameters and computing the shares of the key k,
denoted [s]i. The sub protocol Sharing delivers the shares [s]i to the servers Si in
a confidential and authenticated way. The last sub protocol Reconstruction allows
to get back the share and to conduct computations and reconstruct the master
key. We now introduce the formal model of our protocol cloudKMS following the
model BYOK (Bring Your Own Keys ). As mentioned above, the protocol consists
of three sub protocols.

– Protocol Setup(k): executed by the key management system on-premise, it takes
the security parameter k.The protocol outputs the corresponding MAC of k
denoted γ, the finite field Fp and the public shares [s]i of the master key along
with the public shares of the MAC γ′i for i = 1, · · · , n.

– Protocol Sharing(γ, [s]i, γ
′
i): Executed by the trusted appliance, it takes shares

of the master key and MAC along with value of the MAC. The protocol deliv-
ers/retrieves the shares [s]i, γj , for i, j ∈ {1, · · · , n} to/from the servers. The
value of the MAC γ is stored by the trusted appliance.

– Protocol Reconstruction([s]i, γ
′
i) takes as inputs the shares of the master key

and the MAC. The protocol executed by the trusted appliance outputs the mas-
ter key s. We note the protocol recover the MAC from its sharing and compares
it with the public value γ stored by trusted appliance before reconstructing the
master key

3 The proposed protocol

In this section we describe the main 3 sub protocols of our cloud key management
system cloudKMS , namely SetUp, Sharing and Reconstruction.

We denote the number of servers by n and the security parameter (master key)
by k. We assume that there is one k from which we derived the specific shares. The
k will be used during the life of the system. As mentioned before, the traffic be-
tween the components of the system is encrypted and authenticated using standard
cryptographic tools.
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3.1 SetUp protocol

To initiate the process, a user through the on-premise key management system de-
noted OKMS generates the master key k. Executed by an application on behalf of
the key management system on premise, it takes k.The protocol outputs the finite
field Fp, the public shares [s]i of k along with its MAC (γ) and the public shares
of the MAC γ′i for i = 1, · · · , n. The algorithm 1 depicts the implementation of the
protocol.

Algorithm 1 Sub protocol Setup
1: function SetUp(OKMS , A)
2: Compute the MAC γ ←MACk
3: Sample random number a1, · · · , an ∈ Zp and b1, · · · , bn ∈ Zp

4: Set a0 ← s and b0 ← γ
5: Set q(x)←

∑i=t
i=0 aix

i and p(x)←
∑i=t

i=0 bix
i

6: Compute [s]i ← p(i) and γ′i ← q(i) for i = 1, · · · , n
7: Send to appliance A: γ and ([s]i, γ

′
i) for i = 1, · · · , n

3.2 Sharing

This protocol is executed with SetUp and Reconstruction protocols. It takes shares
of the master key [si] key and MAC γ along with value of the MAC γ′i. The protocol
delivers/retrieves the shares [s]i, γj , for i, j ∈ {1, · · · , n} to/from the servers. The
value of the MAC γ is stored by the trusted appliance. (Algorithm 2).

Algorithm 2 Sub protocol Sharing
1: function Sharing(A, S)
2: Store the MAC γ
3: Send each servers Si: ([s]i, γ

′
i) for i = 1, · · · , n

3.3 Reconstruction

Takes as inputs the shares of the master key and the value of γ′1. The protocol
executed by the trusted appliance outputs the master key s. We note the protocol
recover the MAC from its sharing (γ′i) and compares it with the public value γ
stored by trusted appliance before reconstructing the master key.
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Algorithm 3 Sub protocol Reconstruction
1: function POST(S, A)
2: number share Integer ← 1
3: Compute Li ←

∏
j 6=i(

xj

xj−xi
)

4: Compute s← q(0)←
∑i=t+1

i=1 Li[s]i
5: Compute γ = p(0)←

∑i=t+1
i=1 Li[γ

′]i
6: if γ == q(0) then
7: compute k
8: else
9: PickAnotherShare number share← 0

10: if number share == 0 then
11: Print : A share has been compromised

4 Security Analysis and Performance Evaluation

Figure 1 shows a presentation of how tests were conducted and where the shares
were stored/retrieved.

Fig. 1. General Schema

We implemented our 3 protocols with Java 1.8 using a 64 bits Windows op-
erating system with i7-8565 (1.8 GHz) processor and 16Go installed RAM. The
Sharing protocol has been developed using JCraft library which is a pure Java im-
plementation of SSH2 that is known to have more defensive mechanisms to avoid
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vulnerabilities. Experiments are performed on different key size (AES-128, AES-
192, AES-256, RSA-1024, RSA-2048 and RSA-4096) while the t and n of shamir
secret sharing were t = 3 and n = 9.

We measured the performance of the proposed protocol using our developed
prototype. We divided the overhead time of each measurement into :

– SetUp and Share : The split of secret into shares, MAC computation and the
Upload time to Servers;

– Share and Reconstruction : The download time from Server, computation of
MAC and reconstruction of secret

Tables 1 and 2 show the results of the running time for computation and file
upload/download in seconds.

Table 1. SetUp and Share protocols performances

Key Size SSS Computation Upload Total Latency Upload

AES-128 0.005 18 18.005 ± 0.8
AES-192 0.005 18 18.005 ± 0.8
AES-256 0.005 18 18.005 ± 0.8
RSA-1024 0.03 18 18.03 ± 0.8
RSA-2048 0.03 18 18.03 ± 0.8
RSA-4096 0.03 18 18.03 ± 0.8

Table 2. Share and Reconstruction protocols performances

Key Size SSS Computation Download Total Latency Download

AES-128 0.04 7.86 7.9 ± 0.43
AES-192 0.04 7.86 7.9 ± 0.43
AES-256 0.04 7.86 7.9 ± 0.43
RSA-1024 0.07 7.86 7.93 ± 0.43
RSA-2048 0.07 7.86 7.93 ± 0.43
RSA-4096 0.07 7.86 7.93 ± 0.43

Analysis proves that data transmission is a dominant factor while shares compu-
tation do not heavily penalize the performance of the proposed design for different
key size (Figures 2 and 3). The latency time depends mainly on network quality
for file transfer and also the time taken by the appliance to authenticate to servers.

It is obvious that the proposed protocol adds a new security layer for the secret
key confidentiality. Based on our proposed design security threats may be a :

– Malicious insider user who may attempt to gather information through side
channel attacks
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Fig. 2. SetUp and Share Time Fig. 3. Share and Reconstruction Time

– Malicious external attacker who may try to intercept communication and steal
the shares.

The secret share addresses the specific need to enhance the security of the key during
its lifetime. The use of secret share schema establishes a mechanism of sharing
sensitive data securely amongst an untrusted network. Besides, our proposed design
inherits some properties related to Shamir’s (k, n) thresholds as:

– The system is Information-theoretic security meaning that an attacker with
high computational power cannot break the secret without having minimum
number of thresholds required to reconstruct the key.

– The system is extensible, where ki could be dynamically added/removed without
affecting other shares

– The size of each share does not exceed the size of the original data

However, during the upload/download of the shares it was noticed that the
system freezes or takes longer than usual to upload or download the shares, this is
usually due to the network connection and/or the interactions of the Appliance with
the servers to authentication management. In addition, if a share is compromised,
it will be difficult to know which part was affected.

The mere fact that the Appliance is hosted in on-premise does not mean that it
is completely trusted. A malicious insider can still tamper with the application. This
issue depends mainly on the organization hosting the KMS it self. Intel SGX may
be leveraged to offer hardware-based memory encryption and isolates the running
Appliance code and data in memory from processes running at a higher privilege
level.

5 Conclusion and future work

In this paper, we proposed a secure cloud key management based on the robust
secret share. The protocol is based on Shamir secret sharing that securely distribute
fragments of secret key amongst a different distributed cloud server. We have also
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implemented a prototype of our proposed prototype to demonstrate its practicality.
The results are promising, the computation of shares and MAC are very negligible
compared to data transfer. In the future, we plan to improve the proposed Appliance
through the use of Intel SGX which will give it more protection from disclosure or
modification. And implementing a sub-Appliance that will split the share of a server
into other shares in order to improve the security of the secret.
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Abstract

It has long been known that cryptographic schemes o�ering provably unbreakable security exist,
namely the One Time Pad (OTP). The OTP, however, comes at the cost of a very long secret key
- as long as the plain-text itself. In this paper we propose an encryption scheme which we (boldly)
claim o�ers the same level of security as the OTP, while allowing for much shorter keys, of size
polylogarithmic in the computing power available to the adversary. The Scheme requires a large
sequence of truly random words, of length polynomial in the both plain-text size and the logarithm of
the computing power the adversary has. We claim that it ensures such an attacker cannot discern the
cipher output from random data, except with small probability. We also show how it can be adapted
to allow for several plain-texts to be encrypted in the same cipher output, with almost independent
keys. Also, we describe how it can be used in lieu of a One Way Function.

Keywords: Encryption, Provable Security, Chaos Machine, Truly Random, One Time Pad, One Way Function.

1 Introduction

Most existing encryption schemes work by identifying some suitable family of bijective
functions, one for each potential secret key, from the universe {0, 1}n of plain-texts to the
universe {0, 1}m of cipher outputs. In this paper, we, the author, take a di�erent approach
by supplementing the input with a large, truly random sequence. This sequence, with only
a few minor, hopefully undetectable, changes is then outputted as the result of encryption.
The core idea is the following: we will partially permute the words in the truly random
sequence based on the plain-text and the short secret key. The main ingredient to security
lies in using the elements of the random sequence itself to determine which positions to
exchange. The assumption on which our security claims are based is that the partial
permutation determined by our method will appear random to any adversary having less
computing power than allowed. More precisely, no algorithm of running time less than
exponential in some arbitrary chosen security parameter should be able to distinguish the
cipher output from random, even when the plain text is known or can be chosen.

From the ancient polyalphabetic substitution cyphers, the idea of employing random
decision making in the encryption method is not new. The security of a scheme depends,
however, on how randomness is employed precisely. The scheme we propose paves the way
to a plethora of similarly-built ciphers, all relying on the same core ideas we present in this
paper. As such, it can be regarded as being the �rst specimen from a newly introduced
class of encryption methods.
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The proposed scheme is intended to be cryptographically secure. All of the au-
thor's knowledge of �elds such as computability (e.g. Kolmogorov complexity), complexity
(e.g. NP-Completeness), [CS]PRNGS ([Cryptographically Secure] Pseudorandom Number
Generators) as well as knowledge of existent schemes such as AES [2] and RSA [3], to-
gether with the assumptions on which their security claims are based, played a role in
developing the current proposal. The claim that the proposed scheme is cryptographically
secure is thus intended to be taken as an educated statement, not a mere shot in the dark.
Furthermore, the scheme can be adapted for use in lieu of a One Way Function (which
is something actively sought by researchers, consisting of an easy to calculate function,
whose inverse is computatinally hard to determine - see [1]), for most scenarios.

1.1 Prior work

To the best of our knowledge there is no public body of literature pertaining to
encryption schemes which involve making small changes to a large volume of random data,
based on the secret key and the plain text as well as on said random data. Nevertheless, we,
the author, strongly suspect that non-public research, by people such as Marius Zimand
(see [4] and [5]), Leonid Levin (see [1]) and others who have a competent scienti�c interest
in randomness, Kolmogorov complexity and the like, exists which includes ideas similar to
those in this paper. Nevertheless, to the best of our knowledge, such research, if it exists,
is not public. Chaos Theory has played a role in the development of some ideas in this
paper. Its applications in encryption, in the form of Chaos Machines, are best described
by Armour in [6]. Such machines can easily be employed to augment the security of the
proposed encryption scheme.

1.2 Overview of this paper

The rest of the paper is organized as follows. In Section 2 we present the proposed
Encryption Scheme, including an abridged version of its pseudocode. We include a brief
natural language description of its steps and also very brie�y discuss the theory behind
it, before making bold claims regarding its cryptographic security. We provide no formal
proofs, but, instead, claim that such exist. We conclude by analyzing the performance of
the proposed algorithm. In Section 3 we present some important ideas on further increasing
security, while in Section 4, we tackle the opposite tradeo�, by presenting a practically
feasible, simpli�ed version of the Scheme. Section 5 discusses performance considerations
for the simpli�ed scheme. In Section 6, we present an idea on how such ciphers can
be modi�ed to allow multiple, independent plain-texts to be encrypted within the same
cipher output, using almost independent keys. In Section 7, we show how the scheme can
be used in lieu of a one way function. Section 8 is dedicated to practical considerations.
Conclusions are drawn in Sections 9 and Acknowledgments o�ered in Section 10.

For considerations of brevity, this paper includes an abridged version of the pseu-
docode of the proposed Scheme, su�ciently comprehensive nevertheless to illustrate it
properly.

Appendix A contains proofs for theorems in this paper. The appendix is included at
the end of this paper, with separate references.

2 The Encryption Scheme

In this section we proceed to describe the proposed encryption scheme. For lack of a
better name, we shall call it Short Key Random Encryption Machine or SKREM in short.
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2.1 The Encryption Scheme SKREM

The scheme takes the following inputs for encryption:

1. Three sequences M1,M2 and M3, of su�ciently large size, consisting of m indepen-
dent, uniformly distributed, truly random w-bit words each. We call these grand
master tables. When it is obvious to which we refer, we use the notation M . These
are unique to a particular encryption and are never reused.

2. The plain text P consisting of n bits which need to be hidden. It can be arbitrary.

3. A sequence T of su�ciently large size, consisting of independent, uniformly dis-
tributed, truly random w-bit words, to be used for random decision making. This
sequence is discarded after use (and never reused). We call it the randomness well.

4. A relatively short list of secret key elements, K_small[], consisting of uniformly
distributed, independent, truly random bits. This is the secret key which needs to
be provided at decryption.

5. Two equally sized lists of secret key elements K1_large[] and K2_large[], consisting
of uniformly distributed, independent, truly random bits. We call these, the large
secret keys. These are to be discarded after use (and never reused).

SKREM also incorporates a number of security parameters, grouped in the pseu-
docode in the parameters_∗ structures which are an integral part of the scheme. Their
values can be adjusted to obtain other SKREM-like schemes, however they are required
to be identical at both encryption and decryption. The secret key and large secret keys
can just as well be generated using the randomness well and provided as output, when no
speci�c secret key generation method is required.

The �rst half of each grand master table is conceptually split into a number of smaller
master tables, of equal size, to allow locations from it to be sampled using a lesser number
of bits. The second half is used for replenishing values consumed from the �rst half. Each
secret key element incorporates a few small numbers (called key atoms) which are used
to generate a single location within a small master table.

The cipher output produced at encryption by the scheme, consists of the three, slightly
modi�ed, grand master tables M1,M2 and M3. The Decrypt routine, as expected, takes
as input the output from the Encrypt and produces the original plain text.

Consider the following abridged version of the pseudocode for the SKREM encryption
scheme.

Algorithm 1. Abridged version of the pseudocode of the Encryption Scheme SKREM.

1: STRUCT params_normal
2: reqsec← 256{Security strength parameter: Logarithm of computing power available
to an adversary}

3: dmod← 0{Used to specify direct mode of key extension, using only one round}
4: vrfy ← 1{Speci�es whether to return an error in case the security parameters do not
o�er the speci�ed security strength}

5: mtsize← 85{Used to determine the size of one small master table}
6: secrbase← 4{Number of additional secret bits hidden in each key element to be used
as base during key extension}

7: secrtwo ← 1{Used to specify that an additional random exponent is to be sampled
from the grand master table, during key extension}

8: secrbpp ← 256{Length in bits of the o�set used to select a random prime. Must be
≤ reqsec.}
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9: secrbpb ← 9{Number of bits, whose XOR is used to represent 1 emitted bit, during
key extension}

10: secrbpn← 9{Number of bits, whose XOR is used to represent 1 bit of plain text}
11: ppx← 9{Number of key atoms per secret key element}
12: w ← 8{Number of bits in a word in M and T}
13: bopf ← 2{Multiplication factor for the number of bits in a number l, necessary to

sample it with (almost) uniform distribution from uniformly distributed individual
bits}

14: END
15: METHOD Encrypt(P,K1_large[], K2_large[], K_small[],M1,M2,M3, T )
16: Use BasicEncryptDecrypt() to encrypt the two large keys, K1_large[] and

K2_large[] into M3, with secret key K_small[].
17: Use the randomness well T to generate an OTP for the plain text P .
18: Use BasicEncryptDecrypt() to encrypt the OTP intoM1, with secret keyK1_large[],

and its XOR with the plain text in M2, using secret key K2_large[].
19: return The modi�ed grand master tables M1,M2 and M3 as the cipher output.
20: END
21: METHOD Decrypt(M1,M2,M3, n, szLKey,Ksmall)
22: Use BasicEncryptDecrypt() to retrieve the two large keys, K1_large[] and

K2_large[] from M3, using key K_small[].
23: Use BasicEncryptDecrypt() to retrieve the OTP from M1, using secret key

K1_large[] and its XOR with the plain text from M2, using secret key K2_large[].
24: return The XOR of the two bit sequences obtained above, as the original plain text.
25: END
26: METHOD BasicEncryptDecrypt(mode, n, P,K[],M, T, t, params)
27: {Performs encryption of P into M based on K[] or decryption from M into P based

on K[], depending on mode}
28: {Initializations}
29: Initialize some constants based on the input and the security parameters. Of particular

interest are the following. The values for when dmod = 1 di�er slightly, but their
semantics remains the same.

30: k ← (secrbase∗ (1+secrtwo)+(ppx)∗mtsize∗ bopf +secrbpp)∗ bopf +secrbpp {Size
of a key element in bits}

31: f ← 1 + ([1/((1 − 1/2w))] − 1) ∗ 10 {Number of pairs of words su�cient to generate
one random bit}

32: reqBitsPerKey ← k ∗8∗ (1+secrtwo)∗secrbpb {Number of bits required by a single
key element, for extension}

33: reqWords ← (reqBitsPerKey ∗ (secrbpn/ppx) ∗ n/7 + secrbpn ∗ n) ∗ 2 ∗ f {Total
number of words consumed by the algorithm}

34: keyExtFactor ← 8 {Number of new key elements to which a single old key element
is extended}

35: mtSize ← Min(maxMTsize,NextPrime(2mtsize)) {Size of a small master table.
Chosen to be a prime number, around 2mtsize}

36: noMTs ← Min(b m/2
mtSize

c, 2 ∗ f ∗ reqBitsPerKey) {Total number of small master
tables}

37: for i = 0 to noMTs ∗mtSize− 1 do
38: Perm.Add(i) {Initialize Perm to be the identity permutation}
39: end for
40: {Security Parameters Validations}
41: if vrfy = 1 then
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42: Ensure that the following constrains are respected.
43: ppx ∗K[].Count ∗mtsize ≥ reqsec+mtsize
44: ppx ∗K[].Count ∗ 4 ≥ reqBitsPerKey/ppx
45: mtsize+ (mtsize− 1) ∗ 2 + 3 ≥ reqsec
46: maxMTsize ≥ NextPrime(2mtsize)
47: noMTs ≥ 2 ∗ f ∗ reqBitsPerKey
48: end if
49: {Key Extension}
50: while There are ≤ secrbpn ∗ n key elements do
51: for All old key elements and for increasing indexes of atoms within a key element

and of small master tables do
52: Use ExtractJthLocation() and GetLocation() to obtain two locations lp1 and lp2

within the permutation list Perm, using a single atom of a single old key element.
53: Use Perm to obtain two locations lm1 and lm2 in the grand master tableM form

lp1 and lp2.
54: Use BurnLocation() to mark the locations lm1 and lm2 as used, and replenish

Perm acccordingly.
55: Use GetBit() to obtain a random bit b2 from the values M [lm1] and M [lm2].
56: Distribute b2 to the appropriate old key element, to be used for its extension.
57: end for
58: if A su�cient number of bits has been emitted to allow for extension of all old key

elements then
59: XOR every secrbpb bits from those distributed to each key element for extension,

to obtain a usable bit.
60: Extend each old key element into keyExtFactor new key elements, using

ExtendKey(), thus concluding one key extension round.
61: end if
62: end while
63: {Getting Locations For Encryption}
64: Use the last round key elements to emit a number of secrbpn∗n bits from about twice

as many locations in M , keeping a record of both.
65: {Encrypt / Decrypt}
66: Use the XOR of every secrbpn from the emitted bits above to represent a single bit

of plain-text.
67: At encryption time, if this bit does not correspond to the desired one from P , swap

the values at a single, randomly chosen, pair of locations inM , from the secrbpn used
to generate it. Use the randomness well T to pick the exact pair.

68: {Return result}
69: return (P,M, t)
70: END
71: METHOD ExtendKey(K,ExtendBits, t, NewV als, k, count, params)
72: {Extends the key element K, by adding count new key elements to the NewV als list}
73: (_, KeyBits)← ExpandKey(K, k, params)
74: lp← 2k−secrbpp∗(bopf+1)

75: for i = 0 to count− 1 do
76: x← 17, y ← 14, v1← 17, v2← 28
77: q ← 0
78: (po, t)← BuildV alue(ExtendBits, t, secrbpp)
79: p← NextPrime(lp+ po)
80: (v1, q)← BuildV alue(KeyBits, q, secrbase)
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81: if secrtwo > 0 then
82: (v2, q)← BuildV alue(KeyBits, q, secrbase)
83: end if
84: (x, t)← GenerateRandomFromBits(ExtendBits, t, p, params)
85: if secrtwo > 0 then
86: (y, t)← GenerateRandomFromBits(ExtendBits, t, p, params)
87: end if
88: newK ← (20 + [(v1 + 14)28+x + (17 + v2)17+y + 11431]−1) mod p
89: newBits← ∅
90: GetBits(po, secrbpp, newBits)
91: GetBits(newK, k − secrbpp, newBits)
92: (genK,_)← BuildV alue(newBits, 0, k)
93: NewV alus.Add(genK)
94: end for
95: return t
96: END
97: METHOD ExtractJthLocation(K, k, j, params)
98: {Gets the value associated with the j-th atom used to index the small master tables,

from key element K}
99: static lastresult← 14 {Retains value between method calls}
100: (_, KeyBits)← ExpandKey(K, k, params)
101: p← NextPrime(2mtsize) {Gets the smallest prime larger than this value}
102: q ← secrbase ∗ (1 + secr_two) + j ∗mtsize ∗ bopf
103: (l,_)← GenerateRandomFromBits(KeyBits, q, p, params)
104: if lastresult < 2 then
105: lastresult← 28
106: end if
107: l← [17 + (lastresultl+28 + 14)−1] mod p
108: lastresult← [17 + (lastresultl+20 + 11431)−1] mod p
109: return l
110: END
111: METHOD BurnLocation(Perm, l,m, noMTs,mtSize)
112: {Marks the location Perm[l] from the grand master table as used and performs some

minor shu�ing of Perm, based on l}
113: q ← bl/mtSizec
114: j1← b q

2
c

115: j2← q + bnoMTs−1−q
2

c
116: l1← j1 ∗mtSize+ b l

2
c

117: l2← j2 ∗mtSize+ l + bmtSize−l
2
c

118: Perm[l1]↔ Perm[l2]
119: Perm[l]← m− 1
120: m← m− 1
121: return m
122: END
123: METHOD GetLocation(l, x, noMTs, orgNoMTs,mtSize, params)
124: {Gets a location in Perm based on location index l in a small master table of size

mtSize and a value x, with 0 ≤ x < orgNoMTs}
125: END
126: METHOD ExpandKey(K, k, params)
127: {Expands key element K into its constituent parts so they can be used directly. These
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parts are the prime modulus used and the bits which represent all the atoms}
128: END
129: METHOD GetBit(w1, w2)
130: {Returns a uniformly distributed bit based on two random, but potentially not uni-

formly distributed, words w1 and w2}
131: if w1 = w2 then
132: return null
133: end if
134: if w1 < w2 then
135: return 0
136: end if
137: return 1
138: END
139: METHOD GenerateRandomFromBits(Bits, t, l, params)
140: {Returns an almost uniformly distributed value between 0 and l − 1 based on some

uniformly distributed random bits found in the sequence Bits, starting at index t}
141: a← GetReqGenerateBits(l, params)
142: x← 0
143: for i = 0 to a− 1 do
144: x← x+Bits[t] ∗ 2i

145: t← t+ 1
146: end for
147: step← 2a/l {Noninteger value with double precision}
148: q ← bx/stepc
149: if r 6= q and q < l and (q + 1) ∗ step− x ≥ x− q ∗ step then
150: q ← q + 1
151: end if
152: return (q, t)
153: END
154: METHOD GenerateRandomBitsFromP(a, p, l)
155: {Returns the bits of an almost uniformly distributed value between 0 and 2a−1 based

on some uniformly distributed value, between 0 and l − 1}
156: The method proceeds analogously to GenerateRandomFromBits.
157: END
158: METHOD GetReqGenerateBits(l, params)
159: {Returns the number of uniformly distributed random bits required to generate an

almost uniformly distributed value between 0 and l − 1}
160: return bopf ∗ dlog(l)e
161: END
162: METHOD GetBits(val, noBits, Bits) {Adds noBits bits from val to a bit list}
163: METHOD BuildValue(Bits, t, noBits) {Builds a value from a bit list}
164: METHOD NextPrime(val) {Returns the smallest prime number ≥ val}

Discussion: The values 14,28,20,11431, and 17 were chosen to be arbitrary beautiful con-
stants ≥ 2, which are used in such a way so as to have no impact on the security of the
scheme. They can be replaced with anything else the reader �nds more to his tastes, if
desired.

SKREM proceeds as follows. It encrypts the two large keys K1_large[] and
K2_large[] using the secret key K_small[]. This step is performed in order to allow
for shorter keys in practice. SKREM then proceeds to encrypt the plain text, split in two
via an OTP, into grand master tables M1 and M2. Each of these is, in e�ect, when taken
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alone, truly random.
Actual encryption is performed in BasicEncryptDecrypt(). The security strength

parameter - commonly identi�ed with the key length in bits in most other ciphers - is
reqsec. This must be taken such that 2reqsec steps is beyond what is tractable by any
adversary, within the intended lifetime of the cipher text. The security constrains put in
place, and enforced via validation, are rather stringent. They are meant to be generously
su�cient to allow us claim that SKREM can be proven to o�er unbreakable security.

Encryption proceeds as follows. Firstly, a key extension stage takes place, where the
number of available k-bit key elements is extended to secrbpn∗n. Finally, each atom of the
resulting last key elements is used to determine an unused location within the grandmaster
table. The values at these locations are than altered to represent the plain text, encoded
in the pair-wise relative order of consecutive such. A number of secrbpn bits, represented
by secrbpn pairs of locations are XORed together to encode a single bit of P . When the
existent bit does not correspond to the desired one, any of these pairs, randomly chosen,
will have its values switched. Knowledge of the plain text could potentially be speculated
only starting at the last stage, where actual encryption takes place. All transformations
performed until then by SKREM are fully independent from it: the list of potential pairs
of swappable locations fromM is the same for any plain-text. As such, adaptive plain text
attacks, as well as chosen cipher text attacks, should o�er no noteworthy added bene�t
whatsoever, over simple known plain text attacks.

During the key extension round, the following occurs. Each old key element is pro-
cessed by ExtractJthLocation (which uses some modular algebra to spice the result up a
bit) to obtain a number of ppx locations between 0 and the size of a small master table.
Each such location is used to reference 2 ∗ f ∗ reqBitsPerKey locations from the grand
master table M , using GetLocation and the indirection vector Perm. Each successive
pair of locations in M encode 1 (truly random) bit, with probability (1 − 1/2w), failing
1/2w of the time, when the sampled values are equal. In order to ensure with reasonable
probability that we obtain the required number of reqBitsPerKey from each key atom,
the number of pairs of words is increased by a factor of f , which is taken to be close to
the inverse of the former. The exact probability of failure for the entire process was not
computed, but is instead left for further research.

Once reqBitsPerKey bits are generated for each of the new key elements (by all
of the old key elements together), they are used to expand each such original key, into
keyExtFactor (8) new ones. The bits used for extension, while generated by locations
determined deterministically from original key K_small and the grand master table M ,
are understood to appear truly random and independent to the adversary: since M is
truly random, unless we got astronomically unlucky for it to be something predictable
(e.g. all 0s), the distribution of values across almost all of its permutations should be just
as random. Do note, however, that the entropy (in terms of Shannon Entropy [7]) of the
ensuing permutation of M will also never exceed the entropy of the secret key (which is
large enough to exclude brute force guessing, fortunately).

The manner in which a single k-sized key element K is extended is as follows. At least
1 (potentially 2) k-sized, random values x, y, are generated based on the grand master
table M , and on part of the key atoms from the other key elements, excluding itself. We
expect each of these 8-16 values to be, e�ectively, indistinguishable from random by the
adversary. The exact extension formula consists of the exponentiation of some primitive
of GF (p) to a random exponent based on the x,y values, thus producing a random result,
regardless of the base used. The summing of two such exponentiations, as well as of the
beautiful o�set 11431 are meant to prevent a sequence of operations from simplifying to
just one. Finally, the modular inverse operation was employed, given its apparent even-
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today-valid strength with regard to cryptographic usages. It is known that the AES [2]
scheme relies fundamentally on it. Given the OSINT available to the author, it seems the
security of modular inversion holds in practice. We chose to work in GF (p) (the Galois
Field of order p) with varying, (almost) truly random primes p-s, of suitable length, rather
than GF (2c) for some �xed c for three reasons. Firstly, we feel that the structure of GF (2c)
might be the object of intense study and precomputations, particularly given its popular
usage in cryptography. By choosing to work in a large number of simple �elds, we preempt
such possibilities. Secondly, the structure of GF (p), simple as it may be, appeals more
to us than the potential unknowns hidden by GF (2c). Thirdly, a primitive of GF (p) is
very be easy to �nd: any value ≥ 2 will do. The above formula produces a random result
whenever x is random, regardless of the other values.

The method used for bit emission, by some key atom A, is designed to deny the at-
tacker the possibility to guess more than a single one for any new key atoms, resulting
from extension, by making some guesses about as many old key atoms as his computing
power allows. We claim that no succinct characterization or useful property can be deter-
mined (except with astronomically low probability) by the adversary, with regard to the
relationship between the set of new atoms and the set of old ones. This claim rests on
the fact any such relationship will need to depend heavily on the existence of structure
and order within M itself - which is, by the de�nition randomness involving constructive
martingales, excluded (except with astronomically low probability).

Guessing all the mtsize bits of the location represented by an atom, could, under
some pessimistic scenarios, potentially be used to determine one bit for all new atoms
in an extension round. An attacker would then be able to take ≈ 22∗(mtsize−1) random
guesses for all the remaining bits (of which there are at least mtsize− 1 per atom - and
this value could be increased as per the ideas in Section 3), in order to know with 1σ
con�dence (≈ 68.5%) if he had guessed right (see [8]). Each time such an experiment is
performed, the set of plausible initial guesses (2mtsize) is reduced to the corresponding
fraction (e.g. 0.3% for 3σ). We consider that the security check requring mtsize to be no
lesser than ≈ reqsec/3 is su�cient from a theoretical perspective to allow for the desired
level of voracity in our claims that SKREM o�ers security that can be formally proven to
be unbreakable. Note that any speculated (guessed) property of any round's set of atoms
will be impossible to verify before the very last stage, where actual plain text encryption
occurs.

At the encryption stage, the attacker is faced with a set of O(n) key elements, which,
by the prior arguments, he should not be able to characterize in any useful manner.
Each group of secrbpn key elements are used to encode a single bit of plain text. For
secrbrb >= ppx (which is the case in SKREM), an intractable number of locations would
need to be guessed, for the attacker to be able to constrain the last-round key elements
universe to account for even just 1 bit of plain text. The attacker should, thus, be unable
to deduce any useful properties of this set, allowing him to characterize the original key
K[] or discover some yet-unknown bit of plain text. In e�ect, the last round keys function
like a practical OTP for the plain text (not an actual OTP since its entropy is limited to
about reqsec). By introducing uncertainty about which pair of locations had its values
changed inM , we feel we have made most attacks seeking a useful representation of the set
of last round key elements, reduce to the counting problem #SKREM instead of merely
the decision one. The counting problem is generally considered harder than the decision
problem, as the di�erence in tractability between 2CNF-SAT and #2CNF-SAT illustrates
[9].

Other, less crucial, decisions add some additional uncertainty over the entire exe-
cution of the algorithm. For example, the simple shu�ing of just 2 locations used in
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BurnLocation(), we expect to cause the indirection arrangement Perm to stray, before
the start of the encryption stage, pretty signi�cantly from anything which is very simple
to describe. The usage of non-constant base in ExtractJthLocation(), based on e�ec-
tively all the atoms encountered during the entire course of execution of the algorithm
also complicates matters notably.

The method used by GenerateRandomFromBits() and
GenerateRandomBitsFromP () to convert from one uniform probability distribu-
tion to another merits some attention. It involves dividing the source universe into even
slots, each having an associated value from the target universe. This conceptual division
entails non-integer, rational thresholds. Since each threshold is a rational number, it may
fall between integers. Occasionally a value at a border between two slots is encountered.
Since determining the true correspondent would require more precision than available,
we simply employ some smart rounding. As such, each value in the target universe may
have its distribution altered (increased or decreased) by inclusion / exclusion of a small
part of it, situated around the two thresholds of the interval which represents it. Each
such amounts to less than 0.5 (thanks to rounding), bringing the total to at most 1 value

from the 2bopf∗log(l)

l
= 2(bopf−1)∗log(l) representing it, thus making the suggested bopf = 2

overly generous. This method, along with the one in GetBit(), were discovered by the
author in the context of this paper. Nevertheless, we strongly suspect the likes of Marius
Zimand or Leonid Levin are also aware of them.

Decryption is identical to encryption, save the lack of need to switch values in the
grand master tables. It warrants no separate discussion. Armed with the insights discussed
above, we make the following claims.

2.2 Claims

Claim 1. Any classical computer algorithm, using less running time than 2reqsec, has a
probability of less than a value below that corresponding to 1σ (≈ 68.5%) of determining
whether SKREM was used to encrypt some known, arbitrarily chosen plain text P .

Discussion: Essentially, we claim that SKREM o�ers security reqsec against a clas-
sical computer. Note that this is a bit less than the size of the secret key, K_small[]
(by no more than a polynomial factor). Also note, importantly, that the claim asserts an
would-be attacker, not only is unable to characterize or determine the original key - or
predict the unknown part (if any) of the plain text, but also that he is unable to discern
the cipher text from random.

Claim 2. Any quantum computer algorithm, using less running time than 2reqsec/2, has a
probability of less than a value below that corresponding to 1σ (≈ 68.5%) of determining
whether SKREM was used to encrypt some known, arbitrarily chosen plain text P .

Discussion: The reason for the reduction in the security strength against a quantum
computer is obviously Grover's Algorithm [10]. If there was any doubt left, the discussion
by Bernstein in [11] clari�ed this need. Although our key size is more than double reqsec,
we choose to be conservative and consider the security strength of the secret to be just
reqsec. Given Bennet et all [12], Grover's algorithm is asymptotically optimal for an
arbitrary black box function - which is what we consider SKREM to be. Thus a reduction
factor of 2 in the claimed strength should su�ce. We, the author, consider humanity's
current understanding of quantum physics incomplete and partially �awed. We believe
it possible for physical phenomena to exist which allow computers, o�ering exponential
speed-ups in �nding feasible arguments to black boxes, to be built. This is adds on top of
speed-ups possible under existing theory, such as taking refuge near the event horizon of a
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black hole until a classical computer �nishes breaking the encryption key, or sending the
computer itself to a place where time �ows relatively much faster. We believe that new
encryption techniques will need to be developed, once this understanding is perfected.
This highly speculative discussion is, however, outside the scope of the current paper.

In the �good old fashioned� practice of cryptology works, we provide no formal proofs
of our claims. We do however claim that such formal proofs exist, which is, we believe, a
far stronger assertion than simply saying they are true.

Claim 3. There exists a formal proof of Claim 1.

Claim 4. There exists a formal proof of Claim 2.

2.3 Performance Analysis of SKREM

Theorem 1. The performance characteristics of SKREM are as follows:

� Total number of random words required: O(n ∗ reqsec).

� Minimum size of secret key: O(reqsec2)

� Space complexity: O(n ∗ reqsec).

� Running time complexity: Õ(n ∗ reqsec7)

Proof. The proof is included in Appendix A, as Lemma 1.

Discussion: The running time is thus polynomial in the security strength parameter
and the plain text size and linear in just the latter. The required minimum secret key
size is only quadric in the security strength parameter, which is O(1) with regard to
plain text size. The extra space required, besides the output and randomness well, can be
implemented to go as low as the O(2mtsize ∗ 2 ∗ f ∗ reqBitsPerKey). This is no more than
2O(reqsec), which is O(1) with regard to the plain text size.

3 Further Strengthening Security

In this section, we present a few important ideas to further strengthen security. We
consider these to hold signi�cant value with regard to any SKREM-like cipher, including
the simpli�ed version presented in Section 4. Consider the following.

1. Pepper the plain text with random changes, making use of error-correction
codes. First, transform the plain-text into a redundant form by encoding it using
error-correction codes. We suggest using simple codes, like Reed-Solomon [13], and
quadrupling the size of the plain text with error correction data. After this, the
randomness well T can be used to randomly alter a large portion of the words from
the transformed plain text. Using Reed-Solomon codes should allow for modi�cations
in about 30% of the data and still ensure it can be deciphered correctly. Not knowing
where exactly a modi�cation has taken place complicates the ability of an adversary
to exploit any potential known plaintext advantage.

2. Permute the indirection list Perm using a more sophisticated approach.
For example, a longer permutation, determined by the sequence of burned locations,
could be applied instead one involving a single swap currently used. One idea for such
is to choose a �xed permutation of large order and to raise it to a power determined
by the burned location before every application to Perm.
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3. Perform Key Extensions / Refreshes between encryption of successive
plain text bits. Refreshing some key elements (having them generate 1 new element
instead of 8) after encoding each bit of plain text could add further uncertainty.

4. Encrypt the plain text and / or the master tables using an existing sym-
metric cipher like AES beforehand. This is a relatively common idea to any
cipher. In our context, it can be regarded as a mean to degrade the capacity of the
adversary to know the actual plain text. Like with any new scheme, the security of
SKREM and SKREM-like ciphers should not rely on the security of this additional
cipher. AES encryption is regarded in this context as mere obfuscation. Nevertheless,
the design of SKREM allows such additional ciphers to be applied to both the plain
text and the master tables safely, without degradation of security.

5. Use a Chaos Machine or a CSPRNG instead of, or along side, modular al-
gebra. Currently, the transformations performed by ExtendKey() are algebraically
simple. However, SKREM could be altered to PUSH all emitted bits in a round into
some Chaos Machine (see [6]). Whenever a certain value needs to be generated, its
seed could simply be PULLed from this machine. If a full Chaos Machine is too slow,
a di�erent CSPRNG can employed in lieu of it.

6. Change the location sampling method to something more sophisticated.
Currently, once the �rst location has been extracted from an atom, a simple, pre-
dictable, linear probing method is employed. However, a more sophisticated approach
could be taken in GetLocation() to translate l and x into an index in Perm. This
could, for example, take the form of modular algebra again, combining the two in a
manner similar to the expression in ExtendKey(). Alternatively, Chaos Machines,
CSPRNGs or di�erent one way function candidates (like the one in [1]) could be em-
ployed. Additionally, the size of one atom can be increased to something more suit-
able, irrespective of the size of a small master table, changing ExtractJthLocation()
accordingly. The current approach was chosen �rstly to prevent the arguments per-
taining to the security of SKREM depend on the security of this additional enhance-
ment, which we feel is besides the core of the proposed scheme. Secondly, we wanted
a practically feasible version to be easy to describe and understand, thus prevent it
from resorting to sophisticated hacks and optimizations.

Finally, the following salt generation idea presents signi�cant value, especially when
secure transmissons are envisioned (rather than mere secure storage or computations):
Transmit some number of grand master tables M - say 28. Among them, include the
M1, M2 and M3 generated by Encrypt(). Each of these grand master tables will appear
indistinguishable from truly random at any inspection (since indeed they are each actually
truly random, taken apart) - for example when crossing a national border. The receiver

will then try out all the
(
28

3

)
≈ 2.7 ∗ 106 triplets and discover the correct plain-text,

reasonably fast. For an attacker without knowledge of the secret key, discerning even if a
single triplet is non-random is a very hard (claimed insurmountable) task. Performing this
computationally expensive operation more than 2.7 million times should prove intractable.

4 Improving Performance

As powerful as SKREM is, its complexity (space in particular) - makes it impractical.
In this section we present simpli�ed version, resulting from choosing non-default values
for the security parameters, meant to drastically improve performance characteristics.
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It comes at the cost of only a constant factor reduction in the voracity with which we
assert our educated security claims 1 and 2 (although we expect �nding a formal proof
for them to be harder). For lack of better name, we call it SKREMS (Short Key Random
Encryption Machine Simpli�ed). It is intended to be just an example of how practically
feasible SKREM-like ciphers can be derived. We aim to provide 100-year security against
the top existing conventional supercomputer, as of 2019. Based on publicly available
statistics, this constrains the value of the security strength parameter to about log(1030) ≈
100. Modifying SKREM to allow for defending against a quantum super-computer (thus
requiring doubling this value) is possible, but it entails resorting to some re�nements and
hacks which are outside the scope of the current paper. Consider the following.

Algorithm 2. Changes to SKREM entailed by the Encryption Scheme SKREMS.

1: STRUCT params_normal
2: reqsec ← 100; dmod ← 0; vrfy ← 0; mtsize ← 33; secrbase ← 4; secrtwo ← 0;
secrbpp← 20; secrbpb← 5; secrbpn← 6; ppx← 2; w ← 8; bopf ← 1.1

3: STRUCT params_short : params_normal
4: dmod← 1; secrtwo← 1; ppx← 5;

Theorem 2. The performance characteristics of SKREMS are the following.

� Total number of random words required for each of M1, M2 and M3: 9030 ∗ n,
9030 ∗ n and 234 respectively.

� Minimum size of secret key: 231 bits.

� Space complexity: 18060 ∗ n+ 234.

� Running time complexity: O(n), using about n ∗ 130/7 CPU modular algebra op-
erations over 127 bit numbers and about 18060 ∗ n + 234 disk and main memory
operations.

Proof. The proof is included in Appendix A, as Lemma 2.

Discussion: Given than n is actually the number of bits, not bytes of plain text, the
actual byte of storage per byte of plaintext is in fact ≈ 9030 ∗ 8 ≈ 71GB/MB. Note that
the secret key is just a factor of 2.31x larger than the theoretical minimum for this security
strength. Also, note that it can be coded using about 42 alphanumeric characters. With
some special training and a bit of practice such a key can be stored in a human brain.

As per the detailed discussion in the section below, based on performance data from
[14] and [15], using two, commercially available, portable SSD drives of 2 TB each, one
could encrypt about 28 MB (which is su�cient to contain about one minute of video, not
to mention the full text of this paper) in about 1 day, using high-end, but still commodity
hardware. The CPU running time can be reduced by a factor of ≈ 107, using super-
computer grade hardware, allowing the entire process to complete in about 3 minutes.

The above illustrates that practically feasible SKREM-like schemes exist. Ideas to
further signi�cantly improve performance also exist. Two, immediately obvious ones, in-
volve using a hardcoded, precomputed list of primes of all required sizes (e.g. the �rst
prime above 2k + 11431 ∗ x for increasing values of x) or performing algebraic operations
in GF (px) for some �xed small prime p (which we strongly dislike).

Finally, note that splitting the plain-text into blocks - one of the worst practices ever
adopted in cryptography - is not required by SKREM-like ciphers: their complexities are
linear in the plain text size. As such, problems associated with chaining methods (such as
XTS [16]) are fully avoided. We strongly dislike having block ciphers be used to encrypt
large plain-texts, as we feel chaining methods conceptually open up the output to code
book attacks of various sorts, like the watermarking attack for CBC [17].
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5 Performance considerations of SKREMS using commodity

hardware

Using commercially available storage hardware, consisting of 6 interconnected 120 TB
hard-disks, providing 720 TB of volume, which, as of 2019, would cost around $80,000,
one could encrypt up to 5 GB of plain-text, with a careful implementation. This is the
equivalent the capacity of about 1 DVD.

On the other hand, using two commercially available, portable SSD drives, of 2 TB
each, one could encrypt about 28 MB, which is su�cient to contain about one minute of
video, not to mention the full text of this paper.

Consider the information in [14] - stating that about 150∗103 modular exponentiations
can be performed per second, using 1024 bit numbers. Based on it, we expect at least
1500 ∗ 103 modular operations per second to be achievable, for 127 bit numbers. The
total delay thus introduced for the 28 MB example above, using two cores, will be <
28 ∗ 223 ∗ 130/7/(1500 ∗ 103) ≈ 2908 seconds, or ≈ 49 minutes. The disk operations,
involving processing ≈ 71 ∗ 28 + 16 GB on two SSDs in parallel, could take up 1 year if
random reads are allowed. However, a careful trick exists which allows for only sequential
external reads to be performed. The total running time for disk operations thus becomes
(28 ∗ 71 + 16) ∗ 230 ∗ 62 ∗ 10−12 ≈ 134 seconds (based on data from [15]), which is a
bit over 2 minutes. Additional memory operations should take between (28 ∗ 71 + 16) ∗
230 ∗ 100 ∗ 10−9 ≈ 216 ∗ 103 (about 60 hours) and 1/25x times this value (about 2.4
hours) over two cores of commodity hardware (based also on data from [15]). Overall, we
expect encryption/decryption of the 28 MB to complete within about a day, using high-
end, but still commodity hardware. According to public statistics, using super-computer
grade hardware available as of 2019 will decrease CPU running time by a factor of 107,
making the entire process complete in less than 3 minutes (running time dominated by
disk accesses).

6 Hiding Multiple Plain-Texts In The Same Cipher Output

While SKREM-like schemes, including SKREMS consume O(n) space, the constant
factors are rather large. However, of the total space used, only a small portion, wf , is ever
changed, namely 2 ∗ f ∗n words in total. For SKREMS wf ≈ 0.03%, with only ≈ 2.08 ∗n
words changing from the total of 9030 ∗ n. The fact wf � 1 can be used to encrypt more
than one plain text into the same master table. Consider q plain texts, each of length n,
to be encrypted in the same master table M . Let m denote the minimum size of a grand
master table required for encryption of a single one. Decryption of each plain text will
succeed so long as all the locations which are �touched� at encryption are left unmodi�ed
by the encryptions of the others.

Consider the following approach for achieving this desiderate, making use of a Univer-
sal Perfect Hashing (see [18]) scheme to avoid writing to forbidden areas. Two hashtables
H1 and H2 are used, with |M | available slots each. They associate to each of their slots a
distinct location in M . After the encryption of the i-th plain-text, for all locations {loc}
touched during encryption, the values {(j, loc)|i < j < q} are removed from H1, resulting
in some up to j slots becoming unavailable. Similarly, all write-zone locations touched,
{locw} have the corresponding values {(j, locw)|i < j < q} removed from H2. During key
extension of the i-th plain-text, whenever a reference to a location loc in M is made, it
is interpreted to mean location H2[(i, loc)] instead. Furthermore, (i, loc) is removed from
both H1 and H2 in BurnLocation(). During the encryption stage, a reference to loca-

Computer Science & Information Technology (CS & IT)176



tion locw is interpreted to mean location H1[(i, locw)]. Thereafter, (i, locw) is similarly
removed from both H1 and H2. This way, all q plain texts will write to disjoint zones, and
they will all read from unaltered locations. If removal from H2 fails, a di�erent random
seed is retried for both hash tables and the process starts over (from the �rst plain-text).
If a collision occurs for H1, it can be ignored: the slots must have already been invalidated
by some prior plain-text. It is crucial however, that there be no collision at all between
the values (i, 0) . . . (i,m) in either H1 or H2, for any i. This can be checked before the
�rst encryption starts. The probability of collision for H2 should be rather small, since
only q ∗ 2 ∗ f ∗ n = O(q ∗ n) locations are removed. Having |M | > O(m + wf ∗ q ∗ m)
should su�ce to get the probability of successful encryption for all q plain texts large
enough. We leave calculation of the actual factor by which M needs to be increased to
allow, with high probability, for precisely 0 collisions to occur in H2, for further research.
Note that the hash tables H1 and H2 need to be common to all q plain-texts. The length
of the random seed, needed for the theory of Universal Perfect Hashing to work, consists
of just a few RAM words (over no less than log(|M |) bits). As such, it can be encrypted
alongside each pair of large secret keys using the respective plain text's K_small. The
secret key size thus increases with only log(q) bits, required to describe the index (or ID)
i of the each plain text, from among the q possible.

We believe that a moderately ingenious application of the above could be used to
modify SKREMS to allow it to encrypt 10-100x larger volumes of data using the same
amount of space. We consider employing the above as a means to ensure �plausible denia-
bility�, of little practical value, both as a legal defense and as a defense against a torturous
interrogator, considering that the cipher output, as per Claims 1 and 2 will appear ran-
dom to an adversary anyway. Potentially, having it represent more than one plain text
could play a role in informative intoxication operations involving double agents.

7 Usages In Lieu Of A One Way Function

Consider the transformation, de�ned using any SKREM-like scheme, including
SKREM and SKREMS themselves, mapping a secret key K_small to a plain text P
resulting from decryption of a �xed, a priori chosen, cipher output M . For lack of bet-
ter name, we shall call it SKREMOW (SKREM One Way). It is de�ned as follows:
SKREMOWM : {0, 1}k → {0, 1}n, where n = |P |, an arbitrary chosen size for the
plain text (small enough to be encryptable inM), k is the size of the secret key |K_small|
and let m = |M | be the size of the three grand master tables M1, M2 and M3 combined
(chosen to be of the minimum size, required for the speci�c plain text size n). Note that
for a �xed key size k (chosen large enough to satisfy the security requirements for a speci�c
reqsec security strength parameter) and a �xed plain text length n, SKREMOW actu-
ally de�nes a family of transformations: one for each of the 2m possible cipher outputs.
Reversing a function in this family is claimed to be, with high probability, provably im-
possible for any adversary having less computing power than 2reqsec (2100 for SKREMS).
SKREMOW thus �ts the security requirements for almost all practical applications of one
way functions.

There are two aspects preventing us from being able to formally consider
SKREMOWM a one-way function. Firstly, it is one way only with high probability:
in cases where M is chosen in an astronomically unlucky manner (for example it is all
0-s), it can be that SKREMOW−1

M could be easily computed. Discerning if a certain M
is suitable (the quality of its randomness is su�cient) is a di�erent, not at all trivial, task
in itself. Secondly, the hardness of computing its inverse is only with regard to an ad-
versary with a �xed, constant amount of computing power available (namely 2reqsec). For
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a su�ciently large constant (2reqsec su�ces), a simple O(m) (linear in input) algorithm
exists computing SKREMOW−1

M for any M . Although such an algorithm is intractable
in practice, for a constant security strength parameter, SKREMOW−1 does not meet the
complexity class requirements of a one way function. This second aspect could be remedied
by taking reqsec to be a Ω(n). However, this would make the key size for SKREMOW
too large for some practical applications.

Also note that SKREMOW is not bijective. When n is too small, the same plain
text P could be decrypted using several secret keys - making SKREMOW non-injective.
When n is large enough, there will exist bit sequences from {0, 1}n which do not admit any
key to decrypt them from the chosen, �xed cipher output M , thus making SKREMOW
non-surjective. Nevertheless, taking n to be large enough, and restricting the codomain of
SKREMOW to its image ImSKREMOWM

, makes it become, with high probability, bijective.
The above construction su�ces for almost all scenarios where one way functions are

required in practice, even though SKREMOW is not, per see, a one such itself.

8 Practical Considerations

We include some remarks, pertaining to practical usages of SKREM-like encryption
schemes, such as SKREMS. Do note that implementation and actual usage pattern can
make all the di�erence between perfect, unbreakable security and no security at all, for any
scheme. The following is not intended to be even an exhaustive enumeration of potential
pitfalls related to SKREM speci�cally. Nevertheless, we recommend paying particularly
close attention to the following, before anything else.

Firstly, consider truly random numbers. As cryptologists, we love them, we hate them,
we need them - all at the same time. The security of SKREM relies on the high quality
of the randomness of the grand master table M and of the randomness well T . These
should be harnessed from nature, rather than merely pseudo-randomly generated from a
short seed. We can suggest the following as potential sources of entropy: (i) measuring the
value of a single qubit passed through a single Hadamard gate on any quantum computer
(and repeating the experiment for the number of bits required), (ii) sampling the phase
of inbound solar radiation; (iii) measuring the interval between successive alpha-particle
emissions during radioactive decay of certain atoms (if one such radioactive source is
available to the user); (iv) sampling mouse gestures provided by the human user using a
mouse; and (v) sampling a compressed, large patch of random text, provided by the human
user using the keyboard. The output from several such sources should be combined using
a Kolmogorov extractor (see [5]). Finally, automated statistical tests should be performed
both on the originally sampled bits and on the cipher output, to detect cases of obvious
de�ciencies in the quality of the randomness.

Note that SKREM-like schemes can be used to create encrypted volumes - that is
they allow for the plain text to be accessed randomly and even changed on the �y, given
the secret encryption key. When used in this scenario, once any cipher output has been
revealed to an attacker, the volume should be considered read-only. Generally speaking,
the grand master tables and the randomness well should never be reused once a cipher
output generated using them has been revealed, just as with an OTP.

All randomness used in the scheme, including the discarded randomness well T and
the original grand master tableM , must be kept secret. Revealing the grand master table
to an adversary marks the moment he can start to preprocess it. A simple side by side
comparison of the original master table and the cipher output will reveal the locations
used to encrypt the plain text. Thus, the original sources of entropy used, as well as their
outputs, must not become available to the attacker.
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We are aware of several types of attack against some practical usage scenarios and
implementations of SKREM-like ciphers, which do not break the encryption scheme itself.
We, the author, choose not to share them as part of this paper, as being outside its scope.

Of particular concern can be that we, the author, suspect that it is possible for
the laws of physics concerning quantum phenomena to allow for a particular kind of
quantum computer to be build which allows for exponential speedups in search over a
the universe given by the preimage of a function (thus being exponentially faster than
Grover's algorithm). We fear that, an implementation of such, might, someday, exist,
which would allow for an arbitrary circuit with imposed output to be modeled using a
quantum computer. Such a theoretical computer would then be run to determine its input.
While processing, we fear it might be possible for all non-feasible states to essentially
�fade out of existence� (e.g. have cumulative probability < 1/3 of describing a particular
evolution of the quantum system). Thus, such a theoretical computer would be able to
provide, with high probability, a feasible input to the arbitrary circuit in a single run
(although the universe of possible inputs can be exponential in the size of the circuit).
While existing quantum computer models cannot, to the best of our knowledge, come
even close to such a feat, physical phenomena might exists which allow it. The quantum
phenomenon called �path-of-minimum-energy�, believed to be involved in photosynthesis,
and harnessed by some for optimal route computation, is a particular inspiration for this
concern of ours.

Finally, no encryption scheme, no matter how secure - even provably unbreakable -
can protect against spyware installed on the devices where the encryption key is entered,
or on the machines which perform actual encryption / decryption. Given that the we,
the author, have used a personal, commercially available, not particularly secured, laptop
to write this paper, we expects that there is a high probability some foreign intelligence
services had already gained access to this research, by the time it was released by us.

9 Conclusions And Further Research

We have proposed two encryption schemes, which we claim o�er the same level of
security as the OTP in their strength parameter, while allowing for keys of constant size
with regard to the plain text. For one of them, we further claim that formal proofs for
these claims exist. Both schemes are claimed to make encrypted data indiscernible from
random to any attacker having less computing power than 2reqsec for some �xed, arbitrary
parameter reqsec, thus achieving the main desiderate of encryption.

In the �good old fashioned� tradition of cryptography works, we o�er $17 to the �rst
9 people who present an argument falsifying Claims 3 or 4 and an additional $14 to the
�rst 28 people who present an attack falsifying Claims 1 or 2.
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A Proofs of the theorems

This appendix includes proofs of the theorems stated throughout the paper.

Lemma 1. The performance characteristics of SKREM are as follows:

� Total number of random words required: O(n ∗ reqsec).

� Minimum size of secret key: O(reqsec2)

� Space complexity: O(n ∗ reqsec).

� Running time complexity: Õ(n ∗ reqsec7)

Proof. Consider the encryption using large keys �rst. Each key element has at most k =
(secrbase∗(1+secrtwo)+(ppx)∗mtsize∗bopf+secrbpp)∗bopf+secrbpp bits. During key
extension, precisely this many bits are required to be emitted for the each of the 8x new
key elements, times (1 + secrtwo) - the number of secret exponents per new key element.
Finally, for each useful bit required, scrbpb bits need to be emitted. This brings the total
to [(secrbase ∗ (1 + secrtwo) + (ppx) ∗ mtsize ∗ bopf + secrbpp) ∗ bopf + secrbpp] ∗ 8 ∗
(1 + secrtwo)∗ secrbpb required bits to be emitted by each old key element. For each such
required bit, 2 ∗ f words are consumed from M .

The total number of key expansions occurring is no more than the sum

(1 + 8 + 16 + . . .) =

log(secrbpn∗n)/log(8)−1∑
x=1

8x

. The upper bound is given by the need to have secrbpn ∗ n last-round key elements, for
representing the n bits of plain-text. This resolves to (secrbpn ∗ n)/7.

During encryption, no key extensions occur. However, an extra secrbpn ∗ n bits are
emitted. For each such bit, 2 ∗ f locations in M are used. Finally, one time more the full
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number of words consumed need to remain untouched at the end, doubling this value. The
grand total number of locations used by a large key is thus: [[(secrbase ∗ (1 + secrtwo) +
(ppx)∗mtsize∗bopf+secrbpp)∗bopf+secrbpp]∗8∗(1+secrtwo)∗secrbpb∗(secrbpn)/7+
(secrbpn)] ∗ 2 ∗ f ∗n ∗ 2. All the values in this rather long expression are constants, except
mtsize which is constrained by the security validations to be at O(reqsec). In terms of
this parameter and n, the expression becomes O([[(O(1) + O(reqsec) + O(1)) ∗ O(1) +
O(1)] ∗O(1) +O(1)] ∗O(n)). This resolves to O(n ∗ reqsec), representing the total for the
grand master table.

The required size of the large key is at most O(reqsec)/O(1) times k, which is O(k) ∗
O(reqsec) = O(reqsec) ∗O(reqsec) = O(reqsec2). We can assume n > reqsec2, since this
is trivially true in practice. The length of the plain text representing the two large keys,
encrypted by Encrypt is no more than O(reqsec2 ∗ reqsec) = O(reqsec3), when using
params_short no more stringent than params_normal, as is the case for the default
values in SKREM.

The total complexity in the number of words consumed is by SKREM for the master
tables is thus O(n∗reqsec)+2∗O(reqsec3) = O(n∗reqsec)+O(n∗reqsec) = O(n∗reqsec).

The randomness well is polled to determine the OTP used for P , consuming O(n)
words. Another up to 2 ∗ O(n) + 2 ∗ O(reqsec2) words are used to determine a value up
to secrbpn which describes which locations in the grand master table to switch, per bit of
plain-text encoded. The total required number of words for the randomness well is thus
O(n) +O(n) +O(reqsec2) = O(n).

The size of the secret key needs to be no larger than the size of a large key, which
was computed above to be O(reqsec2).

The operations performed in SKREM are either direct reads or writes from or to
one of M or T , temporary storage of bits emitted for either key extension or expansion,
some modular algebra on O(k) = O(reqsec) bit numbers and accessing the Perm indi-
rection vector. Since no super linear data structures are employed, the total complexity
is dominated by the amount of random words consumed, which is O(n ∗ reqsec).

Time complexity is as follows.
SKREM essentially consists of key expansions and extensions, plus a number of grand

master table accesses, only a constant factor times the total number of words consumed.
The latter is O(n ∗ reqsec). The total number of key extensions, as computed above is
O(n). The number of key expansions is less than the total number of words consumed,
thus only O(n ∗ reqsec). For all word accesses, at most a constant number of algebraic
operations are performed, with numbers of at most O(k) = O(reqsec) bits. These are
additions, subtractions, multiplications and division, modular exponentiation and mod-
ular inverse. Furthermore, for key extension, sampling a prime less than some value is
performed. The maximum total number of sampled values is secrbpp which is less than
reqsec, thus being O(reqsec). Additions and subtractions take O(k), multiplications takes
O(k∗ log(k)) using Fast Fourier Transformation (FFT), while divisions take O(k∗ log2(k))
using recursive division due to Brunikel and Ziegler [19]. Fast exponentiation involves at
most O(log(k)) multiplications and divisions, taking O(log(k)∗k∗log2(k))=O(k∗log3(k)).
Modular inverse can be computed in O(log(k)) using the Extended Euclid algorithm. Gen-
erating the �rst prime beyond or below some value can be achieved by brute force trial
and error, given the high density of prime numbers (established thanks to the Prime
Number Theorem). The number of trials required is logarithmic in the upper bound.
The probabilistic Miller-Rabin primality testing algorithm [20] can be used to obtain
a probable prime which can then be veri�ed using AKS algorithm [21]. Because AKS
has rather large - even if still polynomial - complexity, it is likely in practice this ver-
i�cation step will be skipped. Generation of a prime less than 2O(reqsec) bits takes no
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more than O(log(2O(reqsec))) = O(reqsec) applications of a prime testing algorithm on
O(k) = O(reqsec) bit numbers. If Rabin-Miller [20] is used with O(reqsec) rounds,

this adds up to Õ(reqsec ∗ reqsec ∗ reqsec2) = Õ(reqsec4), when using FFT for mul-
tiplications. There are no more than O(reqsec) rounds in total, thus a single prime

number generation takes no more than O(reqsec) ∗ Õ(reqsec4) = Õ(reqsec5) in total.

If AKS is used instead, this becomes Õ(reqsec7). The total running time complexity

is thus no more than O(n) ∗ Õ(reqsec7) + O(n ∗ reqsec) ∗ O(reqsec ∗ log(reqsec)3) =

Õ(n ∗ reqsec7) +O(n ∗ reqsec2 ∗ log3(reqsec)) = Õ(n ∗ reqsec7).

Lemma 2. The performance characteristics of SKREMS are the following.

� Total number of random words required for each of M1, M2 and M3: 9030 ∗ n,
9030 ∗ n and 234 respectively.

� Minimum size of secret key: 231 bits.

� Space complexity: 18060 ∗ n+ 234.

� Running time complexity: O(n), using about n ∗ 130/7 CPU modular algebra op-
erations over 127 bit numbers and about 18060 ∗ n + 234 disk and main memory
operations.

Proof. The total number of words used, expressed precisely in terms of the security pa-
rameters is given in the proof of Lemma 1.

Substituting the e�ective values used for the security parameters, results in getting
k < 127 and the total number of words consumed for each of the grand master tables M1
and M2 to be < 9030 ∗ n.

The minimum number of elements in each of the large keysK1_Large andK2_large,
required for them to satisfy security constraints is k ∗ 8 ∗ (1 + secrtwo) ∗ secrbpb =
127 ∗ 8 ∗ (1 + 0) ∗ 5 = 5080.

Thus, the total number of bits for a single large key is 5080∗k = 5080∗127 = 645160.
It is thus straightforward to note that the number of words complexity of encrypting

the two of large keys, the using dmod = 1 is: [[(secrbase∗ (1 + secrtwo) + (ppx)∗mtsize∗
bopf+secrbpp)∗bopf+secrbpp]∗ [secrbpn]/ppx∗(1+ two)∗secrbpb+secrbpn]∗2∗f ∗(2∗
655360)∗2 = [[(4∗(1+1)+5∗33∗1.1+20)∗1.1+20]∗6/5∗(1+1)∗5+6]∗2∗1.04∗2∗645160∗2.
This is < 234.

Each element of theK_small[] private key will have (secrbase∗(1+secrtwo)+(ppx)∗
mtsize∗bopf+secrbpp)∗bopf+secrbpp) bits, which is (4∗(1+1)+5∗33∗1.1+20)∗1.1+20) =
231 bits, with ceiling. Each such element represents 5 secret locations, over 33 bits each,
bringing the secret size beyond reqsec. Thus, we can allow K_small[] to contain only one
element. Its total size is thus just 231 bits.

As with SKREM, SKREMS uses no data structures of super-linear size. The space
consumed is thus expected to be only slightly above the 18060 ∗ n+ 234 words consumed
for the three master tables combined.

In terms of time complexity, SKREMS can be optimized to perform only a constant
number of modular algebraic operations per key, by using memoization. Doing so, will
bring the number of modular arithmetic operations to just a small constant factor (which
we estimate to be 10) times the total number of keys ever in existence. The number of key
expansions, was computed in the proof of Lemma 1 as (secrbpn ∗ n)/7, which, resolves
to n ∗ 6/7. An additional n + 1 key elements account for the initial and �nal stages,
bringing the total to about n ∗ 13/7, or n ∗ 130/7 considering the chosen constant factor.
The hardest operation performed is prime number identi�cation, taking O(k ∗ log3(k))
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using Rabin-Miller [20]. However, given the small seed of only 20 bits, these could be
all precomputed. The outstanding operations take at most O(k ∗ log2(k)) each. The time
consumed for performing modular algebra is added on top of the linear running time (with
a constant factor close to 1) in the total number of touched words (which is close to the
18060 ∗ n + 234 computed above), consisting of both disk and memory operations. The
total running time is thus O(n).
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ABSTRACT 
 

Side-channel attacks are an unpredictable risk factor in cryptography. Therefore, continuous 

observations of physical leakages are essential to minimise vulnerabilities associated with 

cryptographic functions. Lightweight cryptography is a novel approach in progress towards 

internet-of-things (IoT) security. Thus, it would provide sufficient data and privacy protection in 

such a constrained ecosystem. IoT devices are resource-limited in terms of data rates (in kbps), 

power maintainability (battery) as well as hardware and software footprints (physical size, 
internal memory, RAM/ROM). Due to the difficulty in handling conventional cryptographic 

algorithms, lightweight ciphers consist of small key sizes, block sizes and few operational 

rounds. Unlike in the past, affordability to perform side-channel attacks using inexpensive 

electronic circuitries is becoming a reality. Hence, cryptanalysis of physical leakage in these 

emerging ciphers is crucial. Among existing studies, power analysis seems to have enough 

attention in research, whereas other aspects such as electromagnetic, timing, cache and optical 

attacks continue to be appropriately evaluated to play a role in forensic analysis. 

 

As a result, we started analysing electromagnetic emission leakage of an ultra-lightweight block 

cipher, PRESENT. According to the literature, PRESENT promises to be adequate for IoT 

devices, and there still seems not to exist any work regarding correlation electromagnetic 

analysis (CEMA) of it. Firstly, we conducted simple electromagnetic analysis in both time and 
frequency domains and then proceeded towards CEMA attack modelling. This paper provides a 

summary of the related literature (IoT, lightweight cryptography, side-channel attacks and 

EMA), our methodology, current outcomes and future plans for the optimised results. 

 

KEYWORDS 
 

Side-channel attacks, electromagnetic analysis, lightweight cryptography, PRESENT and IoT. 

 

1. INTRODUCTION 
 
Internet of things (IoT) is a wide-spread infrastructure that consists of millions of connected 

devices. The main purpose of the IoT is to produce useful insights through data analytics. This 

causes collection, process and distribution of information continuously privately and publicly. 

Because of that, avoidance of data breaches is challenging. A summary of overall IoT 
communication strategies, technologies and challenges is accessible in [1] and [2]. IoT devices 

are constrained in terms of physical size, memory allocation and data rates (kbps) because they 

target sensor-based applications, i.e., wearables to monitor health features, fault detection in 
factory automation, vehicular communications with real-time insights, etc. Therefore, 

conventional cryptographic algorithms such as Advanced Encryption Standard (AES) used in 

general computing devices are impractical to function well on the IoT platform, due to long block 
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sizes and key lengths that would require high-end processors. As a solution, a concept towards 
light versions of the ciphers named lightweight cryptography was introduced [3 - 4]. 

 

One of our recent publications [5] covers a complete survey of lightweight cryptography. It 

includes history, categories of all existing lightweight ciphers (symmetric, asymmetric and hash) 
up to today, along with their parametric values. Furthermore, it critically analyses cryptologic as 

well as cryptanalysis studies available in the literature. Among hundreds of recommended 

lightweight cryptographic algorithms and their versions, some of the well-known ciphers in the 
field are included in Table 1 compared to the AES. 

 
Table 1. Lightweight ciphers versus AES 

 

Cipher Architecture Block Size (b) Key Size (b) Rounds S-box (b) 

AES SPN 128 128/192/256 10/12/14 8 

KLEIN SPN 64 64/80/96 12/16/20 4 

PRESENT SPN 64 80/128 31 4 

Fantomas LS-design 128 128 12 5 

LBlock Feistel Network 64 80 32 4 

Piccolo Feistel Network 64 80/128 25/31 4 

PRINCE FX construction 64 128 12 4 

Simon Feistel Network 64 96/128 42 - 

Speck Feistel Network 64 96 26 - 

LED SPN 64 64/128 32/48 4 

SPN: Substitution Permutation Network, LS: Linear diffusion and non-linear S-box 

 

Side-channel attacks are external phenomena that create an environment for unauthorised third 
parties to investigate sensitive information leakage through physical parameters such as power 

consumption, thermal radiation, time duration, cache files and optical changes when 

cryptographic functions are running on hardware. An attacker can approach the tasks via invasive 
and non-invasive ways. Invasive methods involve de-packaging the chip to get the connectivity 

to its inside elements, i.e., access to a data bus to monitor data transfers, etc., whereas non-

invasive trials investigate externally available details only, i.e., energy drainage, electromagnetic 

(EM) emission, etc. The major areas in side-channel attacks are, but not limited to: 
 

 Probing attack: Direct observations of the internal parameters of the device. 

 Cache attack: Cache access is monitored in a shared physical system [6, 7], i.e., virtual 
machines, cloud, etc. 

 Data remanence attack: Sensitive data is recycled after deletion, i.e., coldboot attack 

[8]. 
 Timing attack: Running time is monitored. 

 Acoustic attack: Sound generated is concerned [9]. 

 Optical attack: The surrounding of the device is visualised to see any indication using 

high resolution cameras [10]. 
 Fault analysis attack: Clock, temperature, voltage, radiation, light and Eddy current1 are 

measured. 

 Power analysis attack: Simple, differential and correlation power analysis (SPA, DPA, 
CPA) [11 - 12]. 

 EM analysis attack: Measures of EM field around the device. 

                                                
1 Loops of electrical current induced within conductors by a changing magnetic field in the conductor 

according to Faraday’s law of induction 
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Preliminary analysis of those scenarios is essential to prevent physical leakages for guaranteed 

security of a cipher. General countermeasures that could be taken to mitigate weaknesses in 

physical security are: 

 
 Cryptographic operation obfuscating enabled firmware [13]. 

 Randomisation of the operation sequences and or lookup tables in ciphers. 

 Access of critical data using pointers instead of values when data structures are chosen. 
 Asynchronism of the clock in the chip with respect to the cryptographic functions. 

 Design of mathematical models in a manner that the leakage is misguiding. 

 Application of masking technique where appropriate (research [14] and [15] prove that 
masking would be insufficient against EM attacks). 

 EM shielding via suitable materials when the chip/item is manufactured, i.e., inclusion of 

Faraday cages, etc. 

 Excessive noise addition to hiding leakages in EM radiation. 
 

Since lightweight cryptography is still emerging in academia, the main focus can be seen in 

algorithm optimisation in cryptanalysis. Among the few studies, power analysis takes the highest 
percentage, i.e., correlation power analysis (CPA) of PRESENT [12], Fantomas, LBlock, 

Piccolo, PRINCE, Simon and Speck [16], differential power analysis (DPA) of PRESENT [17], 

Simon and LED [18]. In EM analysis (EMA), the study [19] shows their results for a differential 
EMA (DEMA) of PRESENT, the studies [20] and [21] of a correlation EMA (CEMA) of 

PRINCE and Twine respectively. Yet any research outcome regarding CEMA of PRESENT 

seems to be unavailable in the literature. Other types of attacks on these novel ciphers remain to 

be considered in academia as well. 
 

1.1. Our Contribution 
 

In comparison, CEMA tends to offer more efficacy than DEMA theoretically. However, results 

may vary practically. Due to the fact that the unavailability of a study on CEMA of PRESENT, 

which is the most promising lightweight block cipher to include in IoT in the near future, we 
thought of filling a research gap by conducting a CEMA of PRESENT against firmware 

robustness. Here, performances from simple analysis in both time (SEMA) and frequency 

(SFEMA) domains to correlation white-box attack modelling were analysed. The work is still on-
going for improved results and evaluation. 

 

The major contents of this paper are: 

 
 A comprehensive overview about EMA including types of attack models and related 

mathematical equations. 

 In-depth details about our attack model including code snippets, so it would help freshers 
in the field to begin with their own experimental setups. 

 Current results of our SEMA, SFEMA and CEMA attack models. 

 Discussion over the observations and real-world scenarios. 
 Up-coming plans for optimising the attack model. 
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2. ELECTROMAGNETIC ANALYSIS OF PRESENT 
 

2.1. Electromagnetic Analysis 
 

Although EMA seemed to be conducted in the time domain in the past, an increased interest can 
be seen in the frequency domain recently. However, methods need to be well designed 

accordingly as just domain conversion via fast Fourier transform (FFT) would not create an 

accurate attack model. Our literature findings conclude an existing model classification as in 
Fig.1. There are two mathematical approaches used in these analyses based on Hamming 

calculations: 

 

 Hamming distance (HD) method: XOR operation between two binary values. In a 
binary number, bit by bit operation is reflected here. 

 

𝑊 = 𝐻𝐷(𝐷, 𝑅) = 𝑎.𝐻𝑊(𝐷 ⊕𝑅) + 𝑏 
 

where, 

W - Hypothesised value 

D - Intermediate value 
R - Reference state value 

a - Gain 

b – noise 
 

 Hamming weight (HW) method: Non-zero elements of a binary number where the 

reference state is zero. For example, if a number is 10010101, then the Hamming weight 
would be 4. 

  

𝑊 = 𝑎.𝐻𝑊(𝐷) + 𝑏 
 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
Figure 1.  General EMA classification 
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SEMA and SFEMA are visual inspections of EM traces recorded using an oscilloscope or a 
software-defined radio (SDR). It helps identify where the leakage occurs, but it does not involve 

extracting secret information such as the encryption key to breaking into the secret data. On the 

other hand, locating the exact operation of the cipher and guessing the key via clock information 

followed by brute-force analysis are possible sometimes, if thorough knowledge of the device is 
there [22]. 

 

DEMA and DFEMA [19, 23] are complex statistical models which do not require much 
information about the device. These derived from the differential power analysis (DPA) method 

introduced by [24].The analysis continues with guesses while corresponding traces are divided 

into two groups based on the guess for a bit to be 0 or 1. Then all traces of each group added 
together and averaged. Finally, the difference between the averages of group 1 and group 0 is 

calculated. If the trace alignment is correct, a considerable amount of spikes will illustrate 

supportive information for the derivation of the key. 

 
CEMA and CFEMA [20, 21, 25] are efficient versions of DEMA and DFEMA respectively 

where grouping is not required. This also does not need knowledge of the device. The model 

focuses on several bits at a time. The analysis is based on the correlation of either the HD or HW 
method. It offers a hypothetical intermediate value that would indicate the possibility of the 

attack. The correlation between the EM emanation and hypothesised intermediate value could be 

calculated using the equation 3. 
 

𝜌 =
𝐶𝑜𝑣(𝑋, 𝑌)

√𝑉𝑎𝑟(𝑋). 𝑉𝑎𝑟(𝑌)
 

 

where, 

𝐶𝑜𝑣(𝑋, 𝑌) = 𝐸((𝑋 − 𝐸(𝑋)). (𝑌 − 𝐸(𝑌))) 

𝑉𝑎𝑟(𝑋) = 𝐸(𝑋2) − (𝐸(𝑋))2 

𝑉𝑎𝑟(𝑌) = 𝐸(𝑌2) − (𝐸(𝑌))2 

E(X) - Mean of X 

E(Y) - Mean of Y 

 

TEMA and TFEMA [15] require a complete copy of the device with full control. Then via pre-

processing using a large number of EM traces, a template is created. It further needs capturing a 

small number of traces from the victim’s side to complete the attack. 
 

2.2. PRESENT Block Cipher 
 

PRESENT is a lightweight cryptographic algorithm that is suitable in ultra-lightweight2 

conditions too. It is a block cipher designed by the authors of [26] in 2007. It has been approved 

by several international standardisation authorities, the International Organisation for 
Standardisation (ISO), the International Electrotechnical Commission (IEC) and the National 

Institute of Standards and Technology (NIST). 

 
It is based on a SPN architecture with 64b block, 80b key and 31 rounds. It operates as in Fig. 2, 

offering moderate security. It targets hardware optimisation by having a tiny footprint of 1570 

gate equivalent (GE) and a low power consumption of 5µW over 32 clock cycles. It has the 
smallest substitution box (S-box), which is 4b-4b equivalent to 28 GE as well as the simplest 

permutation (pLayer) resulting in 0 GE. The S-box mapping as in Table 2. Moreover, this cipher 

has another version with a 128b key that would require 1886 GE. The authors mention that the 

PRESENT is more prone to side-channel and invasive hardware attacks. 

(3) 
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Figure 2.  Operational process of PRESENT cipher 

 
Table 2.  S-box mapping of PRESENT (in hexadecimal) 

 

x 0 1 2 3 4 5 6 7 8 9 A B C D E F 

S(x) C 5 6 B 9 0 A D 3 E F 8 4 7 1 2 

 

In S-box, the output of the addRound key step, which is a 64b block is split into sixteen 4b 

blocks. Then each is fetched through the S-box layer simultaneously to look up against the 
mapping values. After, the block value is replaced by the resultant values. 

 
2Correspondence only to specific areas of the algorithm, i.e., selective micro-controllers (µC), selected cipher sections, etc. 

 

2.3. Methodology 
 
Near field (NF) EM compatibility (EMC) probes are used to capture EM radiation around an 

embedded device. According to Faraday's law, changes of the magnetic flux in a magnetic field 

generate a voltage in the probe’s loop (equation 4). Induced voltage fluctuations in the electric 
signal would give an idea about the EM emanation of a device. Besides, probes with smaller 

loops have higher frequency resolution, but less sensitive in the acquisition. The waveforms can 

be analysed using an oscilloscope or a software-defined radio (SDR). Here, the 80b key version 

of PRESENT was chosen due to the expectation of application in IoT devices. The resources 
used for the experimental setup are in Table 3. 

 

 

𝑉 = 2𝜋𝐵𝐴 
 

where, 
V - Voltage 

π –Pi constant, 22/7 

B - Average magnetic field 

A - Area perpendicular to the magnetic field 
 

 

(4) 
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Table 3.  Resources used for the testbed 

 

Hardware 

Oscilloscope  KEYSIGHT InfiniiVision MSOX4101A (1GHz, 5GSa/s) 

EM emanation acquisition TekBox EMC NF probe set – H20, H10, H5, E5 (9kHz – 6GHz) 

Trigger connectivity KEYSIGHT passive probe N2894A 700MHz 

Pre-amplifier TekBox 40dB wide-band amplifier 

Encryption device Arduino UNO R3 

Instrument control Microsoft Surface Laptop with an i5 processor 

Software 

Encryption Arduino IDE 

Data processing Matlab R2020b 

 

The hardware connectivity of the testbed is as in Fig.3. The probe was initially placed on the top 

of the chip in a manner that the angle becomes 900 to the chip, because a study [25] mentions that 
it is the optimum position to acquire the highest EM radiation. However, different positions and 

angles are expected to take into consideration in the future. A trigger signal was used to locate the 

S-box function (Fig.4). The trigger function was monitored using a separate channel of the 
oscilloscope. Consequently, the maximum possible sampling rate became 2.5GSa/s for EM 

waveforms. The LED of the Arduino UNO board (pin 13) was connected to the trigger channel, 

and the encryption code was made in a way that the pin gets high (LED on) when the operation 

starts and then gets low (LED off) after the completion. In addition, primary level precautions 
were taken to reduce ambient and system noises such as: 

 

 Waveforms were captured in average mode by using five encryption cycles per trace. 
 Aluminium foil was used to cover the setup as an EM shield. 

 The computer was operated in flight mode. 

 

The accuracy of trace capturing and reconstruction using Matlab was verified by known test data 
values. The Arduino code for encryption was derived from [27] and had been previously 

validated using test vectors for [12]. 

 

2.3.1. Attack Modelling 

 

Our model targets the S-box implementation because a successful attempt would cause key 
extraction straightaway. Due to its non-linear behaviour, significant differences may appear in 

correlation calculations. The encryption key used was AC DE FB 21 F9 23 43 75 C0 E6. The 

code snippet for the output implementation of the S-box in Arduino is shown below. 

 
 
 

for (int i = 0; i < 8; i++) 

              { 
              state [i] = sBox [state [i] >> 4] << 4 | sBox [state [i] & 0xF]; 

              } 
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Figure 3. Hardware connectivity of the experimental setup 

 
 

 

 

 

 
 

 

 
 

 

 
Figure 4. Trigger signal to locating the S-box operational area 

 

 

 
 

 

 
 

 

 

 
 

Figure 4. Trigger signal to locating the S-box operational area 

 

The first part of the state [i], sBox [state [i] >> 4] << 4 looks up against the first four most 
significant bits (MSB) where sBox [state [i] & 0xF] does against the least significant bits (LSB). 

Next, the bitwise OR logic operator, | combines the two 4b numbers into a single 1B value. The 

states from 0-7 are the outputs after each S-box substitution. 

 
The plaintext values start to increment from 0-255 in each bit (00 00 00 00 00 00 00 00 – FF FF 

FF FF FF FF FF FF) once a command is received via Arduino UNO’s serial port from a Matlab 

script. Then, each waveform for each plaintext was captured and saved for post-processing. Thus, 
the total number of traces collected was 256, and each trace originally contained 16000 data 

Probe position 
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points. When the signal was trimmed later on Matlab by extracting related values into a new 
matrix to filter the S-box functional area, the useable number of data points were reduced to 

8800. 

 

In CEMA modelling, the choice of method was HW because of its efficacy. The accuracy of the 
model was validated using the test results for [8]. The steps of the procedure: 

 

 Firstly, hypothesised values considering both key and plaintext values from 0-255 were 
calculated using HW. 

 Meanwhile, the actual EM values that had been recorded in 256 rows (0-256 plaintexts) 

for each data point (total of 8800) were compared to its correspondent hypothesised array 
of 256 items for each key to get the correlation coefficient values (ρ) using the equation 

3. 

 Finally, the maximum ρ value was taken as the result for each data point. 

 
The highest value in ρ throughout all data points should indicate possible leakages of the key 

Bytes. The pseudo-code for the model is shown below. 

 
 

for k = 0:255 (Key values), 
for p = 0:255 (Plaintext values), 

   set output of AddRound key step as the input to the S-box 

   lookup MSB of the input (4b) 

   lookup LSB of the input (4b) 
   combination of the MSB and LSB (1B) 

   HW calculation and saving 

For x = 1:length of data (8800 data points for 256 waveforms), 
   ρ calculation between arrays of actual values and HW array 

    if empty, 

save key value     
save ρ value 

else if ρ > previous one, 

     save key value 

     update ρ value 
plot data points vs. ρ 

 

 

3. RESULTS 
 
Currently, the results are available only for the H20 and H10 probes’ measurements. 

 

3.1. SEMA 
 

Fig.5 and Fig.6 show EM emission in the time domain (time versus voltage)for the S-box 

function for the H20 and H10 probes, respectively. Fig.7 and Fig.8 show data distribution over 
the operation in histogram plots for each case. Subplots in each figure illustrate the difference 

between encryption and non-encryption scenarios. 

 

3.2. SFEMA 
 

Fig.9 and Fig.10 show EM emission in the frequency domain (frequency versus amplitude) for 
the S-box function for the H20 and H10 probes, respectively. Fig.11 and Fig.12 show changes in 



194 Computer Science & Information Technology (CS & IT) 

frequency strengths over the operation in spectrogram plots for each case. Subplots in each figure 
visualise the difference between encryption and non-encryption scenarios. 

 

 
 

Figure 5. EM emanation in the time domain - H20 probe 

 

 
 

Figure 6. EM emanation in the time domain - H10 probe 

 

 

3.3. CEMA 
 

Fig.13 and Fig.14 illustrate the outcomes of the CEMA attacks performed using the H20 and H10 

probes, respectively. Guesses for key Bytes were made by checking on notable peaks and troughs 
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of the graph. Correspondent results for each setup are summarised in Table 4 and Table 5. Due to 
the repetition values in the troughs in both cases, non-encryption data values were fetched 

through the model to check on possible false-positive appearances because of the system noise. 

The results are as in Table 6 and Fig.15. 

 
 

Figure 7. Histogram of the H20 probe data for the encryption and non-encryption states 
 

 
Figure 8. Histogram of the H10 probe data for the encryption and non-encryption states 

 
Table 4. Key guess for CEMA - H20 probe 

 

Type No. Key Byte Guesses 

Peaks 12 C0 B2 9E 40 1A 02 90 4F D2 10 4D D6 - 

Troughs 13 90 99 9C 90 90 99 99 90 90 90 99 91 72 
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Figure 9. EM emanation in the frequency domain - H20 probe 

 

 
 

Figure 10. EM emanation in the frequency domain - H10 probe 

 

Table 5. Key guess for CEMA – H10 probe 

 

Type No. Key Byte Guesses 

Peaks 10 E4 DF 88 48 C4 D8 E6 49 54 44 - 

Troughs 11 56 56 56 E5 56 35 56 56 F6 51 56 
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Figure 11. Spectrogram of the H20 probe data for the encryption and non-encryption states 

 

 
 

Figure 12. Spectrogram of the H20 probe data for the encryption and non-encryption states 

 
Table 6. False positive appearance check 

 

Type No. Pattern of Repetition 

H20 

Peaks - - - - - - - - - - - - - 

Troughs 12 C1 C9 CD CD CD C3 C3 CD C3 C3 C3 CD 

H10 

Peaks 7 1A 2D 2B CA 99 2B 49 - - - - - 

Troughs 12 11 1F C5 3A C6 58 3A AE 3D 31 C9 C9 



198 Computer Science & Information Technology (CS & IT) 

C0 

E6 

 

 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 
Figure 13. CEMA results for the H20 probe 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 
 

Figure 14. CEMA results for the H10 probe 

 

4. DISCUSSION 
 

Even though visible changes do not appear in the time domain graphs, slight differences can be 
seen in frequencies between encryption and non-encryption states. The observations of the 

SEMA and SFEMA are as follows: 

 
 According to Fig.9 and Fig.10, higher density can be seen from 75MHz – 200MHz 

during encryption. Furthermore, a set of new frequency components seem to appear from 
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CD CD CD CD 

CD 

CD 

C9 
C9 

375MHz – 450MHz. Increased amplitude is seen in already existing components in 
93MHz, 187MHz, 250MHz and 375MHz itself. 

 Regarding data distribution (Fig.7 and Fig.8), values tend to shrink sharply towards zero 

with one peak head during encryption in both setups. Nevertheless, non-encryption state 

shows flattened distribution with more than one high peak. 
 The outputs show similar results for both H20 and H10 probes in comparison of 

frequencies as well as of histograms. 

 However, spectrogram diagrams do not show any significant difference between 
encryption and non-encryption states, but they do between the probes where the H20 

probe’s data has a higher density than the H10 probe’s. 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 

 
Fig.15: CEMA on non-encryption data 

 

In spite of these differences, the induced values seem to vary on a very small scale, usually from 

(-20) mV to +20mV. The largest value can be seen when the trigger rises and falls, which is 
around 200mV. 

 

In CEMA, the general outcomes are extremely noisy and do not appear sharp in comparison to 
CPA results of the study [8]. Therefore, it is quite disappointing from the attacker’s side. Despite 

this, the H10 probe seems to offer slightly clearer results. In any case, EM emission is highly 

interfered with by radio waves, UHF/VHF signals, Wi-Fi transmission, Bluetooth 
communications and any type of EM radiations emitted by electronic devices. That is why EMA 

has become quite challenging and requires careful attention to perform successfully. On the other 

hand, it can be seen that the emission dramatically increases when the LED goes to the on 

position from off as well as the off position from on. Thus, it proves the probes are picking up the 
emanation created by the circuit board properly, but the radiation created in response to 

cryptographic functions may not be significant. If that is really the case, lightweight ciphers that 

come with such shielding would be less prone to EM side-channel attacks. Nevertheless, further 
analyses are needed with many more sample data to confirm the fact. 
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In the results, the H20 probe was able to give the 9th Byte of the encryption key in one of its 
peaks. Moreover, the H10 probe gave the 10th Byte correctly. For both cases, the peaks of the 

graph caused the correct guess rather than troughs. Anyway, verification is expected to be 

obtained via further tests because there is a high probability of false-positives due to the 

excessive noise factors mentioned in the previous paragraph. The issue is further confirmed by 
the repeated values in several troughs, both during the encryption and non-encryption states. This 

may occur due to the clock cycles running inside the chip after power-up. In contrast, repetition 

did not occur in the peaks. Hence, there is a greater probability of key leakages in peaks than in 
troughs in this model. 

 

What is more, in the work [13], [14] and [15], more than a thousand traces have been used for 
their EMA research in lightweight ciphers, but in our model, only 256 waveforms for 256 

plaintexts were used. Therefore, we assume that a larger number of EM waveforms would 

increase the probability of attacking in comparison to the quantity of power traces. The main 

disadvantage was the decrease in the number data points once the signal was trimmed to filter the 
S-box functional area. It reduced 7200 points, thus it could have been a negative impact on the 

outcome. To mitigate the identified weaknesses and enhance the performance of the testbed, we 

expect to be concern with: 
 

 Increase in the number of waveform collections beyond a thousand for increased 

probability in successful attacks. 
 Confirmation of correct waveform alignment to the S-box starting point. 

 Bandpass filter application for identified frequency leakage ranges to reduce system 

noise impacts. 

 Analysis of the correlation coefficient results in the frequency domain (CFEMA). 
 Checking the behaviour of EM fluctuations as an electric current response rather than the 

voltage in the time domain. 

 Finding the optimised position for probe placement on the chip. 
 Choice of the ideal probe for the testbed among the five probes. 

 Application of a Faraday cage using Faraday fabrics (low-cost approach compared to 

expensive manufactured cages) to reduce ambient EM noise. 

 Comparison of the performance using different hardware, i.e., FPGA (this would take our 
research limitation beyond the firmware consideration). 

 

While side-channel attack research is encouraged in practical cryptanalysis, it is also important to 
contemplate real-world scenarios. Usually, side-channel analyses are based on a particular 

operation of the cipher for a chosen round. In reality, encryption runs through all rounds in 

pipeline processing. Regarding this project’s target of the S-box of PRESENT, AddRound key 
and pLayer operate before and after in all 31 rounds. Therefore, it would be problematic to split 

waveforms having proper alignment for the correct function and round. Also, the most probable 

attack type will be a black-box one where the attacker has no access to the model’s parameters. 

The problem could be worse for the attacker if the manufacturer has properly taken 
countermeasures against possible EM leakages. Furthermore, complete noise reduction of either 

ambient or system is an unavoidable task. 

 

5. CONCLUSIONS 
 

In this 5G era, connected devices are increasing massively. The IoT has become a widespread 

infrastructure in communications and analytics of data. However, provision of sufficient security 

is challenging because of the resource-constrained environment in the IoT platform. The devices 
neither contain high processing power nor large onboard memory capacities. In contrast, the data 

rates are in the least range, in kbps to be specific, and battery power is expected to be maintained 
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for several years. Apart from the intended purpose of producing insights using sensor data, 
security must be validated in this enormous data distribution in real-time. Traditional 

cryptographic algorithms are computationally demanding for this ecosystem. Consequently, 

lightweight cipher inventions continue to be introduced in academia in recent years. However, 

confirmation of sufficient security is still open to question. 
 

Cryptanalysis is as essential as cryptography in performance validation of a cipher in cryptology. 

In that context, side-channel attack resilience plays a huge role in practical cryptanalysis. 
Therefore, thorough attention must be kept continuously on these emerging ciphers as the matter 

is quite critical with short encryption key sizes. In addition, side-channel vulnerabilities are very 

diverse from invasive to non-invasive and white-box to black-box attack types, i.e., energy 
drainage, thermal radiation, optical, EM emission, fault injection, etc. Yet the highest 

contribution is seen in power analysis. There are few studies available for EMA as mentioned in 

section 1. As a result, our analysis covers firmware robustness of PRESENT block cipher against 

CEMA. No CEMA study regarding PRESENT seems yet available in the literature. SEMA and 
SFEMA were also covered prior to correlation attack modelling. 

 

Our attack model: 
 

 Uses the maximum number of 256 EM waveforms for 256 different plaintexts. 

 Performs a white-box non-invasive attack. 
 Reduces noise inference by taking averaged waveforms. 

 Produced noisy results. 

 Was able to guess one Byte of the encryption key correctly in a random position. 

 
What is more, the identified limitations of the model are: 

 

 A total number of 256 traces may not be enough to cause a sharp output. 
 Ambient noise was not affected by aluminium foil coverage. 

 Reduced trace data points when the waveform was trimmed to locating the S-box 

functional area may have reduced the accuracy of the final outcome. 

 
In conclusion, the current analysis outcomes indicate that: 

 

 There are no significant fluctuations in the EM emanation of the Arduino UNO in 
accordance with the cryptographic operations of PRESENT. 

 Encryption key leakage tends to occur in peaks rather than troughs in the resultant 

correlation graphs. 
 

This work is still on-going, and we expect to optimise our model by: 

 

 Increasing the number of EM trace collections by more than a thousand to enhance 
accuracy. 

 Finding ways to increase the number of data points in the trimmed waveforms. 

 Using a Faraday box made of Faraday fabrics for the Arduino UNO placement to reduce 
ambient noise. 

 Applying bandpass filters for the identified frequency leakage range. 

 Considering both voltage as well as electric current response in data analytics. 
 Comparing the performance on various hardware types if possible, i.e., FPGA 
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Finally, this study further discusses the practical possibilities in successful EM attacks once the 
encryption runs over all 31 rounds in a commercially-ready manufactured item where 

accessibility to internal parameters is unavailable. 
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ABSTRACT 
 

Due to the outbreak of the Covid-19 pandemic, college tours are no longer available, so many 

students have lost the opportunity to see their dream school’s campus. To solve this problem, we 

developed a product called “Virtourgo,” a university virtual tour website that uses Google 

Street View images gathered from a web scraper allowing students to see what college 

campuses are like even when tours are unavailable during the pandemic. The project consists of 

3/4 parts: the web scraper script, the GitHub server, the Google Domains DNS Server, and the 

HTML files. Some challenges we met include scraping repeated pictures and letting the HTML 

dropdown menu jump to the correct location. We solved these by implementing Python and 

Javascript functions that specifically target such challenges. Finally, after experimenting with 

all the functions of the web scraper and website, we confirmed that it works as expected and can 

scrape and deliver tours of any university campus or public buildings we want.  
 

KEYWORDS 
 

Web scraping, virtual tour, cloud computing. 

 

1. INTRODUCTION 
 

Due to the Covid-19 pandemic, in-person campus tours are no longer possible. This means that a 
lot of seniors in high school will miss the opportunity to see their dream schools’ campuses, 

which is significant in helping them form an idea of what college is like. Currently, there lacks a 

persuasive virtual tour platform on the internet that can deliver to students and families a 

persuasive overview of what school campuses really look like. In recent years, more than two 
million American high school seniors that graduate each year enroll in a college or university, 

which is about 66% of each class. Although it is hard to predict the percentage of these two 

million students that tried to get a virtual tour, it is reasonable that many of them wanted one as a 
guide to know what kind of school they might be attending. In the future, the number will only 

rise, as both the total number of high school students and high school graduation rates are 

projected to increase. Even after the peak of the pandemic, when colleges and universities reopen 
their campuses to the public, there will still be a need for virtual tours, as not every applying 

senior will be able to take a tour at every school they are interested in. This leaves a strong 

demand for a platform hosting virtual tours for universities. The same applies to other public 

organizations or buildings. Not only do schools need virtual tours, public buildings as big as 
sports stadiums and airports, or as small as restaurants and stores might also find themselves one 

day in need of developing a virtual tour to increase publicity or improve customer experience. 

 
Some existing methods have already been used to address this problem. Some universities and 

public places have had outside companies develop virtual tours in the form of 360-degree images, 

which allows the user to switch between images and navigate around the place [11, 12, 13]. 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N09.html
https://doi.org/10.5121/csit.2021.110916
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However, this requires people to go around the place to take pictures, which is inefficient and 
often takes a lot of time and effort to complete. Also, it is hard to get permissions for such tours, 

especially during the pandemic when schools are extra cautious about the potential spread of the 

virus. Therefore, if images were not made before, tours using this method would be extremely 

hard to develop during the pandemic. 
 

In fact, immersive tours in the form of 360-degree pictures or, if possible, virtual reality will 

produce the best results because they will let people have better long-term memory results [14]. 
One important goal of virtual tours is to make people remember the university, so immersive 

tours are better than 2D pictures at letting people experience the school visually, and are therefore 

more preferable. However, because the technology of virtual reality is still not mature, there are 
obstacles in solely using virtual reality for campus tours [15]. A major challenge is that virtual 

reality is not popular enough so that everyone has a pair of goggles, which are often expensive. 

Also, people will likely not buy a pair of goggles just to go on a school virtual tour. As a result, 

because 2D pictures cannot provide an immersive experience, and virtual reality has not been 
popularized enough for everyone, using 360-degree images seems the best approach. It is also 

better to develop a website than a phone application, because computer screens are larger and 

will give a better view, and people don’t have to download an application in order to access the 
virtual tour. 

 

In this paper, we follow the same line of research to provide immersive experiences in the form 
of 360 images. Our goal is to create simple tours that can generate tours within a short period of 

time that do not require people to travel to the campus during the pandemic. Our method is 

inspired by web scraping and Google Street View [1, 2]. Google Street View is a function 

developed by the Google Earth [3, 4] team to provide users with the opportunity to explore the 
world in the form of 360-degree images, which can be taken with special panoramic cameras that 

can capture the surrounding environment such as Ricoh Theta [9,10]. First, we developed a 

Python scraping script that finds 60 locations near a given university and an available 360- degree 
picture around each location [5, 6]. Web scraper is a popular method that gathers information 

from the internet for analytical or personal use. Second, after deleting the repeated pictures, we 

output the scraped information into a json file. Finally, we developed a website that pulls the 

information from the json file and shows the tour. Google has many users; some of them own 360 
cameras and have taken and uploaded the pictures of a school campus before. This effectively 

solves the problem of needing people to go to the school and take pictures, as we can find those 

that are already available on the internet through a web scraper. 
 

In two application scenarios, we not only demonstrated the effectiveness of our scraping script, 

but also proved the usefulness of our website in an actual environment. First, we generated a list 
of the Top 100 schools in the United States, as well as every registered university or college in 

California. We then ran our python scraping script and waited for it to iterate through every 

school on the list. When each school was completed, the terminal would print the name of the 

school and its number on the list (the first school is 1, the second is 2, etc.) After the scraping part 
was done, two processing functions went through the results, checking for repeated pictures and 

changing the descriptions. We successfully acquired a file named “data.json” that contains all the 

scraped information. The scraping script worked just the way we expected it to. Secondly, we 
copied the data.json file and put in the same directory as our website html file [7]. We pushed the 

information to GitHub, our website’s server [8], and after a while the data showed up on our 

domain “https://www.virtourgo.com.” After we typed in the name of a random school in our list 
of schools and clicked the button to start the virtual tour, we were led to another tour page, where 

we could not only see the street view panorama up and working, but also a places list dropdown 

menu that shows all the available buildings at the school, two descriptions that tell people the 
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name of each building and the next one, and a button to go to the next building on the list. The 
website also worked just as we intended. 

  

The rest of this paper is organized thus: Section 2 provides insight on the challenges we 

experienced during the development process of the web scraper and website; Section 3 focuses 
on the details and gives a guide for how we designed the different components, as well as how we 

solved the problems mentioned in Section 2; Section 4 gives an overall evaluation of our final 

product; Section 5 presents the related works done in this field. Finally, Section 6 allows for 
concluding remarks and future possibilities for the project. 

 

2. VOICE USER INTERFACE 
 

In order to build a university virtual tour website that uses Google Street View images gathered 
from a web scraper, a few challenges have been identified as follows 

 

2.1. Challenge 1: The Scraping Script Does Not Tell What the Next Place Is 
 

The scraping script generates a json file, which consists of two descriptions for each location. 

Description1 is a sentence that states the name of the current location, while description2 is a 
sentence that either tells the viewer what the next location is, or concludes the tour if it is the last 

location. However, when the python script tries to find the available 360 pictures, it finds the 

locations near the targeted school one by one, which means that it cannot get the name of the next 
location and put it in “description2.” In order to fix the problem, we implemented a function 

called “processing(inp)” (see Figure 1) for when the scraping script finishes running. The 

processing function will iterate through every location in the data dictionary, changing the 
“description2” of each location with the name of the next location before outputting the data as a 

json file. 

 

 
 

Figure 1. “processing(inp)” 

 

2.2. Challenge 2: The Scraping Script will always Produce Duplicate Locations 
 
Our scraping script is designed to find available 360 pictures around several locations in each 

school. However, because there might not be that many 360 pictures on Google Street View, 

every school will more or less have locations with the same pictures, depending on the school and 

its available pictures. If a school has abundant images (meaning that people in the past have taken 
a lot of 360 pictures and uploaded them), then it will have fewer places with the same images. 

Obviously, users will not want to see the same image twice for a school, so in order to avoid this 

problem we implemented another processing function called “check_repeat(inp)” (see Figure 2). 
The function will iterate through every location with every school scraped, truncate the latitude 

and longitude to four decimal places (this is because although many locations show different 

latitude and longitudes in the later decimal places, they still represent the same image), and delete 
the location if the image already appears before the data gets outputted as a json file. Meanwhile, 

the function will also print out the name and the number of locations deleted in the terminal. 



210 Computer Science & Information Technology (CS & IT) 

Although this will not eradicate the problem entirely since sometimes the latitude and longitude 
will still show the same image, it will effectively solve the problem in 90% of the instances. 

 

 
 

Figure 2. “check_repeat(inp)” 

 

2.3. Challenge 3: The “List of Places” Menu Cannot Jump to the Correct Location 
 

In the touring page, each school will have its own “List of Places” menu in the navigation bar that 

shows a list of all the places available on the site. This is intended for users to see all the locations 
available and jump to the one they want. However, since we did not make a new html page for 

every location, it is difficult to let them jump to the correct location of the correct school, 

especially when there are a lot of locations stored in the database. Therefore, we developed a 
function, “goToNextPlaceWithIndex(gotoIndex)” (see Figure 3). The function will take the index 

of the location that appears on the List of Places menu, find the data stored with the index, and 

start a street view panorama with that location. 
 

 
 

Figure 3. “goToNextPlaceWithIndex(gotoIndex)” 

 

3. SOLUTION 
 

Virtourgo is a website that displays virtual tours for well-known universities in the world. 

Virtourgo implements a web scraper to gather information from the internet and compile it into a 
virtual tour. The scraping process is done in the background, so individual users will not need to 
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see or change anything to access the tour. The scraper uses Selenium in Python to search 1) 
buildings on the campus of the desired school, 2) available Google Street View pictures around 

each building, and 3) each picture’s latitude and longitude. The information scraped is then re- 

evaluated by another script, which goes through each location to make sure they are not repeated. 

To conclude the scraping process, we stored the information scraped in a json file within a 
GitHub repository. Like any other websites, users can access the Virtourgo by entering the URL, 

which in this case is virtourgo.com, in a web browser. The DNS Server we chose is Google 

Domains, and the server is GitHub. The users will automatically be transported to a page named 
“index.html,” the main page of the website. On the homepage, there is a search box with an auto-

correct function. Users will enter the name of their desired school and click the “Start Virtual 

Tour” button to go to the tour page that shows the scraped locations. On the tour page, most of 
the screen will be the Google Street View images embedded on the page, and below those will be 

some descriptions about the place, as well as what the next stop will be. When the tour is 

concluded, users will be prompted to return to the home page, where they can feel free to start 

another tour. In sum, there are three main components of our system (see boxes in Figure 4): 
 

 a Python Web Scraper that gathers information about all the locations 

 

 a GitHub repository that acts as the server, hosting the website and storing the scraped 

information 
 

 a DNS Server by Google Domains that processes the request 

 

The following sections will describe the implementation process for each of the three 
components, as well as the website itself, in detail. 

 

 
 

 
Figure 4. Three main components of our system 

 

3.1. Web Scraper 
 

For the Web Scraper part, our goal for this project is to find the latitude and longitude of places 
of interest at and around the given school. First, we need to make sure that the location we want 

is the same one that appears on Google Maps. We can do this by finding the place with the 
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closest name to the one we inputted. Then, we can start searching for the actual locations around 
the place we want. For each place, we will find the closest 60 locations around it; for each 

location, we will gather the name of the place and the latitude and longitude of the closest 

available images. To be able to search many schools at a time, we implemented another 

  
function, which simply iterates through a list of different schools to find the information above 

for each one. The code to find places around each school is shown in Figure 5. Finally, we will 

output the data we scraped into a json file, which we will use in the actual website. 
 

 
 

Figure 5. Code to find places around each school 

 

Of course, because not every location has its own 360 picture on Google Street View available, 

many locations will show the same picture, so we have to use another function to rule out 
locations with the same images. 

 

3.2. Google Domains DNS Server 
 

The DNS Server used for the website is Google Domains, which hosts our domain. First, we 

entered the webpage to build a domain through “https://domains.google.com/registrar/search.” 

Then, we entered the name that we wanted the domain to be: “virtourgo.” Next, we chose the 
ending of my domain, which is “.com” in our case. Finally, we needed to pay an annual fee of 

$12 for Google to host our domain. After we paid for the domain and logged in to the google 

account that bought it, we navigated to “My Domains,” and selected the domain we just 
registered, and clicked on “DNS.” There are a couple of things we need to put in before it starts 

working (see Figure 6). 

 

 
 

Figure 6. DNS records 
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In the box above, we entered “185.199.108.153” into the “IPv4 address” section, and clicked the 
+ button to the right of it. Then we entered the rest three of the IPv4 addresses, 

“185.199.109.153,” “185.199.110.153,” and “185.199.111.153.” These are the IP addresses that 

belong to GitHub. Then we clicked “Add” after finishing. Finally, in the dropbox that says “A,” 

we clicked to find a button called “CNAME,” and in the “Domain name” section, we put in the 
domain we just registered. 

 

3.3. GitHub Server 
 

All the html programs of the website, as well as the scraped information, are stored in a GitHub 

repository, which also serves as the server of the website. To do this, we first created a GitHub 
repository, and pushed the html and json program files on the repository. Then, we went to the 

“settings” page of the repository, which can be found at the top of the repository menu, and found 

a section called “GitHub Pages” (see Figure 7). In this section, we entered the domain registered 
before in the “custom domain” part and clicked “save.” Finally, we checked the box that says 

“enforce HTTPS,” which stands for Hypertext Transfer Protocol Secure. This gave our website 

secure communication by encrypting the data requests automatically. 
 

 
 

Figure 7. “GitHub Pages” 
 

3.4. Website Development 
 
There are three main technical parts of the website development part. The first one is the search 

box, the second one is the function to find the desired school, and the third one is the embedding 

of the Google Maps Street View window into our website. For the search box, we want to add an 
auto-complete function for it, so users will not need to enter the precise name that appears on our 

website. We implemented the autocomplete function using Jquery. We created a “#schoolInput” 

tag (see Figure 8), and used the tag when defining our search box by saying (id=”schoolInput”). 

The source “schools” is a var that we created with all the names of our school list, and the delay 
is the time in milliseconds the search box will wait before giving its suggestions. 
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Figure 8. Autocomplete function using Jquery 

 
For our search box to be able to jump to the correct school, we created another function called 

“#startVirtualTour” (see Figure 9). In this function, we call and retrieve the name of the school 

from the previous function “#schoolInput,” and find the index of that school’s name. Then, we 

navigate to the index of that specific school with another function “goToNewPage,” which leads 
us to the actual tour page. 

 

 
 

Figure 9. “#startVirtualTour” 

 

For the Google Maps Street View function, there are a couple of stats we have to enter in order 
for the street view panorama to initiate (see Figure 10): the position, which includes the latitude 

and longitude of the location, and the pov, which includes the heading and the pitch. The latitude 

and longitude determine the exact position the place is located on the map, so that Google Street 

View can find it in its system. The heading signifies the position the users are looking at (e.g., 
whether north or south), and the pitch determines the angle of the pov (whether looking straight 

ahead or pointing at the sky). Therefore, we accessed the information which we scraped in the 

previous section in a function by id “pano,” and entered those numbers. Notably, besides linking 
the javascript file in our html file as usual, we also inserted the following script with our google 

api in the html file: 

 
<script async defer 

src="https://maps.googleapis.com/maps/api/js?key=AIzaSyDXUNSnZVRHG9S0aS1SUr_TNz 

5iQHwgKJo&callback=initialize"></script> 

 

 
 

Figure 10. Stats to enter for street view panorama 
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4. EXPERIMENT 
 
To evaluate the major components described above, we designed two experiments to see if they 

work as expected. The first experiment aimed to test the autocomplete search box and the jump to 

school function. On the website, we typed in the first few letters of a school scrape. If our 

targeted school appeared in the autocomplete list, we clicked the “Start Virtual Tour” button to 
see if we are navigated to the correct school. We then picked 20 schools randomly from the list, 

and if all of the schools passed the aforementioned test, the whole system would be considered to 

fulfill our expectations. 
 

 
 

Figure 11. Typing fist three letters, “Har…” 

 
We tried the test with 20 schools randomly selected from the school list, one of which is Harvard 

University. We typed in the first three letters of the name “Harvard” (see Figure 11), and the 

autocomplete function successfully provides us with all the schools whose names include “har.” 
In our database now, there are three schools with “har” in its name, “Harvard University,” 

“Charles R. Drew University of Medicine and Science,” and “Harvey Mudd College.” After we 

clicked and selected our targeted school Harvard University, we clicked the “Start Virtual Tour” 
button at the right of the search box. The page then changed to the main tour page (see Figure 

12), which shows the first stop of Harvard University. 
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Figure 12. The main tour page for Harvard, which shows the first stop of Harvard University 

 

We repeated the process for another 19 randomly-selected schools and all got the results we 
expected - the autocomplete function showed us the school’s name, and the start tour button led 

us to the tour page with the correct school’s images. 

  

Experiment 2 
 

The second experiment was designed to test the scraping function. We randomly generated 20 

schools and put them in a list named “schools.” Then we called for the scraping function and the 
processing function (see Figure 13). 

 

 
 

Figure 13. Scraping and processing function 

 

The processing function’s purpose is to fix the problem with the school’s names. During the 
scraping process, we could not get the name of the next location, so we cannot tell users where 

the next stop is. Therefore, the processing function aims to go into every location and change the 

part where it says what the next stop is, which is in a key called “description2.” After the 
scraping is done, we then uploaded it into a json file called “data.json.” 
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After the scraping is done (after each school’s scraping process is completed, the terminal will 
print the index and the name of the school), we can open the output file “data.json” and see the 

results (see Figure 14). 

 

 
 

Figure 14. Open output file “data.json” 

 

The file is constructed with many dictionaries in json format. In the main dictionary, there is a 

timestamp, which represents the time the scraping script was performed, as well as a list called 
“data.” The list is compiled of 20 dictionaries that each point to their respective school. In each 

  

school dictionary, there includes a data point for the school’s name, the school’s address, the 
school’s location in terms of latitude and longitude, and a list of buildings. In the list of buildings, 

there are 30 different dictionaries that each contain the information for a particular building. The 

information includes: the name of the building marked as “title,” a sentence describing the name 
of this building called “description1,” a sentence that tells the users where the next stop is stored 

in “description2,” the latitude and longitude of the 360 picture scraped, and the heading and pitch 

(also called “pov” in the html file of the website) of the location. 

 
The experiment results show that the website brings up the correct school and the scraping script 

met our expectations. 

 

5. RELATED WORK 
 

Andri, C., et al. created a virtual tour for Management and Science University (MSU) with 

augmented reality and virtual reality in 2019 and recorded that the majority of the users were 

happy with the product [16]. Their work is more detailed and entails more time with each specific 
information. Our work is a more general script that can cover the tours of many schools at the 

same time. Perdana, D., et al. organized a virtual tour with 360-degree pictures using 3DVista for 

3 buildings of Telkom University (Tel-U) in Indonesia [17]. Their 360 pictures were made using 
stitched-together 2D images, while the source of our 360-degree pictures were scraped from 

Google Street View. Similar to the augmented 360-degree panoramic safety training done by 

Eiris, R. et al., their works are more interactive than ours, but require more precise planning of 

the tour route [18]. Li, X. et al. developed a program to use 360-degree panoramic pictures from 
Google Street View to map urban landscapes and quantify environmental features [19]. Both of 

our works use Google Street View as the source of 360 pictures, but instead of analyzing them, 

our project tries to develop a tour with the pictures, while they try to analyze the city. 
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Thennakoon, M. et al. advanced a tour mobile application, using web scraping to compile 
information from Wikipedia for tourists [20]. Both our applications are web-based products, but 

their work requests information from Wikipedia, while ours is from Google Street View. 

 

6. CONCLUSION AND FUTURE WORK 
 
In this project, we successfully developed a python web scraper that scrapes images from Google 

Street View to compile a tour for a given list of universities. We also created and launched a 

website that makes use of the data scraped from a json file and can show the school the user 
wants based on a search using a search box. 

 

The entire project can be split up into 3/4 parts: the scraping script, the GitHub server, the Google 

Domains DNS Server, and the HTML website program. We discussed the implementation 
process of all of them in Section 3. In section 4, we did a series of experiments and proved that 

each part can function and the website can work as planned and deliver a user’s tour smoothly. 

The experiments also showed that we have solved the challenges effectively. 
 

During the Covid-19 pandemic, many students are locked in their homes, unable to attend an 

actual university tour. The purpose of this project was to provide a solution to this problem by 
developing a virtual tour using 360-degree images. Through the experiments, we have proven 

that users can achieve this goal effectively on our website, and that the scraping script can create 

tours for many schools efficiently. In fact, the tour can not only be used for universities, but for 

other public buildings or gathering places. It is even possible to scrape other information, such as 
detailed descriptions, people’s comments, or 2D images of each school. 

 

However, there are still limitations to the system. For instance, although the function that checks 
repeats works in the majority of cases, it is still unable to detect every repeated location with just 

latitude and longitude data. This requires human effort to physically go through the scraping 

  
script and delete repeated locations. Also, the quality of the 360-degree images cannot be 

ensured. Everybody can upload 360 pictures to the internet, and since Google Street View has 

been around for more than 10 years, some pictures were taken many years ago and therefore have 

lower image resolution and quality. 
 

In the future, we can try to find another way to analyze and delete the repeated images, and also 

find ways to analyze the resolution of the images in order to maximize the tour quality. 
Improving the look of the website UI can also give users a better experience with the tour. 
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ABSTRACT 
 

Recent coronavirus lockdowns have had a significant impact on how students study. As states 

shut down schools, millions of students are now required to study at home with pre-recorded 

videos. This, however, proves challenging, as teachers have no way of knowing whether or not 
students are paying attention to the videos, and students may be easily distracted from 

important parts of the videos. Currently, there is virtually no research and development of 

applications revolving specifically around the subject of effectively taking digital notes from 

videos. This paper introduces the web application we developed for streamlined, video-focused 

auto-schematic note-taking. We applied our application to school-related video lectures and 

conducted a qualitative evaluation of the approach. The results show that the tools increase 

productivity when taking notes from a video, and are more effective and informational than 

conventional paper notes. 

 

KEYWORDS 
 

Web Service, Note Taking, React JS. 

 

1. INTRODUCTION 
 

Note-taking is one of the most important factors in facilitating students’ learning [1, 2, 3]. To be 

competent learners, students must be able to capture key information within fast-moving lectures 
[4, 5]. Traditionally, this was done by pen and paper. The recent popularization of online courses 

and video learning has presented a new challenge to learners worldwide, namely, how to take 

effective notes in a fast manner. There are existing note taking apps, but most of them are not 

taking advantage of the digital nature of online learning, and are merely an online version of pen 
and paper notes (where students type info into a digital document). There are two missed 

opportunities for existing note taking apps. First, online videos are a brand-new learning format 

compared to traditional lectures in terms of their recordability and repeatability. Thus, a good 
note-taking app should be able to take advantage of online videos. However, this feature is not 

present in most modern note-taking apps. Parrotnote, however, does take advantage of the video 

format of online courses and streamlines the note-taking experience for online learning. Second, 
traditional note taking applications require users to painstakingly format their notes, potentially 

taking away valuable learning time and distracting them from the content of their lessons. This 

manual formatting can also be chaotic and messy, as users might not understand what is the best 

format for taking notes. Thus, one may consider auto-formatting a natural solution for such 
issues. Taking away users’ freedom to edit in exchange for organization, effectiveness, and a 

more traditional formatting is what sets Parrotnote apart from other note-taking applications. We 

believe this is the right design choice because a learner’s priority is to have a format that allows 
written information to be easily memorized without wasting time struggling with a custom editor 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N09.html
https://doi.org/10.5121/csit.2021.110917
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(e.g., Evernote). The goal of Parrotnote is to improve the speed of note-taking and thus make 
video learning more effective, accessible, and convenient.  

 

One example of a digital note taking system that has been proposed to help improve learning 

effectiveness is Evernote [6, 7, 8]. However, Evernote does not take full advantage of the digital 
nature of content and is still confined by some of the limitations of traditional documents, such as 

requiring students to painstakingly format their notes and constantly worry about the readability 

and structure of their information. This slows the learning progress, and even worse, many 
students may not know what note-taking format is best for them, thus creating messy notes in 

which information gets scrambled and becomes hard to recognize [9, 10]. Parrotnote recognizes 

such issues and incorporates a new approach to note-taking in response to them—full automation 
with limited customization. Instead of presenting the user with a blank document sheet, our 

application provides a clear, concise, and effective user interface that lets the user enter info. On 

the other hand, a more traditional approach to taking video notes would be writing down info on 

either a google doc or a piece of paper. These methods, however, have their own downsides 
beyond the formatting issues mentioned previously. Taking notes on a google doc or paper 

requires constantly closing or pausing the video, switching tabs, and typing new info. This can 

easily interrupt the concentration of the user, and potentially distract them while switching tabs 
[11].  Also, such methods do not take advantage of the digital nature of video. Parrotnote, 

however, does not require either pausing video or switching tabs. Our user simply needs to enter 

a link to their video. Parrotnote will then automatically fetch the video source from the web and 
display it inside the app, where the student can then take notes. This eliminates the chore of tab 

switching and helps the user stay focused. One of the most prominent developments in recent 

years on the subject of note-taking is the Cornell Note Format [12, 13, 14, 15]. Parrotnote’s auto-

format generation system is essentially designed to follow such a format to produce maximum 
clarity and readability. 

 

Our tool to solve the problem of online digital note taking is a website that allows users to simply 
type notes while watching videos without worrying about formatting. The main advantage of this 

method is that students can have a fluid experience without being overly distracted from the 

video. Also, students will not have to worry about the formatting of their notes, which makes our 

tool convenient and simple to use. The core feature behind our tool is the ability to generate a 
digital, Cornell note formatted pdf based on the information the user types while watching the 

video. Users simply have to enter the video lecture link on the website for an embedded video to 

show up. Beside the video panel is the note panel, in which the user can type individual pieces of 
information. Each piece of information is indexed and time stamped, and later on is used to 

generate a PDF note in Cornell Note Format. 

 
The effectiveness of our web note taking application is much greater than that of the traditional 

switching tabs approach or the traditional pencil and paper approach, so long as the user is 

familiar with how to use a computer and a website. As our first step, we conducted research on 

user experience, asking several users to test the effectiveness of the website. The results were 
mostly positive, as many users reported that they enjoyed the convenience of the note taking 

process, as facilitated by the website. Several other users found the different slots for different 

types of notes quite useful (our website has two tabs in the note taking section, one for 
information and one for questions). This shows that our website is user friendly. Secondly, we 

studied the behavior of less than a dozen users. We found that users were less likely to be worried 

about the format of their notes while using our website (because our website could format notes 
automatically) and could instead focus on grasping the key concepts of the lecture videos. 

Because they could focus more on the video and less on the actual formatting of the notes, their 

note taking speed and effectiveness greatly improved. 
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The rest of this paper is organized into different sections. First, Section 2 will list three challenges 
that we faced while implementing our ideas. The section following will explain the core features 

and implementation details. 

 

2. CHALLENGES 
 
In order to create a video note taking system to make online video learning easier, a few 

challenges were identified, as follows. 

 

2.1. Challenge 1: Generation of the PDF Note  
 

One challenge that we faced is the actual generation of the PDF note. The core idea of Parrotnote 
is to create a user-friendly experience of taking notes from a lecture video, as video lectures are 

likely to be prevalent during quarantine. We adopted a two-step solution and implemented a 

backend server. First, the frontend website will send all the note data to our backend server 
through a HTTP GET request. The server uses mustache.js, a templating language, to render a 

HTML string from the data. Afterward, the HTML string is sent to the frontend web as the 

response and is generated into a file through Javascript BLOB object. 

 

2.2. Challenge 2: Embedding Videos into Parrotnote  
 
Another major feature that posed a great challenge was embedding videos into Parrotnote. 

Parrotnote allows users to grab their favorite lecture videos from YouTube, then play them on the 

Parrotnote webpage while allowing notetaking through the notetaking features. To implement 

browser video, we had three options: 1. YouTube Embedded Video (Iframe tag in HTML), 2. 
saving the video on our server first, then streaming it to the user through a custom video 

streaming, and 3. Letting the user upload videos to the webpage. We decided to use YouTube 

Embedded Video, or the Iframe tag, simply because it would be easier for users to pick videos 
from YouTube rather than uploading them from files. There is an enter field in the application 

prompting users to enter their video links. After getting the video links, Parrotnote automatically 

generates YouTube Iframe Embedded links by grabbing the unique YouTube video IDs from the 
videos. We use a Regular Expression statement to grab the IDs. 

 

2.3. Challenge 3: Implementing A Secure, Reliable Server and Providing the Note 

Generation Feature 
 

There was also the challenge of implementing a secure, reliable server to actually host our 
website and provide the note generation feature mentioned in the first challenge. We chose not to 

do server side rendering, and instead used React.js to build a single page application. This is 

because server side rendering usually results in more overhead on the server, which is something 
we did not want. By reducing the overhead of the server side rendering, we cut the work of the 

server down to essentially two functions: serving the website, and providing the formatting note 

GET route. Another step we took to make our server more robust was to cloud host it on an AWS 

server, which provides faster internet speed. 
 

3. SOLUTION 
 

Parrotnote is an online note taking web application that formats note segments such that users can 
enter notes digitally while watching lecture videos on the same tab. While using the website, 

users will first be prompted to enter a YouTube Link to the lecture video they want to study. 

Afterward, an embedded video will appear on the right side of the screen, which users will watch. 
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On the left side are the note sections. Users can enter pieces of information or questions there, 
and the note sections will automatically be numbered. When users finish taking notes they can 

click on the PDF button to get their notes generated in Cornell format, and then get the html page 

for their notes. There are three main subsystems. The first two are at the frontend, and they 

comprise the system for grabbing YouTube video embedded codes from YouTube links and the 
system for saving note data from user input. These were coded in react.js. Finally, there is a 

backend server, which will open an API GET route, which receives users’ note data, and 

generates html page strings to send to the frontend. 
 

 
 

Figure 1. Parrotnote system 

 
Backend 

 

We used node.js as the primary language for the backend. For routing and regular items, we 
simply used express to handle them. The core feature of the backend is the ability to turn user 

submitted note data into pdf notes, save them, and serve them to users. This feature was achieved 

with templating language and css styling. In essence, we used html and css to first create the style 
for the pdf, then used Mustache.js templating language to fill data in its place. 

 

 
 

Figure 2. Html formatting 
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However, one tricky issue we faced with html formatting was actually turning this into a pdf, as 
users may not need html files. There are many techniques to achieve this. We used a headless 

browser to pre-convert html to pdf before sending to the user. 

 

 
 

Figure 3. Code 
 

 
 

Figure 4. Here we generate the file with a unique URL based on the user IP. Afterward, the user is 

redirected to the file and they can download it from their browser. 

 

Frontend  

 

The most important feature of our application is the system that allows users submit note data to 
our server and receive a HTML and CSS string for formatted notes, which the frontend 

eventually converts to BLOB, and downloads. The technologies we used include frontend 

javascript fetch and BLOB. In the backend, where the server renders a CSS formatted HTML 
page, we used Mustache.js as the rendering engine.  
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The second most important feature, note recording and data saving, was accomplished through 
javascript and react.js. We simply made a styled list. The program then objectifies each piece of 

note, and displays its data through the styled list. 

 

To enable users to watch lecture videos on our website, we used Iframe technology and YouTube 
embedded videos. First, users will input the link to their video. Then, our program will use a 

Regular Expression to extract the unique YouTube identifier from each video (contained in query 

string). Lastly, our program will convert that unique identifier to an HTML iframe tag, based on 
YouTube video embedding iframe format. 

 

4. EXPERIMENT 
 

To test the effectiveness of Parrotnote, we conducted several user studies involving taking video 
notes. After dividing our testers into experimental and control groups, we randomly selected a 

YouTube video on programming in C# (https://youtu.be/5MmhSfyO3kg), and asked them to take 

notes using different techniques. Specifically, the experimental group was asked to use the 
Parrotnote app player to play a video and take notes using the Parrotnote editor, while the control 

group was asked to open a blank google doc and take notes using it. We summarized the resulting 

data derived from their notes and took the mean to create the following chart: 

 
 

Figure 5. Chart of note-taking data  
 

When it came to bullet point information, the experimental group (using Parrotnote) had a 

slightly higher number of items written down. This could likely be due to the convenient, 

embedded in-app video player Parrotnote offers, as it allows users to type information while 
watching videos without the need of pausing or switching tabs. More noticeably, Parrotnote users 

had a significantly higher number of both questions and summaries written down in their notes. 

This is likely due to the fact that Parrotnote’s note editor provides a clear place for summaries 
and questions, thus reminding users to keep track of such information. It is also likely that when 

manually formatting notes using google docs, the control group users could simply get lazy and 

skip questions and summaries, whereas the experimental group users wrote them down because it 
was easier and faster to record them with Parrotnote (due to its auto-formatting feature). As the 
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Cornell note study points out (see also related work), summaries and questions are crucial 
components to help students learn. 

 

5. RELATED WORK 
 

Jenni Donohoo at Cornell University proposed the technique known as Cornell note [16]. It was 
devised to help students organize their lecture notes. This paper introduces a method by which 

teachers can teach students about how to make good Cornell notes. One key aspect of it is a 

gradual process of teaching students how to write down important information and delete 
irrelevant information. The strategy we employed is different. Since Parrotnote focuses on speed, 

students are able to write down multiple bits of information to use as review materials. 

 

Korzaan and Lawrence have written on how Evernote pioneered the field of online, document-
based note taking and cloud storage [17]. Evernote uses a document interface that allows users to 

format notes themselves. Parrotnote differs from Evernote in that Parrotnote automatically 

formats notes that users input into Cornell Note Format, instead of letting users format their notes 
manually.  

 

Leann Mischel has written on the efficiency of EDpuzzle within online learning situations 
involving videos [18]. Our work differs from EDpuzzle in terms of method. EDpuzzle is an 

application that enforces video completion by locking down the browser, which may be suitable 

for a classroom environment. Parrotnote, on the other hand, is an application that boosts note-

taking speed for self-paced learners. 
 

6. CONCLUSION AND FUTURE WORK 
 

In this paper, we have proposed a new way of taking notes online while watching video lectures. 
While there are many tools such as EDpuzzle that are suitable for classroom use, Parrotnote is 

suitable for self-paced learners. We have proposed an auto-formatting approach to online note 

taking, which will greatly boost the speed of users when combined with embedded video players 

and potential speech-to-text notes. Furthermore, we have conducted experiments on our auto-
formatting approach, comparing people who manually format with people who use Parrotnote. 

The result shows that students who use Parrotnote to help them perform auto-formatting are more 

likely to write down key information, such as questions and summaries, while students who type 
on a blank document will likely only write down plain information. This shows that our auto-

formatting approach helps students gain a better and a more critical understanding of their videos. 

The increased speed and amount of information written down also suggests that Parrotnote can be 
a great tool to create review sheets or study guides. In essence, Parrotnote is a tool suitable for 

individual learners who seek to boost their note-taking speed and general understanding of key 

concepts while watching lecture videos.  

 
In this paper, we also introduced the techniques we used, including aspects from both backend 

and frontend. In the backend, the key feature is the pdf note generation from data, in which we 

apply templating language and a headless browser. In the frontend, we described the way we 
present the information, and how we attempted to make it intuitive. We also introduced our 

embedded video player feature. 

 

Parrotnote can currently record text-based notes. It provides a division of question notes and 
informational notes. There are still many limitations to the current Parrotnote application. For 

example, the formatting does not allow customization. It is also currently limited to text-based 

notes.  



228 Computer Science & Information Technology (CS & IT) 

 
In future, we would devise a better system that allows for greater customization of the existing 

note pieces. Such a system would allow for switching orders and changing font size, etc. Also, 

we are planning to include the styling of users’ note pieces so they can choose to highlight, bold, 

or italicize text.  
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ABSTRACT 
 

Students in international classroom settings face difficulties comprehending and writing down 

data shared with them, which causes unnecessary frustration and misunderstanding. However, 

utilizing digital aids to record and store data can alleviate these issues and ensure 

comprehension by providing other means of studying/reinforcement. This paper presents an 

application to actively listen and write down notes for students as teachers instruct class. We 

applied our application to multiple class settings and company meetings, and conducted a 

qualitative evaluation of the approach. 
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Digital learning aids, digital note-taking, note-taking mobile applications. 

 

1. INTRODUCTION 
 

The term “language barrier” refers to the limitations imposed between two or more people when 

trying to communicate using different accents, wording, or language. This is a common problem 
that applies to everyday situations, and also school or educational settings. In the modern world, 

people move or travel across continents every day, and with more than 6,500 languages world- 

wide, there is bound to be miscommunication [1]. Resolving these issues with an application 
capable of language detection and translation is an effective and popular solution. 

 

Some of the benefits of utilizing such an application include: having indefinite access to the 

written information, being able to translate the content to other languages, and being able to 
store the audio/video for future analysis. This technology is being improved over time, but is not 

yet fully developed. Unfortunately, the solutions previously mentioned still have barriers to 

overcome before they can reach maximum efficiency. For instance, the transcribing and 
translation of audio may not be accurate. In other words, the devices or applications used are not 

yet perfected, so there exists the possibility that information or context may be lost. Nonetheless, 

the ultimate goal of this application is to facilitate learning for students or other interested parties 

by allowing them to digest information at their own pace. 
 

Some of the app technologies that have been developed so far that are available on either 

Google Play or the Apple Store include: One Note, Nono Notes, Microsoft Notes, Ulysses, and 
Noted. However, these apps assume that the user is only focused on making and sharing the notes 

they create. The Notespeak App, on the other hand, is capable of doing this while also providing 

instant word recognition and image services as well. 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N09.html
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Many of the aforesaid apps are actually less efficient than people may assume. In some cases, 
the cost of the application is greater than the standard of the service it provides. For example,  

Evernote does not utilize the full potential of dictation, which is usually the case for note apps. 

Their implementations are also limited in scale, and keyword detection with image examples are 

not offered either [10]. Other techniques, such as instant sharing through the platform, are not 
offered by apps such as Ulysses. This simplified approach does not satisfy the need of students 

and businesspeople who need to take notes in the moment. The methods and algorithms such 

companies employ are not equipped for such fast-paced environments, which is one of the major 
reasons the Notespeak app was developed. A second practical problem is that note app services 

are often not user friendly or intuitive. They have lots of information or features that complicate 

navigation. For example, Bearn Note looks aesthetically pleasing, but has various visual 
distractions. 

 

In this paper, we trace the development of our own mobile application—Notespeak—that offers a 

specific set of services to attain better results than those already mentioned. Our main goal is to 
provide users with an audio transcription service with multiple storing and editing options, which 

may be expanded upon in future updates. This was inspired by a team member’s desire to perform 

better within classes taught in languages other than his native language. 
 

The first and most prominent feature of our app is the audio detector. It actively listens for 

recognizable speech patterns, identifies the language spoken, and initiates note-taking. This 
feature is provided through Google Audio services and has an error rate of approximately 5% [2]. 

The second feature compiles and organizes the data written by Google Audio service and adds 

images to the data collected for identified keywords. These keywords are detected using natural 

language processing techniques and the images are provided by Bing. The images provide context 
and visual aid to make the notes easier for users to comprehend. The third and last feature offered 

is saving or sending the recorded information to other electronic devices for storage. 

 
The application was tested multiple times to gather concrete results on whether the included 

features worked properly or not. In three application scenarios, we examined how the three 

features mentioned previously work with different volume levels and speech patterns. First, we 

tested the audio detector on a recorded lecture given by a Harvard professor. It detected over 95% 
of the audio and provided multiple pictures to let people understand the context of the lecture 

much better. This is especially helpful for users whose understanding of English is not strong, 

since it offers the opportunity to learn from images as well. In the second scenario, the focus was 
on keyword detection to decide which words would have images linked to them. This required 

testing on diverse lectures using complex words, such as engineering and science. Adding a mode 

where users can select important words for consideration to improve the service in future updates 
is also under consideration. In the third scenario, the saving of data was tested using a couple of 

scenarios: saving data after users are done, and also while transcribing. As further updates are 

made, we would like to be able to offer temporary data storage in case of disconnection, as well 

as audio recording while lectures are transcribed. 
 

The rest of this paper is organized into different sections. First, Section 2 will list three challenges 

that we faced while implementing our ideas. The section following will explain the core features 
and implementation details. 

 

2. CHALLENGES 

 

In order to build an application to actively listen and record notes for students’ lectures, a few 
challenges have been identified as follows. 
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2.1. Challenge 1: Flutter Coding Language 
 

One of the major challenges in creating the Notespeak App was using the Flutter coding 

language. Chosen originally for its compatibility with both Android and IOS devices, it was 
complex to advance consistently, since it does not have as much information online as other 

coding languages do. There were also more than a handful of bugs that had to be dealt with to get 

the different services Notespeak App offers up and running. After looking up documentation on 
various files, employing API’s, optimizing code, and a couple of months of dedicated work, most 

of the issues were solved. Going through this experience should diminish further challenges and 

make future updates and development changes easier. 

 

2.2. Challenge 2: Acquiring a Good Transcription Service 
 
Acquiring a good transcription service was another challenge. Various services had to be 

researched and tested, and many unfortunately had issues. The majority had high error rates, 

higher than 10% in most cases, and some of them could not detect words at all. There were 

payment barriers too, but fortunately many of them had free testing for a limited number of words 
per day. Some of the API’s were not fast enough and the process of evaluating API’s took 

longer than other aspects because each test required looking up the documentation for every API 

along with the JSON response format. Implementing it correctly into the code took multiple tries, 
and on some occasions the API’s were outdated or even completely dysfunctional. The last step 

was considerably time consuming, but Google translation services was ultimately chosen for its 

good audio detection rate, easy to read documentation, and fast and free transcription access. 
 

2.3. Challenge 3: Keyword Detection Services 
 
The last challenge was the keyword detection services. The keywords were sent to an image 

searcher. The first test for selecting keywords consisted of making a stopword list, which is a 

document including an alphabetized list of common and filler words. The stopword list was then 
used to compare it to the transcribed text and delete any words both shared. The use of API’s was 

also considered to achieve the same effect, and much like with the transcription service, a few had 

to be tested and compared along with the stopword list method. In the end, the most reliable and 

useful was Amazon Comprehend. It uses machine learning to identify and extract key phrases 
from the given context of the English transcription. Since we plan to expand the language 

transcription features and have the app become more useful in international situations, we 

selected this service [8]. 
 

3. SOLUTION 

 

Notespeak is a mobile application focused on transcription and note-taking services primarily 

for educational environments. The application starts when the user prompts it by clicking on a 
button. It then actively listens for surrounding voice input. The system then transcribes all 

detectable language spoken in real-time until the user indicates it should stop. The system then 

proceeds to analyse, detect keywords, and organize data into an organized note file that may be 
stored and shared. The main functions of our application include the use of proper language 

detection, transcription services, recording information into a text document, and identifying 

keywords within the recorded material that may connect to and find relevant images. The notes 

can be titled and stored within the user’s phone with the intention of studying or referencing the 
material at a later time. Since Notespeak integrates the use of multiple API’s offering high- 

quality services, it can be utilized in similar, functional contexts. Besides a classroom setting, 

Notespeak is perfect for conference meetings, speeches, and day-to-day conversations [9]. 
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The main technical challenges of the system are proper information organization and display 
readability. We look forward to improving the current services and implementing more features 

in the future. Within the application scope, we look forward to adding translation, manual editing, 

and audio storage components. 

 
Notespeak, as previously mentioned, was coded using the Flutter language. The figures below 

detail the components utilized to make it work. Figure 1 depicts the speech recognition function. It 

uses the dart speech recognition library to process audio input. When initialized, it actively listens 
through the use of the device's microphone. The data captured is then sent to a speech recognition 

function provided by Google [2]. It then converts this data into a string of text, which is displayed 

on the user’s screen as seen in Figure 2. 
 

 
 

Figures 1-2. Flutter speech recognition code (left); Notespeak App UI transcription (right) 

 

Notespeak image display is used to depict visuals for keywords. These become available once the 
user selects the “convert to notes” blue button, shown in the lower right of figure 2. The 

transcribed text is tokenized and filtered to only keep the keywords. Keywords are then sent to an 

image search function, where an image is rendered using Bing. A portion of code showing this 
utilization is shown in Figure 3. An example of how the UI displays to the user is shown in 

Figure 4. 
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Figure 3. Flutter image display / selection code 
 
 

 
 

Figures 4-5. Notespeak App UI images of keywords (left); Notespeak App share button options (right) 

 

A sharing function is available by clicking the share button displayed on the note transcription 
screen, as shown in figure 4. When the button is pressed, a sub-screen will be displayed at the 

bottom that provides multiple options. The copy option saves the entire text and image data to the 

device’s clipboard. The save to files option stores the data on the phone’s local storage, if 

available. The send-to-application option directly transfers data from Notespeak to a selected 
secondary application. The airdrop feature can send the data to devices nearby if the phone allows 

this. Figure 6 shows the code used to make the data display and share button features. 
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Figure 6. Code to create the data display and share button features 

 

4. EXPERIMENT 
 

Notespeak should be able to aid people in accomplishing all their note-taking goals. However, we 

need the features to provide efficient results, including transcription word accuracy. To evaluate 
transcription accuracy, we tested the detection of technical terms spoken in real time to assure 

that they were being transcribed appropriately within their given context. The experiment was 

applied to a series of files that contained audio from different settings involving individuals 

giving speeches in English. We transcribed three speeches by ear using a team of two people.  
Each excerpt had an exact duration of five minutes. The first of these was a business meeting with 

a single person taking the lead describing a product. The second consisted of a mathematics class 

lecture. The last audio was a debate between two opposing presidential candidates. The 
transcription done by humans was then compared to the one made by Notespeak. All missing, 

additional, and incorrect words were subtracted from the grand total identified by humans. The 

results are shown in Table 1. 

 
Table 1. Word correctness for the three audio files 

 

Audios Fractional Result Correct % 

Audio #1 453/520 87.12% 

Audio #2 528/566 93.29% 

Audio #3 499/601 83.03% 

 
Table 1 shows a high success rate for all three videos, averaging 87.81% overall. This indicates 

that Google speech recognition services are very accurate [13, 14]. When compared to studies 
conducted by Emil Protalinski, there was some discrepancy [2]. He indicated a 4.9% error rate 
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as of 2017 versus our 12.19%. This may suggest that our experiment was not executed under the 
best conditions, but it did approximate the expected result. 
 

Images displayed for the notes sometimes differed from the given context. For example, the word 

“bat” could refer to either a flying mammal or a piece of baseball equipment. We identified the 
quantity of correct images given the context of the notes taken. To accomplish this, we 

conducted a new test utilizing the same three audio files from our first experiment. The images 

displayed were carefully analysed by two testers who labelled them as correct or incorrect within 

their given contexts. The results are shown in Table 2. 
 

Table 2. Image correctness for the same audio files 

 

Notes Fractional Results Correct % 

Note #1 27/32 84.38% 

Note #2 35/40 87.50% 

Note #3 29/34 85.29% 

 
The rate of overall correctness averages 85.72%. This suggests that Notespeak is reliable in 

producing images that match the context of the notes, which are helpful in understanding and 

visualizing the notes [12]. The images were selected by a search algorithm that identifies select 
keywords in the notes. This algorithm could possibly be further improved by utilizing some of the 

search strategies employed by Bing. 

 

The experiment results demonstrate that Notespeak’s main features, transcription and image 
creation, are reliable but can be improved. Speech recognition services provided improved results 

in environments with low background/white noise. This was especially observed with our 

target audiences within classroom and business settings. Other scenarios also produced good 
results, however (see Tables 1 and 2). This correlates with the outcomes achieved by Bokhove, 

Christian, and Christopher, who deem a good digital transcription as achieving within the 90- 

percentile range in terms of accuracy [6]. This is approximately 2.2% off from our average. 

 
Correct image selection based on keywords averaged 85.72%, when we expected it to be closer to 

70% [7]. This is a good rate, although image filtering would likely further improve the selection 

and relation of the images to the context of the notes. We also have access to pseudocode that 
could improve our current algorithm in future updates. 

 

5. RELATED WORK 
 
Yu Fu, et al. demonstrated how Mobile Application UI is perceived by the public and designers 

alike, with a focused analysis on users’ preferences: “Selective user involvement which treats 

users mainly as information sources is adopted to efficiently incorporate users’ insights in 

practical UI designs” [3]. They found that UI is more impactful as it relates to certain functions,  
such as Multi-icon or activity, and that color patterns also have impact. This article explores 

multiple apps in controlled environments and compares them to one another with detailed results. 

Since Notespeak focuses on providing a good user interface, UI research is important. Although 
Notespeak is different in comparison to the apps studied by Yu Fu, et al., it does contain some of 

the same features [3]. Notespeak also caters to the note-taking needs of students and 

businesspeople. 
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Jolanda-Pieta van Arnhem demonstrated how Evernote, a note-taking app, offers various useful 
services, which include sketching, multiplatform access, and text/image/audio integration [4]. 

Evernote offers more services than Notespeak, such as sketching restaurant information, 

Notebook services, etc. [11]. Notespeak, on the other hand, focuses on the simplicity and 

notational aspects of quick and easy note-taking. Overall, both applications have their strengths 
and weaknesses. Whereas Notespeak is better suited for people who only need accessible notes,  

Evernote offers extra features that may be needed by others willing to pay more for them [15]. 

 
R. Ranchal, et al. studied the benefits and constraints of speech recognition between real-time 

captioning (RTC) and post lecture transcription (PLT) for classroom settings [5]. Note taking in 

PLT was executed using a video recorder, while RTC employed a note taking application 
similar to Notespeak. Their investigation found that PLT is better than RTC by a considerable 

margin for various functions, including word error rate and recognition accuracy, 22% and 78% 

respectively. Notespeak provided even better results, but we used updated speech recognition 

services available seven years after this paper was published. Notespeak’s average audio 
recognition accuracy was found to be 87.81%. The PLT gave 85% accuracy, which is lower 

than Notespeak’s. According to Ranchal, et al., “students felt that RTC improved teaching and 

learning in class as long as word recognition was greater than 85 percent and the transcription and 
display lag was negligible’ [5]. 

 

6. CONCLUSION AND FUTURE WORK 
 

Notespeak is a phone application used to take down live notes and save them for users to use. We 
experimented with users’ input, errors, and feedback based on usage of the app. The results 

indicate that Notespeak can collect audio data and transcribe it efficiently with an average success 

rate of 87.81%, provided the user’s phone has the minimal requirements to run the program. 
 

The application is currently limited by the fact that its services can be impacted by outside 

sources. The audio recognition, for example, is heavily dependent on each phone's microphone 
quality, so the transcription accuracy may be impacted by this. The app is practical, but can also 

be affected by background noise; further testing of and search for optimal audio service 

continues. Optimization of data organization and image filters continues as well, since some 

images may still not be appropriate given the audio context. 
 

To solve these issues, we plan to implement an error report feature to collect phone data. This 

data will be used to identify which microphones don’t work properly and allow the app to send 
messages to users alerting them that the minimal technical requirements are not being met. 

Using an improved image search and filtering algorithm will also allow the app to select images 

that better fit the context of the audio transcription. 
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