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Preface 
 

The 2nd International Conference on Machine Learning &Trends (MLT 2021), July 24~25, 2021, 
London, United Kingdom, 7th International Conference on Control, Modeling and Computing 

(CMC 2021), 7th International Conference on Networks and Communications (NCO 2021), 7th 

International Conference on Software Engineering (SOFT 2021), 10th International Conference 

on Data Mining & Knowledge Management Process (CDKP 2021), 10th International Conference 
on Advanced Information Technologies and Applications (ICAITA 2021), 2nd International 

Conference on Cloud, Big Data and Web Services (CBW 2021) was collocated with 2nd 

International Conference on Machine Learning &Trends (MLT 2021). The conferences attracted 
many local and international delegates, presenting a balanced mixture of intellect from the East 

and from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from 

academia and industry to focus on understanding computer science and information technology 
and to establish new collaborations in these areas. Authors are invited to contribute to the 

conference by submitting articles that illustrate research results, projects, survey work and 

industrial experiences describing significant advances in all areas of computer science and 
information technology. 
 

The MLT 2021, CMC 2021, NCO 2021, SOFT 2021, CDKP 2021, ICAITA 2021 and CBW 

2021 Committees rigorously invited submissions for many months from researchers, scientists, 

engineers, students and practitioners related to the relevant themes and tracks of the workshop. 
This effort guaranteed submissions from an unparalleled number of internationally recognized 

top-level researchers. All the submissions underwent a strenuous peer review process which 

comprised expert reviewers. These reviewers were selected from a talented pool of Technical 
Committee members and external reviewers on the basis of their expertise. The papers were then 

reviewed based on their contributions, technical content, originality and clarity. The entire 

process, which includes the submission, review and acceptance processes, was done 

electronically. 
 

In closing, MLT 2021, CMC 2021, NCO 2021, SOFT 2021, CDKP 2021, ICAITA 2021 and 

CBW 2021 brought together researchers, scientists, engineers, students and practitioners to 

exchange and share their experiences, new ideas and research results in all aspects of the main 
workshop themes and tracks, and to discuss the practical challenges encountered and the 

solutions adopted. The book is organized as a collection of papers from the MLT 2021, CMC 

2021, NCO 2021, SOFT 2021, CDKP 2021, ICAITA 2021 and CBW 2021. 
 

We would like to thank the General and Program Chairs, organization staff, the members of the 
Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 
the event and that the friendships and collaborations forged will linger and prosper for many 

years to come. 

 
 

David C. Wyld, 

Dhinaharan Nagamalai (Eds) 
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MODEL-BASED SYSTEMS ENGINEERING  

APPROACH WITH SYSML FOR AN AUTOMATIC 

FLIGHT CONTROL SYSTEM 
 

Haluk Altay and M. Furkan Solmazgül 
 

Teknopark Istanbul, Turkish Aerospace, Istanbul, Turkey 

 

ABSTRACT 
 

Systems engineering is the most important branch of engineering in interdisciplinary study. 

Successfully performing a multidisciplinary complex system is one of the most challenging tasks 

of systems engineering. Multidisciplinary study brings problems such as defining complex 

systems, ensuring communication between stakeholders, and common language among different 

design teams. In solving such problems, traditional systems engineering approach cannot 

provide an efficient solution. In this paper, a model-based systems engineering approach is 

applied with a case study and the approach is found to be more efficient. In the case study, the 

design of the helicopter automatic flight control system was realized by applying model-based 

design processes with integration of tools. Requirement management, system architecture 

management and model-based systems engineering processes are explained and applied of the 

case study. Finally, model-based systems engineering approach is proven to be effective 

compared with the traditional systems engineering methods for complex systems in aviation and 

defence industries. 

 

KEYWORDS 
 

Model-Based Systems Engineering, Automatic Flight Control System, SysML. 

 

1. INTRODUCTION 
 

In order to understand Model-based systems Engineering, it is necessary to know the definition 

and scope of the systems engineering. The definition of systems engineering is defined as follows 

in the references. 

 

“Systems engineering is an interdisciplinary approach and means to enable the realization of 

successful systems.” [1] 

 

“Systems engineering is a discipline that concentrates on the design and application of the whole 

(system) as distinct from the parts. It involves looking at a problem in its entirety, considering all 

the facets and all the variables and relating the social to the technical aspect.” [2] 

 

Considering these reference definitions, within the scope of this case study, the definition of 

systems engineering is made as follows. 

 

“Systems engineering is a multidisciplinary and common mind approach that ensures successful 

realization of systems.” 

 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N11.html
https://doi.org/10.5121/csit.2021.111101


2   Computer Science & Information Technology (CS & IT) 

The definition of model-based systems engineering is defined as follows in the references. 

“Model-based systems engineering (MBSE) is the formalized application of modelling to support 

system requirements, design, analysis, verification and validation activities beginning in the 

conceptual design phase and continuing throughout development and later life cycle phases.” [3] 

Considering these reference definitions, within the scope of this case study, the definition of 

model-based systems engineering is made as follows. 

 

“Model-based systems engineering is an approach to successfully realize systems driven by a 

model, with a consistent set of views that reflect multiple perspectives of the system.” 

 

The traditional systems engineering definition has been made to the systems engineering 

activities carried out before the model-based systems engineering approach. Traditional systems 

engineering has three main problems, such as being inadequate in defining complex systems, 

communication between stakeholders, and common language and interpretation among different 

design teams. In the case study, model-based systems engineering processes are applied and as a 

result, main problems are eliminated. Model-based systems engineering approach has multiple 

advantages over traditional systems engineering. 

 

 Automatic generation of most of system documents by using the developed models. 

 Since the models can be measured, it is easy to control and manage in complex systems. 

 Consistency for all information in the system architecture thanks to the models. 

 Ensuring traceability in the life cycle stages of the system with using SysML for 

modelling and maintaining tool integration. 

 Easier to access information since a certain systematic is applied while the model is 

being established. 

 More understandable communication establishment thanks to the representation of 

requirements as a model and the use of a common language for this model. 

 Improving communication as a result of the establishment of common terminology and 

concepts between all stakeholders and design teams of a system. 

 

It is important for companies that model-based systems engineering benefits are directly related 

to cost, time or resource savings. Adapting the model-based systems engineering approach to 

reflect the company's working principles is the most critical point for the efficiency of this 

process. 

 

2. DESIGN METHOD 
 

In the INCOSE System Engineering Handbook document that there are 6 different methods of 

model-based systems engineering. [1] These methods are INCOSE Object-Oriented Systems 

Engineering Method (OOSEM), IBM Rational Telelogic Harmony-SE, IBM Rational Unified 

Process for Systems Engineering (RUP-SE), Vitech MBSE Methodology, JPL State Analysis 

(SA) and Dori Object – Process Methodology (OPM). 

 

The methods that mentioned above have been examined and a suitable method has been 

determined for the flight control system. The method created is shown in Figure 1. 
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Figure 1. Model-Based Systems Engineering (MBSE) process 

 

Model-based System Engineering processes; requirements analysis, system functional analysis, 

system architecture design and detailed system architecture design. Requirement and system 

architecture management are required throughout MBSE processes. By this means, process 

traceability and an iterative design are provided. The method followed from the customer 

requirements that are the input of the MBSE process to the system requirements and the system 

architecture that are the outputs of the process are shown in Figure 2. 

 

 
 

Figure 2. Model-Based Systems Engineering (MBSE) process with input and outputs [4] 
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In the case study of helicopter automatic flight control system, Model-based System Engineering 

process was carried out with reference to the ARP4754A document and the relevant sections of 

the DO-178C / 331 standard document listed below. 

 

 ARP-4754A Section 4.5 Allocation of System Requirements to Items 

 ARP-4754A Section 5.3 Requirements Capture 

 ARP-4754A Section 5.4 Requirements Validation 

 DO-178C/DO-331 Section 2.1 System Requirements Allocation to Software 

 DO-178C Table A-2 Software Development Process 

 DO-178C Table A-3 Verification of Outputs of Software Requirement Process 

 

3. DESIGN 
 
Helicopter automatic flight control system architecture design was realized by using SysML with 

the Model-based systems engineering approach. The design process was carried out in 

accordance with the method described above. 

 

3.1. Requirement Management 
 

Requirement management is an iterative process that continues throughout model-based systems 

engineering processes of the case study. Requirement management covers the following 

processes: 

 

 Definition of requirements 

 Validation of requirements 

 Traceability and verification of requirements 

 Transfer and synchronization of requirements. 

 

In the requirement management, managing the requirements with a single software ensures that 

each stage is carried out more efficiently. In this case study, DOORS software was selected for 

requirement management processes. The relationship between the requirements in the DOORS 

and the model elements in the system architecture which is modelled with SysML was created by 

using IBM Rational Rhapsody. 

 

3.1.1. Definition of Requirements 

 

Within the scope of the case study three set of requirements were created by using DOORS: 

 

 Contractual requirements that defining the behaviours that are targeted to occur in the 

system and received from costumer. 

 System requirements that defining all functions and properties of system. 

 Software requirements that taken as reference when designing flight control computer 

and implementing the software. 

 

Requirement sets are defined in a hierarchy as in Figure 3. Thus, the levels at which the 

requirements are created, and which standards are used as the source when deriving the 

requirement sets are shown in Figure 3. 



Computer Science & Information Technology (CS & IT)                                   5 

 
 

Figure 3. Requirement hierarchy 

 

Unique ID assignment is made to each requirement in the requirement set. In addition, attributes 

that define requirements specifically are created for requirement sets. Object type means of 

complies (MoC) and requirement source / reference attributes were defined for system 

requirements. 

 

 Object type refers to type of the requirements according to its content. The created object 

types are Information, Heading, Design Guideline, Structural Requirements and 

Functional Requirements. 

 Means of compliance (MoC), expresses with which method to validate the requirements. 

The created MoC are Compliance Statement, Design Review, Calculation/Analysis, 

Safety Assessment, Laboratory Tests, Ground Tests, Flight Tests, Design 

Inspection/Audit, Simulation and Equipment Qualification. 

 Object Reference refers to the source of the created requirements. The created object 

references are Engineering Judgment, Contractual Requirements and Standards. 

 

An example of the ID and attributes defined in the requirements is as in Figure 4. 
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Figure 4. Requirements in DOORS with attribute columns 

 

3.1.2. Validation of Requirements 

 

It indicates that the requirements are complete and correct. Validation process is usually done 

using a checklist of requirements. Requirements are updated by considering the missing and 

inaccurate statements resulting from the checklist and analysis. 

 
Table 1. Example of requirement validation checks [7] 

 

No Correctness Checklist 

1 Is it identifiable as a requirement? 

2 Is the requirement redundant? 

3 Does the requirement conflict with others? 

4 Is it physically possible to meet the requirements? 

5 Is the requirement set better suited to be combined into a 

single requirement? 

 

3.1.3. Validation of Requirements 

 

Traceability in requirements defines the whole life process of requirements. The life process of 

requirements starts from where its history and source are based and continues to new 

requirements that will be created throughout the development period. The requirement set with 

more general expressions is defined as the highest level, and the requirement set with all the 

details to design a system is defined as the lowest level. Traceability between requirements 

occurs when a lower level requirement meets a higher-level requirement. In this case study, 

traceability has been provided between the lowest level software requirement set and the highest-

level customer requirement set with the connections. Traceability of the requirements is very 

important for verifying the requirements. Verification of requirements are defined as 

demonstrating that the system is designed correctly according to customer requirements as a 

result of implementation of the requirements. The requirement validation process begins after the 

design is finished and checks that the design has been made in accordance with the requirements. 
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There are several methods (MoC) for requirement verification. Some of the requirement 

validation methods are shown in Table 2. 

 
Table 2. Means of compliances 

 

MoC 

Code 

MoC 

Description 

Associated Compliance 

Documents 

Definition 

MoC 1 Design  

Review 

Descriptions 

Drawings 

Compliance is proven by the design 

review minutes, system description 

documents, drawings, etc. 

MoC 2 Calculation 

and Analysis 

Substantiation reports Compliance is proven by an analysis 

activity and report, such as static and 

fatigue strength analysis, load 

analysis, platform performance 

analysis, off-line simulation 

modelling analysis etc 

MoC 3 Safety 

Assessment 

Safety analysis Compliance is proven by reference 

to the safety documentation defined 

in Safety Program Plan. 

MoC 4 Laboratory 

tests 

Test programs 

Test reports 

 

Compliance is proven by tests done 

on i.e. a specific rig test, subsystem 

bench test or system integration test 

activity 

 

Before the verification of the requirements, test scenarios are created according the requirements. 

The models developed at the design stage are tested to verify the requirements. If the system 

features in requirements are satisfied completely in the test results, requirements are considered 

verified. 

 

3.1.4. Transfer and Synchronization of Requirements 

 

By transfer and synchronization between the IBM Rational Rhapsody that is created models of 

requirements and "DOORS" that is managed of the requirements were provided to continuous 

integration between requirements and models. As shown in Figure 5, integration is provided by 

using IBM Rational Rhapsody Gateway add on. 

 

 
 

Figure 5. Requirements and model connection in IBM Rational Rhapsody Gateway 

 

3.2. System Architecture Management 
 

System architecture management is carried out with SysML which is a visual / graphic based 

architectural modelling language used in systems engineering applications. SysML has a 

grammar and vocabulary just like any of the natural languages we speak in this World (ex. 

English, Japanese etc.) [5]. Models are created to develop system architectures with SysML. 
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SysML models are examined under three main titles structural, behavioural and requirement. 

Various diagrams are used to create SysML models. SysML diagrams are shown in Figure 6. 

 

 
 

Figure 6. SysML taxonomy 

 

The structural expression of a model answers the question: What is the system? Structural models 

are used to 

 

 define the system, 

 define system components, 

 define system features,  

 define system constraints, 

 define the system model organization, 

 determine their behaviour,  

 define the relationships between system elements. 

 

The behavioural expression of a model answers the question: How is the system behaves? 

Behavioural models are used to 

 

 define the behaviour of the system, 

 define use case of the system, 

 define functions of system, 

 define activities of system, 

 define sequence of behaviour, 

 define operations within the system elements. 

 

Within the context of the case study, a hierarchy was created using SysML that contains the 

packages related to the its contents. The hierarchy shown in Figure 7 is the model organization of 

the system and was created using packages. 
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Figure 7. Case study model organization 

 

System architecture management is provided by this model organization. Model organization was 

created with 6 different packages: 

 

 The "Analysis" package consists of behavioural models and requirement analysis 

including Use Case Diagrams, Activity Diagrams, Sequence Diagrams. 

 The "Architecture" package consists of structural models containing Block Definition 

Diagrams, Internal Block Diagrams and Package Diagrams. 

 The “GatewayProjectFiles” package, consists of IBM Rational Rhapsody Gateway 

project files that provide communication between DOORS software used in requirement 

management and IBM Rational Rhapsody software where the system architecture is 

realized, and which contain various relationships between each other. 

 The “HelicopterModelLibrary” package is a library containing the model elements, 

relationships, units and sub-packages used in the study. 

 The "PredefinedTypes" package consists of models containing stereotypes representing 

the features to be used in the case study. It is defined automatically when the SysML 

project is created. 

 The "Requirements" package includes models of requirements created within the scope 

of the case study and requirements found in the DOORS software. 

 

3.3. Model-Based Systems Engineering Processes 
 

Model-based systems Engineering (MBSE) is an approach used to reveal the needs that involve 

different perspectives of stakeholders, which one of the problems of systems engineering, and to 

analyse these requirements with models and make them more detailed and understandable. Thus, 

in complex systems like a helicopter, the entire process from customer requirements to system 

requirements and system architecture can be explained with this approach. In this process, 

requirements analysis, functional analysis, system architecture design and detailed system 

architecture design phases are carried out respectively. 
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3.3.1. Requirement Analysis 

 

The requirements analysis process is the first phase of the model-based systems engineering 

process. The input of the requirements analysis process is the customer requirements, and the 

output is the use case models of the system. The requirements analysis process includes the 

design steps listed below: 

 

 Examining customer requirements and determining required behaviours (use case) 

 Derivation of preliminary system requirements for the use case determined with 

reference to customer requirements and standards 

 Linking the derived system requirements to customer requirements. 

 

Models are used when expressing targeted behaviours (use case) in the model-based systems 

engineering process. In SysML, the use case that is created with using phrases and actors of the 

system are expressed with the Use Case Diagram. After classification of customer requirements, 

use cases and actors are built in use case diagrams shown in Figure 8 to link the related 

requirements. It is intended to cover all customer requirements during the use case definition 

process. In addition to the actors and system boundary have been defined. 

 

 
 

Figure 8. Use Case Diagram example from case study 

 

After creating the success and establishing connections, preliminary system requirements started 

to be produced. The system requirements derived for “stabilized helicopter” use case and the 

“refine” connection between use case and system requirements in the Use Case Diagrams are 

linked as shown in Figure 9. Thus, system requirements have been created for the relevant use 

case. 



Computer Science & Information Technology (CS & IT)                                   11 

 
 

Figure 9. Use Case Diagram example with refine dependency 

 

3.3.2. System Functional Analysis 

 

The functional analysis process is the second phase of the Model-based System Engineering 

process. Functional analysis is defined as a systematic process for defining and associating the 

functions that a system must perform in order to be successful. The functional analysis process is 

carried out for the following steps. 

 

 To define all the functions that the system must fulfil to meet the requirements in a 

graphical model. 

 Allocation of detail requirements created as a result of detailing system requirements 

 Defining sub-functions required for each function by making functional decomposition 

 Explain what to do and how to do it before implementing the requirements. 

 

The steps in the functional analysis process are shown in the Figure 10. [6] 
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Figure 10. Functional analysis process 

 

In the functional analysis process, which is one of the model-based systems engineering 

processes, the definition of the model content is determined by the use case. The creation of the 

detailed use case functional flow is provided by Activity Diagrams. While creating activity 

diagrams, actions are determined firstly, and control flow is obtained by taking into account the 

order of realization of these actions. 

 

In the process of defining the scenarios of the use case, it is determined how a system can 

perform its use cases and whether there are any conflicts or conflicts between the lower level 

functions (actions) while performing these behaviours. 

 

In the process of defining functional interfaces, the basic interactions between the system and the 

environment and the interconnections of the behaviours of the system components are defined. 

The inputs containing the data received from the outside of the actions and the outputs containing 

the data given out are determined. 

 

Activity Diagrams created for the realization of the use cases that are desired to be in the system 

during the verification and validation of the use case model are verified by animations. 

 

In the process of ensuring traceability, which is the final stage of functional analysis, it is shown 

that all requirements are covered by connecting requirements with Use case diagram components. 

The connection relationship is provided by “satisfy”. 

 

The Activity Diagram shows the dynamic aspects of a system and the action-to-action control 

flow. It defines the basic interactions between the system and the environment, or the 

interconnections of the behaviour of the components. An Activity Diagram allows you to 

accurately transfer the most complex behavioural goals by creating different scenarios with 

various types of action. The "SAS" Activity Diagram created for the "stabilized helicopter" use 

case is as shown in Figure 11 with the data flow. 
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Figure 11. Activity Diagram example from case study 

 

As a result of the creation of Activity Diagrams, the big picture of the behaviour of the helicopter 

automatic flight control system is revealed. The output of the functional analysis process is 

considered to be the creation of the functional architecture of the system and its definition of the 

functionality of the system. According to the ARP4754A document, the output of this process is 

defined as the determination of the scenarios and actions required for the realization of the use 

case of the system and the resulting functional requirements.[7] 

 

Functional requirements define the functional infrastructure of the system, specify what the 

system will do in detail, express the necessary characteristics of the system and the constraints in 

the system solution. By obtaining functional requirements, the system requirements resulting 

from the requirement analysis are revised. Some of the functional requirements that are the output 

of the functional analysis process are as shown in Figure 12. 

 

 
 

Figure 12. Functional requirements example from case study on DOORS 
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3.3.3. System Architecture Design 

 

The system architecture design process is the third phase of the Model-based systems engineering 

process. System architecture is defined as the conceptual model that defines the structure, 

behaviour and formality of the system.[8] In the system architecture design process, functional 

requirements are classified, a structural model component specific to each class is created, and 

functions are allocated to structural model components. Structural architectural and structural 

requirements obtain as a result of this process. While performing the system architecture design 

process in the case study, the path as follows: 

 

 Defining basic system functions 

 Classification of functions and creation of functional architecture 

 Creation of structural components from functional architecture 

 Allocation of system level operations to structural model components as shown in Figure  

 Creation of structural architecture 

 Obtaining structural requirements 

 

The system architecture design process focuses on the development of a structural architecture 

that can perform the necessary functions within the limits of the estimated performance 

constraints. Structural models created in the system architecture design process, 

 

 show which parts of the system will consist, 

 show what the relationships between the parts will be, 

 define the details / features of the internal structure of the parts, 

 create the structural architecture of the system in a hierarchically. 

 

Block Definition Diagram and Internal Block Diagram are created with SysML to define a 

structural architecture. In this case study, the structural architecture of the system was created 

hierarchically with different Block Definition Diagrams. Within the scope of this article, the 

design of the “SAS” system architecture was handled step by step by taking the "Stabilized 

helicopter" use case and the "SAS Activity Diagram" created during the functional analysis 

process. 

 

 
 

Figure 13. Block and action allocation table 
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Figure 14. SAS Block definition diagram 

 

It provides a visual representation to manage architectural system complexity and create a 

communication and coordination mechanism between components. The output of the system 

architecture process is conceptual models that define the structure, behaviour and formality of the 

system. These models are designed with Block Definition Diagrams. As a result of the creation of 

Block Definition Diagrams, the structural architecture and structural requirements of the 

helicopter automatic flight control system were revealed. With the obtain of structural 

requirements, the system requirements that obtained as a result of the needs analysis were 

revised. 

 

Some of the structural requirements that are the output of the system architecture design process 

are as shown in Figure 15. 

 

 
 

Figure 15. Structural requirements example from case study on DOORS 
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3.3.4. Detailed System Architecture Design 

 

The final stage of the process of Model-based systems engineering is the detailing of the system 

architecture. The detailing of the system architecture aims to explain in which order the structural 

architectural components of the system operate in accordance with the scenarios and to show the 

communication between the components. The system architecture developed using SysML is 

detailed with Sequence Diagrams. The process of obtaining Sequence Diagram in SysML is as 

shown in Figure 16. [9] 

 

 
 

Figure 16. Process of the obtaining Sequence Diagram 

 

When creating Sequence Diagram, a scenario is selected firstly from Activity diagram. The 

blocks in which the actions that are active in the selected scenario are allocated are added to the 

Sequence Diagram as a "lifeline" model component. Communication between the "Lifeline" 

model components is provided by messages. The detailing process of the system architecture was 

carried out in all the Activity Diagrams that the output of the system functional analysis in the 

case study. As an example of the system architecture detailing process, the helicopter automatic 

flight control subsystem “SAS” is detailed with the Sequence Diagram as shown in Figure 17. 

 

 
 

Figure 17. Sequence Diagram example from case study 
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During the system detailing process, the messages transmitted between the blocks in Sequence 

Diagrams are examined and the interfaces of the subsystems are created. The interfaces are 

shown in Internal Block Diagrams in SysML. The interface has been defined for all blocks 

created in the system. The helicopter and AFCS system interface to be used in the design is 

shown in Figure 18. 

 

 
 

Figure 18. Internal Block Diagram example from case study 

 

Interface blocks of helicopter automatic flight control system is shown Figure 19. 

 

 
 

Figure 19. Interface block of AFCS case study 
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4. CONCLUSION  
 

The model-based systems engineering process covers the requirements and system architecture 

stages of model-based design processes. Accordingly, requirements management, system 

architecture management and model-based systems engineering design processes have been 

developed. 

 

Within the scope of the requirements management study, the requirements were defined in the 

DOORS software, a checklist was created for the validation of the requirements, the requirement 

was traceable, the requirement validation methods were defined, and the transfer methods were 

developed to use the requirements in different software. 

 

Within the scope of the system architecture management study, the model organization for the 

helicopter automatic flight control system was realized in IBM Rational Rhapsody software with 

using SysML. 

 

The following were found in the model-based systems engineering design processes. 

 

 As a first stage the requirement analysis study, use case were revealed by reference to the 

customer requirements and the requirements were associated with the use cases. 

 As a second stage the system functional analysis study, functional requirements of the 

system were revealed by developing functional architecture and functional models. 

 Within the scope of the system architecture design study, structural requirements of the 

system were revealed by developing structural architecture and structural models. 

 Within the scope of the detailed system architecture design study, the system's operating 

scenarios and system interfaces have been created. 

 
With the model-based systems engineering approach and application of this study, a solution was 

found to the main problems of traditional system engineering. Model-based systems engineering 

approach is more systematic than traditional systems engineering but requires more preparation 

before implementation. As a result, a case study has shown that it is a more efficient design 

process for management and traceability. 

 

5. FUTURE WORKS & LIMITATION 
 

Similar to the work done in this article in the future, it can be applied in all aircraft design 

processes. More detailed testing and verification can be done using an advanced simulation 

infrastructure program. Traceability can be achieved by providing integration between programs 

where designs in different disciplines are realized and systems engineering designs. 

 

As a limitation of the study, according to the methodology applied in this study, the requirements 

and system architecture stages of the model-based design stages are carried out for the automatic 

flight control system. 
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ABSTRACT 
 

In traditional cellular infrastructure, cellular devices communicate with each other directly 

even when they are close together. This strategy causes massive traffic to the cellular network 

therefore D2D communication has introduced to overcome this issue, bring more bandwidth 

and also higher rates to the cellular network. One of the major challenges for D2D 

Communication is to have one single secure protocol that can adapt in four D2D scenarios 

defined in references. These scenarios are Direct D2D and relaying D2D communication with 

and without cellular infrastructure. In this paper, we propose a Secure D2D protocol based on 

ARIADNE with TESLA. Also we use LTE-A AKA protocol for authentication and key agreement 
procedure between Source and Destination. Next, we adapt this scenario to be applicable in 

without cellular infrastructure ones. This protocol could be used in direct D2D also. Based on 

the results, our proposed protocol has a few computation overhead compare to recent works 

and have less communication overhead than SODE with preserve many security properties such 

as Authentication, Authorization, Confidentiality, Integrity, Secure Key Agreement, Secure 

Routing Transmission…. We check Authentication, Confidentiality, Reachability and Secure 

Key Agreement of the proposed protocol with ProVerif verification tools. 

 

KEYWORDS 
 

5th generation, Four D2D scenarios, LTE-A AKA protocol, secure D2D protocol, ProVerif. 

 

1. INTRODUCTION 
 
D2D is a new form of communication for reducing cellular traffic and increasing the efficiency of 

the cellular network. This form of communication has introduced for 4th cellular communication 

and certainly has a big role in the 5th generation. D2D communication is a technique for direct 
transmission between a Source and a Destination. This technique provides a few interactions 

between cellular phones and the central nodes (i.e. eNodeB). The aim of D2D communication is 

to use D2D for close distances and use cellular communication only for far enough distances [1]. 

D2D First used in [2] for data transmissions between nodes. Some other researches [1]–[3] use 
D2D for cellular communication. Based on recent researches security is an open problem in D2D 

communication [4].There are several security challenges for D2D communication including 

Authentication, Authorization, confidentiality, integrity… and a secure protocol has to address 
them. Our proposed protocols use ARIADNE with TESLA [5] and LTE-A key distribution 

system. It designed for all four communication scenarios. Four D2D scenarios including, Direct 

D2D with cellular infrastructure, Direct D2D without cellular infrastructure, relaying D2D with 
cellular infrastructure and relaying D2D without cellular infrastructure show in Figure 1. It has 

also been transmitted a message in the network opportunistically by adding the encrypted 

message to the routing packet, this is for the mobile nature of D2D devices. When users are 

mobile in D2D communication, they may change their location after each routing process and no 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N11.html
https://doi.org/10.5121/csit.2021.111102
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longer participate in sending and receiving messages, therefore the routing procedure needs to be 
done again. But in our proposed protocol, by adding the encrypted message field to the routing 

package, no need to redo the routing operation and users have to participate in D2D as long as 

sending and receiving one packet process time. 

 

 
 

Figure 1. Four D2D Scenarios 

 

The cellular networks may become out of reach in natural disasters, terrorist attacks, … In this 

scenario (out of coverage) the proposed protocol can override the network key agreement mode 

and use pre-shared keys. The other two ways that may be used for key agreement procedures are 
using the PUF circuiton D2D devices or using the Diffie-Hellman key agreement protocol. The 

rest of the paper is as follows. The related works come in section 2. Four D2D secure protocols 

with details and schematic will come in section 3 including Direct D2D Secure Protocol(DD2D), 
Relaying D2D Secure Protocol(RD2D), Direct D2D Secure Protocol without Cellular 

Infrastructure (DD2DW), and Relaying D2D Secure Protocol without Cellular Infrastructure 

(RD2DW). In section 4 the secure protocols will be analysed in three ways, Computation 

overhead, communication overhead, and security properties. In the former section, the security 
properties of secure protocols will discuss and the properties of Confidentiality, Reliability, one-

way and two-way Authentication and Secure Key Agreement in two phases will proof with the 

ProVerif formal verification tool. In section 5 limitation and future works will present. Finally, 
the conclusion of the paper will present.  

 

2. RELATED WORKS 
 
The problem situation in [6] is based on a scenario in which one user covered by deactivated 

eNodeB wants to connect to the cellular network. In this scenario, a user in healthy eNodeB helps 

for communication and sharing secret keys. In this protocol two cryptic fields for each user have 

to be sent from each eNodeB to neighbour eNodeBs before the incident happens and every 
eNodeB should send these fields, to its users. In this protocol, so many communication overheads 

exist, because there is no information about which user may request communication and which 

user from the healthy network would respond to this request. Moreover, a user of healthy eNodeB 
may fall in the DOS attack by receiving too many requests from a malicious user. T. Ballan et al 

[9] use a Physically Unclonable Functions (PUF) to generate the secret key for each device. This 

circuit generates a unique value based on the unique character of each D2D devices, then use this 

unique value with the public key of another device and Elliptic Curve Cryptography to generate a 
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shared secret key. This sharing key is used as an input value of the Salsa20 / 20 stream 
cryptographic function and create a final message with the XOR operation of Salsa20/20 output 

and initial message. This method is prone to man-in-the-middle attacks when the attacker placed 

betwe en the receiver and the transmitter and sends his public key to the parties. Also, this 

method requires a PUF circuit that exists in both devices. L. Wang et al [10] present a distributed 
group key sharing scenario based on computational Diffie-Hellman (CDH) key sharing protocol 

in the absence of cellular infrastructure. This protocol does not provide a security solution based 

on the presence of an attacker within the network. Each time a user adds or eliminates from the 
group, a new session key should be created. P. Gope protocol [7] verifies the identity of D2D 

devices inside the network coverage by a middle layer called the fog layer. This middle layer 

connects to the core network and can authentication a device and also share a secret key with it. 
In another hand, the device can also verify the information received by the fog layer without 

disclosing its identity information to this layer. This method has been suggested to reduce the 

latency and to increase the mobility of end-users and could be used when a user is out of network 

coverage. A secure key exchange method between two D2D devices without network 
interference proposed in [8]. This protocol requires physical proximity of two devices before 

communication and for any communication physical proximity requires. In the case of reusing a 

key, the security of communication will be severely compromised. It is also possible to reveal the 
key if one of the devices is infected with malware. In [11] a secure protocol for secure 

communication between eNodeB and GW proposed. A summary of the security solutions of 

references shows in table 1. 
 

Table 1. Security solutions in D2D communication 

 
 Authenticati

on 

Authoriza

tion 

Confident

iality 

Integrity Secure 

routing 

transmissio

n 

Secure key 

agreement 

Non-

repudi

ation 

SOD 

[6] 

- - + - + + - 

LAAP 

[7] 

+ + - - - + + 

Sec-

D2D 

[8] 

+ - + + - + - 

SDR 

[9] 

- - + - - + - 

CRA[1

0] 

- - + + + + - 

 

3. FOUR SECURE PROTOCOLS 
 
We have four different protocols but the basis is the same. A Source wants to start a D2D 

communication to the Destination. In scenarios number 1 and 2, the Source and Destination are in 

each others neighboring and could receive information directly. But, in scenarios 3 and 4, the 
Source and Destination are not in each other neighbourhood and need the cooperation of other 

devices to transmit and receive information. In scenarios 1 and 3, all the devices including Source 

and Destination are in the cellular coverage therefore, we use the cellular advantage to distribute 

keys. However, for the intermediate nodes (i.e. relays), we use the TESLA broadcast 
authentication protocol for lessening cellular signalling traffic. In these scenarios, the Source 

which wants to establish a D2D communication to a specified destination sends a D2D request 
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including Source and Destination identity in a secure cellular channel to the MME. MME checks 
the validity of the message and authenticate the Source and Destination, and also checks if the 

destination is in the proximity of the Source or not. If all the situations above meet, MME builds 

a D2D session key and sends it to the Source in a secure cellular channel. Then the Source starts 

D2D communication towards Destination. 
 

In ARIADNE, the packaging field includes S, D, id, and t. for Source, Destination, the ID of the 

message and time respectively. In this protocol, we also add the encrypted message along with 
the nonce. Furthermore, we use one key for evaluation of MACs instead of using two 

keys because the Source and destination have each other keys and one key is enough. We use the 

key chain TESLA protocol for intermediate users and assume that there is a system in the 
network where the initial values of the user's key chain are broadcast to the entire network, so 

every cellular device can authenticate received TESLA key.  when users are in the coverage of 

the cellular network, this can be done by cellular network control messages. In the absence of 

cellular network coverage, we assume that users use the previous initial values when the cellular 
network was available. Our protocol in four scenarios is as follows. 

 

3.1. Direct D2D Secure Protocol (DD2D) 
 

In this protocol, two D2D devices are in each other vicinity and Source initiates a D2D 

communication by requesting the core network (MME) to establish a D2D. The pseudo code of 
the DD2D protocol is in pseudo code 1.Parameters used in pseudo code describes in table 2. 

 

Pseudo code 1. Direct D2D (DD2D) Protocol 
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Table 2: Parameter description 

 

Parameter Description 

K Secure D2D session key  

MACK(M) Message Authentication Code with the message (M) and the key (K) 

Hn() nth Hash function in the series 

EncK() Symmetric Encryption with key K 

DecK() Symmetric Decryption with key K 

 

3.2. Relaying D2D Secure Protocol (RD2D) 
 
This protocol starts like DD2D by requesting a MME to establish a D2D communication from the 

Source. But in this scenario, the Source and the Destination are not in each others neighboring 

and relaying nodes should participate to transfer information. The pseudo code of the RD2D 

protocol is in pseudo code 2. 
 

Pseudo code 2. Relaying D2D (RD2D) Protocol 
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3.3. Direct D2D Secure Protocol without Cellular Infrastructure (DD2DW) 
 

This protocol is similar to the DD2D Protocol. However, cellular infrastructure does not exist in 

this protocol. To preserve confidentiality property, both Source and Destination have to use a key 
that sets before communication. We suppose each device already exchanged the key in a way 

such as key agreement procedures in [9], [10]. In the disaster situation, we suppose losing 

confidentiality is less important than losing vital communication. Moreover, in the situation that 
each if no other pre-distribution keys exist and no other procedures could be used devices can use 

their TESLA key. In this scenario the Destination could not validate the H0 value before 

receiving the TESLA key of the source, but it can decrypt the message. So, in the case of 

emergency situation its better to first decrypt the package and if the TESLA key arrives and the 
package fails to validate then the Destination withdraws the packet. The protocol pseudo code is 

in the pseudo code 3. 

 
Pseudo code 3. Direct D2D Protocol Without Cellular Infrastructure (DD2DW) 

 

 
 

3.4. Relaying D2D Secure Protocol without Cellular Infrastructure (RD2DW) 
 

This protocol is a combination of RD2D and DD2DW, the Source and Destination are not in each 

other's vicinity so relaying nodes should participate in communication and also the cellular 

infrastructure is not available. We suppose Source and Destination already exchanged keys in a 
way such as explained in DD2DW. The protocol pseudo code is in pseudo code 4. 

 

Pseudo code 4. Relaying D2D Secure Protocol without Cellular Infrastructure (RD2DW) 
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4. ANALYSIS OF THE PROPOSED PROTOCOLS 
 

The amount of operations based on the role and the packet size of each node is in table 3. In this 

table Enc is for encryption, Dec is for decryption, H is for hash value, Ks is for key size, and n is 
for the number of nodes including Source and Destination. We assume symmetric encryption 

with the output of 256 bits and also a hash function with the size of 256 bits, 4 bits for request, ti, 

I, N and 8 bits for Source and Destination identities. Based on the number of nodes participating 

in D2D, the replay packet will have a different size. If we assume the maximum number of nodes 
is 20, the maximum packet size of Destination in the replay packet is 629 bytes and also the 

maximum packet size of intermediate nodes in request and replay packet respectively are 662 

bytes and 629ks bytes. 
 

Table 2: Operations and packet size in proposed protocols 

 

Device operations Packet size 

The source in direct D2D Enc+H 544 bit 

The source in relaying D2D 2Enc+H 544 bit 

Destination in direct D2D Dec+H 286 bit 

Destination in relaying D2D Enc+Dec+nH 28+(n-2)8+(n-1)256 bit 

Intermediate node in the 
request  

2H 28+(n-1)8+n256 bit 

Intermediate node in the 

reply  

- 12+8n+(n-1)256+(n-

2)Ks 
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4.1. Computation Overhead 
 

In the proposed protocols, we use a symmetric function for encryption and decryption of the 

message and one for the key evaluation parts. Also we use a cryptographic hash function for each 
transmission. So, there are two symmetric encryptions/decryptions, one cryptographic hash 

function evaluation for source and destination, and one cryptographic hash function evaluation 

for each relaying device. The computation cost comes in table 4 describes the proposed protocol 
compared to other protocols. Enc and Dec are for Encryption and Decryption, n is for the number 

of devices, H is a hash function, Mul is for multiplication, EO is for exponential operation, PA is 

for pairing, Div is for division and PO is for point multiplication.  

 
Table 3: Computation cost of protocols 

 

protocol Computation cost 

SDGA [12] 3(2𝑛 − 1)𝑃𝐴 + 5𝑛𝐸𝑂 + (4𝑛 − 1)𝐻 + 2(2𝑛 − 1)𝑀𝑢𝑙 

PPAKA [13] 2(2𝑛 − 1)𝐸𝑂 + (𝑛2 + 3𝑛 − 4)𝐻 + (2𝑛2 − 3𝑛 + 1)𝑀𝑢𝑙 

GRAAD [14] 
2𝑛𝑃𝐴 + 7(3𝑛 − 2)𝐻 + 𝑛𝐸𝑛𝑐 + 𝑛𝐷𝑒𝑐 + 3(𝑛 − 1)𝑃𝑂 + 8(𝑛 − 1)𝐸𝑂 + 2(𝑛

− 1)𝑀𝑢𝑙 

LRSA [15] 6𝑛𝑃𝑂 + (13𝑛 − 7)𝐻 + (3𝑛 − 1)𝑀𝑢𝑙 + 2𝐷𝑖𝑣 

SeDS [16] 2𝑃𝐴 + (5𝑛 − 2)𝐸𝑂 + 𝐷𝑒𝑐 + (2𝑛 + 1)𝐻 + 4(𝑛 − 1) 𝑃𝑂 + 2(𝑛 − 1)𝐸𝑛𝑐 

DD2D 3𝐸𝑛𝑐 + 3𝐻 + 𝐷𝑒𝑐 

RD2D 3𝐸𝑛𝑐 + (2𝑛 + 1)𝐻 + 𝐷𝑒𝑐 

DD2DW 𝐸𝑛𝑐 + 3𝐻 + 𝐷𝑒𝑐 

RD2DW 𝐸𝑛𝑐 + (2𝑛 − 1)𝐻 + 𝐷𝑒𝑐 

 

4.2. Communication Overhead 
 

In RD2D and RD2DW, the protocol has 2n packet transmission for each relay device (one for 
Request and one for Reply). So, the communication overhead of the proposed protocol is as 

equation 1. 

 

(1) 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑂𝑣𝑒𝑟ℎ𝑒𝑎𝑑 =
𝑇′ × 𝑀 × (2𝑛 + 2)

𝑇
 

 

𝑇′ is the number of timeslots that D2D requests happen, 𝑇 is the total number of timeslots, 𝑀 is 

the number of D2D requests at each timeslot ,and 𝑛 is the number of devices. We compare the 

communication cost of RD2D with SODE [6] because RD2D has the biggest communication 

overhead among the other three proposed protocols. In SODE, two cryptic fields for each device 

has to be sent from each eNodeBs to each eNodeB'sneighbours. Also, two cryptic fields for each 
neighbours have to be sent to all the devices belongs to eNodeB. Another communication parts in 

SODE are from D2D request and D2D reply. These two communication are for key agreement 

between two devices in the network. Communication overhead of RD2D and SODE based on 
increasing the number of time slots when the number of eNodeBs are 2 and 7 are in figures2 and 

3 respectively. The communication overhead increases as the number of nodes (n) increased. 

When the number of eNodeBs increase to 7, the communication overhead of SODE increases for 
about 3 times, but in RD2D the number of eNodeBs has no effect on the communication 

overhead. In another comparison, we check the change of the number of T' in communication 

overhead when M=1 and M=5 in figures4 and 5 respectively. The communication overhead 

increases as T' increased and when M increases to 5 both protocols have more communication 
overhead. It means as the number of D2D requests increase the communication overhead 
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increases as well. In figure 4 and 5 RD2D has less communication overhead than SODE and the 
slob of SODE is much more than RD2D. 

 
Table 4. Parameters used in communication overhead simulation 

 

Parameter value 

n 10 

T 20 

T' 10 

M 1 & 5 

 

 
 

Figure 2. The Communication Overhead Vs the Number of Nodes when B=2 

 
 

Figure 3. The Communication Overhead Vs the Number of Timeslots when B=7 
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Figure 4. The Communication Overhead Vs the Number of Nodes when M=1 

 

 
 

Figure 5. The Communication Overhead Vs the Number of Nodes when M=5 

 

4.3. Security Properties of the Protocol 
 

In this part, we show the security properties of our protocols. Our proposed protocols have 
Authentication, Authorization, Confidentiality, Integrity, Non-repudiation, Secure routing 

transmission, Secure key agreement, and reachability. We will show two more security properties 

Secure key agreement and reachability in the ProVerif Section and discuss the rest in this part. 
1. Authentication and Authorization: This property is based on the cellular authentication 

and authorization process in cellular coverage scenarios (DD2D and RD2D). In two other 

scenarios (DD2DW and RD2DW), authentication and authorization are based on the 

privacy of secret keys on each side. If both sides (Source and Destination) could decrypt 
the packet and evaluate the message, it means both sides are authorized sides. For this 

assumption, we suppose that no one reveals the key and the key saved in both devices 

securely. 
2. Confidentiality: this property is gained by the encryption and decryption of the message 

based on the secret key received from the MME. MME is the trusted server which would 

not reveal the key K to anybody but authorized Source and Destination. In DD2DW and 

RD2DW, the confidentiality of the message is based on the secrecy of the keys and key 
distribution system they used in the absence of cellular infrastructure. 
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3. Integrity: this property caught by the hash values. If the destination evaluates the hash 
chain values and they are different from what was inside the packet, it means the 

integrity of the packet losses and it should ignore the received packet. This property 

could be checked by the Source too, the field MD in reply packet does this part. 

4. Non-repudiation: this property can be set by the packet id value in the request message 
which should be fresh. Also, t value should not be too far in the past. 

5. Secure routing transmission: This property is only for RD2D and RD2DW because these 

two protocols have routing part. Our proposed protocols are based on ARIADNE 
protocol, it prevents tampering with the attackers or comprised nodes and it also resists to 

many Denial-of-Service attacks. 

 

4.4. ProVerif Verification of RD2D Protocol 
 

ProVerif is a formal tool for verifying cryptographic protocols [17]. Input language of ProVerif 
supports channels with the "Dolev-Yao" ability attacker. This attacker model is very strong and 

has full control over the channel. We use ProVerif for verifying confidentiality, reachability and 

secure key agreement of RD2D because it comprises three other protocols. Security properties 
that we use come in table 6. 

 
Table 6. Security properties of the protocol used in ProVerif 

 

Security Property ProVerif  

Confidentiality query attacker(m). 

Reachability 

query event(mmeReachable()). 

query event(hssReachable()). 
query event(SourceReachable()). 

query event(DestinationReachable()). 

Authentication 

One-way 

authentication 

event acceptsServerClientA(bitstring,key). 
event acceptsServerClientB(bitstring,key). 

event acceptsServerClientC(bitstring,key). 

event acceptsServerDestination(bitstring,key). 

One-to-one 

authentication* 
event termDestination(bitstring,key). 

Secure Key 
agreement 

Running key 

event SourceRunning(key). 

event mmeRunning(key). 

event DestinationRunning(key). 

event ClientARunning(bitstring,key). 

event ClientBRunning(bitstring,key). 
event ClientCRunning(bitstring,key). 

Key agreement 

event SourceCommit(key). 

event mmeCommit(key). 
event DestinationCommit(key). 

 
When one side of the communication checks authenticity it calls One-way authentication i.e. 

when Source authenticates relaying devices. However, in one-to-one authentication two sides of 

communication should authenticate each other i.e. Source and Destination. So we use one-to-one 
authentication for Source and Destination and one-way authentication for relaying devices. We 

check the Secure key agreement procedure in two phases, running key and key agreement. In the 

phase of running key, a device uses a key and in the phase of key agreement, the other device 
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agrees on the key used before. ProVerif verifies all the security properties of RD2D. Figure6, 
shows protocol verification in ProVerif. 

 

 
 

Figure 6: ProVerif Verification of RD2D Protocol 

 

5. LIMITATIONS AND FUTURE WORKS 
 

There are a few researches in authentication and key agreement procedure in cellular networks 

and makes it hard to find resources. The problem of key distribution and key agreement 
procedure in disaster situations or terrorist attacks is still a challenge to be respond.  

 

Using routing algorithms for finding intermediate nodes and combine the secure protocols and 

routing algorithms together would be a good improvement to this research. Moreover, a way of 
getting feedback from the D2D communications would be suggested in order to restrict malicious 

nodes and improve the communication quality. Finally, we suggest using a bonus method to 

increase the cooperation of intermediate nodes in the D2D communication.  
 

6. CONCLUSIONS 
 

We proposed four D2D secure protocols for four different scenarios (DD2D, RD2D, DD2DW, 

and RD2DW). This is the first time a protocol has the capability to adapt to four scenarios which 
are essential to D2D networks. These Protocols are based on ARIADNE with TESLA. We used 

LTE-A AKA protocol for Authentication and key agreement for the Source and Destination in 

RD2D and DD2D. Also, we used TESLA, broadcast authentication protocol, for key utilization 
in intermediate nodes. This protocol does not need pre-shared keys for these nodes. Based on the 

results, our proposed protocols have less computation overhead among recent works. RD2D has 

less communication overhead compare to SODE protocol and it has more communication 

overhead among three other proposed protocols, so the other proposed protocols have less 
communication overhead than SODE, too. Finally, we showed our protocol security features and 

proofs Confidentiality, Reachability, Authentication, Secure Key agreement with ProVerif formal 

verification tools. Our proposed protocols have Authentication and Authorization, 
Confidentiality, Integrity, Non-repudiation, Secure routing transmission, Reachability, and 

Secure Key agreement with low communication and computation overhead. 
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ABSTRACT 

 
Internet of Things (IoT) has a huge attention recently due to its new emergence, benefits, and 

contribution to improving the quality of human lives. Securing IoT poses an open area of 

research, as it is the base of allowing people to use the technology and embrace this 

development in their daily activities. Authentication is one of the influencing security element of 
Information Assurance (IA), which includes confidentiality, integrity, and availability, non 

repudiation, and authentication. Therefore, there is a need to enhance security in the current 

authentication mechanisms. In this report, some of the authentication mechanisms proposed in 

recent years have been presented and reviewed. Specifically, the study focuses on enhancement 

of security in CoAP protocol due to its relevance to the characteristics of IoT devices and its 

need to enhance its security by using the symmetric key with biometric features in the 

authentication. This study will help in providing secure authentication technology for IoT data, 

device, and users. 

 

KEYWORDS 
 
Authentication , authorization, key agreement, anonymity, traceability, Security, Cybersecurity, 

Secure by Design, Next Generation Internet, Smart City, wireless sensor networks, 5G network, 

the Internet of Things, CoAP, symmetric key and biometric. 

 

1. INTRODUCTION 
 
This research introduces research background of authentication mechanism in Internet of Things 

(IoT). It explains the concept of IoT, and how networks and computers have evolved until IoT 
appeared and merged with blockchain and artificial intelligence, homes, cars, smart cities and 
more than that. An example of smart cities is the technical city of NEOM, which illustrates the 
Kingdom's role in adopting technical projects and its leadership in this field, which requires 
awareness of members are of the importance of this stage and their role in it. 
 

1.1. Overview of IoTs 
 
Internet of thing (IOT) means a network which joined many things via internet[3] which help to 
achieve the end users goals [4]. The Internet of Things is a combination of technologies that work 
to connect many things over wired and wireless networks which handle by people, machines, or 
both[3] These things are connected to a platform that is manage within certain rules, analyze, 
process and store data, detect security threats, respond to any thing[5].  The level of competency 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N11.html
https://doi.org/10.5121/csit.2021.111103
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is measured according to the level of achievement of the tasks[5]. IOT system will be good as it 
can true response in any alteration there[6, 7]. 
 
Communication technology has developed very greatly in this era, where it started with a device 

that is no longer used now such as the telegraph, then the phone, and then the computer appeared 
that created another world as it began to solve complex mathematical operations and codes and 
was very large in size[3].Then, it developed and shrunk its size and increased its speed then 
appear of the personal computer which serves business offices and people through word 
processing programs, tables, and the like, and then to laptops, tablets, and smart devices with 
various applications where the combination of the Internet and WWW is important of IoT[3]. 
 
Internet also developed little by little, so the Internet of things was formed, starting from small 

closed networks to integrating more than one network, due to the emergence of microcontrollers 
with low cost and complexity ,and adequate processing power, so appeared educational websites, 
videos, forums and blogs .The Internet of things was not limited to commercial projects and 
extended to the Internet of things to consumers, and companies contributed provided smart home 
tools such as Google  Apple and Siemens. The Internet of things developed to Hundreds of 
platforms and thousands of applications appeared, including the industrial Internet of things to 
automate many industrial then IoT evolved from a large infrastructure to the Next Generation 

Internet (NGI) that integrates with Internet systems for things such as augmented and virtual 
reality, machine learning, artificial intelligence, and blockchain to obtain professional tools[3]. 
The Internet and advanced wireless networks have a significant role to play in the widespread use 
of mobile devices that play a major role in consumer access and power over the different devices 
and services of the Internet of Things across Wi-Fi networks and mobile networks[8]. Such as 
fifth generation networks that are an active choice for IoT implementations like smart house, 
smart cities , smart healthcare, smart grids, etc.[9]. such as the city of Neom in Saudi Arabia, 

which depends on artificial intelligence and provides development and investment solutions to 
become a famed center in the region and there is a great trend for other smart cities and most 
services have been automated to become electronic. This was an example in a country as well as 
many countries, which means many users and applications and big data. 
 

 

 
 

Figure1. IoT network architecture[1] 

 

The above figure represents a summary of the structure of the network in IoT which has many 
applications transportation, smart homes and cities, community and industrial services, as well as 
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multiple users enter the system via the Internet through a portal in which the user is authenticated, 
which is the first stage and an essential part of the safety of the Internet of things. 
 
 Thus, within this development and the large number of users, it has become a target for 

adversary and owners of illegal targets and hackers, which required states and decision-makers to 
put in place laws and legislation that protect everyone and deter everyone who takes an irregular 
way to achieve his goals. Among the scholars and researchers are preparing studies for various 
possible security attacks, gaps that are a pathway to them, motives and points related to the 
subject, and providing security solutions that keep pace with this development and help in raising 
the level of security, responding to attacks, overcoming problems, and recovery. 

 

1.2. Overview of IoTs 
 
The spread of Internet of things networks in different milieus and for various purposes represents 
a security challenge that requires securing networks from any attack. IoT-linked protection 
problems are becoming more and more concerning due to the ubiquity of IoT and use at sensitive 

implementation, where intensify the effects at every security breaches to the degree that they are 
life-threatening [10]. The report [11] indicated that 20% of the institutions were attacked once at 
least, and exploited to be through which to attack [12, 13]. From this standpoint, and by looking 
at the graph in the picture 2, which shows that there is an increase of nearly a third of the number 
of devices for the year 2025, which means an increase in the probability of attacks significantly. 
The security specifications of the IoT rely greatly at the amount of providing services; the 
necessity to secrecy, integrity and authentication relies specifically about the security 

requirements at the IoT network  app [10]. In special, authentication is known to be a critical 
prerequisite for IoT [14]. 
 

 
 

Figure 2. Awaited devices in the Internet of Things  by 2025[2] 

 

1.2.1. Elements of Authentication 

 

According to what is in [10], a set of points related to authentication and its relationship to the 
Internet of Things can be presented as following: 
 
-Identity: data submitted by an entity to another in order to trust itself and one or a mixture of 
hash, symmetric or asymmetric encryption methods may be used for identity-based 
authentication schemes. 
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– Bodily: biometric features depending on a person's physical features, like fingerprinting, hand 
geometry, retina scanning. 
 
– Behavior: biometric depends on social behavioral features, e.g. keystroke dynamics, walk 

analysis, speech ID. 
 
1.2.2. Using Tokens 

 

-Token-based Authentication: validates the user or computer on the basis of an identity key 
generated by the server. 
-Non-Token-based authentication: requires the use of user id and password tokens any moment 
the content needs to be shared. 

 
1.2.3. Authentication Method 

 
-A-way authentication: just one entity can validate the other, but the other will not be validated.  
-Two-way authentication: the two organizations authorize one to another. 
-Three-way authentication: essential authority verifies the two entities and allows them to 
validate each other. 

 
1.2.4. Architecture of Authentication 

 
Distributed direct authentication between the entities to the correspondence.  
 
A central server or a trusted third party to spread and maintain authentication certificates. 
 

1.2.5. IoT layer 

 
The layers how where an authentication mechanism is implemented. 
 
-Perception Layer: Liable to storing and dealing out the data obtained via the entities on the IoT 
network. 
-Network layer: liable to obtaining and manipulating the obtained information of the perception 
layer. 

-Application layer: liable of collecting information of the second layer and then availability 
service demanded of the customer. 
 
1.2.6. Hardware-based 

 
The authentication method may involve the physical properties of the devices or devices to be 
used. 

 
-Implied hardware-based: applies hardware physical features to improve authentication, like 
Physical Unclonable Method (PUF) or Valid Random Number Generator (TRNG). 
-Outright hardware-based: Several authentication methods were dependent at the utilization from 
the Trusted Platform Modules (TPM), a device which holds and manages the codes applied in 
device authentication. 
 

1.3. Problem Statement 
 

The development of the Internet of Things technology and the people's dependence on it in many 
matters of their lives requires securing it against any attack and revealing its vulnerabilities and 
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immunizing them. The first step of securing any technology is by conducting an effective 
authentication technique. Therefore, this study will review the existing authentication techniques 
in IoT environment in order to propose a harder authentication technique.  
 

2. LITERATURE REVIEWS 
 
This section includes a summary to the current authentication mechanisms inside IoT 

environment. Specifically, CoAP protocol components, characteristics, and mechanism is 
presented  
 

2.1. Existing Authentication Mechanisms 
 
Table (1) summarizes existing authentication mechanisms in terms of their aims and approach. 

 
Table 1. Previous Authentication Mechanisms 

 

Research Title Year Aim Research Approach 
Authentication of IoT 

Device and IoT Server 

Using Secure Vaults[15] 

2018 Solve problem of 

Single password-based 

authentication 

mechanisms which put 

IOT vulnerable of 

many attack 

Provides a reciprocal authentication 

method consists of multi-key or 

passwords where named the shared 

secure between the IoT server and the 

IoTclient as secure vault. After each 

successful session among the server 

and the IoT equipment, the collection 

of passwords is modified. 

Design of Secure User 

Authenticated Key 

Management Protocol 

for Generic IoT 

Networks[1] 

2018 Design of a new secure 

remote user 

authentication scheme 

Design user authenticated key 

management protocol UAKMP which 

based on three variables are smart 

consumer card password, and private 

biometrics. Compared to other existing 

systems, UAKMP is more stable, 

supports the nodes addition process, 

and even the key and biometrics 

change process internally without the 

GWN's mediation. 

Multi-level Trust based 

Intelligence Schema for 

Securing of Internet of 

Things (IoT) Against 

Security Threats Using 

Cryptographic 

Authentication[16] 

2020 Reduction of gray hole 

attacks using check 

node information with 

detection rate of 

94.5percent against 

gray hole attack 

Depend on AODV routing protocol 

and is offered below the MTISS-IoT. 

The suggested solution is based on 

cryptography authentication and 

consists of four steps, like checking 

node trust in the IoT, path monitoring, 

detection of gray whole attacks, and 

the removal of malicious attacks in 
MTISS-IoT. 

A Novel Lightweight 

Block Cipher-Based 

Mutual 

Authentication Protocol 

for Constrained 
Environments[17] 

2020 Developed LBCbAP a 

modern encryption 

protocol based on 

lightweight block 

ciphers agnist hidden 
exposure and 

desynchronization 

attack. 

A latest stable protocol established on 

lightweight block ciphers, LBCbAP, 

backed via formulated or not 

formulated security evidence, was 

introduced. In this protocol we use a 
block cipher CRAFT as the central 

primitive security that illustrates its 

security against different forms of 

threats, including hidden exposure and 

desynchronization threats. 
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Efficient and secure 

three-party mutual 

authentication key 

agreement protocol for 

WSNs in IoT 

environments[18] 

2020 Suggests an easy and 

reliable authentication 

scheme for WSNs in 

IoT systems based on 

temporal credentials 

and dynamic IDs. 

It follows the standards for the 

authentication system's basic 

architecture specifications and 

enhances security efficacy in real-

world IoT settings. In comparison with 

the other systems, the performance 

review showed high reliability and 

better performance for the method. 

Smart card-based secure 

authentication protocol 

in multi-server IoT 

environment[19] 

2017 Suggested a smart card-

based authentication 

protocol and tested it 

using AVISPA by 

visualizing a structured 

validate scenario 

It authenticates each entity via letting 

people to use a smart card transferred 

via invalidation server to go through 

the verification process and access to 

an IoT-connected server and the 

authentication protocol is used in 

different applications such as key 

exchanges, using smart card, and more. 

BIDAPSCA5G: 

Blockchain based 

Internet of Things (IoT) 

device to device 

authentication protocol 

for smart city 

applications using 

5G technology[20] 

2020 Suggestion a Machine 

to Machine 

Authentication Protocol 

for Smart City Apps 

leveraging 5 G 

Technologies 

(BIDAPSCA5 G) built 

on the Blockchain 

Internet of Things 

(IoT). 

The registration process of connected 

devices is carried out via secret 

blockchain accessible only by 

authorized individuals. Shared 

authentication was conducted without 

RAC, Gate-Way-Node (GWN) 

intervention to minimize the cost of 

processing location-based authenticate 

process, blockchain-based repeal.Step 

and IoTD registration, device-level 

IoTD confidentiality property. 

A secure authentication 

scheme for IoT 

application in smart 

home[21] 

2020 Presented a secure 

addressing and 

authentication 

(SCSAA) framework 

based on a smart card 

by changing the 

existing IPv6 method to 

minimize security 
issues in the IoT. 

By issuing a special 64-bit Interface 

Identifier (IID) to smart phones or 

programs and authenticating them 

securely in the IoT system, it presents a 

strong way of addressing and using the 

hidden session key to block 

unauthorized access to the network. It 

is tested by model ROR and the 
method AVISPA. 

A Secure Lightweight 

Three-Factor 

Authentication Scheme 

for IoT in Cloud 

Computing 
Environment[22] 

2019 In order to solve 

security issues such as 

session key leakage, 

impersonation and 

replay attacks, a stable 
and flexible three-

factor authentication 

solution for IoT in the 

cloud computing world 

This authentication protocol can stand 

multiple attacks and provide protected 

mutual authentication between user Ui, 

cloud server Sj, and server CS control 

using BAN logic analysis and 
protection using hidden and biometric 

parameters using only bitwise 

exclusive or (XOR) and hashing 

functions to make it more powerful 

than the schemes of Pelaez et al. 

Secure Authentication 

Protocol for 5G Enabled 
IoT Network[23]. 

2018 Supply an appliance 

layer authentication 
protocol to minimize all 

attacks emanating as of 

the public access 

network. and examine 

the security protocol by 

An advanced security 

monitoring platform 

Scyther 

Introduce an effective protection 

protocol in the Application layer, 
among client-Equipment and Mobility 

Management Feature (AMF) that is 

taking charge of the ration of resources 

after the verification of Network Slice 

Collection Association Details 

(NSSAI) of 5G network. Where the 

request for user passwords and services 

is secretly shared, thereby maintaining 

anonymity and the protocol is immune 
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to numerous attacks that which arise 

from secrecy, honesty and availability. 

A three-factor 

anonymous user 
authentication scheme 

for Internet of Things 

environments[24] 

2020 suggest an upgraded 

three-factor user 
authentication 

mechanism to 

overcome security 

problems which find in 

Dhillon and Kalra 

schema 

Indicate a three-factor anonymous user 

authentication method for IoT 
environments that follow a specific 

four stages: registration, login and 

authentication, changing of password, 

and user revocation stage, and use the 

random oracle model, BAN logic, and 

ProVerif tool to conduct informal and 

structured security assessments. The 

findings of the study suggest that the 

proposed system is protected from 

different documented attacks and 

meets all protection criteria and is 

compliant with relatively low-cost IoT 

systems. 

Dynamic Authentication 

Key Agreement Scheme 

for Effective Path 

Selection in I IoT 

Systems[25] 

2020 Provides a new solution 

that uses an active 

authentication key 

agreement system in 

which only legitimate 

users can access data in 

the IIoT setting from 

IoT sensor nodes. 

For key validation and protected data 

transmission, the Dynamic 

Authentication Key Agreement System 

(DAKAS) and the Efficient Route 

Selection and Access Control Logic 

System (EPSSCLS) are used. It is 

support add of new nodes after the 

state of before-process of deployment 

in the network, the process of the 

complex node IoT sensing system and 

the transmission route are revoked in 
the event of any intrusion detection or 

stolen and leaked information by an 

opponent. Using the true or random 

(ROR) model and AVISPAA, 

structured security checking is carried 

out. 

Smart Contract-Based 
Cross-Domain 

Authentication and Key 

Agreement System for 

Heterogeneous Wireless 

Networks[26] 

2020 Formulate a cross-
domain authentication 

and key approval 

scheme setup on a 

blockchain smart knot. 

Cross-domain authentication and key 
agreement protocol are configured. The 

smart contracts are used to handle the 

shared keys of the nodes, and the 

device parameters are checked by 

contract demand. Customers can pick 

momentary authentication 

specifications based on the roaming 

domain system specifications to 

complete the encryption and 

authentication arrangement, and users 

are private in the operation. The 

protocol does not have complex 

encryption and certificate 

authentication processes, that reduced 

overhead of computing and 

connectivity. 

On the design of secure 

and efficient three-factor 

authentication protocol 

using honey list for 

wireless sensor 

networks[27] 

2020 Provides a stable and 

effective authentication 

protocol depending on 

3-factor authentication 

using biometric data 

and employs the honey 

suggest an effective protocol to defend 

against brute force and theft smartcard 

attacks which uses only hashing 

algorithm, except public key Elliptical 

Curve Cryptography and Conduct 

informal vulnerability scanning, 



42   Computer Science & Information Technology (CS & IT) 

list technique and 

provide protection even 

though two of the three 

factors are hacked. 

model-based Real-Or-Random (ROR) 

and logic-based Burrows Abadi 

Needham (BAN) official security 

evaluation, and conduct formal 

verification employing (AVISPA) 

simulation tools. 

 

A Privacy-Preserving 

Authentication, 

Authorization, and Key 

Agreement Scheme for 

Wireless Sensor 

Networks in 5G-

Integrated Internet of 

Things[8] 

2020 Introduce system 

design by proposing the 

incorporation of WSNs 

and 5 G into IoT. 

Centered on the crypto 

analysis of Adavoudi-

Jolfaei et al.'s scheme 

and device architecture, 

we present a privacy-

based elliptical curve 

encryption (ECC) 

Keeping the WSN 

verification, 

authorizing, and mutual 

authentication 
framework in 5G 

incorporated IoT. 

They studied the three-factor 

authentication and control access 

scheme of Adavoudi-Jolfaei et al. and 

highlighted its vulnerabilities, and then 

implemented a device implementation 

appropriate for WSNs in 5G-integrated 

IoT. On the basis of thestructural 

design, An ECC-based three-factor 

verification, authorizing, and mutual 

authentication framework was 

proposed. 

A Security Approach for 

CoAP-based Internet of 

Things Resource 

Discovery[28]. 

2020 Provides a protection 

strategy employing 

TACACS+ to security 

improving of the CoAP 

which Assists entrance 

check , identity 

verification and 

auditing 

A protection solution to the CoAP 

technique utilized explore resources in 

the IoT field. The protection strategy is 

focused on the Utilization of the 

TACACS+ protocol to enhance the 

security of the CoAP. 

 
The table above shows a recent set of authentication techniques in the Internet of Things. This 
secure authentication of IoT objects is done in several ways 
 
Using two factors such as[15] which use AES encryption and HMAC and have more saving 

power compared with ECC algorithm.  In[18]based on temporal credentials and dynamic IDs 
which depend on MAC to secure translate of data. In [20] using ECC and SHA-1 algorithm to 
mutual authentication between tow IOT devices. In [25] using the Dynamic Authentication Key 
Agreement System (DAKAS) and the Efficient Route Selection and Access Control Logic 
System (EPSSCLS)for key validation and protected data transmission. In [26] cross-domain 
authentication and key agreement protocol are configured and the smart contracts are used to 
handle the shared keys of the nodes. 

 
Or three factors as in[1] proposed UAKMP which based on three variables are smart consumer, 
card password, and private biometrics. In [22]using hidden and biometric parameters, only 
bitwise exclusive or (XOR) and hashing functions. In [24] indicate a three-factor anonymous user 
authentication method for IoT environments that follow a specific four stages: registration, login 
and authentication, changing of password, and user revocation stage. In[27]using biometric data 
and employs the honey list technique and provide protection even though two of the three factors 

are hacked. In [8]introduced a three verification, authorizing, and mutual authentication 
framework built through ECC. 
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By using these technologies, many attacks are countered and security goals achieved like in 
[16]detection rate of 94.5 percent against gray hole attack. In [17] approach secure agnist hidden 
exposure and desynchronization attack. In [19] protected from identity plagiarism and  exposure 
of key. In [21] using strong way with hidden session key to block unauthorized access to the 

network. In [22]solve security issues such as session key leakage, impersonation and replay 
attacks. In [23]maintaining anonymity and the protocol is immune to numerous attacks that 
which arise from secrecy, honesty and availability. In [27]defend against brute force and theft 
smartcard attacks. In [28]separator security amidst users depend on the permissions available to 

them to ensure authentication, authorization, management of access and auditing services. 
 

2.2. Constrained Application Protocol (CoAP) protocol 
 
Constrained Application Protocol (CoAP) has a constant byte header of only 4 bytes, but 
constrained assets are used[29]. The cost-saving availability of RESTful resources in Low-Power 
Lossy Networks (LLNs) combined with limited sophistication in form head of protocol , message 
decoding, asynchronous transfer framework and built-in asset exploration renders it an optimal 

option for IoT deployers. So for These characteristic aspects make CoAP an optimal substitute 
for current IoT devices like MQTT and XMPP[29]. CoAP is therefore implemented in a variety 
of products, like transportation logistics, housing automation, intelligent cities and shipment 
monitoring[29]. 
 

 
 

Figure 3. CoAP packet with 4 bytes. 

 
CoAP is a constraint state that caused a terrible package transfer and a large overhead, such as a 
limited hub with small RAM or Processor power, and is a request/response technique [30]. It is 
designed by the Internet Engineering Task Force (IETF) by an idea of device to device 
applications and platform automation to minimize overhead, optimize packet transference and 

increase work simplicity by using the main HTTP application [31]. The main characteristic of 
CoAP is an integrity and reliability [32], as it supports unicast and multicast demands by 
leveraging User Datagram Protocol (UDP), and gives the ability to exchange asynchronous 
messages [30]. It is able to interoperate with HTTP because it introduces an internet transfer 
protocol dependent on the Representational State Transfer (REST) above the HTTP features [33]. 
But because CoAP is dependent on REST, the CoAP-REST proxy provide a direct transference 
of these protocols. CoAP/HTTP assists CoAP users to connect HTTP server assets using a 

reverse proxy that converts the HTTP state key to the CoAP response code [34]. CoAP helps 
devices with mini power, connection, and computing capacity systems to use RESTful activities 
[35]. CoAP is proposed by scholars, owing to its light properties, to be used in a variety of fields 
from  applied of smart cities  to the commercial WSNs [36]. 
 
CoAP is a simple device layer request/response protocols for both synchronized and 
unsynchronized answers[35]. CoAP has the below data packets and answer forms: provable, 
needs an acknowledgment inside the ACK or with an independent message. Non-confirmable (no 
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need for ACK), restart (verified receipt of a text that could not be executed) and acknowledgment 
(proven receipt of have a provable message ), Piggy-backed answer (receiver answer is 
piggybacked to ACK) and independent answer (receiver answer in a text other than ACK after 
some moment)[35]. As HTTP, CoAP utilizes GET, PUT, POST and DELETE methods for 

generating, restoring, modifying and removing processes[35]. 
 
The researcher in[35] mentioned the elements of CoAP and its distinguishing properties as 
follows: 
 
2.2.1. Components of CoAP protocol 

 

1. Last node Determined by IP and UDP port number. The last node is the target or origin of the 

CoAP packet. 
2. Dispatcher who creates message. 
3. Receiver message. 
4. Consumer who put an order rather than a message 
5. Server the recipient last node of the demand and the source node of the reply. 
6. Source server: A service is generated or exists on this server. 
7. Intermediate: is a last node that can perform as a host and a consumer to a source server. 

 
 

Figure 4. CoAP transaction 

 
Figure 4 explained CoAP interaction between elements with more cases of them.  
 
2.2.2. CoAP protocol characteristics 

 

1. Assets monitoring: on-request subscriptions utilizing publish/subscribe system for tracking 
online services 

2. Move of the block resources: without refresh the entire data in order to transmitter data and 
receive. This minimize cost communications. 
3. Asset exploration: URI patterns are utilized which utilize website domains in the CoRE link 
format to allow the exploration of resources for consumer. 
4. Dealing directly with HTTP: CoAP is simple communicate with HTTP according to the 
standard REST structure that contributes to flexible interaction. 
5. Most programming languages like C, C #, Javascript, erlang, Ruby contain CoAP libraries as 

well as for iOS and Android. 
6. CoAP has smaller processor and Capacity consuming and is easy to use[35]. 
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2.2.3. Drawback of CoAP 

 

The CoAP protocol does not include trusted standards for secure structures and its messages are 
secured on top of the UDP in the Datagram Transport Layer Security (DTLS)[37] that was not 

initially designed for resource-limited devices so it is not suitable for a CoAP agent[36]. Like , in 
executing a handshake procedure, DTLS requires six travel messaging that raise workload 
information exchange and consume restricted power from machines[36]. 
 
A number of scholars have undertaken DTLS research to protect the protocol, but substantial 
work remains to understand how securing CoAP is controlled and applied[38, 39] with 
maintaining large efficiency after having the requisite security for transmissions[36]. 
 

CoAP protocol is defined as large inertness, terrible packet transmission, and its inability to be 
used on a complicated category of data[30]. 
 
2.2.4. Security for CoAP protocol 

 
The DTLS protocol is running over UDP and gives for encrypted CoAP exchanges [33]. Supports 
validation, auto key management, secrecy, encryption technologies and data integrity but DTLS 

not support multicasting like CoAP [33] and we know all that CoAP protocol is one of routing 
application layer witch related with authentication directly. CoAP protection is a significant 
factor owing to the unavailability of trustable specifications to protect the CoAP structure[36]. 
DTLS offers security services, including anonymity, honesty, authentication and non-rejection 
facilities using the essentials of the AES/CCM[38]. According to[36] DTLS handles key 
protection aspects such as authentication, anonymity, password retention, and message integrity 
in four forms: 

 
1- No Sec Type: where it expects that the protection function will be enforced with other protocol 
layer, and therefore data will be transferred without security. 
2-PreSharedKey Type: which machines that are permitted to applied itself system with a singular 
symmetric key which allows to connect with other machine? 
3-RawPublicKey Type: is known to be important for the working of the CoAP and usually adopts 
the machines that needed authentication, and utilizes the asymmetric password for each machine 
to identify and communicate with these machines. 

4-Certificates Type: is known to be an authentication method for machines that execute CoAP via 
an X.509 certificate. 
 
2.2.4.1. Challenges of using DLTS 

 
It needs four transmission and return transmissions, three of which are for DTLS and one for 
COAP, which supports multiple transmissions and which distinguishes the Internet of Things 

while not supported by DTLS this one of disadvantages of using DTLS [40]. 
 
The DTLS interaction protocols may (yet including the ungoverned cookie) lead to an aggressive 
assault on battery-operated system resources. As a response, nodes may miss their position in the 
connection and interrupt the whole network. 
 
Although DTLS will secure from replay attack through the bit image frame, packets must be 

received initially via nodes, translated, and often transmitted. The probability of this threat may 
cause the network to overflow without scanning proxies as 6LoWPAN Border Router (6LBR). 
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Separation of handshake packets also has a problem Too the hashing is important to execute 
everything to validate handshake packets Messages that indicate a big buffer to several nodes are 
necessary and in each situation this does not applied 
 

Security in DTLS does not do well with CoAP so all messages need to be resend if one is lost 
also when all packets in-flight transmission transfers in a UDP packet, much assets needed big 
buffers for managing. 
 
2.2.4.2. Object Security for Constrained RESTful Environments 

 

 OSCORE is a new universal solution which offers cover-to-cover protection for CoAP 
transactions on the application layer [41]. OSCORE is a good choice to security in CoAP 

protocol than DTLS. Where the presence of the DTLS layer requires step-by-step security 
between both the transfers between the server and the proxy and also the enforcement of 
protection between the agent and the client [41]. While OSCORE provides secure two-way 
Contact among the client and the server is secured by using a proxy [41]. The security solution 
allows proxies to perform their functions as forwarding and scheduling CoAP queries connected 
to servers. OSCORE's effectiveness at protecting and decoding messages is superior to DTLS 
using HMAC and authenticated encryption associated data AEAD [41]. OSCORE reaches this 

outcome through a very better execution of the AES encryption [41]. OSCORE consumes greater 
RAM than CoAP but DTLS consumes greater than OSCORE [41]. Its outcomes in a per-
exchange power usage of around 8–28  percent greater than that of CoAP [41]. This means that 
OSCORE is most power saving than CoAP, which outcomes in a power demand of around 17–59 
per cent increaser than COAP [41]. OSCORE execution shows simple improved efficiency than 
TinyDTLS in respect of overload network messaging, RAM utilization, transmission round-trip 
time and effort consumption. Thus, offering security enhancements to OSCORE without extra  

efficiency dragging [41]. OSCORE accomplishes that result using a highly robust execution of 
the AES CCM 128 methodology [41]. 

 

3. RESEARCH METHODOLOGY 
 

The proposed security solution aims to authenticate IoT users using symmetric key with 
biometric features. Biometric is a strong mechanism to authenticate user because it is a unique 
code which is hard to be hacked. Biometric features have a high demand due to its true effect in 
software and precision in performance[42].Symmetric key via AES-128-CCM bits is a suitable 
state for security with a natural IoT constrained devices when implementing CoAP protocol. The 

presented solution adopts these two methods to create a secure authentication mechanism 
between the server and the client. So that the agent verifies the client's authenticity and then 
begins the process of transmissions and processing of requests via original CoAP method. 
 

3.1. Registration step  
 
The scenario of this solution will be as the following. Assume there is a server and a client who 
has biometric features according to requirements of the application, as well as a symmetric key 
known between them. When the client wants to connect IoT devices, he sends request for the 
server to initiate a connection. The server requests the biometric and the shared key from the 
client. The customer takes the biometric image and then enters the shared key. The biometric is 
encrypted with the shared key until it reaches the destination. The key is decrypted then when the 
shared key is true, the biometric is verified and biometric stored there (for the first time). By the 

end of the process, object authentication and data exchange are done. 
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Figure 5.Senario of the Proposed Solution 

 

3.2.  Second step 
 
Suppose that when the client wanted to connect again, the client did not need a request to start a 
connection and had previously contacted the server. He will send his request loaded with the 
encrypted biometric with the shared key to the server, which in turn receives the request and finds 
it loaded with the authentication part, so he verifies the validity of the biometric that stored in 
first step by decrypting the shared key. The validity of the key means decryption, it will verify the 

validity of the biometric and authenticate the client. These steps are explained in Figure 6. 
 

 
 

Figure 6. Authentication handshake 
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3.3. Transfer Data 
 

As for what is related to the other party, which is the limited resource devices that cannot deal 

with encryption such as a biometric and complicated matters, the transfers between it and the 
server will be dependent on simple CoAP transfers because we have secured the server by 
securing all his clients. Thus the validity of such an assumption will provide energy and optimal 
use of resources in a safe environment. 
 

4.  REQUIREMENT ANALYSIS 
 
Programming with pythonlanguage to produce the possibility of implementing the proposed 
solution. The application provides an authentication service to IoT clients. It uses COAP loT 
protocol, which depends on encrypting the client biometric by a symmetric key AES CCM 128 

and validating the client in the server side by decrypting the symmetric key byfollowing these 
steps. The client sign up in the proposed application by registering his biometric and the 
symmetric key. The client biometric will be encrypted by a symmetric key. Then, the encrypted 
biometric will be sent to the server, which will decrypt the symmetric key and store the 
biometric. When the client login to the application in the next times, the server will validate the 
client by decrypting symmetric key and comparing his biometric with the stored biometric. If the 
decrypted biometric is the same as the stored biometric, then the client is authenticated. So, the 
server will grant him access to all connected devices. As a result, the client have access to the app 

(Camera) and any other control services (ON, OFF, TALK, and RECORD). 
 

5.  IMPLEMENTATION 
 

The implementation of the suggested solution is based on python language, which can be run in 
any supported environment like anaconda, pycharm and so on. There are two main objectives that 
were relied on when implementing the program. The first is that the program works based on the 
CoAP protocol. Second, the verification data, which is the fingerprint, is encrypted with the 
symmetric key encryption algorithm, which is AES CCM 128. 
 

The program was created to receive all fingerprints. In the client side, it is assumed a set of 
fingerprint images that added to the database so that the client can choose his fingerprint, which 
is encrypted with the encryption algorithm by calling it and then sending the encrypted 
fingerprint to the server. The server receives the encrypted image on the authentication block and 
decrypts it and tries to match the receiver fingerprint with the correct user. Upon verification, a 
message appears in the name of the user as a proof of validity of verification. This means that the 
server will allow the client to connect to the services that are available to him. Here, it is assumed 

that the service connected to the server is a camera device that shows the option to take a picture. 
A default picture was placed because it can accomplish the goal of the program as an evidence 
and using a real camera will consume long time and cost. These resources are not available at the 
present time. 
 

5.1.  Screenshot of the Program  

 
1- The main interface of the program that appears when the client's code is executed where 

he can access by entering his biometric or exit program. 
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Figure 7. The main interface 

 
2- The second screen, the client chooses his fingerprint from the set of fingerprints defined 

in his database, as it appears in the screen where the image is selected and then encoded 
with the encryption algorithm and sent to the server. 

 

 
 

Figure 8. Second screen 

 
3- The third screen shows the image of the received and enhanced fingerprint of the server, 

where it was transferred from the client side to the server via the CoAP protocol and the 
server decrypts the fingerprint which appear in photo as new unique message received. 
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Figure 9. Third screen 

 
4- The fourth screen shows the server verification of the client matching the received 

fingerprint with the correct user. 
 

 
 

Figure 10. Fourth screen 

 
5- The fifth screen displays linking the client to one of the server-related services, which is 

the camera, and allows him to take a picture. 
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Figure 11. Fifth screen 

 
6- The sixth screen shows the default image for the camera capture. 

 

 
 

Figure 12. Sixth screen 

 

5.2. Analysis of the Enhanced COAP Protocol 
 
In this project, an authentication mechanism is applied via CoAP protocol to improve its security 
by using fingerprint biometric encrypted with symmetric key AES CCM. Hence, biometric 
feature is considered as a strong security mechanism and symmetric key AES CCM 128 is 
suitable for constrained devices. It is proved that the proposed solution has overcome some of the 
defects of the CoAP protocol, which are mentioned earlier, as its reliance on safety on DTLS is 

not suitable for restricted devices and costs more time. This leads to energy consumption and thus 
affects its effectiveness. The proposed solution is distinguished from OSCORE in that it relies on 
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a robust verification process, which is fingerprint, and therefore it can be said that the project 
have provided a good solution in this regard. 
 

6.  CONCLUSION 
 
This project focused on enhancing security in Internet of things (IoT) by developing an 
authentication mechanism depending on the available features of CoAP protocol, which is the 

famous protocol in IoT. The study started with presenting an overview of the emergence of the 
Internet of things and the importance of being the focus of the study. Then, it provided a brief of 
authentication and its role in IoTs as the first line of defense. After that, the report summarized a 
list of researches to some of the authentication mechanisms in the Internet of things at the recent 
last years. CoAP protocol has been chosen to be the study focus because it is designed 
specifically for the Internet of things and its restricted devices. Python language is applied to 
execute the proposed security solution for authentication using a symmetric key with biometric 
features. The implementation proves that the proposed method enhanced security of IoT users by 

improving CoAP protocol performance and support CoAP library with created authentication 
method. 
 

7.  FUTURE WORK 
 
As a future work, this study lays the foundation stone for the expansion of the more 
implementation of the authentication methods based on CoAP protocol. The proposed solution 
can be improved by including all kinds of biometric features, such as the iris, facial recognition 
and retina. In addition, the extent of its effectiveness and security when it is actually implemented 
in the Internet of things environment and linked to more than one device and evaluated in terms 

of its efficiency in enhancing security of IoT users. 
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ABSTRACT 
 

Project managers, product owners, and quality assurance leaders need to visualize and 

understand the entire picture of the development process as well as comprehend the product 

quality level, in a synthetic and intuitive way in order to facilitate the decision of accepting or 

rejecting each iteration within the software life cycle. This idea is extremely important 

nowadays, due to the fact that time is a key resource and it should be managed wisely to obtain 

a feasible quality level for each software deliverable. This article presents a novel solution 

called Product Quality Evaluation Method (PQEM) to evaluate a set of quality characteristics 

for each iteration of a software product. PQEM is based on the Goal-Question-Metric 

approach, the standard ISO/IEC 25010, and the extension made of testing coverage in order to 
obtain the quality coverage of each quality characteristic. The outcome of PQEM is a single 

value representing the quality per each iteration of a product, as an aggregated measure. Even 

though a value it is not the regular idea of measuring quality, we believe that it can be useful to 

use this value to understand easily the quality level of each iteration. An illustrative example of 

the method was carried out with a web and mobile application, within the healthcare 

environment. 

 

KEYWORDS 
 

Quality Characteristics, Product Quality Measurement, Coverage, Quality Attributes. 

 

1. INTRODUCTION 
 
The quality of a system is extremely important, and software metrics became an essential part to 

understanding whether the quality of the software corresponds to what the stakeholders needs [1]. 

Those needs are characterized by the ISO/IEC 25010 as a set of quality characteristics and sub-
characteristics [2]. Considering the diverse stakeholders participating in software projects such as 

developers, managers, and end users, quality needs to be evaluated at different levels of detail.  

 
Based on the above, several quality measures or metrics have been proposed to achieve the 

evaluation and measurement, but the practical application of these metrics is challenged, on the 

one hand, by the need to combine different metrics as recommended by distinct quality-model 

methods such as Goal-Question-Metric [3] and Factor-Criteria-Metric [4]; and on the other hand, 
by the need to reach insights in the quality of the entire software product, based on the metric 

values obtained for software elements such as methods and classes.  
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Consequently, a meaningful quality assessment needs to blend the results of various methods to 
answer specific questions, combining for example cyclomatic complexity with test coverage [1]. 

As such, project managers and practitioners have different complications when they need to 

understand the product quality level, in a way that is easy, synthetic and intuitive to identify and 

extract the status related to each iteration within the software product. For example, when the 
project manager must make the decision to accept or reject the issues done within an iteration, 

evaluate the work of the developers, decide on a payment or negotiate a budget extension.  

 
Based on these challenges, our first work was to define a method architecture evaluation method 

in order to analyse and measure the quality characteristics of a product architecture and its 

implementation [5]. Based on a deep analysis and feedback from colleagues, we developed a 
newer version of this method and we called it: Product Quality Evaluation Method (PQEM), 

which is a five-step method per iteration, whose main goal is to analyse, study, measure and 

assess the quality level of the different software iterations. PQEM produces a single value 

between 0 and 1 as the final outcome that represents the product quality level, which is basically 
the degree to which the software product covers/fulfils its quality attribute requirements [6].  

 

The first step within PQEM is what we called the product setup, where the stakeholder defines 
the amount of expected iterations that constitutes the development process of the product, as well 

as the acceptance criteria for the expected quality level per iteration. PQEM is based on the Goal-

Question-Metric approach [3] which is a main part of the method baseline, and through this 
approach is possible to define a set of goals (related to the quality characteristics), questions (our 

quality attribute requirements or QARs [6], and a set of quality measures or metrics, which allow 

to measure their fulfilment, are elicited for later aggregation. It is worth mentioning that the 

ISO/IEC 25010 [2] provided the set of quality characteristics and sub-characteristics as the main 
foundation to select what to measure according to the product domain and objectives.   

 

The elicitation process is followed by: a) the measurement itself, b) the collection and 
synthesizing of the results that include the implementation of the extension of the testing 

coverage [7] as a quality coverage, and c) the final assessment of the product quality level 

obtained. Likewise, this process is repeated for each iteration within the product life-cycle; and 

this method can be applied to every development method that defines iterations, like agile 
methods; within academia and industry.  

 

The present article is structured as follows: in Section II the related work will be addressed, while 
Section III will provide the description of the research method used. Section IV will describe and 

characterize each of the steps within the Product Quality Evaluation Method (PQEM). Section V 

will contain an illustrative application of the method, while Section VI will address the discussion 
and threats to validity. Finally, Section VII will describe the conclusions and future work. 

 

2. RELATED WORK 
 

Both the definition of the architecture of a product and the specification of quality characteristics 
and QARs are decisions that should not be taken lightly because they have a high impact on the 

state of the final product. Even though scenario-based architectural assessment techniques [8] are 

a well-established approach for performing structured evaluations of architectural designs, these 
techniques are not widely used in industry. A complete analysis was made in [5] with respect to 

the first iteration of the application presented here, and its comparison with other architecture-

based methods. 

 
E. Woods [9] created an architectural review method called Tiny Architectural Review Approach 

(TARA), which focuses on how well a particular architecture supports a set of key requirements, 
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opposite of what most scenario-based methods like ATAM [8] do. TARA allows for the situation 
where the system has already been implemented, but PQEM can be applied while the software is 

in development. PQEM five steps per iteration, while TARA is defined with seven steps. 

Considering the seven steps in a TARA session, one of the main differences with PQEM is that it 

does not include metrics to analyse the quality characteristics, but in Step 3 they analyse system's 
production metrics.  

 

TARA approaches only test coverage after running all automated test available, while PQEM 
extends this concept to analyse the coverage of all quality characteristics per iteration of a 

product, defining several equations to compute these values. Unlike TARA, PQEM reach to 

findings and conclusions per each iteration through the TOC quality level, which is a number 
between 0 and 1; and this number is able to show how close the implementation was to the 

defined acceptance criteria.  

 

Later on, some authors agreed that managing the cost-effective evolution of industrial software 
systems represents a challenge based on their complexity and long lifetimes. As such, Koziolek et 

al. [10] applied several state-of-the-art approaches, to combine them into a holistic lightweight 

method called MORPHOSIS, which facilitates sustainable software architectures. Consequently, 
their main focus is sustainability, while our main target is to achieve a proper level of quality that 

will have impact not only in the sustainability but in the set of quality characteristics included. 

This method includes three phases: evolution scenario analysis, architecture enforcement and 
architecture-level metrics tracking.  

 

In the first phase, the authors conducted an evolution scenario analysis according to an extended 

version of the ALMA method [11], from which they were able to perform a combined top-down, 
bottom-up scenario elicitation. This is a difference with our work, because apart from not being 

scenario-based, the elicitation process is not based on ALMA instead the Goal-Question-Metric 

approach is implemented. The second phase allows to treat the dependencies between module 
layers, and finally, within the third phase they have found several architecture-level code metrics 

that measured different aspect of sustainability. The set of metrics measure the quality of 

modularization of a non-object-oriented software system, and the authors employ the notion of 

API as the basis for the metrics [12]. 
 

They have used Goal Structuring Notation to break down maintainability according to ISO/IEC 

25010. As such, they have not focused on the entire set of quality characteristics defined by the 
ISO/IEC, like PQEM does in the elicitation process. Several authors mentioned that it is 

important to comprehend the consequences of the decisions on the various software engineering 

artefacts, like code, test cases, deployments, among others; when analysing the impact of a 
change request.  

 

As a summary, within PQEM the elicitation is based on the GQM method, to specify the needs of 

stakeholders in the form of goals, questions, metrics and acceptance criteria for each question. 
None of the studies proposed any form of synthesis of the analysis, as such, we introduce the 

definition and calculation of coverage values for each selected quality characteristics, and for the 

entire product, which leads to the achievement of a multidimensional number as a summary value 
of the achieved quality level as final output. Finally, the focus of this method is oriented to the 

measurement of quality characteristics. 

 

3. RESEARCH METHOD 
 
Our research method is embedded within the design-science paradigm, which advocates the 

problem-solving perspective seeking to create innovations that define ideas, practices, 
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capabilities, and products through analysis, design, implementation, and management; in order to 
achieve efficiency and effectiveness [13]. These authors defined a set of guidelines to assist the 

community to understand the requirements and necessities for effective design-science research. 

Considering that the paradigm comprises problem conceptualization, solution design, and 

validation, Runeson et al. [14] stated that it fits as a frame for empirical software engineering 
research with the goal of providing theoretical knowledge for practical solutions related to real-

world software engineering challenges.  
 

3.1. Problem Relevance 
 

Quality plays a major role for end-users, because it is a confirmation of all requirements were 
designed and developed according to their needs [15,16]. A meaningful quality assessment needs 

to combine the results of various methods to answer specific questions, joining for example 

cyclomatic complexity with test coverage [1]; and also, the assessment needs to be able to define 
a model, broken down into different quality characteristics and sub-characteristics.  

 

Project managers and practitioners have different difficulties when they need to understand the 
product quality level from every iteration and from the full product, and this understanding can 

occur when the project manager must make the decision to accept or reject the issues or tasks 

done as a part of an iteration or even the entire release [17], evaluate the work of the developers, 

decide on a payment or negotiate a budget extension. PQEM allows to monitor the evolution of 
the quality level in the product life cycle. 

 

3.2. Design as an Artifact 
 

Based on the previous challenges, the present paper introduces Product Quality Evaluation 

Method (PQEM) which is a five-step method per iteration, which allows the managers and 
practitioners study, measure and understand the quality level of a software product. The final 

output is a numerical single value between 0 and 1, which represents the product quality level. 

This value is obtained through the quality coverage of each quality characteristic measured, and it 
can be thought of a multidimensional value due to the fact that the quality level synthesize the 

quality level achieved by each quality characteristic or sub-characteristic.  

 

The multidimensional component of the PQEM method can be understood as the degree to which 
the software product covers the set of quality attributes requirements [6]. It is worth mentioning 

that this process is repeated after each iteration, and even though is currently being performed 

with a spreadsheet, a tool that facilitates the application and use of PQEM is being developed. 
Consequently, what is lacking in systematization as far as the method is concerned, it is being put 

together on to achieve automation from the tool. 

 

3.3. Design Evaluation 
 

The evaluation of the method is carried out through an illustrative example within the academia, 
by applying it to a mobile application. We will conduct a case study within an industrial setting, 

to obtain a complete validation on the usefulness and viability of the PQEM method. 
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3.4. Research Contributions 
 

The main contributions of PQEM is five-fold:  

 
i) we have built a product evaluation method that includes quality characteristics as defined 

by ISO/IEC 25010 [2]; 

ii) we have extended the use of testing coverage to define quality characteristics coverage, 
and product coverage;  

iii) we have defined an aggregation measure that allows for a fine-grained analysis of the 

results;  

iv) we have extended the acceptance criteria for functional and non-functional requirements;  
v) we have synthesized the functional and non-functional requirements on a number that 

represents the quality level of a product. 

 

3.5. Research Rigor 
 

The method connects software quality evaluation and non-functional requirements, two areas of 
research that have a long history in contributing to each other’s development. Also, the method is 

grounded on solid achievements from two disciplines, on the one hand, Goal-Question-Metric 

[3,17] has been empirically validated in many case studies, and demonstrated its worth in studies 
on requirements. On the other hand, the PQEM method has foundations on the ISO/IEC 25010 

[2] standard which set the baseline of quality measurements and quality characteristics. 

 

3.6. Design as a Search Process 
 

We have defined the PQEM method, the validation has been done with small mobile and web 
applications, the design and development process of an automated tool based on PQEM has been 

started, we will seek to validate this tool with a case study on an industrial setting, and finally, we 

are defining an automated framework that will allow the practical implementation of PQEM, and 
it might also be used for the implementation of product quality measurement or quality model 

processes not restrictive to software. Each of these steps generates useful feedback to improve 

and optimize what has been proposed. Considering that source code metrics are essential and they 

allow us to set grounds about the quality characteristics measured by the metrics, the automated 
tool will be able to integrate different automated tools that measure quality attributes in order to 

obtain a full quality analysis of each software product analysed; for example: SonarQube [18]. 

 

3.7. Communication of Research 
 

Technology-oriented audiences are provided with sufficient detail to enable them to be able to 
replicate each step of the PQEM method. Also, the management-oriented audiences are able to 

understand whether the organizational resources should be committed to using the method within 

their specific organizational context. Our main goal is to promote the free software project as 
well as case studies in the industry. 

 

4. PRODUCT QUALITY EVALUATION METHOD (PQEM) 
 

This section describes the PQEM steps which are the following: S1) product setup, S2) 
elicitation, S3) measurement, S4) results and S5) assessment, as shown in Figure 1. It is worth 

mentioning that the first step (called product setup) should be performed only once, but steps 2 to 

5 should be repeated per each iteration for any software product. The latter would lead to a fully 
functional software product or application to be deployed to customers. 
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Figure 1.  Describing PQEM through an activity diagram. 

 

4.1. Step 1: Product Setup 
 

The first step of PQEM includes the definition of the amount of iterations that the software 
product is expected to achieved, as well as the characterization and rationale of the acceptance 

criteria for the expected quality level per iteration EQLi, which can be different and incremental 

from the first one to the last one [19]. The latter is a key point because the acceptance criteria 
advocates understanding how well the quality for each goal is achieved, allowing a glimpse of the 

entire product quality, within each iteration.  

 
In this way, the acceptance criteria is defined by the stakeholders, and it is a positive number that 

can take any value between 0 and 1. For example, if you consider three iterations for a software 

product, then it can be defined an acceptance criteria of 0.70, 0.80, and 0.90, respectively per 

each of the three iterations. Based on the previous values, it is possible to see that in this example 
it is expected to achieve an improvement in quality as the product grows in functionality. Later 

on, it is feasible to comprehend that 1 is the best and strictest value of the acceptance criteria, 

which means that all quality attributes requirements have passed the measurement; while 0 
equates to all QARs did not pass. Another point in consideration is that PQEM is a five-step 

method, but per iteration only four steps are repeated (from Step 2 to Step 5). 

 

4.2. Step 2: Elicitation of Quality Attributes Requirements (QARs) 
 

Nowadays, system engineering is crucial in the industry, and requirements engineering is an 
important stage of that overall process, where a proper process can generate not only efficiently 

but rapidly new products [20]. We have conducted this elicitation process through the Goal-

Question-Metric approach [3], and so Step 2.1 will approach the conceptual level with the 

definition of goals (considering the structure defined in [17], composed of purpose, issue, object, 
and viewpoint); Step 2.2 will include the operational level with the specification of the questions 

by goal, and finally, Step 2.3 will specify the quantitative level, defining the metrics by question. 

Note that Step 2 should be validated by the stakeholders. 
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4.2.1. Step 2.1: Select quality characteristics and sub-characteristics 

 

ISO/IEC 25010:2011 [2] describes the quality model as the cornerstone of a product quality 

evaluation system, and this standard determines which quality characteristics will be taken into 

account when evaluating a software product. The product quality model comprises the following 
quality characteristics: Functional Suitability, Performance Efficiency, Compatibility, Usability, 

Reliability, Security, Maintainability, and Portability. As explained by Estdale & Georgiadou 

[21], the standard ISO/IEC 25010 provides a huge contribution to establish the delivery 
performance of different software processes. Regarding PQEM, all of the quality characteristics 

and their sub-characteristics can be selected by the stakeholders; and considering that each 

characteristic is mapped with a goal, it is defined by the purpose, issue, object and viewpoint per 
selected characteristic.  

 

4.2.2. Step 2.2: Specify Quality Attributes Requirements (QARs) 

 
Bass et al. [6] explained that the requirements of a system originate from different sources and 

forms, like functional, quality attributes and constants. Regarding Step 2.1, the QARs for each of 

the quality characteristics are now specified by the stakeholder and the development team. These 
QARs are the questions defined for each of the goals, and for example, in the context of 

Performance Efficiency a QAR can be defined as: “How fast is the sensor notification in case of 

disconnection?”, or for Interoperability: "Does the system allows to capture and display data 
from wireless sensors?" [22]. 

 

4.2.3. Step 2.3: Define Metrics and Acceptance Criteria per each Quality Attribute 

Requirement (QAR) 

 

In this sub-step, the metrics are defined, and they will provide the necessary information to 

answer the questions defined in Step 2.2. By defining the limits and parameters of a user story or 
functionality, and determining when a story is complete and functioning as expected, it is 

possible to specify an acceptance criteria containing conditions that a software product must 

satisfy in order to be accepted by the stakeholder [23]. Acceptance criteria are also discussed 

when defining what requirements must be met in each incremental version of a software product 
[6]. In this context, we sought to extend these concepts for each of the quality measures in order 

to determine if this measured value was met or not, addressing not only functionalities, but also 

quality characteristics. As such, the acceptance criteria possess a unique importance due to the 
fact that through its definition it is possible to objectively know whether each QAR is present or 

not, as well as obtain the TOC value based on the QARs coverage, which can be disaggregated 

per quality characteristic. Each quality measure requires some acceptance criteria in order to be 
useful and complete. 

 

4.3. Step 3: Measure and Test each Quality Attribute Requirement (QAR) 

 

This step involves the measurement of each question, executing the defined quality measure, and 

describing whether the acceptance criteria was met (1 as passed) or not (0 as failed). In the case 
of Usability, the measurement binds the responses of the number of users who were part of the 

Usability test. The final value of each test question will be obtained from the application of 

Equation (6) and (7), which promote the unification of the total number of answers per 

respondent, for each of the defined questions; allowing later to compute the measurement. 
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4.4. Step 4: Collect and Synthesize Results 
 

Regarding the evaluation method, we have based our equations on the concept of testing 

coverage to derive coverage for the different quality characteristics, and the total coverage of 
QARs per iteration. Based on the foregoing, Equations (1) to (5) describe the calculations needed 

to compute the quality level of a software product on each iteration. 

 
OCqi = pqi / rqi (1) 
ECqi = rqi/ti (2) 

OvCqi = pqi /Ti (3) 
TECi = Σ (1 to n) ECqi (4) 

TOCi = Σ (1 to n) OvCqi (5) 

  

where:  
 

 q identified each quality characteristic,  

 i identifies each iteration,  

 n is the number of quality characteristics defined,  

 OCqi is the obtained coverage per quality characteristic for each iteration,  

 pqi is the number of passed QARs per quality characteristic for each iteration,  

 rqi is the number of QARs per quality characteristic for each iteration,  

 ECqi is the expected coverage per quality characteristic per iteration,  

 Ti is the total number of QARs per iteration,  

 OvCqi is the overall coverage per quality characteristic per iteration,  

 TECi is the total expected coverage per iteration (which its maximum value is 1),  

 TOCi is the total obtained coverage of QARs per iteration.  

 

TOCi is a multidimensional value, because it summarizes the obtained quality level of all quality 
characteristics and sub-characteristics. For each QAR corresponding to Usability, z answers will 

be obtained according to the number of participants that perform the Usability test. With respect 

to Usability, each QAR is analysed as follows:  

 
A. It is necessary to unify the z answers from the Usability test that were different from 0 and 1 

to become 0 or 1, for example those being a qualitative value like low, very low, medium or 

high can be unified defining a criterion that all those answers with low and very low will be 
considered as passed (1) and medium and high as failed (0). 

 

B. Then, all of the values (0s and 1s) for each QAR are summarized, and it is obtained the 

number that represents the passed QARs.  
 

C. Later on, the coverage per QAR is calculated with Equation (6), where x is each QAR. 

 
UCx = pax / rex (6) 

Where: 

 

 UCx is the Usability coverage per QAR,  

 pax is the number of passed answers per QAR,  

 rex is the number of respondents.  
 

If the value obtained with Equation (6) is lower than 0.5 then it is considered as failed, passed 

otherwise, obtaining the value pqi for Usability; as the sum of the passed values. 
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D) Finally, once pqi is calculated, it is possible to compute the coverage for Usability itself with 
Equation (1) and (3); and carry on with the calculations in order to obtain the TOCi value, 

through Equation (5). 

 

4.5. Step 5: Assessment of the Product Quality Level 
 

It is possible to perform the analysis of the quality level obtained by means of Equation (5), and 
the comparison with EQLi defined by Step 3. In this line, there are two possibilities: following 

Fig. 1, if TOCi is bigger or the same to the EQLi value, then it is possible to collect the TOCi 

value. If there is another iteration, the elicitation step will begin. If there is no other iteration, then 

the process stops. Now, if TOCi is lower to the EQLi value, then a new measurement is needed in 
order to achieve at least the EQLi value. 

 

4.5.1. Step 5.1: Collect Measurement 

 

Once, the previously defined Equations per each iteration are computed, it is necessary to collect 

the results to understand the product quality level. As such, Equation (6) allows to construct 
Equation (7) which contains the list of TOCi values obtained by iteration i = (1, 2, ..., y). It is 

worth mentioning that when TOCi is equal to or bigger of EQLi (the expected quality level) the 

collection is carried out.  

TOCproduct = {TOC1, TOC2, ..., TOCy} (7) 

4.5.2. Step 5.2: Decision and Control 

 

Once all the measurements from Step 4 are done, the TOCi value obtained for the current 

iteration will be compared to the expected quality level (EQLi). On the one hand, if the TOCi 
value is lower than the defined EQLi value, then it is necessary to return to the measurement step, 

which requires solving the QARs that are not existing in development. In this step, if there is 

another measurement, and it end up being equal or exceed the EQLi defined for that iteration, it is 
possible to continue with the next one. On the other hand, if the obtained TOC value is greater 

than the EQLi value, then the next iteration may begin, going back to Step 2.1. 

 

5. AN ILLUSTRATIVE APPLICATION OF PQEM 
 
We will present an illustrative application of the PQEM method, in order to help non-technical 

staff to understand the steps and the related costs to conduct the measurement. 

 

5.1. Step 5: Main Goal and Context 
 

Our case study aims to address the implementation of the proposed evaluation method to a 
mobile and web application, which is the second iteration of a previous developed app, called 

HeartCare [5] whose main goal is to ensure that the recovery of cardiac patients can take place in 

an environment outside hospitals. HeartCare was analysed with the evaluation method, and 
obtained a quality level of 0.775. The architecture of this second iteration is based on the layered 

design principle, and takes into consideration the need to develop separate modules which can 

evolve independently.  

 
One of these modules is responsible for managing the heart rate sensor. This device helps the 

patient monitor their heart condition while he or she is in rest position, or while performing a 

physical exercise, through a mobile device. The back was implemented with Spring, while the 
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web version is implemented with Angular and the mobile version with React native. The 
literature describes similar examples to the second iteration of HeartCare [24,25]. 

 

5.1.1. Step 1: Product Setup 

 
With respect to the application, three iterations were defined [5]. And, according to the 

stakeholder, the first iteration called HeartCare were set with a 0.70 acceptance criteria, the 

second one with 0.70 as well, and the third one and final will have a 0.80 acceptance criteria, 
which is being currently developed. 

 

5.1.2. Step 2: Elicitation of Quality Attributes Requirements (QARs) 

 

The quality characteristics, questions, metrics and acceptance criteria as well as the results are 

stored in a structured artifact (spreadsheet), as shown in Table 1. The ID column allows to 

identify and quickly group each row by quality characteristic, followed by the QAR, the metric 
and the acceptance criteria. Finally, the Result column contains the result of the measurement 

made per row for all QARs (1 passed, 0 failed). 

 
Table 1.  Artifact to store data. Example for Fault-Tolerance. 

 

 
 

5.1.2.1. Step 2.1: Select Quality Characteristics and Sub-Characteristics 

 
Based on the needs of stakeholders, the following characteristics and sub-characteristics from 

ISO/IEC 25010 [2] have been selected: (a) Functional Suitability: Functional Completeness, 

Functional Correctness; (b) Performance Efficiency: Time Behaviour, Resource Utilization, 
Capacity; (c) Compatibility: Interoperability; (d) Usability; (e) Reliability: Availability, 

Recoverability, Fault-tolerance; (f) Security: Confidentiality, Integrity, Authenticity; (g) 

Maintainability: Modifiability, Testability; and (h) Portability. These QAs were selected 
considering the previous iteration of the application called HeartCare and the new requirements 

defined by the stakeholders, in the context of the second iteration of the app. 

 

In this context, only one goal will be presented to achieve the traceability of the steps, but it is 
convenient to emphasize that the specific goals of all the quality characteristics have been 

specified. Instantiating the GQM approach, the goal for Reliability is analyse the delivered 

product and development process for the purpose of understanding, with respect to reliability and 
its causes, from the viewpoint of the project manager and user, in the context of the second 

iteration. It is important to mention that the following subsections will use Fault-Tolerance as the 

quality sub-characteristic to show each step of PQEM, which is part of Reliability. 

 
5.1.2.2. Step 2.2: Specify Quality Attributes Requirements (QARs) 

 

Considering the goal, one of the questions that arises for Fault-Tolerance is: Are the amount of 

crashes under control? as shown in Fig. 2. The full set of QARs by quality characteristic leads to 
obtain the list of aspects that need to be study in the software product. 
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5.1.2.3. Step 2.3: Define Metrics and Acceptance Criteria per each Quality Attribute Requirement 

(QAR) 

 

Based on the previous QAR and following Fig. 2, it is necessary to define the metric and the 

acceptance criteria; consequently, it is possible to explicit the following metric: Number of 

crashes, and acceptance criteria: Less than 10 crashes. 

 

5.1.3. Step 3: Measure and Test each Quality Attribute Requirement (QAR) 

 

In order to fulfil the Result column in Fig. 2, an analysis was carried out to identify whether each 
QAR were part or not in the iteration under measure. For example, the row with ID 17 shown in 

Fig. 2 ask whether the amount of incompatibility errors is under control in the application. As 

such, some tests were carried out to count the incompatibility errors within the web version, the 
mobile version and the sensor. Only one compatibility error was found, and so this QAR was set 

as passed. This same procedure was performed for all the QARs. 

 

5.1.4. Step 4: Collect and Synthesize Results 

 

At this point, it is necessary to calculate the coverage for each of the defined quality 

characteristics. Following the example, Equation (1) allows calculating the coverage value for 
Fault-Tolerance which gives OCq2 = pq2/rq2 = 5/5 = 1, being i = 2 as we are considering the 

second iteration of the application. It is worth mentioning that within Usability, each QAR was 

answered by ten respondents, who gave their perspective of the functioning and design of the 

web and mobile version of the second iteration of HeartCare.  
 

Equation (6) and (7) allowed the unification of the Usability answers, obtaining a single value to 

represent the result per each Usability QAR. Once the results from Equation (6) and pqi were 
obtained; Equations (1) to (4) were calculated for all of the characteristics, and therefore 

completing Table 2, obtaining by means of Equation (5) a TOC2 value of 0.90. 

 
Table 2.  Summary of results from the application of PQEM to  

the second iteration of the web and mobile app. 
 

Quality 

characteristic 
rq2 pq2 OCq2 ECq2 OvCq2 

Availability 12 10 0.83 0.005 0.04 

Fault-Tolerance 5 5 1 0.02 0.02 

Recoverability 7 5 0.71 0.03 0.02 

Functional 

Suitability 
59 56 0.95 0.23 0.22 

Interoperability 6 4 0.67 0.02 0.02 

Modifiability 59 59 1 0.23 0.23 

Security 17 15 0.88 0.07 0.06 

Usability 64 58 0.91 0.25 0.22 

Portability 10 8 0.80 0.04 0.03 

Total 258 233  TEC2 = 1 TOC2 = 0.90 

 

5.1.5. Step 5: Assessment of the Product Quality Level 

 
The assessment itself addresses the analysis of the value obtained by the Equation (5) based on 

the previous calculation of the coverage of all quality characteristics. In this case, an acceptance 

criteria was defined in 0.70; and following Table 2, the quality level TOCi for the second iteration 
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was 0.90. As can be seen, the quality level TOCi not only reached but also exceeded the defined 
acceptance criteria (0.70). As such, when compared with the TOCi value obtained for the 

previous iteration, the application reached the acceptance criteria without an outstanding 

difference (only with 0.075) and with a bigger technical debt [26].  

 
When analysing each of the quality characteristics shown in Table 2, it is possible to understand 

that none of them achieve a huge difference between the expected and the obtained coverage. But 

the small differences are those QARs that should be focused on the next iteration; and can be 
considered as the technical debt [21]. 

 
5.1.5.1. Step 5.1: Collect Measurement 

 

Based on Equation (5), it is possible to obtain that Equation (7) gives the following result: 
TOCproduct = {0.775; 0.90}.  

 
5.1.5.2. Step 5.2: Decision and Control 

 

In this context, and due to the fact that the TOCi value was bigger than the EQLi defined, then it 
is possible to continue to the next iteration.  

 

6. DISCUSSION 
 
Based on recent literature, some authors have presented different ways of studying a software 

product (mainly its architecture) and its quality attributes, reaching also to the measurement of 

quality measures. But the main issue nowadays, is that whether the practitioners are able to 

properly identify the quality level of each defined iteration from a software product. In this 
context, PQEM is a five-step method that can be used to measure the quality level of each 

iteration within the life cycle of a software product, understanding and giving a numerical value 

(TOCi) to how well the set of quality characteristics are represented within the product.  PQEM 
embedded ISO/IEC 25010 [2], the Goal-Question-Metric approach to perform the elicitation 

process, and the extension of the testing coverage for a set of quality characteristics.  

 
The latter is another highlight, which allowed defining the coverage for each quality attribute in 

each iteration. These coverage values have been calculated in first place for TOC1, the first 

iteration of the application, which gave a value of 0.775. The estimated value was set on 0.70, so 

it is possible to say that the quality level was achieved. Now, the TOC2 value, that it was defined 
to be equal to or exceeds 0.70; and after applying PQEM it was obtained a coverage of 0.90, from 

which it can be understood that the iteration can still improve by about 10 percent, considered as 

technical debt [26].  
 

From these values it is feasible to understand the evolution of the product, where the rise of the 

TOC value is due to a quality increase, by adding QARs and desegregating even more the chosen 
quality characteristics and sub-characteristics. The first iteration of the application measured 7 

quality characteristics with 138 QARs in total, while the second iteration analysed and measured 

10 quality characteristics with 258 QARs. There was a need to update all of the QARs due to 

some changes within the architecture from one iteration to the other, also we added Fault-
Tolerance, Recoverability, and Portability in order to increase the quality. Subsequently, it is 

important to monitor the changes from one iteration to the other in order to produce a full quality 

analysis. It is worth mentioning that the measurement of the third iteration is currently in 
progress. 
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With respect to validity threats [27], within construct validity, it is necessary to ask whether the 
quality level really represents the quality of the product. In response, the quality level is an 

aggregated value based on the full set of QARs, where the selection of each QAR were validated 

with stakeholders, so we considered that is not necessary to validate the value obtained per se.  

PQEM presents the evaluation of a system in one number. By doing so, it assumes that all quality 
requirements are equally important. However, it may be the case (and in reality it is often so) that 

the violation of a single requirement may result in an unusable product.  

 
This drawback will be contained in future work which includes the generalization of PQEM 

where it will contain the definition of a set of weights which will allow to pondering each quality 

characteristic. This generalization will be included on a software tool that represents the 
automated version of the PQEM method; and it will also provide an interface to connect to 

another existing quality measurement tools like SonarQube and Jenkins [28]. Likewise, not only 

will the importance of quality characteristics be included in addition to weights, also addressing 

the mandatory nature of certain characteristics in the software product under evaluation. Even 
though it might seem small the amount of selected quality characteristics, we believe that the 

community is well aware of the goodness and scientific reachability of the ISO/IEC 25010 [2].  

 
Also, the initial definition of QARs as well as whether to include all of them or just a few may 

distort the evolution of the product quality level, due to the fact that the TOC value is obtained as 

the sum of the quality coverages of each quality characteristic. It must not be forgotten that the 
QARs are almost always related to the application domain. For example, the second iteration of 

the web and mobile application [5] being measured is embedded within the healthcare sector, 

while helping patients ensure their cardiac recovery. This relationship with the domain impact on 

the definition and selection of the QARs because some quality characteristics can be more 
important than others, regarding the viability of the product. In healthcare, if an integration to 

existing healthcare records is necessary, then the set of QARs for Interoperability might be larger 

than other non-health related application. 
 

As part of internal validity, it is possible to say that all of those QARs belonging to Usability 

have a reduced subjectivity due to the number of people involved in the Usability test carried out. 

Also, subjectivity included in the evaluation of the QARs, when we decided to accept or reject 
them. But it is worth mentioning that all of them were defined in order for them to be easily 

verifiable, testable or measurable. 

 
Later on, some parts of PQEM might seem to be extremely dependent on the stakeholders. In its 

current form without tool support, PQEM it is just a very abstract (albeit very systematic) process 

that only becomes concrete when it gets to metric aggregation at the end. These conditions will 
be improved by the creation of a catalogue that includes quality measures and questions in order 

to decrease the dependency of stakeholders, and increase the practical applicability of PQEM. 

The latter will be supported by the development of the automated version of the method.  

 
Another question point is whether the number as such is representative for the stakeholders; on 

which it can be said that the value of that number arises from the entire previous breakdown for 

all quality characteristics, when synthesizing the breakdown. Therefore, if you need to understand 
that number it is possible to go through the different levels of aggregation to understand that 

number in depth. 

 
With respect to external validity, it might seem that the validation of the method is performed on 

a relatively small case where the system might seem small and with no applicability to industrial 

practice. But, actually, the application possesses several actual characteristics such as 

concurrency, web and mobile version, use of sensors, healthcare domain, need for high 
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availability, among others. Also, mobile applications are becoming complex software systems 
that must be developed quickly and evolve continuously to fit new user requirements and 

execution contexts [29].  

 

All of these characteristics realize the need to applied the method in order to analyse the quality 
level of the second iteration of HeartCare, due to the need of understanding how well was 

designed and implemented was the application. The future implementation of a software tool to 

make PQEM accessible as a web will allow to replicate the method more easily, and even 
increase the external validation. 

 

6.1. Implications for Research and Practice 
 

Regarding the implications of putting the PQEM method into practice, it is feasible to mention 

that PQEM itself takes time to apply due to the definition and specification of Steps 2 and 3. 
These steps require in-depth knowledge of the software product to be developed. Therefore, it is 

time and cost that it is required for its applicability. A product owner will need to understand this 

scope to map the resources, time and associated costs in order to achieve an effective 
implementation for each defined iteration; regardless of the type of project. 

 

But considering that, by itself, any process of definition and measurement of quality requires the 

same considerations, it is therefore necessary to approach it as part of development and not as an 
aggregate. The quality must go hand in hand with the development of the iterations. 

 

Considering the size of the projects and the teams, the illustrative case shows the feasibility of the 
application in a small project with two iterations (one prior to this article [5], and the second, the 

one described above) which was implemented with a team of five developers, a technical leader 

and a project manager. Therefore, in the example we showed that measurement with PQEM is 
feasible in small projects for small co-located teams when there is a need for the domain that 

justifies the addition of time and cost to applied the method. Likewise, the application of the 

method may not be necessary to justify the cost, if it is considered a complex product or domain 

or of which it is necessary to ensure a certain level of quality.  
 

Inside an agile environment, the use of PQEM might require more documentation and analysis to 

the delivery cycle due to the fact that each iteration requires a quality measurement and 
evaluation. In case a new standard is needed for example the European DGDR standard for 

privacy [30], what is important to understand is that if it is possible to extract QARs, defining 

goals and requirements then it is possible to apply PQEM with a different standard; achieving 

adaptation and flexibility. 
 

In this article, a method was introduced that facilitates the elicitation, measurement and 

monitoring of QARs, and therefore its application is justified when this represents a company 
policy, is a requirement of the complexity of the product or domain, or is has assumed to obtain a 

certain level of quality. 

 

7. CONCLUSIONS 
 
Software engineering principles and quality goals are necessary but not sufficient for the needs of 

today's marketplace; because exists the necessity of shorter and iterative cycle times, and 

completed with fewer resources. Establishing the proper metrics to monitor the software project 
is essential, as well as the requirement that project managers and leaders view the entire and big 

picture of the development process [27-31]. Therefore, project leaders and product owners need 
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to understand the level and quality of a software product, intuitively; which facilitates the 
decision to accept or reject a product. 

 

In this context, the PQEM method [5] is introduced which assess the quality of a product by a 

single numeric value between 0 and 1. To calculate this value, it uses a GQM-motivated quality 
model that refines quality goals to quality attribute requirements (question along with a metric 

and acceptance criteria). The quality evaluation derived from the rate of passed quality attribute 

requirements.  
 

Also, we presented an illustrative example from the health care sector to demonstrate its 

applicability. Knowing what to measure is a recurrent problem in a data-driven approaches, using 
GQM for identifying the quality attributes ensures that the assessment of the product is adapted to 

the organization applying the proposed method. To achieve the applicability, a quality model 

should not only be an assessment model but also a usable and intuitive guideline to increase 

quality [1]. It is possible to visualize the contribution of PQEM as it obviously helped an 
organization to refine and concretize their (often abstract) quality requirements down to hard, 

measurable criteria. Consequently, with PQEM the manager can know if the project has quality 

problems or if the quality level is below the expected; the same as the developer who can know 
what the points of failure are. As future work, the authors will develop an automated tool of 

PQEM, and a catalogue that include a set of suggested questions and metrics for the stakeholder 

to use. 
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ABSTRACT 
 
The “data supply chains” (DSCs), which are connecting the point where physical information is 

digitized to the point where the data is consumed, are getting longer and more convoluted. 

Although plenty of frameworks have emerged in the recent past, none of them, in the authors’ 

opinion, have so far provided a robust set of formalised “how to”, that would connect a “well 

built” DSC to a higher likelihood to achieve the expected value. This paper aims at 

demonstrating: (i) a generalized model of the DSC in its constituent parts (source, target, 

process, controls), and (ii) a quantification methodology that would link the underlying current 

quality as well as the legacy “bad data” to the cost or effort of attaining the desired value. Such 

approach offers a practical and scalable model enabling to restructure at its foundation some 

practices of data management priming them for the digital challenges of the future. 

 

KEYWORDS 
 

Data Management, Data Supply Chain, Quality, Complexity, Value.   

 

1. INTRODUCTION 
 

In an increasingly digitised world “Data” is becoming crucial for solving the essential challenges 

that mankind faces in its way forward. The insight or knowledge that derives from the analysis of 
the digital representation of reality is more and more required in a world whose complexity and 

interdependencies grow exponentially. 

 
The management of information has become a key constituency for enterprises, and over the 

years it has pressurized them into developing complete capability made of people, processes, 

tools and, obviously, data to operationalise its undertaking. The DSCs are clearly an integral part 

of the creation of value in human activities, in some cases the most important one, and yet the 
canonical approach to data in private or public enterprises, though innovating at speed with Data 

Science (sometimes with inflated expectations), is handling such chains in somewhat artisan 

fashion. 
 

The principal objective for the exploitation of data is to monitor certain activities from a revenue, 

performance or compliance point of view, and to optimize the input parameters of such activities 
to pursue an enterprise’s strategic objectives of growth, cost containment and risk management, 

and also more recently of social responsibilities. However, as the catalyst for the set-up of a data 

capability varied in time and kind from the more appealing (e.g., digital marketing) to the non-

negotiable (e.g., supervisory reporting), the consequence is that within the same company, 
different areas matured their approach to data at different pace and following different models. In 
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this multi-speed and siloed approach to data, superimposed generations of technologies, 
processes and procedures have created convoluted (and surprisingly unchartered) internal 

avenues of distribution and consumption of data; in this scenario, the combined effect of 

continuous business changes (e.g. mergers, product development, regulations, leadership 

turnover) and the decreasing ability to respond to such changes with  robust simplifications, 
owing to the increasingly complex enterprise setting, have been feeding each other creating a 

chaotic environment, in which the proverbial flapping of a butterfly’s wings can generate 

unforeseen and very costly consequences. Facing a looming complexity tipping point of the ever 
more interdependent DSCs, one has just to look at the increased amount of “data breaches” or 

“data leaks” or “data flops” or “algorithmic failures” to quantify how close the above mentioned 

complexity tipping point is. Thus, while the data supply chains, DSCs, are getting longer and 
longer to fuel digital transformations that are coalescing larger and larger ecosystems of 

functions, intermediaries, partners, and of course third parties (i.e., customers, prospects, 

accounts), it has emerged a greater awareness of the need to know the what, the where, the who 

and the how of the enterprise’s data, as a risk reduction factor for those unintended consequences. 
The “Enterprise Metadata Management” discipline – as the ability of collect, organize, relate and 

take advantage of a set of descriptors of the data used in the enterprise – has greatly increased its 

presence in the data stacks and has been overtime significantly extended by the raise of the 
Semantic of Data, already indispensable for the World Wide Web interoperability. However, the 

authors are hereby going to demonstrate that a further formalization of the DSCs, that connects 

the semantic approach to a generalised value base and a quantitative model, can provide the basis 
for the creation of a stronger causality between the assessment of the quality of the information 

flowing in a DSC and the predictable and reliable attainment of the intended value. 

 

2. GENERALISED DATA SUPPLY CHAIN MODEL 
 
The simplest model underpinning a data supply chain can be described as a single sequential path 

(see also Fig.1) that comprises: 

 

i. a point of consumption C where a set of information Di – the data elements, 

i = 1, …, n – is output and used (consumed) by an agent Aj , the data consumers 

j = 1, …, k, to deliver a tangible or intangible value Vij 

ii. a source S where the set Di is extracted with a process Pie in conformity with a 

set of requirements Rij , such process is commonly known as ETL, Extract 

Transformation and Load 

iii. a quality process Piq that produces a set of Qij measurements for Di, based on 

quality requirements imposed by Aj 

iv. a visualization process Piv that allows Aj to consume Di and Qij 

v. a set of tolerances Lij for each Qij imposed by Aj on the basis of which Di is 

accepted or rejected.  
 

Di Di
’ Di

’’ Di
’’’

Qij

Qij>Lij

S Pie Piq Piv

Vij

Aj

C

 
 

Figure 1.  The simplest model for a DSC.  
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The flow of Di is assumed to have a certain cadence T, which may vary from a quasi-real time – 
i.e., any time a new set Di is available in S – to once a day (overnight batches) to on demand 

when Aj is making a request for the set. 

 

When the flow is established for the first time, it is very likely that the Qij could be quite inferior 
to the level of acceptability, so an “uplift” of quality would be required. Thus, it is useful to 

express such uplift in a quantitative manner as an amount, Mij , proportional to the measured gap 

according to the formula Mij  = (Qij – Lij ), where  is an “issue fixing cost” function. As the 

sum of all Mij for all the data sets Di will constitute the theoretical amount that an enterprise 

would need to pay to unlock for all the data consumers Aj the expected Vij values, we would like 

to call this the enterprise’s Data Debt. 
 

2.1. Simple Data Supply Chain Example 
 

Let’s demonstrate with a practical example inspired to a real business situation how the data debt 

comes into play. A Customer Relationship Management tool is capturing and managing sales 

opportunities; the enterprise at a time T0 has got 1000 sales opportunities. An opportunity data set 
is transferred to Operational Data Store, and it is there consumed by a Sales Director to fine tune 

their pricing strategy. The pricing strategy has got the obvious intent to increase sales and 

revenue adjusting the list price for certain specific customers and it is thus based on an internal 
customer classification. There are 10 different customer classes defined by the enterprise and 

they are represented by a data element called customer type, which would therefore is expected to 

assume a value between 1 and 10. As the customer type is essential to the action that would 
derive value from data, it is useful to assign to it the status of critical data element (CDE) within 

the data set. So according to our model above we have (note that, being this simple DSC built 

against the needs of just one data consumer A, in the following we have dropped the second 

index for the sake of conciseness in the notation): 
 

 S = CRM 

 C = ODS 

 A = Sales Director 

 V = Opportunity(T1) – Opportunity(T0) > 0 

 D1 = customer type for each opportunity 

 P1e = Extracts Opportunity dataset from S 

 P1q = Execute the Q1 rule on all the customer types contained in D1 

 q1 = value output of the Q1 rule 

 P1v = Displays for A1 the list of customer types and the Q1 result 

 L1 = acceptance level is 1000 
 

For the sake of simplicity, let consider that in this case A will be able to achieve its objective if 
the output value form the sole rule Q1 is able to satisfy the requisite L1: 

 

Q1 ≜ {q1 = Count of all records in D1: 'customer type' [1,2,3,4,5,6,7,8,9,10]} 

is greater or equal to L1 

 
However, having checked the 1000 customer types in D1, it is found that only 800 are valid 

customer types, so Q1 = 800. It is important to note that in this case one is not checking whether 

the customer type is “accurate”, i.e., it is exact customer type given the customer is referred to, 

but the rule only checks whether the customer type is valid, therefore the pricing A1 will 
implement would be consistent with the pricing policies but not necessarily yielding the expected 

result if the customer had been mislabelled with the wrong customer type. In any case, for this 
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case, the Data Debt would be M1 = (200) as 200 are the issues affecting the data set as per the 

rule Q1; since in the vast majority of cases the cost to fix a single issue can be expressed as a 

function of time spent by an employee to access and amend the single Customer Type. Let’s say 
that per acquired experience and for the sake of the exercise, the enterprise expects the typical 

Data Steward to take 30mins to fix one customer type, with a typical hourly rate of 30€/hr, the 

function () is reduced to constant coefficient m1 that, for our example, yields: 

 

M1 = 200 × m1 =  200 × (0.5h × 30€/h) = 3000€ 

 

Thus, whatever expectation A had of the value generated by pricing an opportunity based on 

customer type, they should add 3000€ of data debt to their cost benefit analysis. 
 

Although this is an extremely simplified case under almost “aseptic” laboratory conditions, the 

M1 still constitute a powerful quantification of a cost hurdle the DSC has to overcome to start 
positively to contribute to the bottom-line of the company. Furthermore, as finance and operation 

functions are getting more proficient in detailing their costs at activity level (as per activity-based 

costing, ABC), there is an ideal synergy in including data debt considerations in those 

frameworks.  
 

3. CONNECTING DATA SUPPLY CHAIN COSTS AND VALUE CHAINS 
 

On the other hand, the more the downstream value creation mechanism is known and the finer the 
Lij requirements can be set to optimize the acceptable reduction of Vi in presence of a greater Mi 

carried over: in fact, once the model of a DSC has been defined and the different Mij have been 

calculated, the logical next step is to optimize the efforts in data debt reduction to unlock value 

faster. To this end, let us slightly modify a chart commonly used in stock analysis, a cost/value 
chart, to look at the relationship between the cost to carry out the establishing of the DSC and 

improving its data standards, and the value seen from the perspective of the agent Aj. 

 
 

Figure 2.  The modified stock chart.  

 

A first initial cost will be required to set up the infrastructure, the process, and the organization to 

operate the DSC; let denote that cost C0 and assume it constant for now (i.e., there are no running 

costs). Obviously, for the agent no value is available at this point in time (V0 = 0), then we could 
assume that data is starting to flow in the DSC and, especially if working with agile 
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methodologies, very well suiting data, some initial value could be measured, in fact some call this 
phase “Proof of Value” (POV). In reality, and as per the model, until the point where all the 

essential Lij are satisfied is reached, the DSC is not good enough to be operational – i.e., to be 

used in a live business environment to generate value. The point Z, which it is in effect the MVP 

(minimum viable product) for the DSC, it is identified now as the point where V1 is achieved at a 
cost C1, with C1 the cost incurred to set up the DSC and to repay the data debt linked to the 

minimum consumption requirements. 

 
What are then these minimum requirements? The expression of Qij rules is commonly done using 

a taxonomy of data quality dimensions as a reference (e.g., completeness, validity, etc.), however 

rather than picking one it is preferrable to further classify such dimensions in a value generating 
optic that could marry much more the agent A’s view of quality. So in line with the assumption 

that data should be more and more treated as a product, we could borrow an approach to quality 

based on customer satisfaction, and the Kano’s model comes handy for simplifying the approach 

to define the minimum consumption requirement and selecting the Qij rules that are instrumental 
in reaching that point/level. Using the Kano definition of must-be, one dimensional and attractive 

the total cost C1, proportional to the sum of data debts, Mij, in the Di, can now be expressed as: 

 
CT = C0+ C1+ C2+ C3 

  
But if we now assume that the three costs are in fact associated to the debt to repay for the 
fulfilment of must be quality level (= reaching the minimal fitness for consumption), the 

saturation of one-dimensional quality (= attaining the expected capability) and the achievement 

of an attractive level (= hitting unspoken needs about data so increasing its value), respectively, 

then in terms of data debt the formula could be written as: 

 
which, in the case of MVP as the one where the must be rules about basic/critical requirements 

ought to be satisfied, becomes: 

 
Remarkably the objective of achieving value at the lowest cost can be now visualized 

geometrically as the reduction of the angle that the segment ending in the point Z measures with 
the Value axis. The geometry is indeed highlighting a proportion between partial derivatives:  

 

 
where a decrease of Data debt will produce to a proportional increase of the value: 
 

 
More pragmatically, from the formula above it is easy to gather that a lower C1 is achieved with a 

higher maturity of the Data capabilities of the enterprise. Specifically, this entiles: 

 
 Lower set up costs (C0): 

 

a. Agile Architecture achieves efficient and rapid instantiation of the DSC  
b. Robust Delivery Methodology increases firs time right outcome and minimize 

resource waste 
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c. Data Productization creates reusable information products to quickly enable 
consumption 

 Reduced data debt (Mi): 

a. Active Data Monitoring capitalizes on previous data debt reduction exercise to 

keep the target achieved 

b. Robust Change Control provides sustainability, so that endogenous (e.g. org 
changes) or exogenous (e.g. acquisitions) changes are not adversely affecting the 

quality and integrity of the data  

 
It is worth to highlight, and can be proven, that the additional efforts required to move from must 

be quality (the one related to a minimum viable product) to satisfy one dimensional needs are 

usually comparatively less costly than the former (as the less steep segment between V1 and V2 

depicts) at least until they cross the line of the unspoken needs. In the proposed model these 
circumstances depend, accordingly to the Kano’s theory of attractive quality, on the different 

quality dimensions that matter in a path toward data excellence. Once the V2 point is reached by 

saturating the quality standards of the data set, additional unexpected value could only be 
supplied by increasing quality in a fashion not previously envisioned by the customer themselves, 

i.e., by capturing a deeper understanding of A’s value chains to be able to reflect it in the data 

supply ones. Practically speaking, that would imply that a previously not supplied data element is 

identified to be beneficial to increase the value, thus changing the DSC structure, and although 
that would require extra cost for the provider, it could be presented to the agent A as a value 

adding service and afforded in delta value sharing model, that in turn would reinforce the data 

consumer trust and satisfaction. 
 

4. CONCLUSIONS 
 

The case for a formalized modelling of Data Supply Chains has been introduced, its aim is to 

create a modular approach that could tackle the complexity tipping point of modern digital 
enterprises. A causality linkage between the desired outcome of the Data Consumer and the 

underline status quo of the available data has also been introduced. The concept of Data Debt has 

been defined as a versatile quantity to gauge the benefit deriving from the DSC itself.  A simple 
example of a practical application of the concept has been provided, drawing a parallel between a 

quality appreciation model (Kano’s) and an optimized approach to converge to minimum value 

from DSC in an accelerated fashion. Most importantly the introduction of a Cost/Value model 
has allowed to firmly correlate the quantification of data debt to existing nomenclature of phases 

(POC, MPV, etc.) adopted in the development of DSCs, phases which are now identified to 

specific level of debt reductions. 
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ABSTRACT 
 

The task of inferring missing links or predicting future ones in a graph based on its current 
structure is referred to as link prediction. Link prediction methods that are based on pairwise 

node similarity are well-established approaches in the literature and show good prediction 

performance in many real-world graphs though they are heuristic. On the other hand, graph 

embedding approaches learn low-dimensional representation of nodes in graph and are capable 

of capturing inherent graph features, and thus support the subsequent link prediction task in 

graph. This appraisal paper studies a selection of methods from both categories on several 

benchmark (homogeneous) graphs with different properties from various domains. Beyond the 

intra and inter category comparison of the performances of the methods our aim is also to 

uncover interesting connections between Graph Neural Network(GNN)-based methods and 

heuristic ones as a means to alleviate the black-box well-known limitation. 
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1. INTRODUCTION 
 

One of the most interesting and long-standing problems in the field of graph mining is link 
prediction that predicts the probability of a link between two unconnected nodes based on 

available information in the current graph such as node attributes or graph structure [1].The 

prediction of missing or potential links helps us toward the deep understanding of structure, 
evolution and functions of real-world complex graphs [2]. Some applications of link prediction 

include friend recommendation in social networks [3], product recommendation in e-commerce 

[4], and knowledge graph completion [5]. 

 
A large category of link prediction methods is based on some heuristics that measure the 

proximity between nodes to predict whether they are likely to have a link. Though these 
heuristics can predict links with high accuracy in many graphs, they lack universal applicability 

to any kind of graphs. For example, the common neighbor heuristic assumes that two nodes are 

more likely to connect if they have many common neighbors. This assumption may be correct in 
social networks, but is shown to fail in protein-protein interaction (PPI) networks [6]. In case of 

using these heuristics, it is required to manually choose different heuristics for different graphs 

based on prior beliefs or rich expertise. 

 
On the other hand, machine learning methods have shown their impressive performance in many 

real-world applications like image classification, natural language processing etc. The built 
models assume that the input data is represented as independent vectors in a vector space. This 
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assumption is no longer applicable for graph data as graph is a non-Euclidean structure and the 
nodes in a graph are linked to some other nodes [7]. To overcome this limitation, a lot of efforts 

have been devoted to develop novel graph embeddings where the nodes, edges, graphs are 

represented in a low-dimensional vector space. In last decade, graph embedding has been 

established as a popular supporting tool for solving several analytical problems in graphs like 
node classification, node clustering, link prediction. The embedding approaches represent a part 

of a graph (or the whole graph) in a low dimensional vector space while preserving the graph 

information [8]. There are some review studies in the literature which focus either on similarity-
based approaches [9], [10] or embedding-based approaches [8], [11] for link prediction task in 

graphs. Thus, to the best of our knowledge, a study including methods from both categories is 

missing in the literature. In this paper, we try to fill this gap. We first introduce the link prediction 
problem and briefly describe selected similarity-based and embedding-based methods. Then, we 

evaluate their performances on different types of graphs, namely homogeneous graphs. We 

compare their performances on diverse graph groups (sharing characteristics). We also propose a 

few interesting connections between similarity-based and embedding-based methods. 
 

2. LINK PREDICTION APPROACHES 
 

Consider an undirected graph at a particular time t where nodes represent entities and links 
represent the relationships between pair entities (or nodes). The link prediction problem is 

defined as discovering or inferring a set of missing links (existing but not observed) in the graph 

at time t + ∆t based on the snapshot of the graph at time t. Several link prediction approaches 

have been proposed in the literature. We focus on the two popular categories: (1) similarity-based 
approaches and (2) embedding-based approaches. 

 

2.1. Similarity-Based Link Prediction 
 

The similarity-based approach is the most commonly used approach for link prediction which is 
developed based on the assumption that two nodes in a graph interact if they are similar. 

Generally, the links with high similarity scores are predicted as truly missing links. The definition 

of similarity is a crucial and non-trivial task that varies from domain to domain even from the 
graph to graph in the same domain [9]. As a result, numerous similarity-based approaches have 

been proposed to predict links in small to large graphs. Some similarity-based approaches use the 

local neighbourhood information to compute similarity score are known as local similarity-based 

approach. Another category of similarity-based approaches is global approaches that use the 
global topological information of graph. The computational complexity of global approaches 

makes them unfeasible to be applied on large graphs as they use the global structural information 

such as adjacency matrix [9]. For this reason, we are considering only the local similarity-based 
approaches in the current study. We have studied six popular similarity-based approaches for link 

prediction. Considering the citations for a duration from publishing to the year 2020, we define 

popularity of each approach as the average citation per year.  

 
Table 1 summarizes the approaches with the basic principle and similarity function. These 

approaches in Table 1 except CCLP (Clustering Coefficient-based Link Prediction) [16] use node 
degree, common neighborhood or links among common neighborhood information to compute 

similarity score.  
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Table 1.  Summary of studied similarity-based approaches. The similarity function is defined to predict a 

link between two nodes x and y. Γx and Γy denote the neighbour sets of nodes x and y respectively. 

 

Approach  Principle Similarity-function 

Adamic-Adar 

(AA) [3] 

Variation of CN where each common 

neighbour is logarithmically penalized 

by its degree 

S
AA

(x, y)= ∑
z∈Γ x∩Γ y

1

log|Γ z|
 

Resource 
Allocation (RA) 

[12] 

Based on the resource allocation 

process to further penalize the high 

degree common neighbours by more 
amount 

S
RA

(x, y)= ∑
z∈ Γ x∩Γ y

1

|Γ z|
 

Preferential 
Attachment (PA) 

[13] 

Based on the rich-get-richer concept 

where the link probability between 

two high degree nodes is higher than 
two low degree nodes 

SPA(x, y)=|Γ x|×|Γ y|  

Hub Promoted 

Index (HPI) [14] 

Promoting link formation between 

high-degree nodes and hubs 
S

HPI
(x, y)=

|Γ x∩Γ y|

max(Γ x ,Γ y)
 

Local Leicht-

Holme- Newman 

(LLHN) [15] 

Utilizing both of real and expected 

amount of common neighbours 

between a pair of nodes to define their 
similarity 

S
LLHN

(x, y)=
|Γ x∩Γ y|

Γ x× Γ y  

Clustering 

Coefficient-
based Link 

Prediction 

(CCLP) [16] 

Quantification of the contribution of 

each common neighbour by utilizing 
the local clustering coefficient of 

nodes 

S
CCLP(x, y)= ∑

z∈Γ x∩Γ y

CCz

 

 
AA, RA and CCLP handcraft the computation of weight of each common neighbours based on 

their neighbourhood size or clustering co-efficient (CC) [16]. On the other hand, HPI, PA and 

LLHN assigns equal weights to neighbours. These local similarity-based approaches except PA 
work well when the graphs have a high number of common neighbours between a pair of nodes. 

However, LLHN suffers from outlier (infinite similarity score) when one of the end nodes has no 

neighbour. HPI also suffers from the outlier (infinite similarity score) when both of end nodes 

have no neighbour. 
 

2.2. Graph Embedding-Based Link Prediction 
 

A graph embedding approach embeds the nodes of a graph into low-dimensional vector space 

where connected nodes are closer to each other. The embedding vector of a link is then computed 

based on the embedding of end nodes and a classifier is used to classify it as existent or non-
existent link. Random walk-based and neural network-based embedding are two popular methods 

of embedding [8]. The first one samples the nodes based on the random walk process in graph 

and adopts skip-gram model to represents them in a low-dimensional vector. The second category 
is designed based on neural network (NN). The success of NN in image, speech, text processing 

where data can be represented in Euclidean form, motivates researchers to study GNNs as a kind 

of NN that operates directly on graphs. GNNs provide an end-to-end graph embedding [8]. In our 
study, we are interested in a specific GNN architecture called convolution GNN (ConvGNN) [7]. 

Inspired by the convolution operation of NN, ConvGNNs compute the embedding of a node by 

aggregating its own and neighbours information. In the following, we present four embedding-

based link prediction approaches including one random-walk based (Node2Vec) and three GNN-
based (WLNM, SEAL, GAT). We choose Node2Vec to represent simple non-deep learning 
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methods, WLNM to represent the methods which learn only structural features, SEAL to 
represent the methods which maximize the use of available information (structural, node 

attributes, latent features) and GAT to represent the methods which define different roles of 

different neighbours. 

 

2.2.1. Node2Vec: 

 

Motivated by the classical skip-gram model in natural language processing, Grover & Leskovec 
[17] developed Node2Vec representation learning approach that optimizes a neighbourhood 

preserving objective function using Stochastic Gradient Descent (SGD). Node2Vec starts with a 

fixed size neighbourhood sampling using guided random walk. Unlike the classical random walk, 
Node2Vec defines a 2nd order random walk that interpolate between BFS(Breadth First Search) 

and DFS(Depth First Search)-based sampling strategy where two parameters p and q are used to 

compute the transition probability during the walk. These parameters control how fast the walk 

explores and leaves the neighborhood of the starting node. The node embedding is then generated 
based on the popular skip-gram model where the co-occurrence probability among the 

neighbours those appear within a window.  

 

2.2.2. Weisfeiler-Lehman Neural Machine (WLNM): 

 
Based on the well-known Weisfeiler-Lehman (WL) canonical labelling algorithm [18], Zhang & 
Chen [19] developed the Weisfeiler-Lehman Neural Machine (WLNM) to learn the structural 

features from the graph and use it in the link prediction task.  

 

 
 

Figure 1.  Illustration of WLNM  [19] with existent(A,B) and non-existent link(C,D) 
 
As illustrated in Figure 1, WLNM is a three steps link prediction approach that starts with 

extracting sub-graphs those contain a predefined number of neighbour nodes, labelling and 

encoding the nodes in the sub-graph using WL algorithm and ends with training and evaluating 
the neural network.  

 
WLNM is a simple GNN-based link prediction approach which is able to learn the link prediction 
heuristics from a graph. The downside of WLNM is that it truncates some neighbours to limit the 

sub-graph size to a user-defined size which are may be informative for the prediction task. 

 

2.2.3. Learning from Sub-graphs, Embeddings and Attributes (SEAL): 

 
Zhang & Chen [20] developed a Conv GNN-based link prediction approach called SEAL to learn 
from latent and explicit features of nodes along with the structural information of graph. Unlike 
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WLNM, SEAL is able to handle neighbours of variable size. The overall architecture of the 
approach is shown in Figure 2.  

 

 
 

Figure 1.  Architecture of SEAL approach  [20] 

 

Like WLNM, SEAL also consists of three major steps: (1) sub-graph extraction and node 
labelling, (2) node information matrix construction, and (3) neural network training and 

evaluation. SEAL utilizes the available information in the graph to improve the prediction 

performance. However, SEAL is limited to be applied on homogeneous graphs though many real 
work graphs are heterogeneous graphs. Moreover, the use of latent feature affects the 

computational time of SEAL. 

 
2.2.4. Graph Attention Networks (GAT): 

 
In Graph Convolutional Networks (GCN) [21], the convolution operation is defined based on 

close neighbors where all neighbors contribute equally which affects the prediction performance. 

To overcome this shortcoming, Velickovic et al. [22] presents GAT by leveraging attention 

mechanism for learning different weights (or coefficients) to different nodes in a neighborhood. 
The attention learning mechanism starts with defining a graph attention layer where the input is 

the set of node features, 
h= {h⃗1, h⃗2,. . ., h⃗N}

 for N nodes. The layer produces a transformed set 

of node feature vectors h=
h'= {h⃗'1, h⃗' 2, .. , h⃗'N}

, where 
h

i  and 
h' i  are input and output 

embeddings of the node 
ei . The attention layer is defined as Equation 1. 

 
cij= f a(Wh⃗i ,Wh⃗j)     (1) 

 

where 
cij  is the attention coefficient of the edge 

(ei ,ej), 
h⃗i , h⃗ j

 are embeddings of nodes 
ei ,ej , W is a parametrized linear transformation matrix mapping the input features to a higher 

dimensional output feature space, and 
f a  is a shared attention mechanism. GAT uses the 

LeakyReLU nonlinearity as the activation function of the attention layer. The coefficient 

indicates the importance of node 
ej  to node 

e
i . GAT uses the following softmax function 

(Equation 2) over the first order neighbours of a node including itself to compute the normalized 

attention coefficient, 
α ij  of the edge 

(ei ,ej). 
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αij=softmax(cij )=
exp(cij)

∑
k∈N i

exp(cik)
   (2) 

 

where 
Ni  is the set of neighbours for node 

e
i . The output embedding of the node 

e
i  is 

generated using the attention coefficients as in Equation 3. 

 
 

h⃗' i= ∑
j ∈N i

αij Wh⃗ j

     (3) 
 
GAT extends the single head concept to multi-head mechanism to learn more stable attentions by 

averaging the coefficients over multi-head attentions. For link prediction, the embedding of end 

nodes are feed into a fully connected NN. 
 

3. EXPERIMENTAL DESIGN 
 

3.1. Experimental Data 
 
We perform the comparative study of the above discussed similarity and embedding based link 

prediction approaches in simple and undirected graphs from different domains. To evaluate and 

describe the performance of the link prediction approaches, we choose ten benchmark graphs 
from different areas: Ecoli [23], FB15K [24], NS [25], PB [26], Power [27], Router [28], USAir 

[29], WN18 [30], YAGO3-10 [31], and Yeast [32]. FB1K, WN18 and YAGO3-10 are popular 

knowledge graphs. These knowledge graphs consist of subject-relationship type-object triples. 
However, as the studied approaches are applicable to homogeneous graphs only. We simplify 

these knowledge graphs by overlooking the relation names and considering links as undirected 

links. The topological statistics of the graph datasets are summarized in Table 2. Based on the 

number of nodes, these graphs are categorized into small/medium graphs with less or equal 
10,000 nodes and large graphs with more than 10,000 nodes. 

 
Table 2.  Topological statistics of graph datasets: number of nodes (#Nodes), links(#Links), average node 

degree (NDeg), clustering coefficient (CC), network diameter (Diam) and description. Large graphs are 

shaded with gray color. 

 
Graph

s 
#Nodes #Links NDeg CC Diam Description 

Ecoli 1805 42325 46.898 0.350 10 Nodes: Operons in E.Coli bacteria 
Edges: Biological relations between 

operons 
FB15K 14949 260183 44.222 0.218 8 Nodes: Identifiers of Freebase 

knowledge base (KB) entity 
Edges: Link between Freebase entities 

NS 1461 2742 3.754 0.878 17 Nodes: Researchers who publish papers 

on network science 
Edges: Co-authorship of at least one 

paper 
PB 1222 14407 23.579 0.239 8 Nodes: US political blog page 

Edges: Hyperlinks between blog pages 
Power 4941 6594 2.669 0.107 46 Nodes: Electrical power stations (e.g. 

generators, transformers) of western US 
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Edges: Power transmission between 

stations 
Router 5022 6258 2.492 0.033 15 Nodes: Network router 

Edges: Router-router interconnection 

for providing router-level internet 
USAir 332 2126 12.807 0.749 6 Nodes: US airports 

Edges: Link between two airports if 

there is at least one direct flight 
between them 

WN18 40943 75769 3.709 0.077 18 Nodes: Entities (or synsets) 

corresponds to English word senses 
Edges: Lexical relations between 

sysnets 
YAGO

3-10 
113273 758225 18.046 0.114 14 Nodes: Entities (such as movies, 

people, cities, etc.) in YAGO KB 
Edges: Relations between entities 

Yeast 2375 11693 9.847 0.388 15 Nodes: Proteins in yeast 
Edges: Protein-protein interaction in 

yeast network 
 

3.2. Construction of Train and Test Sets 
 

We follow a random sampling protocol to evaluate the performance of the studied approaches 
[19]. We prepare train and test set from the experimental graphs. For training dataset, we 

randomly select 90% existing links (termed as positive train set) and an equal number of non-

existing links (termed as negative train set). The remaining 10% existing links (termed as positive 
test set) and an equal number of non-existing links (termed as negative test set) form the test set. 

At the same time, the graph connectivity of the training set and the test set is guaranteed. We 

prepare five train and five test sets for evaluating the performance of the approaches. 

 
For evaluating the performance of similarity-based approaches, the graph is built from the 

positive training dataset whereas, for embedding-based approaches, the graph is built from 
original graph that contains both of positive train and test datasets. However, a link is temporarily 

removed from the graph to train it to the embedding-based approaches or to predict its existence. 

The performance is quantified by defining two standard evaluation metrics, precision and AUC 
(Area Under the Curve). All of the approaches are run on a Dell Latitude 5400 machine with 

32GB memory and core i7 (CPU 1.90GHz) processor. 

 

3.3. Precision and AUC Computation 
 

Precision describes the fraction of missing links which are accurately predicted as existent links 
[33]. To compute the precision, the predicted links from a test set are ranked in decreasing order 

of their scores. If 
Lr  is the number of existing links (in the positive test set) among the L-top 

ranked predicted links then the precision is defined as Equation 4. 

 

Precision=
L

r

L                                                   (4) 
 

An ideal prediction approach has a precision of 1.0 that means all the missing links are accurately 
predicted. We set L to the number of existent links in the test set. However, there are some 

challenges with this optimistic way of computing the precision. What if the similarity score is 

(close to) 0.0 of the lowest ranked link? This issue creates the difficulty to make a separation 
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between some positive and negative test links. Choosing a threshold when defining 
Lr  could be 

a potential solution to overcome this problem. The distribution of unnormalized similarity scores 

are different for graphs from different domains and even for two different datasets from the same 

domain. Moreover, it is nearly impossible to know the distribution of unnormalized similarity 
score in advance for graph dataset. These two facts make it infeasible task for the user to define 

the threshold. To overcome this problem, we define a threshold as the average of the maximum 

and minimum score in top-L links. We compute the number of positive test links in top-L links 

(as 
Lr ) as those having similarity scores above the threshold. 

 
On the other hand, the metric AUC is defined as the probability that a randomly chosen existing 

link has a higher similarity score than a randomly chosen non-existing link [33]. Suppose, n 

existent and n non-existent links are chosen from positive and negative test sets. If 
n

1  is the 

number of existent links having a higher score than non-existent links and 
n

2  is the number of 

existent links having equal score as non-existent links then AUC is defined as Equation 5. 
 

AUC=
n1+0.5n2

n       (5) 
 

We consider half of the total links in the positive test set and negative test set to compute AUC. 

 

4. EXPERIMENTAL RESULTS 
 

The prediction approaches are evaluated in each of the five sets (train and test set) of each graph 

and performance metrics (precision, AUC) are recorded. We measure the precision in two 
different ways based on the top-L test links as described in Section 3.3. We compute the 

threshold-based precision only for similarity-based approaches as embedding-based approaches 

do learn the threshold. The maximum and minimum similarity scores are computed from the top-

L for each test set of each graph. Table 3 shows the results in each of the seven small/medium 
and three large-size graphs. Each value of the table is the mean over the five test sets. The 

standard deviation values of both metrics for all approaches in all graphs are very small and they 

are not included in the table.  

 
It can be clearly seen from Table 3 that the ranges of unnormalized similarity scores are different 

for different similarity-based approaches and also different in different datasets for the same 
similarity-based approach. Moreover, the minimum similarity scores are very low (close to 0) in 

some datasets. These observations prove that in real-world applications, it is difficult to choose a 

threshold and to assess good precision for similarity-based approaches. 

 
From Table 1, the similarity-based approaches are mostly defined based on the common 

neighbourhood. As expected, they show low precision (without defining threshold) and AUC 
values in sparse graphs (low CC, low node degree) like Power, router and high precision for other 

well-connected graphs in Table 3. Exceptionally, PA shows better prediction performance in 

sparse graphs as it considers individual node degree instead of common neighbourhood for 
computing similarity score. The precision scores using the threshold-based method drops 

drastically in most of the cases as many falsely predicted positive links are identified (i.e. 

predicted links with very low scores). Surprisingly, HPI shows competitive threshold-based 

precision value in NS dataset. No single similarity-based approach wins in all small/medium size 
graphs. 
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As expected, embedding-based approaches show very good precision and AUC scores across all 
of the small/medium size graphs compared to similarity-based approaches. What about their 

comparative performances? No single approach wins in all datasets. Node2Vec shows highest 

precision scores in some datasets though it is simpler than other embedding-based approaches. 

The consideration of more distant neighbours in embedding computation during random walk 
could be the most possible reason behind this success. The use of latent information along with 

structural information in SEAL for the datasets during prediction task likely explains the 

improvement of the metric AUC. The best tuning of parameters could be the most possible 
reason behind the best balance between the prediction metrics in GAT. Table 3 shows that 

embedding-based approaches provide high-performance metrics in all graphs while similarity-

based approaches perform well in some graphs (in terms of optimistic precision). 
Considering the three large graphs (FB15K, WN18 and YAGO3-10), the prediction metrics for 

similarity-based approaches are much lower than small/medium scale graphs, especially in 

WN18 and YAGO3-10 graphs. Likewise the results in small/medium size graphs, the precision 

scores of these approaches further drops drastically to less than 0.1 when applying the threshold. 
Unsurprisingly, the prediction scores for embedding-based approaches in large graphs are high as 

in small/medium scale graphs. The notable point in the prediction metrics for large graphs is that 

Node2Vec is less competitive than other embedding-based approaches in these large graphs. 
 

Table 3.  AUC and Precision (Prec) values with Max Scores (Mx scr) and Min Scores (Mn scr) in 

small/medium graphs. Precision with * mark (Prec*) is computed based on threshold in top-L links. Graph-

wise highest metrics are indicated in bold fonts while approach-wise highest metrics are shown in 

underline. 

 

Approach Metric Ecoli NS PB Power Router USAir Yeast FB15K WN18 YAGO 3-10 

 

AA 

Prec 0.9 0.87 0.86 0.17 0.07 0.92 0.83 0.77 0.13 0.15 
Prec* 0.06 0.15 0.01 0.02 0.01 0.16 0.06 0.0002 0.0002 0.0018 
Mx scr 32.84 5.83 33.41 3.04 5.6 16.69 23.71 418.6 57.32 24.44 
Mn scr 2.86 1.14 0.58 0 0 2.7 0 0.12 0 0 
AUC 0.93 0.94 0.92 0.58 0.54 0.94 0.91 0.82 0.56 0.48 

 

PA 

Prec 0.78 0.69 0.83 0.49 0.41 0.85 0.79 0.79 0.63 0.83 
Prec* 0.05 0.02 0.01 0.02 0.01 0.13 0.06 0.0003 0.0006 0.0006 
Mx scr 65679 362 61052 53 2397 8298 10642 9881842 10637 2426939 
Mn scr 3532 12 855.7 4 1 739.3 95 942.67 6.33 109 
AUC 0.8 0.66 0.90 0.46 0.43 0.90 0.86 0.88 0.64 0.88 

 
RA 

Prec 0.91 0.87 0.86 0.17 0.07 0.92 0.83 0.77 0.13 0.15 
Prec* 0.03 0.15 0.01 0.03 0.01 0.1 0.07 0.0003 0.0002 0.0011 
Mx scr 1.7 1.8 4.19 0.84 1.32 2.83 2.37 72.06 20.67 5.16 
Mn scr 0.19 0.4 0.03 0 0 0.32 0 0 0 0 
AUC 0.94 0.94 0.92 0.58 0.54 0.94 0.91 0.84 0.57 0.57 

 

HPI 

Prec 0.9 0.87 0.8 0.17 0.07 0.91 0.83 0.69 0.13 0.15 
Prec* 0.2 0.96 0.15 0.13 0.02 0.45 0.7 0.0959 0.0796 0.0476 
Mx scr 1 1 1 1 1 1 1 1 1 1 
Mn scr 0.33 0.83 0.21 0 0 0.77 0 0.05 0 0 
AUC 0.94 0.94 0.85 0.58 0.54 0.91 0.9 0.75 0.56 0.47 

 

LLHN 

Prec 0.89 0.87 0.74 0.17 0.07 0.87 0.83 0.64 0.13 0.15 
Prec* 0.001 0.13 0.001 0.03 0.003 0.03 0.01 0.0008 0.0046 0.0003 
Mx scr 0.32 1 0.42 2.06 0.83 0.58 0.67 0.28 1 1 
Mn scr 0 0.1 0 0 0 0.01 0 0 0 0 
AUC 0.91 0.93 0.76 0.58 0.53 0.77 0.9 0.57 0.57 0.45 

 
CCLP 

Prec 0.96 0.73 0.86 0.08 0.07 0.91 0.82 0.78 0.08 0.14 
Prec* 0.06 0.21 0.01 0.01 0.01 0.18 0.06 0.0015 0.0006 0.0013 
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Mx scr 30.6 8 27 1.2 1.1 21.1 39.2 51.74 1.67 20.77 
Mn scr 1.8 0.3 0.3 0 0 2.9 0 0.01 0 0 
AUC 0.95 0.87 0.91 0.54 0.53 0.94 0.9 0.84 0.54 0.57 

WLNM 
Prec 0.87 0.84 0.78 0.84 0.89 0.85 0.87 0.67 0.84 0.68 
AUC 0.93 0.95 0.93 0.76 0.92 0.86 0.86 0.68 0.79 0.72 

SEAL 
Prec 0.81 0.96 0.8 0.66 0.8 0.91 0.89 0.77 0.61 0.86 
AUC 0.95 0.99 0.94 0.77 0.94 0.94 0.98 0.96 0.87 0.97 

GAT 
Prec 0.84 0.93 0.84 0.72 0.81 0.88 0.91 0.85 0.74 0.84 
AUC 0.85 0.90 0.86 0.7 0.79 0.87 0.89 0.87 0.79 0.83 

Node2Vec 
Prec 0.91 0.97 0.91 0.86 0.8 0.81 0.85 0.79 0.83 0.82 
AUC 0.9 0.96 0.9 0.82 0.75 0.85 0.94 0.88 0.79 0.8 

 

Embedding-based link prediction approaches show better performance because they learn 

heuristics from graphs. However, it is not clear which heuristic(s) are learned. We want to take 
benefit from this study to get insight of such heuristics by comparing the performances of 

similarity-based heuristics with performances of embedding-based approaches on the same 

datasets. In one hand, from Table 1 and Table 3, AA, RA and CCLP –which heuristically assign 

high weights to nodes with high degrees or cluster coefficients – show better precision on 
FB15K, PB, NS, USAir, and Yeast compared to other graphs. GAT also shows better precision 

on these graphs than other graphs. This may indicate that GAT learns similar heuristics as AA, 

RA and CCLP. In the other hand, WLNM considers the role of each neighbour equally like HPI, 
LLHN, and PA. WLNM, HPI, LLHN and PA show better performance scores on Power, Router, 

and WN18 graphs, confirming that they are heuristically compatible.  

 
Table 4.  Top-2 ranked similarity-based approaches with higher agreement with embedding-based 

approach for test link decision. Numbers in () represent the agreement percentages.  

 

Graph WLNM SEAL GAT Node2Vec 
Ecoli HPI(69), RA(69) LLHN(80), RA(79) HPI(70),RA(69) RA(70), LLHN(70) 
NS CCLP(65),AA(63) AA(70),CCLP(68) AA(61),PA(61) AA(70),CCLP(68) 
PB HPI(68),PA(64) RA(68),PA(66) LLHN(61),RA(59) AA(68),RA(68) 
Power HPI(63),LLHN(63) PA(63),HPI(62) AA(67),RA(67) PA(63),RA(62) 
Router PA(52),LLHN(47) PA(66),LLHN(51) CCLP(65),RA(65) CCLP(69),AA(68) 
USAir AA(78),CCLP(78) LLHN(90),HPI(88) CCLP(77),AA(75) RA(90),LLHN(90) 
Yeast CCLP(75),PA(74) CCLP(70),AA(69) CCLP(75),AA(71) CCLP(70),AA(69) 
FB15K RA(32),HPI(31) LLHN(30),HPI(28) HPI(28),LLHN(27) HPI(26),AA(24) 
WN18 PA(44),LLHN(42) PA(40),HPI(32) PA(28), AA(26) PA(36), CCLP(31) 
YAGO3-10 PA(34),AA(26) PA(44), AA(24) PA(38),CCLP(32) PA(42),RA(34) 

 

In order to further explore their connections, we compute the percentage of agreements in link 

existence between the embedding-based and the similarity-based approaches. Table 4 shows the 
top-2 ranked similarity-based approaches when they are ranked in decreasing order of their 

percentage of agreements on each graph for each embedding-based approach. Overall, 

embedding-based approaches show higher percentages of agreements to similarity-based 

approaches in small/medium graphs than in large graphs. Considering all graphs, HPI, PA and 
LLHN are three frequent heuristics which have higher agreement to WLNM and SEAL 

approaches. On the other hand, AA, RA and CCLP show frequent agreements with GAT. These 

agreements align to the previous discussion on the nature of learned heuristics in embedding-
based methods. However, low agreement percentage values (in Table 4) but high precision scores 

(in Table 3) for embedding-based approaches in many graphs like FB15K, Ecoli, NS suggest the 

existence of other learned heuristics that are not included in this study. 
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The performance of the studied methods was also assessed in terms of average computational 
time (data will be made available on request). As expected, similarity-based approaches are faster 

as they don’t require training. As for embedding-based approaches, Node2Vec requires the 

smallest time as it does not use deep NN like the other embedding-based methods. The 

computational time of SEAL is the best as it utilizes the structural and explicit features like 
WLNM and GAT along with latent features like Node2Vec. We also noticed that the 

computational time of embedding-based methods grows with the size of datasets by more amount 

than the similarity-based methods. 
 

5. CONCLUSIONS 
 

In this paper, we study several link prediction approaches, looking for their performances and 
connections. We focused on two categories of methods: similarity-based methods and 

embedding-based learning methods. The studied approaches were evaluated on ten graph datasets 

with different properties from various domains. The precision of similarity-based approaches was 
computed in two different ways to highlight the difficulty of tuning the threshold for deciding the 

link existence based on the similarity score. The experimental results show the expected 

superiority of embedding-based approaches. Still, each of the similarity-based approaches is 

competitive on graphs with specific properties. The possible links between the handcrafted 
similarity-based approaches and current embedding-based approaches were explored using (i) 

prediction performance comparison to get an idea about the learned heuristics and (ii) agreement 

percentage on the diverse graphs. Our observations constitute a modest contribution to the ’black 
box’ limitation of GNN-based methods. 
 

One perspective of this work is to achieve a good trade-off between prediction accuracy and 

computational time by developing an embedding-based link prediction approach in a distributed 

and parallel environment. In addition, the approach is expected to be applicable to heterogeneous 
graphs such as knowledge graphs. 
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ABSTRACT 
 

In the present monetary situation, credit card use has gotten normal. These cards allow the user 

to make payments online and even in person. Online payments are very convenient, but it comes 

with its own risk of fraud. With the expanding number of credit card users, frauds are also 
expanding at the same rate. Some machine learning algorithms can be applied to tackle this 

problem. In this paper an evaluation of supervised and unsupervised machine learning 

algorithms has been presented for credit card fraud detection. 

 

KEYWORDS 
 

Credit card fraud detection, Supervised learning, Unsupervised learning. 

 

1. INTRODUCTION 
 
With the increase in internet usage, online shopping has become a trend and growing rapidly as it 

has become a one stop place for shoppers’ diverse purchase list. There are over 1.9 billion online 

shoppers worldwide and USA alone has over 240 million shoppers. According to US Census 

Bureau News, in the third quarter of 2020 there has been an increase of 36% in online sales when 
compared to that in 2019. Debit card or credit card is used as the main mode of payment for 

online sales which has led to a raise in frauds. According to a report by Shift CC Processing, 

credit card frauds has resulted in $24.26 billion in 2018 and US leads as the most credit card 
fraud prone country with 38.6% of reported credit card frauds. It is necessary to support the 

payment systems with an efficient fraud detection capability to minimize unwanted adversary 

activities. 

 
Credit card fraud detection is based on analysis of a card’s spending behaviours and identifying 

their transactions into fraudulent and legitimate transactions. Various difficulties are related with 

credit card fraud detection: (1) fraudulent behaviour profiles are dynamic in nature that is 
fraudulent transactions generally appear as though genuine ones; (2) credit card transaction 

datasets are rarely available due to privacy and security concerns and the accessible datasets are 

profoundly imbalanced; (3) optimal feature selection for the models; (4) suitable metric to 
evaluate performance of models on skewed credit card fraud data. Many techniques have been 

applied to credit card fraud detection such as artificial neural network [1], genetic algorithms 

[2,3], frequent item set mining [4], decision trees [5], migrating birds optimization algorithm [6], 

naïve Bayes [7]. 
 

The objective of this paper is to evaluate an imbalanced dataset based on few performance 

parameters using supervised machine learning (a. Logistic Regression, b. Support Vector 
Machine (SVM), c. Random Forest) and unsupervised machine learning (a. Isolation Forest, b. 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N11.html
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Local Outlier Factor, c. k-Means) algorithms and determine the best algorithm for credit card 
fraud detection. The rest of the paper is organised as following. A brief literature review is done 

in section 2. In section 3, we study the fundamentals of the algorithms used in this paper. Section 

4 deals with the parameters used in this paper to determine the best algorithm. Experimental 

results are analysed in section 5 and concluded in section 6. 
 

2. RELATED WORK 
 

In recent days credit card fraud detection has drawn a lot of research interest and several 
techniques and strategies for detection. The work in [8] gives an exhaustive discussion on the 

difficulties and issues of fraud detection research. Mohammad et. al., [9] inspected the most well-

known sorts of credit card fraud and the current nature-inspired detection strategies that are 

utilized in detection methods. A detailed comparison is made between decision tree and support 
vector machine by Sahin and Duman [10] in detecting credit card fraud. They divide the entire 

dataset into three groups which differ in ratio between fraudulent transactions and legitimate ones 

and develop a series of seven decision tree and SVM based models. The experimental results 
indicate that decision tree-based model is better than SVM model. 

 

In 2019, Naik et. al., [11] have used naïve Bayes, logistic regression J48 and adaboost algorithms 
for credit card fraud detection and observed that the highest accuracy is obtained for both 

adaboost and logistic regression algorithms. Since both the algorithms had the same accuracy, 

time factor was taken into consideration to determine that adaboost algorithm works well to 

detect credit card fraud. 
 

Sailusha et. al., [12] compares random forest and adaboost algorithms as machine learning 

techniques for credit card fraud detection. Both the algorithms have same accuracy but when 
precision, recall and F1 scores are considered, the random forest algorithm has the highest value 

than adaboost algorithm. Lorenzo et. al., [13] have used isolation forest and local outlier factor 

for anomaly detection. It works better on unlabelled dataset. The algorithm allows avoiding the 
subtask of detection. 

 

3. ALGORITHMS  
 

Machine learning is an art of programming computer, so they can learn from data. Machine 
learning systems can be classified according to the amount and type of supervision they get 

during training process. There are four major categories: Supervised Learning, Unsupervised 

Learning, Semi Supervised Learning, Reinforcement Learning. In Supervised Learning [14], the 
training data carries a label (desired solution) that is fed to the algorithm. The training data in 

Unsupervised Learning is unlabelled, and the system tries to learn by itself without a teacher. 

Semi Supervised Learning deals with partially labelled training data, usually a lot of unlabelled 

data and a little bit of labelled data. In Reinforcement Learning, the algorithm learns a policy of 
how to act given an observation of the world. Every action has some impact in the environment, 

and the environment provides feedback that guides the learning algorithm. 

 

3.1. Supervised Machine Learning Algorithms 
 

The learning process in a simple supervised learning model is divided into two steps: training and 
testing. During the training process, the training data is taken as input in which features are 

extracted and learned by the learning algorithm to build the learning model [15]. In testing 

process, the predictions are made on the test data using the model that was built in the training 
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process. Supervised learning is the most common technique used in the classification problems. 
Let us see the three supervised learning algorithms used in this paper. 

 

Logistic Regression: It is basically a probabilistic model which makes use of a logistic function to 

model a binary dependent variable. A logistic model has a dependent variable with two 
possibilities such as pass/fail, true/false, 0/1. The output of this function will be one of the 

possibilities with a probability value. The logit function is the logarithm of the odds ratio 

(probability of an event occurring). The function maps the input in the range [0,1] to a real-
number range. 

 

𝑜𝑑𝑑𝑠 𝑟𝑎𝑡𝑖𝑜 =
𝑝

1 − 𝑝
 

 

Where p = probability of the positive event 

 

𝑙𝑜𝑔𝑖𝑡 = log(𝑜𝑑𝑑𝑠 𝑟𝑎𝑡𝑖𝑜) 

𝑙𝑜𝑔𝑖𝑡 = log (
𝑝

1 − 𝑝
) 

 
Support Vector Machine: It is a classifier that maps feature from the non-linear input space to a 

higher dimensional feature space. The objective of the support vector machine algorithm is to 

find a hyper plane in an N-dimensional space that distinctly classifies the data points. This 
converts complex classification problems to linear in a higher dimensional space. For any two 

classes of data points there are many possible hyperplane that separates the data points and the 

goal is to find one such hyperplane whose distance between the data points are at a maximum 
distance. Maximizing the margin distance provides some reinforcement so that future datapoints 

will be classified with more confidence. 

 

Random Forest: This is basically an ensemble classifier (ensemble method is about combining 
models to an ensemble such that the ensemble has a better performance than the individual model 

on an average). It combines through a majority decision tree classifier and the output is combined 

through a majority. Random Forest can be understood as bagging (bagging is similar to majority 
voting but uses some learning algorithm to fit models on different subsets of the training data) 

with decision trees, but instead of growing the decision trees by basing the splitting criterion on 

the complete feature set, we use random feature subsets. To summarize, in random forests, the 
decision tree is fit on different bootstrap samples, and for each decision tree, a random subset of 

features is selected at each node upon optimal split. 

 

3.2. Unsupervised Machine Learning Algorithms 
 

It refers to the utilization of Artificial intelligence algorithms to recognize patterns in datasets 
containing datapoints that are neither classified nor labelled. Unlike supervised learning, data is 

not split into training and testing datasets. The algorithms are thus allowed to classify labels 

and/or group the datapoints in the datasets without having any external guidance in performing 

that task. It allows the system to identify pattens within datasets on its own. Unsupervised 
learning system will group unsorted information according to similarities and differences even 

though there are no categories provided. Unsupervised Learning is the most common technique 

in the clustering problems. Let us see the three unsupervised learning algorithms used in this 
paper. 

 

Local Outlier Factor: Outliers are patterns in the datasets that do not conform to the expected 

behaviour. There are mainly two types of outliers: Global Outliers and Local Outliers. In global 
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outliers the datapoints are significantly different from the rest of the dataset.  In local outliers, the 
datapoints are significantly different from their neighbours in the dataset. Local outlier factor is a 

score that tells how likely a certain data is an outlier. It is a calculation that looks at the 

neighbours of a certain point to find out its density and compare this to the density of other points 

later. It performs well when the density of the data is not the same throughout the dataset. 
 

Isolation Forest: It is similar to random forest and is built on the basis of decision trees. It 

explicitly identifies anomalies or outliers rather than profiling normal datapoints. It isolates 
observations by randomly selecting a feature and then randomly selecting a split value between 

the maximum and minimum values of that selected feature. The split depends on how long it 

takes to separate the points. In principle, outliers are less frequent than regular observation and 
are different from them in terms of values as they lie further away from the regular observations 

in the feature space. When a forest of random trees collectively produces shorter path lengths for 

samples, they are highly likely to be anomalies. 

 
K-means: It is an iterative method that tries to partition the dataset into ‘K’ pre-defined distinct 

non-overlapping clusters where each datapoint belongs to only one cluster. It tries to make the 

intra-cluster datapoint as similar as possible while keeping the cluster as far as possible. It assigns 
datapoints to a cluster such that the sum of squared distance between the datapoints and the 

cluster centroid is at the minimum. The less variations we have within the clusters, the more 

homogeneous the datapoints are within the same cluster. In K-means algorithm, we first specify 
the number of clusters K and initialize centroids by shuffling the dataset and then randomly 

selecting K data points for centroids without replacement. Continue iterating until there is no 

change to the centroids or until the iteration process has been completed. 

 

4. PERFORMANCE MEASURE 
 

To evaluate the performance of a particular model, we make use of various parameters. 

Confusion matrix is a summary table showing how good the model is at prediction by plotting the 
number of correct predictions against the number of incorrect predictions. It has four categories: 

True Positive (TP), here the predicted value matches the actual value. Actual value was positive, 

and the model predicted a positive value. True Negative (TN), here the predicted value matches 

the actual value. The actual value was negative, and the model predicted a negative value. False 
Positive (FP), here the predicted value was falsely predicted. Actual value was negative, but the 

model predicted a positive value. False Negative (FN), here the predicted value was falsely 

predicted, the actual value was positive, but the model predicted a negative value.  
 

Accuracy is a measure of how many correct predictions your model made. It is a good basic 

metric to measure the performance of a model, but the downside of a simple accuracy is that it 

works well in balanced datasets and becomes poorer metric in unbalanced datasets. 
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

Recall is a measure of how many true positives get predicted out of all the positives in the 
dataset. It is also called as sensitivity. The recall value can often be turned by tuning several 

parameters of the machine learning model. A high recall means that most of the positive cases 

was labelled as positive. A low recall means that there is a high number of false negative. 
 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
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Precision is a measure for the correctness of a positive prediction. It means that if a result is 
predicted as positive, how sure can you be that the result is actual positive. 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 
As with recall, precision can be turned by tuning the parameters of the model. A higher precision 

typically leads to a lower recall and higher recall leads to a lower precision. So, there is a trade-

off between precision and recall. 

 
F1 is a combination of precision and recall, namely their harmonic mean. It is needed when the 

balance between precision and recall must be maintained. 

 

𝐹1 = 2 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

 

5. EXPERIMENTAL RESULTS  
 

The dataset for the experiment was taken from Kaggle [18] website. It contains transactions made 
by credit cards in 2013. The dataset is labeled and contains fraudulent transactions with 492 out 

of total transactions of 284,807. Therefore, the data is considered to be unbalanced since the 

fraudulent cases are 0.173%. Figure 1 shows the distribution of dataset. It consists of 30 columns 
without the column labels. In order to conserve privacy, a PCA projection was applied to all 

columns excluding: time and amount features. Therefore, all columns are numerical variables. 

The labels columns contain a breakdown of the two classes where 0 and 1 correspond to a valid 
transaction and fraud, respectively. 

 
Figure 1. Distribution of dataset 

 

The main purpose of this study is to demonstrate how the various algorithms perform on the 

dataset. Figure 2 shows the accuracy scores for all the algorithms. The highest accuracy scores 
are averaged about 99% but these accuracy scores are misleading since, accuracy metric is only 
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well suited for balanced datasets. Table 1 shows the calculations of accuracy, precision, recall 
and F1 scores which will help in determining the best algorithm. 

 
Figure 2. Accuracy scores for each algorithm. 

 
Table 1. Performance measure for supervised and unsupervised learning algorithms. 

 

Model F1 score Accuracy Recall Precision 

Logistic Regression 0.9326 0.9703 0.909 0.9574 

SVM 0.9479 0.9849 0.9191 0.9785 

Random Forest 0.9435 0.9715 0.9293 0.9583 

Isolation Forest 0.67 0.9977 0.67 0.67 

Local Outlier Factor 0.25 0.9967 0.25 0.25 

K-means 0.926 0.9982 0.879 0.9798 

 

Precision gives us an idea of how many times the algorithm has detected the fraud correctly, 

recall gives an idea of how much it detects and F1 score helps in maintaining the precision recall 

trade off. Based on these ideas, it is observed that precision value for K-means algorithm is 
highest, recall value is highest for random forest algorithm and F1 score is highest for support 

vector machine algorithm. Precision value for support vector machine is very close to the 

precision score for K-means and has a very good recall value of 0.9191 which is next to recall 
value of random forest. Support vector machine algorithms performs very well for credit card 

fraud detection with an accuracy of 98.49% and a high precision/recall value. 

 

6. CONCLUSION  
 
We have developed supervised and unsupervised models with the goal to detect fraudulent 

transactions from a large unbalanced dataset. Comparative results in terms of the comparison 

metric is the percentage of correctly identifying fraudulent transactions and precision, recall, 
accuracy and F1 score have been presented. In fact, accuracy can be misleading where it could 

misrepresent a machine learning technique. For example, local outlier factor has an accuracy of 

99.67% but performs poorly based on precision and recall values. So precision, recall and F1 
score values plays a significant role in deciding the best algorithm for fraud detection. K-means 

algorithms is the best among the unsupervised learning algorithms and support vector machine 

performs well among all the algorithms used. 



Computer Science & Information Technology (CS & IT)                                   99 

 

REFERENCES 
 
[1] Ogwueleka F N, (2011). Data Mining Application in Credit Card Fraud Detection System, Journal of 

Engineering Science and Technology Vol 6, No 3, pp 311-322.. 

[2] Rama Kalyani K and Uma Devi D, (2012). Fraud Detection of Credit Card payment system by 

Genetic Algorithm, International Journal of Scientific and Engineering Research, Vol 3 Issue 7,pp 1-

6 ISSN 2229-5518. 

[3] Meshram P L and Bhanarkar P, (2012). Credit and ATM card fraud detection using Genetic 

approach, International Journal of Engineering Research and Technology, Vol 1 Issue 10, pp- 1-5 
ISSN 2278-0181. 

[4] Seeja K R and Zareapoor M, (2014). Fraud Miner: A Novel credit card fraud detection model based 

on Frequent Itemset Mining, The Scientific World Journal Hindawi Publishing Corporation, Volume 

2014 Article ID 252797, pp 1-10. 

[5] Patil S, Somavanshi H, Gaikwad J, Deshmane A and Badgujar R (2015). Credit card fraud detection 

using Decision Tree induction algorithm, International Journal of Computer Science and Mobile 

Computing, Vol 4 Issue 4 pp 92-95 ISSN: 2320-088x. 

[6] Duman E, Buvukkava A and Elikucuk I (2013). A novel and successful credit card fraud detection 

implemented in a Turkish bank. In Data Mining Workshops 2013. 13th International Conference on 

IEEE pp 162-171. 

[7] Bhnsen A C, Stojanovic A, Aovada D and Ottersten B (2014). Improved credit card fraud detection 

with calibrated probabilities. SIAM International Conference on Data Mining pp 677-685. Society for 
industrial and applied mathematics. 

[8] Bolton R J and Hand D J (2002). Statistical fraud detection: a review. Statistical Science 17(3), 235-

249 

[9] Behdad M, Barone L, Bennamoun M and French T (2012). Nature inspired techniques in the context 

of fraud detection. IEEE transaction on System Management and Cybernetics Part C, 42(6) 1273-

1290.  

[10] Sahin Y and Duman E (2011), Detecting credit card fraud by Decision Tree and Support Vector 

Machine. Lecture notes in Engineering and Computer Science, 2188(1). 

[11] Heta Naik, PrashastiKanikar (2019). Credit card fraud detection based on Machine Learning 

Algorithms, International Journal of Computer Applications (0975-8887) Volume 182 No 44 March 

2019. 
[12] R. Sailusha, V. Gnaneswar, R. Ramesh and G. R. Rao, "Credit Card Fraud Detection Using Machine 

Learning," 2020 4th International Conference on Intelligent Computing and Control Systems 

(ICICCS), Madurai, India, 2020, pp. 1264-1270, doi: 10.1109ICICCS48265.2020.9121114 

[13] L. Meneghetti, M. Terzi, S. Del Favero, G. A Susto and C. Cobelli, "Data-Driven Anomaly 

Recognition for Unsupervised Model-Free Fault Detection in Artificial Pancreas", IEEE Transactions 

On Control Systems Technology, pp. 1-15, 2018 

[14] Nasteski, Vladimir. (2017). An overview of the supervised machine learning methods. 

HORIZONS.B. 4. 51-62. 10.20544/HORIZONS.B.04.1.17.P05. 

[15] Sandhya N. dhage, Charanjeet Kaur Raina. (2016) A review on Machine Learning Techniques.  In  

International  Journal  on  Recent  and  Innovation  Trends  in Computing and Communication, 

Volume 4 Issue 3. 

[16] Sperandei, Sandro. (2014). Understanding logistic regression analysis. Biochemia medica. 24. 12-8. 
10.11613/BM.2014.003. 

[17] Powers, David &Ailab,. (2011). Evaluation: From precision, recall and F-measure to ROC, 

informedness, markedness & correlation. J. Mach. Learn. Technol. 2. 2229-3981. 10.9735/2229-

3981. 

[18] https://www.kaggle.com/mlg-ulb/creditcardfraud 

[19] Q. Zhang, N. Koudas, D. Srivastava, and T. Yu. Aggregate query answering on anonymized tables. 

Pages 116-125, 2007. 

 

 

© 2021 By AIRCC Publishing Corporation. This article is published under the Creative Commons 

Attribution (CC BY) license. 

http://airccse.org/


100                                     Computer Science & Information Technology (CS & IT) 

 



David C. Wyld et al. (Eds): CMC, NCO, SOFT, CDKP, MLT, ICAITA - 2021 

pp. 101-108, 2021. CS & IT - CSCP 2021                                                      DOI: 10.5121/csit.2021.111108 

 
DENSE-RES NET FOR ENDOSCOPIC  

IMAGE CLASSIFICATION 
 

Quoc-Huy Trinh and Minh-Van Nguyen 

 

Department of Computer Engineering, Ho Chi Minh University of Science,  

Ho Chi Minh City, Vietnam 

 

ABSTRACT 
 

We propose a method that configures Fine-tuning to a combination of backbone DenseNet and 

ResNet to classify eight classes showing anatomical landmarks, pathological findings, to 

endoscopic procedures in the GI tract. Our Technique depends on Transfer Learning which 

combines two backbones, DenseNet 121 and ResNet 101, to improve the performance of 

Feature Extraction for classifying the target class. After experiment and evaluating our work, 
we get accuracy with an F1 score of approximately 0.93 while training 80000 and test 4000 

images. 

 

KEYWORD 
 
Kvasir dataset, dense-res, medical image, classification, deep neural network. 

 

1. INTRODUCTION 
 

In recent years, the number of people that have been affected by colorectal cancer (CLC) is 

increasing. It is also on a third of the world for many years. However, can we diagnose and 
prevent CLC is a crucial issue for the health organization. Some studies illustrate that almost 95% 

of CLC is from the adenomatous polyp. The resection of Colorectal adenomatous polyps can 

reduce the CLC. On the other hand, the best way to deal with CLC is early diagnosis and have 
straight treatment. 

 

Nowadays, the growing up of population is parallel with the increase of CLC also the number of 
people accepts for the CLC examination is getting higher. However, the detection technique for 

polyps in the past and in some country, current is dependent on almost all human tasks by doctors 

experienced and ability, which can easily be affected by environmental factor and can be 

inefficient.[1] 
 

Recently, there are many approaches to classification these classes by using backbones, such as 

ResNet 50, Densnet 169, Efficientnet, etc. Almost all results of these approaches are high, but 
there is an issue that is the bias for some classes in the dataset. For this reason, we proposed 

Dense-Res Net for classification endoscopic images. 

 

2. RELATED WORK 
 
In later years, there are many kinds of research in the classification, detection of Gastrointestinal 

(GI) and endoscopic images. Almost all research uses Deep Learning with Deep Convolution 

architecture such as LeNet, AlexNet, ResNet, DenseNet and GoogleNet [7]. The results of those 
research are higher and cost low computational. Distinct from simple CNNs, the Deep 

http://airccse.org/cscp.html
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Convolution architectures extract feature better and more obviously [8]. Furthermore, these 
features are good to localize the area of symptoms on the images.[5]   

 

In 2021, research creates a framework that uses a three-stage framework for diagnosing 

gastrointestinal diseases. They have three stages:  
 

- First is the Image pre-processing step which is feature extraction by Deep architecture 

- Next is Handcrafted Feature Extraction and Reduction. 
- The last is Fusion Feature before being classified.  

 

The result of this research achieves 94.75% accuracy, which is the highest test score on the 
Kvasir Dataset by using ResNet 50.[6] 

 

Our project is inspired by studies of Transfer Learning and using Deep Neural Network to 

diagnose Endoscopic images [4]. Moreover, in later years, Dense-ResNet and Ensembling Dense 
Network- Residual Network are used to classify image on Imagenet.[2] 

 

3. DATASET 
 
To do this task, we use Kvasir Dataset. The Kvasir Dataset is collected using endoscopic 

equipment at VestreViken Health Trust (VV) in Norway. The VV consists of 4 hospitals and 

provides health care to 470.000 people. One of these hospitals (the Bærum Hospital) has a large 

gastroenterology department from where training data have been collected and will be provided, 
making the dataset larger in the future. Furthermore, the images are carefully annotated by one or 

more medical experts from VV and the Cancer Registry of Norway (CRN).[3] 

 
The dataset consists of 80000 images in 10 folds for cross-validation in the training and 

evaluating process. 80000 images are split into eight classes: dyed-lifted-polyps, dyed-resection-

margins, esophagitis, normal-cecum, normal-pylorus, normal-z-line, polyps and ulcerative-
colitis.[3] 

 

We use Kvasir dataset v2 consisting of 80000 images in 10 folds for the training process. 

 
For evaluating the method, we propose the Kvasir dataset v1 containing 4000 images in 8 classes 

to be the test set to evaluate the metrics. 

 

 
 

Figure 1. Eight classes in Kvasir dataset 
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4. METHODS 
 
In the methods, we use 2 backbones are DenseNet 121 and ResNet 101 to build our model 

architecture. The dataset for training and evaluation of the architecture is from Kvasir Dataset and 

some parameter can be changed to get the better result. 

 

4.1. Data Pre-Processing 
 
After loading data, we resize all the images to the size (256,256), then we split the dataset into the 

training set and validation set in the ratio of 0.75:0.25. After resizing and splitting the validation 

set, we rescale the data pixel down to be in the range [-1,1] by divide by 127.5. Then we use the 
application of ResNet to preprocess input. 

 

4.2.  Data Augmentation 
 

To reduce the Overfitting problem, we use augmentation to generate the data randomly by 

random flip images and random rotation with an index of 0.2. 
 

 
 

Figure 2. Data after Augmentation 

 

4.3.  Network Architecture 
 

In our architecture, we propose to use ResNet 101 and DenseNet 121 backbones for the first 
layers. We will have two pipes: ResNet 101 and DenseNet. The output of ResNet 101 will be 

extracted, by a Conv2D, to have the same shape as DenseNet 121 output. After feature extraction, 

they are added to create the feature map before coming to global Average Pooling layers for 
being classified. 
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Figure 3.  Visualize Dense-Res Net architecture 

 
The figure below will illustrate our work and model that we design: 
 

 
 

Figure 4. Visualize full model architecture include pre-processing layers 

 

4.4. Training Model 
 

Our models are initialized with pre-trained weight from TensorflowImagenet. We use a batch 

size of 32 for training data with an image's size of (256,256). We use RMSprop with a learning 
rate is 0.0001 for optimizer and evaluate the training process by accuracy and F1-score. For the 

loss function, we use Sparse Categorical Cross-entropy. We train the model with 20 epochs and 

get the checkpoint that has the highest validation loss. 
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Firstly, we freeze all the complicated layers of DenseNet and ResNet. Then, we start to train for 
the first time and get the result: 

 

 
 

Figure 5. The learning curve for the first training 

 

After the first training, we unfreeze all layers in both ResNet and DenseNet, and we define the 
model fine-tune from layer 100th. We have the result for the second training process: 

 

 
 

Figure 6. The learning curve for the second training 
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4.5.  Evaluation 
 

After training on Kvasir dataset V2, we approach testing with the data of 4000 images from 

Kvasir dataset v1. We have the result below: 
 

Table 1. Evaluation of model on Kvasir dataset v1 

 

Metrics Value 

Accuracy 0.9263 

Precision 0.93375 

Recall 0.92625 

F1 Score 0.92625 

 

The model has good performance with an accuracy of approximately 0.93. The other 

measurement scores have the same trend with that accuracy, demonstrating that this model has 
well-perform on this dataset. 

 

The confusion matrix below evaluates the performance of each class: 
 

 
 

Figure 7. Confusion matrix evaluate performance of model on Kvasir Dataset V1 

 
By the Confusion matrix, we can see some false prediction on label 1 and label 5, which belong 

to dyed-resection-margins and normal-z-line. Dyed-resection-margins and normal-z-line have 

predicted to dyed-lifted-polyps and esophagitis. 

 
To deal with these problems, we propose methods to have better pre-processing data by reducing 

the noise, such as a green box on the endoscopic images. 
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Figure 8. Comparison of False prediction 

 

5. DISCUSSION 
 
Although our method achieves a high score, there some limitations in our experiment. Therefore, 

we need to improve. Initially, the model can probably get overfitting if we have little training 

data. Furthermore, it is necessary to do more experiments to choose the better parameter and the 

number of layers to freeze. 
 

In the future, we can optimize the parameter and add some Batch Normalization layers to 

optimize computational cost and improve the score of the model. 
 

6. CONCLUSION 
 

We demonstrated the proposal of using Res-Dense Net with Fine-tuning technique to classify 

endoscopic images. The result of our research is positive, which are 0.9263 for accuracy and 
0.92625 for F1 score. However, there are some drawbacks that we have to do to improve the 

performance of the model, such as pre-processing data, reduce noise, change the size of the 

image to train. 
 

Furthermore, we can apply ResNet101 V2 or DenseNet 169 backbone to have better feature 

extraction and better performance of the model. 

 

7. ACKNOWLEDGMENT 
 
This research is partially supported by the research funding from the Faculty of Information Technology, 

University of Science, Ho Chi Minh city, Vietnam. 

 

REFERENCES 
 
[1] Chien-Hsiang Huang, Hung-Yu Wu, and Youn-Long Lin: HarDNet-MSEG: A SimpleEncoder-

Decoder Polyp SegmentationNeural Network that Achieves over 0.9 Mean Dice and 86 FPS. 

[2] Victor Cheung: DenResNet: Ensembling Dense Networks and Residual Networks 

[3]  Konstantin Pogorelov, Kristin Ranheim Randel, Carsten Griwodz, SigrunLosadaEskeland, Thomas 

de Lange, Dag Johansen, Concetto Spampinato, Duc-Tien Dang-Nguyen, Mathias Lux, Peter Thelin 

Schmidt, Michael Riegler, Pål Halvorsen, Kvasir: A Multi-Class Image Dataset for Computer Aided 



108   Computer Science & Information Technology (CS & IT) 

Gastrointestinal Disease Detection, In MMSys'17 Proceedings of the 8th ACM on Multimedia 

Systems Conference (MMSYS), Pages 164-169 Taipei, Taiwan, June 20-23, 2017. 

[4] Trung-Hieu Hoang, Hai-Dang Nguyen, Viet-Anh Nguyen, Thanh-An Nguyen, Vinh-Tiep Nguyen, 

Minh-Triet Tran: Enhancing Endoscopic Image Classification with Symptom Localization and Data 

Augmentation, in Proceedings of the 27th ACM International Conference on Multimedia. 
[5] Nini Rao, Hongxiu Jiang, Chengsi Luo: Review on the Applications of Deep Learning in the Analysis 

of Gastrointestinal Endoscopy Images., Article in IEEE Access - September 2019. 

[6] Omneya Attalah and Maha Sharkas: GASTRO-CADx: a three stages framework for diagnosing 

gastrointestinal diseases, PeerJ Computer Science. 

[7] Konstantin Pogorelov, Kristin Ranheim Randel, Carsten Gri-wodz, Sigrun Losada Eskeland,   

Thomas  de  Lange,   Dag Johansen,   Concetto  Spampinato,   Duc-Tien  Dang-Nguyen, Mathias 

Lux, Peter Thelin Schmidt, Michael Riegler, and P ålHalvorsen.  Kvasir: A multi-class image dataset 
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ABSTRACT 
 
Computer vision plays a crucial role in ADAS security and navigation, as most systems are 

based on deep CNN architectures the computational resource to run a CNN algorithm is 

demanding. Therefore, the methods to speed up computation have become a relevant research 

issue. Even though several works on acceleration techniques found in the literature have not yet 

been achieved satisfactory results for embedded real-time system applications. This paper 

presents an alternative approach based on the Multilinear Feature Space (MFS) method 

resorting to transfer learning from large CNN architectures. The proposed method uses CNNs 

to generate feature maps, although it does not work as complexity reduction approach. When 

the training process ends, the generated maps are used to create vector feature space. We use 

this new vector space to make projections of any new sample in order to classify them. Our 

method, named MFS-CNN, uses the transfer learning from pre trained CNN to reduce the 
classification time of new sample image, with minimal loss in accuracy. Our method uses the 

VGG-16 model as the base CNN architecture for experiments; however, the method works with 

any similar CNN model. Using the well-known Vehicle Image Database and the German Traffic 

Sign Recognition Benchmark we compared the classification time of original VGG-16 model 

with the MFS-CNN method and our method is, on average, 17 times faster. The fast 

classification time reduces the computational and memories demand in embedded applications 

that requires a large CNN architecture. 

 

KEYWORDS 
 

Convolutional Neural Networks, Deep Learning Acceleration, Advanced Driver Assistance 

Systems. 

 

1. INTRODUCTION 
 
The use of computer vision in Advanced Driver-Assistance Systems (ADAS) for environment 

mapping with images turns possible the recognition of persons, lane road, animals, vehicles, and 

traffic signs in real-time. The first algorithms designed for computer vision were based on image 
processing techniques, such as colour segmentation, the histogram of oriented gradients, and 

cross-correlations. Image processing techniques show good performance for time operation and 

have an easy implementation. The drawbacks of the techniques above are loss of performance in 

different light conditions, severe precipitation, mist, and occlusions. In this way, the necessity of 
robust solutions for ADAS environments rise and, the application of neural networks and 

Convolutional Neural Networks (CNNs) turns a new research field. 
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Figure 1.  Illustration of the CNN reduction methods for ADAS applications. After train the dense model, 

the traditional methods reduces the complexity of the model. After the reduction, the embedded hardware 

platform host the minimal model. Differently, our proposed framework does not reduce the model 

complexity, however uses the kernel knowledge presents on the maps to determine the feature spaces and 

use it for the classification process. 

 
At the end of the ’90s, Lecunet.al published in [1] and [2] the development and application of 

Convolutional Neural Networks (CNN). CNN is considered a Deep Learning algorithm and 

achieved the best performance in image recognition, localization, and segmentation tasks, 

compared with the traditional image processing techniques [3] and [4], mainly due to CNN’s 
ability to extract a large number of features from input images. When Krizhevsky et al., [5] won 

the Imagenet-2012 challenge, the breakthrough occurred, achieving a significant performance 

improvement than previous architecture. Another successful architecture is the deep neural 
network proposed in [6], called VGG-16 (Visual Geometry Group), which showed the 

importance of depth architecture to achieve high-performance classification tasks. 

 
Large-scale CNN networks such as VGG-16 is applicable in many classification tasks, including 

ADAS, mainly used for visual detection and mapping the environment. Computer vision is a 

essential subsystems that compose ADAS used in vehicles mainly for safety, lane keeping, and 

collision avoidance systems. CNN is often used in self-driven vehicles to detect and recognize 
vehicles, persons, animals, and other obstacles. However, CNN’s application for real-time 

operation requires more attention when running in vehicle’s embedded platforms due to the need 

for high-spec hardware (RAM, CPU, and GPU). Some new approaches proposes to deal with the 
real-time requirements as the problem mentioned above. One is the development of CNN 

architectures with high performance and low computation cost [7] or compact and less powerful 

versions of large-scale architectures [8]. Other research lines focus on accelerating the 

classification time of large CNNs using strategies to optimize kernel activations [9]. The method 
uses the Single Value Decomposition (SVD) as a low-rank approximation approach to accelerate 

the classification time of very deep CNNs. Other researches that present methods for acceleration 

of CNNs are [10] and [11]. In [12], the authors present a study on the relationship between 
operating speed and accuracy in CNN network’s applications used in the object detection within 
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an image. That work conducts a study of the balance between accuracy and time of operation 
through variations of characteristics of the architectures, such as extractors of features, resolution 

of the input images, etc. The study published in [13] proposes to factorize the convolutions into 

2D kernels instead of 3D convolutions. The work reports that the accuracy did not reduce 

severely and, the time of classification and training decreased a lot. The method proposed in [14] 
is an evolution of pruning methods for large CNN architectures [15]. The method’s purpose is to 

use the PCA to the network analysis to discover and determine which kernels produce the largest 

variance results during the training process, thus reducing the accumulated error. Using those 
kernels and layers, the CNN model is retrained with a compressed version of the architecture. 

Figure 1 shows the applicability of CNN reductions methods and our proposed framework for the 

ADAS platform. Unlike the methods presented previously, this paper presents a new approach 
applied to any large-scale CNN architectures. It uses feature maps for determining the reduced 

dimensional space. Using this new space, we generate low dimensional samples and train an 

external classifier. In figure 2 show our proposed method. Despite the universality of our method, 

we will use the VGG-16 network as the basis for the experiments to validate our method’s 
effectiveness. The rest of the paper is organized as follows. Section II describes a basic CNN 

structure and an overview of the PCA and MPCA method applied to pattern recognition in 

images, section III describes the proposed method. Section IV presents the experiments and 
discusses the results. Finally, section V presents the conclusion. 

 

 
 

Figure 2.  Left side: We train the VGG-16 model on the database with a cloud GPU server. With the 

trained model, we use the same database to extract banks of eigenvectors and mean vectors used to reduce 

the architecture. Right side: The VGG-16 model and the proposed method comparison: The substitution of 

the convolution processes by the chain of products accelerate the classification 17 times. 
 

2. THEORETICAL BASEMENTS 
 

2.1. Convolutional Neural Networks 
 

CNN structures are usually composed of three types of layers. The first, called the convolutional 
layer, has the function of extracting many features from images by convolution processes 

between regions of the input image and the layers’ kernels. Every internal kernel element is an 
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adjustable parameter adapted during the training phase, and the activation function determines the 
final output of the kernel [16]. The kernel slides by the whole image according to the parameters 

stride and padding. All the convolution process outputs are arranged in the feature map matrix 

[16], and the kernel for each convolutional layer generates the feature maps. The second layer, 

called sub pooling, uses the feature maps generated by previous convolutional layers. The regions 
of feature maps are sub-sampling, and the output of the layer is a reduced dimension feature 

maps. The operators of subsample can be the maxpooling, meanpooling, or minpooling. The 

maxpooling operator is the most used. Finally, the third layer, called fully connected (FC), 
consists of neuron units disposed of in interconnected multilayers. The input of the first FC layer 

consist of all flattens feature maps from the last convolutional layer. The last FC layer can be a 

probabilistic function or a classifier, such as Support Vector Machines (SVM) or Radial Basis 
Functions (RBF). 

 

2.2. PCA and MPCA 
 

One of PCA’s main applications [17] in image processing has been the dimensionality reduction 

of samples. Even though PCA has 120 years, since Karl Pearson proposed it in 1901, it remains 
very current and useful. Fundamentally, PCA creates a centred and orthogonal basis from the 

data’s covariance matrix, maximizing the variance corresponding to the largest eigenvalues. This 

orthogonal basis is used to map the input data X into this new PCA space rotating the data 

distribution according to the highest variance feature to the lowest nonzero variance feature. 

Formally, PCA will find an orthogonal matrix Φ that maps 𝕏 ∈ ℝn to ℤ ∈ ℝp, where p << n. 

 

The eigenvectors of 𝕏 covariance matrix are called Principal Components of set 𝕏 new feature 
space. The projection of any arbitrary x sample into the new PCA feature space can be defined by 

z = ΦTx, where Φ is an orthogonal matrix whose the kth column is the kth eigenvector from the 

covariance matrix Σ = ΦΛΦT and Λ is the diagonal matrix whose k is the kth eigenvalue of Σ. 

The idea behind the PCA is that the projection of any sample x from the original space to the new 
PCA space will not change the original distribution once PCA is a linear approach based on the 

covariance matrix Σ of input matrix X. However, to deal with tensors in the CNN convolution 

layer, we need to consider a different approach, such as Multilinear PCA (MPCA) as proposed by 
[18]. 

 

Lu et al. [18] proposed Multilinear PCA (MPCA) for tensor objects as a multidimensional object, 

mainly related to videos and images. Considering a sequence of frames from a video file, A ∈ 
ℝl1×l2×…×ln will be the tensor object of nth-order and each frame 𝕌lk ∈ ℝi×j, where k = 1, 2,…, N. 

Although, MPCA will reduce the total dimensionality from N ×i×j to P ×i×j, where P << N. 

 

The MPCA requires a stack of input data Xk ∈ Ri×j to project the tensor object A to the new 

reduced tensor space. The reduction occurs by the product of tensor A by a matrix U ∈ Rin×jn 

denoted as A×U, and U corresponds to the N projections matrices that maximize the M scatter of 

the tensors defined by ψA=ΣM ||A –Am||, where Am is the mean tensor. 

 

3. THE PROPOSED METHOD 
 

3.1. Definition 
 

The proposed method adapted for VGG-16 is divided into four phases, as shown in the following: 
 

• Phase 1: Initial step consists of applying the pre-processing to convert all images to the gray-

scale and resize them to 224 × 224 pixels. 
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• Phase 2: The original VGG-16 model is trained with these pre-processed samples.  
• Phase 3: M image samples of the training subset, with M < N, are presented to the trained 

VGG-16 model and generates Kl feature maps for each image in each layer l = {1, 2, 3,..., 13} 

were Kl is the number of kernels of the layer l. Each feature map is concatenated and arranged in 

the matrix X(l) of size V × n, where V is the product of M per Kl and, n = H2, where H × H is the 
input size. Before applying the PCA, the mean vector of X(l) is extracted and stored: 
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The covariance matrix of X(l) is computed as: 
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(3.2) 

The pl eigenvectors of the covariance matrix of  X(l) related with nonzero eigenvalues compose 

the matrix A(l), with dimensionality pl × n. The matrix A(l) and the mean vector x(l) are the output 

of phase three.  

 
• Phase 4: The last step consist of applying phase three for all layers of the model.  

 

For each layer l, the feature maps must be resized to H × H, where H = √p(l-1), except for the first 
layer. This resize turns possible the process of the dot product that will generate the low 

dimensional samples. 

 

At the end of all phases, matrices of eigenvectors and mean vectors for all layers are generated. In 
the dense models, the chain of subtractions and products using the matrices of eigenvectors and 

the mean vectors replaces convolutional processes. This replacement accelerates the time of 

classification. 
 

The main objective of this work is to reduce the overall classification time for a new image 

sample. We call our proposed method Multilinear Feature Space Convolutional Neural Network 
(MFS-CNN).  

 

Figure 3 illustrates the proposed method. 
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Figure 3.  The illustration of the processes to obtain the matrix of eigenvectors and the mean vector for 

each layer. In phase one, all samples of the image database are pre-processed. The image samples are 

converters to grey-scale and resize to 224 × 224. After the pre-processes, phase two consists of the training 

and validation of the VGG-16 model. In phase three, M image samples are presented to trained VGG-16 

model to generate M × Kl features maps per layer. For each l layer, the mean vector x(l) and the matrix of 

eigenvectors A(l) are computed. Phase 4 consists of computing the mean vector and the eigenvectors matrix 

for all layers of the original VGG-16 model. 

 

3.2. Generating Samples with Low Dimensionality 
 

Projecting any new image onto Feature Map Space requires resizing the image sample, Imt, in 

224 × 224 pixels. In the second step, the new image is concatenated to vector xt, 1 × n, with n = 

50176. The projection of xt into space of the first layer, z(xt)(1), 1×p1 occurs by the subtraction of 
mean vector x(1) and the dot product with A(1). The vector z(xt)(1) is projected into space of the 

second layer by the same process above, generating z(xt)(2), and then projected into space of the 

third layer, and repeating the process until the last layer as shown in equations 3.3, 3.4 and 3.5 
respectively. 
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(3.5) 

As mentioned early, the low dimensional samples are used to train and validate an external 
classifier that substitutes the fully connected layers of the VGG-16 model. 
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4. EXPERIMENTAL RESULTS 
 
A set of experiments were conducted to evaluate the capability of MFS-CNN to speed up the 

classification time with minimal accuracy loss. The first experiments with six scenarios varying 

parameters were conducted. To exploit the best scenario, we used the cross-validation 

experiments at all scenarios and, the results were organized and presented in tables. To prevent 
overfitting, the training and validation of all classifiers use the early stopping method. 

 

The difficulty of reproduction of CNN’s reduction approaches turns impractical the use in 
experiments with these approaches. These implementations are crucial for compare our proposed 

method and obtain an overall situation of the proposed method in the research area. 

 

4.1. Datasets 
 

4.1.1. Vehicle Image Database 

 

Universidad Politécnica de Madrid [19] to evaluate computer vision algorithms for automotive 

applications built it. This image database is composed of 7325 images of road lanes with the 

presence of vehicles or not. The images belonged to two classes and were collected under a 
different angle, environments, and light conditions. The images have dimensions of 64 × 64 

pixels. Because of the unbalance of the database, with a different number of images per class and 

corrupted images, we used only 5400 of 7325 available. The best result achieved in the training 
process of model VGG-16 was 98.7% accuracy in the test set after 31 epochs, a learning rate of 

10-6, and a mini-batch size of 20. 

 

4.1.2. German Traffic Sign Detection Benchmark (GTSDB) 

 

This image database is available at Institut Für Neuroinformatik of Ruhr-Universitat Bochum 

[20]. The database contains more than 50,000 images of traffic signs distributed in 43 classes. 
Simultaneously, the images were captured in several environments, different angles of view, light 

conditions, and different dimensions. We randomly select four classes of images to conduct the 

experiments. The best result achieved in the training process of the VGG-16 model was 99.7% of 
accuracy in the test set at 24 epochs, with learning a rate of 10-6 and a mini-batch size of 100. 

 

4.2. Experiments Scenario Description 
 

The experiments consist of the training and test of an external classifier with the samples 

projected on layers. The speedup (SPU) of the time for classification is measured by: 
 

 
𝑆𝑃𝑈 =

𝑡𝑉𝐺𝐺

𝑡𝑀𝐹𝑆_𝐶𝑁𝑁
 

 

 
(4.1) 

Where tVGG is the time of classification of an arbitrary sample by trained VGG-16 model and 
tMFS_CNN  is the time of classification by our proposed method. 

 

Before initializing the experiments, we have to compute the low dimensional samples considering 
the first seven and, after this, all layers spaces. For the first layer, were extracted V - 1 

eigenvectors and, for remains layers p(l-1). To compose the matrices of eigenvectors it was used 

different numbers of eigenvectors pl for each layer. The first ranked eigenvectors chosen from 
each layer that produced the best result were: 6889, 6724, 4096, 3364, 2304, 2116, 1600, 1444, 

1156, 1024, 900, 784, 676, from the first to the last layer, respectively. We used different 
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scenarios to conduct the experiments. The experiments use all or part layer spaces to obtain the 
final vector. Besides, different combinations of eigenvectors to compose eigenvectors’ matrix, 

using these vectors to train and validate the external classifier. In the following, we describe the 

scenarios used in the experiment. 

 
The scenarios are summarized in table I and the results of each scenario are presented in tables IV 

to IX, respectively. Before starting the experiments to check if the method effectively speeds up 

the classification time, we conducted cross-validation experiments to define which classifiers 
achieve higher accuracy values. 

 
Table 1.  Experiments Scenario Description 

 
Scenario Layers Selected Eigenvectors Selection 

1 All 13 layers First Ranked 

2 First seven layers First Ranked 

3 All 13 layers Last Ranked 

4 All 13 layers Randomly 

5 First seven layers Last Ranked 

6 First seven layers Randomly 

 

4.2.1. Cross-Validation Experiments 
 
Before the random selection for subsets mounting, we set the k parameter of the k-fold algorithm 

as five, which always reserves 20% of total samples to test. 

 
For each k-fold round, the VGG-16 model is trained with k -1 subsets designed for the training 

process and validate with remain. We used M = 1000 randomly selected samples from the 

training subsets for generating the feature maps. All samples of the training subsets generate the 

low dimensional samples to train the external classifier. The proposed method was validated with 
the low dimensional samples generated with the same image sample subset used to validate the 

original VGG-16 model. 

 
In the experiments described in this section were used the following external classifiers: 

Adaboost, Decision Tree, K-Nearest Neighbour, Naive Bayes, Random Forest and Multi-Layer 

Perceptron and SVM. 
 

The best cross-validation results were achieved considering scenario 1. The tables 2 and 3 

presents the best results from each classifier using validation subsets. 

 
In the database 1 [19], the best value achieved by the Adaboost classifier occurred when the 

number of estimators was set to 200. In the KNN classifier, the best value for the k parameter for 

all folds was 1. The multi-layer perceptron classifier has three layers. The first layer has 1024 
units; the intermediary layer has 256 and, the output layer 2 units. The activation function for the 

hidden layers and the output layer are Relu and softmax, respectively. The learning rate was fixed 

in 10-4, and the mini-batch size was 20. The best accuracy value in the fold was achieved after 24 

epochs. The SVM classifier utilized the linear kernel. 
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Table 2.  Cross-Validation Accuracy Performance on Database 1, best results highlighted in bold. 

 
Classifier Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 

Adaboost 93.0% 92.2% 91.9% 92.9% 92.1% 

D. Tree 85.6% 83.1% 84.6% 84.4% 84.4% 

K-NN 90.0% 88.1% 89.4% 90.3% 89.5% 

MLP 97.1% 97.2% 96.8% 97.0% 97.3% 

N. Bayes 85.1% 83.1% 82.0% 83.9% 82.6% 

R. Forest 86.1% 86.9% 88.8% 88.4% 87.8% 

SVM 88.8% 88.4% 77.5% 83.0% 89.0% 

VGG-16 97.8% 98.4% 97.5% 97.6% 98.8% 

 

In the database 2 [20], due to a large amount of memory required to store eigenvectors’ matrices, 

we randomly choose four classes of 43. The best value achieved by the Adaboost classifier 
occurred when the number of estimators was set as 200. In the KNN classifier, the best value for 

the k parameter for all folds is 1. The multilayer perceptron classifier has three layers. The first 

layer has 1024 units, the intermediary layer has 1024 and, the output layer four units. We used as 

activation function for the hidden layers and the output layer are Relu and softmax, respectively. 
The learning rate has fixed in 10-5, and the mini-batch size is 25. The best accuracy value in fold 

1 occurred at 26 epochs. The SVM classifier utilized the Radial Basis Function kernel. 

 
Table 3.  Cross-Validation Accuracy Performance on Database 2, best results highlighted in bold. 

 
Classifier Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 

Adaboost 93.6% 93.7% 93.2% 92.2% 91.8% 

D.Tree 87.6% 88.3% 89.1% 87.5% 88.5% 

K-NN 97.2% 97.2% 97.9% 98.1% 97.7% 

MLP 99.6% 99.2% 99.2% 99.5% 99.2% 

N. Bayes 68.7% 69.7% 69.4% 67.0% 68.4% 

R. Forest 83.1% 83.2% 84.3% 84.0% 83.7% 

SVM 97.5% 98.0% 97.7% 98.2% 97.8% 

VGG-16 99.7% 98.5% 98.7% 99.4% 99.2% 

 

Comparing the results presented in the tables, the classifiers that achieved the best overall results 
were the MLP and SVM, except for the first image database were Adaboost overcome SVM. 

 

4.2.2. Speedup Experiments 

 
The accuracy values achieved in the scenario 1 using all databases are closest to the original 

VGG model. Table 4 summarizes the results achieved in image databases 1 and 2. 

 
Table 4.  Speedup Performance on Database 1 and 2 for Scenario 1, best results highlighted in bold. 

 

Database 1 

Classifier Accuracy SPU 

MFS-CNN-MLP 97.3% 16.9 

MFS-CNN-Adaboost 93.0% 17.1 

VGG-16 98.8% - 

Database 2 

Classifier Accuracy SPU 

MFS-CNN-MLP 99.6% 16.8 

MFS-CNN-SVM 98.2% 16.8 

VGG-16 99.7% - 
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As expected in scenario 1, the loss compared with VGG-16 is minimal. The minimal loss 
probably occurs by the use of ordered high representation eigenvectors. That produce high 

information integrity as related by various works that use the PCA method. However, the best 

performance of the Adaboost classifier overcome SVM will investigate further. 
 

We can easily conclude that the acceleration compared with scenario number 1 is due to the 

reduced number of layers. The global augment of loss can suggest that the performance is related 
to the totality of layers used in the classification task. Despite scenario 3 use all layers, the 

selection of eigenvectors with less associated eigenvalues decreases the global performance. The 

use of a random selection of eigenvectors in scenario 4 reduces performance smoothly, but both 
the accuracy and acceleration remain close to scenario 1. This minimal loss and high acceleration 

can indicate high redundancy of eigenvectors. 
 

We can observe that the selection of eigenvectors is irrelevant when the method uses only the 
first layers. However, we can conclude that the complete solution for architecture reduction uses 

all layer spaces. Although, understand the operation in the first layers may elevate the 

acceleration without increase the loss. 
 

Table 5.  Speedup Performance on Database 1 and 2 for Scenario 2, best results highlighted in bold. 
 

Database 1 

Classifier Accuracy SPU 

MFS-CNN-MLP 95.1% 17.3 

MFS-CNN-SVM 83.6% 17.5 

VGG-16 98.8% - 

Database 2 

Classifier Accuracy SPU 

MFS-CNN-MLP 96.2% 17.2 

MFS-CNN-SVM 98.2% 16.8 

VGG-16 99.7% - 
 

Table 6.  Speedup Performance on Database 1 and 2 for Scenario 3, best results highlighted in bold. 
 

Database 1 

Classifier Accuracy SPU 

MFS-CNN-MLP 96.4% 16.9 

MFS-CNN-SVM 86.6% 16.5 

VGG-16 98.8% - 

Database 2 

Classifier Accuracy SPU 

MFS-CNN-MLP 98.4% 16.7 

MFS-CNN-SVM 96.6% 16.6 

VGG-16 99.7% - 
 

Table 7.  Speedup Performance on Database 1 and 2 for Scenario 4, best results highlighted in bold. 
 

Database 1 

Classifier Accuracy SPU 

MFS-CNN-MLP 96.9% 16.9 

MFS-CNN-SVM 88.8% 16.5 

VGG-16 98.8% - 

Database 2 

Classifier Accuracy SPU 

MFS-CNN-MLP 98.7% 16.7 

MFS-CNN-SVM 97.7% 16.8 

VGG-16 99.7% - 
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Table 8.  Speedup Performance on Database 1 and 2 for Scenario 5, best results highlighted in bold. 

 

Database 1 

Classifier Accuracy SPU 

MFS-CNN-MLP 95.0% 17.2 

MFS-CNN-SVM 83.6% 17.3 

VGG-16 98.8% - 

Database 2 

Classifier Accuracy SPU 

MFS-CNN-MLP 95.8% 17.1 

MFS-CNN-SVM 95.8% 17.4 

VGG-16 99.7% - 

 
Table 9.  Speedup Performance on Database 1 and 2 for Scenario 6, best results highlighted in bold. 

 

Database 1 

Classifier Accuracy SPU 

MFS-CNN-MLP 95.2% 17.1 

MFS-CNN-SVM 83.2% 17.0 

VGG-16 98.8% - 

Database 2 

Classifier Accuracy SPU 

MFS-CNN-MLP 96.1% 17.0 

MFS-CNN-SVM 95.5% 17.3 

VGG-16 99.7% - 

 

The VGG-16 model with 10 classes uses approximately 1.6 GB of RAM. The expansion of 

memory occupancy occurs during the training process. When the database has many images, the 
training process on computers with limited memory space without GPU turns the process 

impractical. 

 
The memory occupied by the proposed method occurs mainly due to the tensor of maps stored in 

the memory, with H × H × M × Kl bytes per layer, where H represents the dimensions of maps. 

We observed that the growth of memory occupation is dependent on the number of M samples. 
The value of M needs to be great when the database has a large number of samples and classes. 

This rise is due to the necessity of representation of the total diversity of the database. Due to this 

drawback, the extraction of matrices of eigenvectors and mean vectors is infeasible when the 

image database has a large number of samples. 
 

When the classification process of a new sample occurs in the VGG-16 model, the occupation of 

memory is due mainly to the storage of part of kernels weighs and the creation of the Kl feature 
maps in the current layer in forwarding propagation mode. In the classification task, the proposed 

method occupies memories mainly with matrices of eigenvectors and mean vectors. The size of 

low dimensional samples is only of few kilobytes. 

 
To perform the experiments, we used the Google Colab service. The service offers a cloud 

computing server with 32 GB of RAM and an Nvidia Tesla K80 GPU, Nvidia Tesla T10 or 

similar. The service was used only to train the original VGG-16 model. To extract the feature 
maps, compute the eigenvectors, train the external classifiers, and execute the test experiments, it 

was used a personal computer with 8 GB of RAM and an Intel Core i5 Vpro processor. 

 
All processes for extracting and storage the matrices of eigenvectors and mean vectors lasted six 

hours. The size of archives totalled 685 MB of RAM for 10 classes. The proposed method 
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achieved satisfactory results in the experiments but demonstrates be not feasible with many 
classes and samples. This drawback is due to the high occupancy memory by the tensors. 
 

Additionally, the method is not effective when the objects of interest in the images have a high 

variance of size and position and not aligned since the method is based on linear PCA. 
 

In recent years, different works achieved good results by pruning [22] or compressing [23] large 
CNN architectures. However, our approach uses the ranked eigenvectors for reducing the 

classification time and not reducing the size of the architecture. 
 

5. CONCLUSIONS 
 

In this paper, we presented an alternative method that focuses on the knowledge’s of CNN’s 

kernels associated with a low complexity classifier to reduce the time of classification while 

preserving part of the performance reached by CNN. 
 

The results have shown that MFS-CNN is efficient in ADAS classification problems with a 

limited number of classes. The method is helpful in classification applications that use CNNs for 
embedded applications, with low computational resources in computer vision applications for the 

autonomous vehicle. The experiments with scenario 4 and 6 showed a reasonable accuracy with a 

high speed-up rate. In scenarios 4 and 6, we randomized the eigenvectors selection and, even 

though the loss in accuracy was minimal. It is an indication that we have a high redundancy 
spread along all eigenvectors. 

 

In the next step of this research, we will extend the application for other ADAS problems, such as 
license plate and vehicle type classification. The low consumption of the method turns the 

implementation and operation appropriate to the vehicular low-cost embedded platforms. These 

platforms are used mainly for performing real-time computer vision tasks. 
 

In addition, we will evaluate a method to choose the minimum amount of the most significant 

eigenvectors, not considering only the eigenvalues as mentioned in this work, but the accuracy 

and reduced time for classification. The new version of MFS-CNN will handle reasonably a high 
number of samples and classes, outperforming the current drawback. 
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ABSTRACT 

 
The discovery and description of patterns in electric energy consumption time series is 

fundamental for timely management of the system. A bicluster describes a subset of observation 

points in a time period in which a consumption pattern occurs as abrupt changes or instabilities 

homogeneously. Nevertheless, the pattern detection complexity increases with the number of 

observation points and samples of the study period. In this context, current bi-clustering 

techniques may not detect significant patterns given the increased search space. This study 

develops a parallel evolutionary computation scheme to find biclusters in electric energy. 

Numerical simulations show the benefits of the proposed approach, discovering significantly 

more electricity consumption patterns compared to a state-of-the-art non-parallel competitive 

algorithm. 
 

KEYWORDS 
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1. INTRODUCTION 
 
The electricity demand is continuously growing, due to different reasons, e.g., population 

increment, but even lifestyle that demands more energy. For this reason, it is essential to monitor 

the distribution-level consumption to detect abnormal activity, such as a higher than usual 

demand on some systems. Doing that that would allow the system managers to carry out actions 
that can correct such abnormal situations.  

 

Different data analysis techniques are usually used in the processing of these data, such as 
classification [1,2], forecasting [2–8], and clustering [9–12]. To this aim, biclustering can come 

in handy. In fact, in biclustering, it is possible to group data in two dimensions simultaneously; an 

example is a bicluster that can group energy consumption and time.  

 
Biclustering has been mostly applied in bioinformatics, particularly in the context of microarray 

data. The primary purpose is to find subsets of genes presenting similar patterns, in terms of 
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expression values, under a subset of experimental conditions [13]. For instance, in [14], a scatter 
search approach based on linear correlations among genes is used to find biclusters. In [15], the 

authors proposed a multi-objective evolutionary algorithm (MOEA) to detect biclusters 

presenting particular characteristic. Biclustering has also been applied in other fields, such as 

social network datasets [16] or text mining [17]. In [18], a biclustering method identifies the most 
suitable group of user friends in social network datasets. In [19], a multi-objective biclustering 

algorithm was applied for the first time to the time series of the electricity consumption in smart 

buildings.  
 

The energy consumption data can be usefully treated as time series data over a period. These 

time-series data are extensively used in different applications such as science, engineering, 
finance, economics, communications, control, health care, government, among others [22,21]. 

Clustering time series, which can be defined as identifying the homogeneous groups of time-

series data based on their similarity [22], is an important technique that can provide knowledge 

from raw energy data [23]. Traditional clustering techniques are not always enough in all 
applications because these techniques usually only look for similarities in the entire time series. 

In some cases, finding similarities over specific periods is significant.For example, finding 

consumers with shared electricity consumption characteristics at limited periods, like peak 
demand hours, can yield better customer segmentation. Good customer segmentation can 

improve the performance of demand response programs [24]. Biclustering methods could fit to 

study concrete periods on energy consumption time series [22]. Biclustering consists of 
simultaneous partitioning of samples and their attributes (features) into subsets (classes). Samples 

and features classified together are supposed to have high relevance to each other [19]. 

 

Although competitive techniques addressed the bicluster problem, there is a large margin to be 
improved as the solution space grows, as is the case with energy consumption time series. In this 

context, parallel computing has emerged as a promissory alternative. The parallel-evolutionary 

computation finds satisfactory solutions reducing the computation time in high complexity 
problems [26]. Consequently, in this paper, we propose developing a parallel-computing 

architecture extending one of the most competitive state-of-the-art techniques presented by 

Divina et al. [19] to the energy consumption time series. 

 
The paper is organized as follows. Section 2 presents the relate works while Section 3 presents an 

introduction of the electric energy consumption data and some basic notions of biclustering and 

evolutionary computation. Section 4 describes the procedures of the proposed Parallel 
Evolutionary Biclustering, while Section 5 shows the data, the simulation setup, and results. 

Finally, Section 6 gives the main conclusions and future works. 

 

2. RELATED WORKS 
 

Understanding different patterns of energy consumption, or measuring the environmental impact 

of energy production, can help in the development of new strategies to respond to the growing 

energy demand [27] and, therefore, to have a more sustainable energy policy respectively [28]. 

Many papers have been published recently aiming at improving power consumption prediction 
and pattern discovery. To this end, machine learning (ML) approaches emerge as the most 

important [29-31]. 

 
As example, the work presented by Liu et al. [32], where the authors presented a support vector 

machine (SVM) method to forecasting and diagnose public buildings energy consumption based 

on different input parameters, such as historical energy consumption data, climatic factors and 
time-cycle factors. The work was carried out on a dataset from city of Wuhan (China), and their 
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results showed that they were able to detect that air conditioning energy consumption was 
abnormal for four days in September. 

 

In a recent work presented in [33], the authors proposed a model predictive control system with 

adaptive machine-learning-based building models for building automation and control 
applications. The results show that the proposed model reduces 58.5% cooling thermal energy 

consumption in the office and 36.7% cooling electricity consumption in the lecture theatre, when 

it is compared against their respective original control. 
 

Artificial neural networks (ANNs) stand out as one of the most important approach among the 

different ML-based techniques for analysis and prediction of short-term energy consumption 
patterns [34-36]. As representative work, the early one presented by Nizami and Ai-Garni [37], 

which proposed a two-layer forward-fed ANN to study how weather-related characteristics can 

affect the prediction of monthly electricity consumption.  

 
Recently, new ensemble methods are also gaining interest due to their improved results by 

combining several techniques. As example, the work by Divina et al. [12], where the authors 

proposed a new strategy based on ensemble learning in order to tackle the short-term load 
forecasting problem. The approach was based on the predictions produced by three base learning 

methods. 

 
While clustering techniques have been less used in the literature for the analysis of energy data 

than others ML approaches, it is worth noting that there are several relevant works in this field. 

For example, the work by Diao et al. [38], where the authors proposed to identify and classify 

behaviour of occupants with direct energy consumption outcomes and energy time use data 
through unsupervised clustering. The results showed that the model was able to automatically 

estimating energy consumption on even larger geographic scale. Another example is presented by 

Perez-Chacon et al. [39], where clustering techniques was also used to identify energy 
consumption pattern in smart cities in a big data context. The authors proposed a parallelized 

method, based on the study of four clustering validity indices, to extract electric energy 

consumption patterns in big data time series. The method was tested using electricity 

consumption for the years 2011–2017 for eight buildings of a public university. Finally, in a 
recent work by Divina et al. [16], the authors proposed the first application of a biclustering 

algorithm to detect anomalies in the energy consumption patter. The algorithm was applied on 

data from smart buildings of a Spanish university campus. The results achieved showed that the 
proposed approach can help policy makers in detecting irregular situations. 

 

3. BACKGROUND 

 

This section introduces the electric energy consumption data and provides the basic concepts of 
biclustering and evolutionary computation. 

 

3.1. Electric Energy Consumption Dataset  
 

Electric energy consumption data are usually modeled as a time series since it consists of a 

discrete sequence of data points measured at equal time intervals [19]. Let 𝑌 = {𝑌𝑖}𝑖=1
𝑁  be a 

sample of N univariate time series where 𝑌𝑖 = {𝑌𝑖,𝑡}𝑡=1
𝑇  is a univariate time series characterized 

by T real values. Then, the sample 𝑌 can be represented through a matrix 𝑀𝑁×𝑇. On the other 

hand, let us define a bicluster b as a submatrix 𝑆𝐼×𝐽, with |I| ≤ N and |J| ≤ T. In the context of time 
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series,𝑆𝐼×𝐽 is subject to the additional condition that columns are consecutive, i.e., 𝐽 = {𝑗𝑘 , 𝑗𝑘 +

1, 𝑗𝑘 + 2, … , 𝑗𝑘 + |𝐽| − 1}. Given a function 𝑓(𝑏)that measures the quality of a bicluster b, the 

objective is to find the best B biclusters {𝑏𝑘}𝑘=1
𝐵  according to 𝑓(. ). 

In our context, each time series represents a sequence of sensor data collected over time. 

Therefore, the data can be viewed as N × T energy consumption data matrix EM. EM is a real 

matrix, where each element eij represents the electric energy consumption (expressed in kWh) as 
measured by sensor i on sample j. We can then see a bicluster as the measurements registered by 

a subset of sensors over a subset of consecutive days. For example, let us look at Figure 1 a five-

sensor array for 40 sample days at the left side, while three biclusters are at the right side. The 

bicluster arrows correspond to sensors while the columns the consecutive days where a pattern 

was observed. 

 

 
 

Figure 1: A five-time series with 40 electric energy consumption samples. 

 

3.2.  Bicluster quality measure 

 
This work aims to identify a subset of sensors that present a similar behaviour during a time 
period. Particularly, we are interested in detecting unusual peaks of consumption [19]. From the 

biclustering perspective, the goal is to find large high quality biclusters that represent an 

interesting pattern found in the data. In this work, we use as a bicluster quality measure, the 
Transposed Virtual Error or simply Virtual Error (VE) from here [40].  VE computes the general 

tendency within the bicluster along the columns. In order to define VE, we first introduce the 

concept of virtual pattern. Given a bicluster b, the virtual pattern p is defined as the set 𝑝 =

{𝑝𝑗}𝑗=1
|𝐽|

, so that pj is given by the expression: 

 

𝑝𝑗 =
1

|𝐼|
∑ 𝑏𝑖𝑗

|𝐼|
𝑖=1 , (1) 

 

Where bij the elements of the bicluster b, pj represents the average value of all sensors for a 

specific sample. For the bicluster 𝑏1 given in Figure 1, the average value of the three sensors is 

provided in the last row p. 

 

The VE of bicluster b is defined as: 
 

𝑉𝐸(𝑏) =
1

|𝐼|∙|𝐽|
∑ ∑ |𝑏̂𝑖𝑗 − 𝑝̂𝑗||𝐽|

𝑗=1
|𝐼|
𝑖=1 , (2) 

 

where 𝑏̂𝑖𝑗  and 𝑝̂𝑗  refer to standardized value of the elements of the bicluster b and virtual 

condition j as follows: 
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𝑏̂𝑖𝑗 =
𝑏𝑖𝑗−𝜇(𝐸𝑀𝑖)

𝜎(𝐸𝑀𝑖)
, 1 ≤ 𝑖 ≤ |𝐼|, 1 ≤ 𝑗 ≤ |𝐽|, (3) 

𝑝̂𝑗 =
𝑝𝑗−𝜇(𝑝)

𝜎(𝑝)
, 1 ≤ 𝑗 ≤ |𝐽| (4) 

 

With bij the elements of b, and 𝜇(. )   and 𝜎(. )   refer to the mean and standard deviation, 

𝐸𝑀𝑖 refers to all elements of sensor i that belong to b. The standardization of the values is 
introduced to be able to capture the consumption pattern of a sensor regardless of the real values 

registered. 

 
The measure VE is a measure of coherent tendency. Lower values refer to a more robust pattern 

in the bicluster. A value of zero means that the bicluster contains perfectly coherent patterns. 

Nevertheless, the use of VE may yield to find biclusters characterized by flat patterns. Such flat 
biclusters are not interesting since we aim at finding abnormal activities, which are often related 

to peaks in consumption patterns. To overcome this issue, and favors fluctuating and coherent 

patterns, the row variance (var(b)) of a bicluster b can be used and defined as: 

 

𝑣𝑎𝑟(𝑏) =
∑ (𝑏𝑖𝑗−(𝑏𝑖) )2

𝑖∈𝐼,𝑗∈𝐽

|𝐼|∙|𝐽|
, (5) 

 

Finally, to find large biclusters, we introduce, as another objective function, the volume of a 

bicluster V(b), which measures the number of elements 𝑏𝑖𝑗 ∈ 𝑏. So, we aim at finding biclusters 

characterized by low values of virtual error VE, with high row variance var(b) and volume V(b). 
As an example of these values, at the right side of Figure 1, we can see VE(b), var(b), and V(b) of 

biclusters.   

 

3.3.  Evolutionary Computation 

 
An evolutionary algorithm (EA) [41–43] is based on the biological concepts of evolution, for 
example, the survival of the fittest. Such concepts are used to evolve candidate solutions toward 

much better solutions. In fact, an EA is a population-based stochastic iterative strategy, where an 

initial population of candidate solutions is evolved to improve the quality of the solutions. 
Usually, the initial population consists of random solutions. Genetic operators, such as selection, 

crossover, and mutation, are then used in order to simulate generations to obtain a new 

evolutionary population. These operators distinguish them from other nature inspirations like 

swarm artificial and physical algorithms [19]. Each evolutionary generation consists of two main 
processes: (a) create new candidate solutions and (b) competition for survival.  

 

EA generates new individuals by selecting a subset of individuals from the population, performs 
crossover on the subset, and then injects new genetic material by mutation. Selected individuals, 

called parents, will then be used to generate new solutions called offspring. The descendants 

inherit attributes of the ancestor via the crossover and not present via mutation. This dual 
approach is the main strength of EA as a search algorithm, a concept called knowledge 

exploitation vs. exploration.  

 

Another fundamental concept is that EA encodes solutions to be represented in individuals by 
chromosome. EA refers to a solution as to the phenotype and to an individual encoding it as a 

genotype. The literature reports many proposals to this aim, with binary string encoding being the 

most widely used for the easy implementation of binary crossover and mutation [44]. In this 
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encoding, a binary string is used, where the meaning is assigned to each bit. In this way, a 
solution can be encoded, and an individual can be decoded. 

 

As previously mentioned, in each generation, some individuals are selected to generate new 

solutions. The selection is usually based on the quality of the solutions encoded by individuals. 
This means that a quality measure should be assigned to each individual. This measure is called a 

fitness function. The selection mechanisms usually tend to assign more probabilities of being 

selected to the fittest individuals. Fitness is the point of connection between EAs and the 
optimization problem. The fitness function design depends on the objective function of the 

problem. In consequence, it performs at the phenotypic level. 

 
Once individuals have been selected, crossover and/or mutation are used to produce offspring. A 

crossover is used to swap genetic material between two parents, while mutation is used to 

introduce small random changes that can help escape local optima. These operators are applied at 

the genotype level. 
 

After that offspring are generated, they compete with older individuals for surviving to the next 

generation. A common strategy, called elitism, is also to let the fittest individual of a generation 
survive to the next generation. 

 

EAs have shown good performance in exploring huge search spaces, which is the space of all 
possible solutions to a problem. This capacity is due to the intrinsic parallelism achieved by the 

population search and the stochastic nature of EAs, which allow them to efficiently search for a 

solution and with the capability of escaping local optima. Initialization, selection, crossover, and 

mutation are stochastic procedures. In this way, EAs represent a strong alternative to greedy 
heuristic and competitive metaheuristic [19]. 

 

EAs have been successfully used in various problems, such as planning [44], parameter settings 
[45], design [46,47], knowledge extraction [48], feature selection [49], planification [50,51], 

simulation and identification [52], control [53] and classification [44–57]. 

 

The problem of finding a set of biclusters with some desirable features on a given matrix can be 
addressed as a search problem. In this case, the solution space contains all possible biclusters that 

can be obtained from the matrix. 
 

4. PARALLEL BICLUSTER SEARCH 
 
In this section, we will describe our proposed parallel version of the algorithm Sequential 

Covering (SC) [13], called PSC (Parallel SC), aimed at reducing the computational time required 

by the algorithm. In order to implement our proposal, we decided to employ a master/slave 
model. First, we describe the original version of the SC algorithm, and then we will provide 

details on its parallelization. 

 

4.1.  Sequential Covering 

 
In brief, SC implements a sequential covering strategy, which consists of calling several times an 
evolutionary biclustering algorithm (EBI) until a stopping criterion is reached. SC finds biclusters 

with maximum volume while minimizing the effect of overlapping among biclusters. The general 

scheme of SC is shown in Figure 2. 
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Procedure SC 

begin 

1:Initialize L to ∅; 

2: wp(eij) ← ∅ 

3:while (Stopping Criterion) 
4: b ← EBI; 

5: if b ≠ ∅ then 

6: Add b to L; 

7: Update wp (eij); 

8: else b = ∅ 
9: stop; 

10:   end while 

end 

 Procedure EBI 

begin 

1:   Initialize population; 

2:    Evaluate population; 

3:while (Stopping Criterion) 
4: Select parents; 

5: Cross parents; 

6: Mutate offspring; 

7: Evaluate offspring; 
8: Update population; 

9:  end while 

10:returnb 

end 

(a) Pseudocode of the SC procedure  (b) Pseudocode of the EBI procedure 

 

Figure 2: General scheme of the original EBI procedure. 

 

Given a threshold, EBI returns either a bicluster or nothing depending on whether the virtual 

error of the bicluster is lower than  or not. The biclusters found are stored in a list L and the 

stopping criterion is reached after running the procedure a maximum number of times. In order to 

avoid overlapping among biclusters as much as possible, each element of the input energy matrix 
eij is given a weight wij whose value depends on the number of biclusters to which eij belongs. In 

particular, the weights are defined as in equation 5. 

 

𝑤𝑝(𝑒𝑖𝑗) = {

0 𝑖𝑓 |𝐶𝑜𝑣(𝑒𝑖𝑗 )| = 0

∑ 𝑒|𝐶𝑜𝑣(𝑒𝑚𝑛)|
𝑛∈𝑁,𝑚∈𝑀

𝑒|𝐶𝑜𝑣(𝑒𝑖𝑗)| 𝑖𝑓 |𝐶𝑜𝑣(𝑒𝑖𝑗 )| > 0
 (6) 

In the above equation, N is the number of rows, M the number of columns, |𝐶𝑜𝑣(𝑒𝑖𝑗)|the number 

of biclusters to which eij belongs to. As shown, higher values of the weight correspond to a larger 

number of biclusters containing an element. 
 

Figure 2b outlines the pseudocode of the EBI. It initializes the initial population with biclusters 

containing a single element and then, such population evolves employing recombination of 
selected pairs of parents and crossover and mutation operators. Parents are selected using a 

tournament approach. The crossover and mutation operators have a probability associated of pc = 

0.85 and pm = 0.2. EBI is an elitist algorithm where the best individual survives to the next 
generation. The evolution stops after a maximum number of generations (gmax). Finally, elitism is 

also applied with a probability of pe = 0.9, the best individual replaces the worst in the new 

population. The best individual is returned if it is a -bicluster. 

 

Individuals encode a single bicluster using an array of N + T bits. The first N bits are associated 
to each sensor while the other T bits to each electrical energy consumption sample. Figure 3 

shows an example of individual encoding a bicluster for a matrix of dataset of N = 5 sensors and 
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T = 40 electrical energy consumption samples. The encoded bicluster contains |I| = 3 rows and |J| 
= 11continuous columns, i.e., b = [011010000000000011111111111000000000000000000]. 

 

 

Figure 3: Example of an individual encoding a bicluster containing three rows and eleven continuous 
columns. 

 

The fitness function of an individual b, in EBI, is defined as follows: 

𝑓(𝑏) =
𝑉𝐸(𝑏)

𝛿
+

1

𝑣𝑎𝑟(𝑏)
+ 𝑝𝑒𝑛𝑎𝑙𝑡𝑦 + 𝑤_𝑑, (7) 

where VE(b) is the virtual error of the bicluster b and var (b) is the variance associated with the 

sensors in the bicluster. penalty is computed as: 

𝑝𝑒𝑛𝑎𝑙𝑡𝑦 =  ∑ 𝑤𝑝(𝑒𝑖𝑗)

𝑖∈𝐼,𝑗∈𝐽

 
(8) 

with I and J corresponding to the sensors and continuous days belonging to the bicluster b. 
penalty measures the sum of the weights of each element that belongs to b and its purpose is to 

avoid overlapping among biclusters. wp(eij) is calculated using the expression (5). Finally, w_d is 

given by the expression: 

𝑤_𝑑 = 𝑤𝑉 ∙ (𝑤𝑟 ∙
𝛿

𝑟𝑜𝑤𝑏
+ 𝑤𝑐 ∙

𝛿

𝑐𝑜𝑙𝑏
) 

(9) 

 

where wV is a weight associated with the volume of the bicluster, rowb and colb refer to the 

number of sensors and continuous days of a bicluster, respectively, and wr and wc correspond to 
the weights assigned to the number of sensors and continuous days, respectively. The search bias 

can vary by changing the values of the weights. The final goal of EBI is to minimize the fitness 

function. Following the recommendations of [38], the values were set to wV = 1, wr = 1 and wc = 

10. 
 

4.2.  Parallel Sequential Covering 

 
The algorithms have problems finding global optimal when the search space is huge, as in the 

case of bicluster search. This is due to the unavoidable convergence in regions of good 
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performance that not necessarily contain the global optima. To overcome this drawback, it is 
necessary to perform several independent runs. Each independent run has a different initial 

population and a different convergence region. 

 

The simulation runs an EA sequentially or parallelly. The latter reduces the computational time 
by using the available computational resources.  

 

In this context, parallelization of evolutionary algorithms emerges as a critical strategy in high-
performance computing [57, 58]. Among the different parallelization strategies, we initially 

applied the master-slave parallelization. In this approach, a central computer, the master, 

distributes the tasks to the different worker computers, the slaves, to perform the tasks 
independently. The workers return the results to the master, who collects and processes the result. 

As mentioned above, Parallel Sequential Covering (PSC) is the proposed adaptation of SEBI to a 

master-slave architecture. Basically, PSC increases the explored search space size by running, in 

parallel, the SC procedure. The details about the adaptation are given in Figure 4. First, the 
master receives, as input, the data and runs the SC procedure on each slave. The input data 

contains energy matrix and evolutionary parameters. Since each SC returns a maximum number 

of B biclusters, the master will receive, at the end of the executions, a total of at most SL · B 
biclusters, with SL the number of slaves. Finally, the set of biclusters L will be composed of the 

union of each Li returned. 

 

 
 

Figure 4: Workflow of the master-slave architecture of the PSC approach. 

 

5. RESULTS AND DISCUSSION 
 

In this section, we assess the quality of the PSC method for finding biclusters on the electric 

energy consumption data. This dataset contains 744 samples of electric energy consumption for 
184 sensors gathered in December of 2013. 
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When the search space size is large, the choice of a correct set of parameter values is critical and 
might need many trials. Though what is essential is the description of a precise fitness function, 

as the parameter values will only help reach the goal defined by that function, i.e., the 

evolutionary algorithm might need much more time to converge. The results might not be good. 

Additionally, if we have limited time but enough computer resources, it is possible to perform 
parallel tests. We have run various preliminary resultsfor set the parameters of the algorithms. 

Table 1 shows the parameters setting. It is important to note that every time that PS calls EBI, it 

runs PSgmax evaluations of potential biclusters, and the size of the search space is about 2n+m, 

with n samples and m sensors. Thus, the number of candidate biclusters evaluated by EBI could 
be too small compared to the number of potential biclusters when n and m are large. Therefore, 

the role of genetic operators and the fitness function is a key factor in correctly guiding the search 

toward reasonable solutions. 
 

Table 1. Parameter settings of PSC. 

 

Parameter Symbol Value 

Population Size PS 200 

Number of generations gmax 30 

Crossover probability pc 0.85 

Mutation probability pm 0.20 

Elitism Probability pe 0.9 

Weight for volume wV 1 

Weight for sensors wr 1 

Weight for samples day wc 10 

Tournament Size ts 4 

Biclusters to find B 10 

Delta Biclusters  10 

Number of workers SL 2 to 10 

Number of independent runs NR 30 

 

The executions have performed a computer with Intel(R) Core (TM) i5-2520M CPU @ 2.50GHz, 

4Gb RAM as the master node, and a computer with AMD A8-7410 APU processor with 8Gb 

RAM as worker nodes, both with Linux operating systems. The simulation was performed on a 
local area network. The automatization of PSC was via Apache Hadoop and Apache Spark 

version spark-2.3.0-bin-hadoop2.7. One core per computer worker was configured to perform the 

SC algorithm. All algorithms were implemented in Java language using the javac 1.8.0_201 
version. Each parallel run consumed an average of 30 minutes, totaling a computation time of 

150 hours (NR x 30 min x SL), including the SC run.  

 
Algorithms Workers Fitness VE var V 

SC 1 1.86E-03 1.40E-01 1.15E+03 4.45E+02 

PSC 

2 1.40E-03 1.35E-01 1.12E+03 4.71E+02 

3 1.26E-03 1.53E-01 9.43E+02 6.18E+02 

4 1.19E-03 1.56E-01 1.20E+03 5.14E+02 

5 1.19E-03 1.62E-01 1.14E+03 6.31E+02 

6 1.05E-03 1.70E-01 1.29E+03 5.27E+02 

7 1.11E-03 1.86E-01 1.24E+03 5.82E+02 

8 1.08E-03 1.99E-01 9.54E+02 7.14E+02 

9 1.06E-03 1.78E-01 1.07E+03 7.04E+02 

10 9.94E-04 2.23E-01 1.03E+03 8.06E+02 

 
(a) Table of PSC and SC experimental results 
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(b) Relative performance of PSC over SC 

 
Figure 5. Experimental result of PSC and SC 

 

Table 2 shows the average values of the different metrics. The fitness score is highly correlated 
with virtual error (-0.71) and volume (-0.69), while to a lesser degree with a row variation (0.06). 

In general, when the bicluster fitness decreases, the volume and row variance tend to increase. On 

the other hand, the row variance does not show a definite pattern about fitness. With these results, 
we can note that the algorithm finds biclusters with high-quality in volume at the cost of slightly 

increasing some virtual error.Figure 5 presents a graphical representation of these explanations. 

This figure shows the relative and normalized values of the fitness, virtual error, row variance, 

and volume metrics. The relative fitness with k workers is calculated as 𝑓𝑘 =
(𝑓1 − 𝑓𝑘)

𝑓1
⁄ , 

likewise the other metrics. 

 
The virtual error measure has a low correlation with row variation (-0.25) and a high correlation 

with volume (0.86). The above implies that virtual error and volume are in a trade-off 

relationship. With the worsening of the virtual error, the volume improves and vice versa. This 
result depends on the input parameters that define the algorithm's course towards some sub-

region of the efficient frontier. The row variation and volume have a medium correlation of -0.59. 

The row variation influences the volume moderately. 

 
Another critical aspect observed is the impact of parallelization. As the number of worker nodes 

increases, then the fitness score also improves. This improvement is a consequence of further 

exploration of the search space with the same computational time.  
 

Figure 6 presents two examples of bicluster calculated using the PSC algorithm. In these 

biclusters, we can see patterns of electric energy consumption. The sensors 58, 73, and 112 and 
samples block 656 to 685 constitute Bicluster A, while sensors 13, 47, and 52 and samples block 

557 to 585 for Bicluster B. In the figure also we can see the virtual error, row variance, and 

volume of biclusters. The patterns show abrupt changes of sensor groups at different times of the 

month. Such descriptions of electricity consumption are crucial to energy policy or decision-
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making. In this context, the developed tool is promising as a pattern description system for the 
electricity sector. 

 

 
 

Figure 6: Examples of two biclusters calculated by PSC algorithm. 
  

6. CONCLUSIONS AND FUTURE WORK 
 

In this paper, we have proposed, implemented, and validated a parallel alternative to an 

evolutionary biclustering algorithm. The proposed parallel architecture is based on the master-

worker scheme to discover biclusters called Parallel Sequential Covering (PSC). The PSC was 
tested to locate and describe hidden patterns in a set of time series of an electrical system. 

Experimental results indicate that the PSC approach is promising for the study scenario, 

outperforming the state-of-the-art non-parallel evolutionary algorithm. A key aspect is that the 
quality of the solutions improves with the increasing number of workers. The algorithm 

converges to bicluster regions with high volume and vector variation as well as low virtual errors. 

These characteristics are the ones desired in the problem in question. Experiments also indicate 

that volume and virtual error are objective functions that conflict with each other. Therefore, we 
consider approaching a Parallel Pareto multi-objective optimization scheme as the next step in 

this research line. 
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ABSTRACT 
 

Although k-Anonymity is a good way to publish microdata for research purposes, it still suffers 

from various attacks. Hence, many refinements of k-Anonymity have been proposed such as l-

diversity and t-Closeness, with t-Closeness being one of the strictest privacy models. Satisfying 

t-Closeness for a lower value of t may yield equivalence classes with high number of records 

which results in a greater information loss. For a higher value of t, equivalence classes are still 

prone to homogeneity, skewness, and similarity attacks. This is because equivalence classes can 

be formed with fewer distinct sensitive attribute values and still satisfy the constraint t. In this 

paper, we introduce a new algorithm that overcomes the limitations of k-Anonymity and l-

Diversity and yields equivalence classes of size k with greater diversity and frequency of a SA 
value in all the equivalence classes differ by at-most one. 

 

KEYWORDS 
 

k-Anonymity, l-Diversity, t-Closeness, Privacy Preserving Data Publishing. 

 

1. INTRODUCTION 
 

Various organizations such as government agencies and hospitals release microdata for medical 
research, trend analysis, and other purposes. Typically, microdata is stored in a table and each 

row corresponds to an individual's record and each record consists of a diverse number of 

attributes. These attributes can be categorized into a)Explicit Identifier attributes: are attribute 
sets such as name and social security number, that explicitly identify individuals. b) Quasi 

Identifier (QI) attributes: are attribute sets such as zip code, age, and sex that cannot uniquely 

identify individuals, but combinations of these attributes can give away the record holder. 

Sweeney [1] has shown that even though neither sex, date of birth, nor zip codes uniquely 
identifies an individual, the combination of all three is sufficient to identify 87% of individuals in 

the United States. c) Sensitive attributes (SAs): consists of sensitive information of individuals. d) 

Non-Sensitive attributes: consists of attributes that are non-sensitive in nature which does 
notreveal any sort of information about the record holder.  

 

Privacy preserving data publishing (PPDP) means releasing microdata in such a way that there is 

data utility of released data and at the same time privacy of an individual in the released data is 
maintained. Prior to data release, first, the explicit identifier attributes are removed since it 

uniquely identifies an individual. Then the records are horizontally partitioned into groups of 

records called equivalence classes and the quasi identifier attributes are generalized to ensure that 
quasi identifier values of all records within an equivalence class becomes identical while the 

sensitive attributes are unaltered. 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N11.html
https://doi.org/10.5121/csit.2021.111111
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Based on this approach, various privacy models have been proposed. For example, k-anonymity 
(Sweeney [1]) requires that each equivalence class must have at least k records that are 

indistinguishable from k-1 records in terms of their quasi identifier attribute values. l-diversity 

(Machanavajjhala et al. [2]) requires that each equivalence class consists of at least a certain 

number of i.e., l "well-represented" values of sensitive attributes. To address the limitations of k-
anonymity and l-diversity Li et al. [3] introduced the concept of t-closeness [9], which requires 

that distance between the distribution of the sensitive attribute in the entire table and the 

distribution of the sensitive attribute in any equivalence class to be close. 
 

l-diversity and t-closeness privacy models are the extensions of k-anonymity model to address its 

limitations. This paper shows that the limitations can be addressed with an algorithm since the 
extensions possess its own limitations. The algorithm outputs equivalence classes with a high 

degree of diversity among the sensitive attributes whose distribution is very close to the 

distribution of sensitive attributes in the overall table with just one input parameter k. The 

algorithm can be implemented with the help of simple data structures like queue or stack. 
 

1.1. Contributions and Organization 
 

In this paper, we have introduced an algorithm which gives equivalence classes whose sensitive 

attribute distribution is close to sensitive attribute distribution in the overall table and overcomes 

the limitations of k-Anonymity and l-Diversity. The rest of the paper is organized as follows. In 
Section 2, we review some background concepts used throughout the paper. Section 3 deals with 

our proposed method that works in various stages and provides the algorithm for obtaining 

equivalence classes of size k with greater diversity and frequency of a SA value in all the ECs 
differ by at-most one. In Section 4, we analyse the algorithm and show how it defends against 

homogeneity, skewness and similarity attacks with experimental results and Section 5 presents 

conclusion and future work. 

 

2. BACKGROUND 
 

Consider a raw data that needs to be published as shown in Table 1. Explicit identifiers such as 

name and SSN are removed since they directly identify the record holder. Quasi identifiers like 
zip code and age cannot uniquely identify individuals but, combinations of these attributes can 

give away the record holder. Sweeney [1] has shown that even though neither sex, date of birth 

nor zip codes uniquely identify an individual, the combination of all three is sufficient to identify 

87% of individuals in the United States. Attribute like disease that is closely guarded by the 
record holder is considered to be sensitive attribute. 

 
Table 1.  Raw Table. 

 

No Name SSN Zip Code Age Disease 

1 Scofield 111-11-1111 47677 29 Flu 

2 Linc 222-22-2222 47602 25 Flu 

3 Sara 333-33-3333 47678 27 Flu 

4 Henry 444-44-4444 47905 43 Cancer 

5 Bagwell 555-55-5555 47909 40 Ulcer 

6 Bellick 666-66-6666 47706 47 Cold 

7 John 777-77-7777 47705 30 Cancer 

8 Cooper 888-88-8888 47773 35 Pneumonia 

9 Sucre 999-99-9999 47707 32 Bronchitis 
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The goal of PPDP is to protect the sensitive attribute of the record holder while still publishing 
enough information to maintain data utility. k-anonymity by Sweeney [1] is a well-known model 

for anonymizing the data. Here the explicit identifiers of each record are removed and quasi 

identifiers along with sensitive attribute are grouped. Each group is called an equivalence class 

where quasi identifiers are generalized and sensitive attribute is unaltered. 
 

Definition 1: (Equivalence Class) An Equivalence Class is a set of anonymized records that have 

same values for all quasi identifier attributes, i.e., all records in each equivalence class are 
indistinguishable in terms of their quasi identifier attributes. 

 

Definition 2: (k-Anonymity) An equivalence class is said to satisfy k-anonymity if every record is 
indistinguishable from at least k-1 other records with respect to every set of the quasi identifier 

attributes. A table is said to satisfy k-anonymity if every equivalence class of the table satisfies k-

anonymity. 

 
In other words, it is like hiding something in the crowd so it would be difficult to identify, as 

almost everything looks alike when the entire crowd is seen. 

 
Table 2 gives a 3-anonymous version of the raw table. The data is divided into three equivalence 

classes consisting of three records each, whose quasi identifiers (zip code and age) are 

generalized and sensitive attribute (disease) is unaltered. 
 

Table 2.  3-Anonymous Version of Table 1. 

 

No Zip Code Age Disease 

1 476** 2* Flu 

2 476** 2* Flu 

3 476** 2* Flu 

4 479** 4* Cancer 

5 479** 4* Ulcer 

6 479** 4* Cold 

7 477** 3* Cancer 

8 477** 3* Pneumonia 

9 477** 3* Bronchitis 

 
Attack on k-Anonymity: Suppose that Alex and Bob are neighbours and Alex discovers a 

published data as shown in Table 2. Alex knows that Bob is a 29-year old male living in zip code 

47677, then Alex can easily place Bob in first equivalence class. Since all the record holders in 

first equivalence class of Table 2 have the same disease i.e., flu, Alex concludes that Bob has flu. 
This is known as homogeneity attack. 

 

Limitations of k-Anonymity: 

 

1. Does not provide protection against homogeneity attack. 

2. Does not include randomization and attacker can still make inferences about data sets 

that may harm individuals. 
3. Not good for high dimensional data. 

4. Concerned only about quasi identifiers and not sensitive attribute. 

 
Machanavajjhala et al. [2] introduced l-diversity as a stronger notion of privacy to overcome the 

limitations of k-anonymity. 
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Definition 3: (l-Diversity) An equivalence class is said to satisfy l-diversity if there are at-least l 
"well represented" values for the sensitive attribute. A table is said to satisfy l-diversity if every 

equivalence class of the table satisfies l-diversity. 

 

Table 4 satisfies 3-diversity since there are three well represented sensitive attribute values in 
each equivalence class. The table also satisfies 3-anonymity. 

 

Attack on l-Diversity: Suppose that Alex and Bob are neighbours and Alex discovers a 
published data as shown in Table 4. Alex knows that Bob is a 37-year old male living in zip code 

67220, then Alex can easily place Bob in first equivalence class. Looking at the SA values, Alex 

concludes that Bob is suffering from some sort of stomach related disease.  This is known as 
similarity attack. l-diversity fails to protect against attacks arising from an adversary's 

unavoidable knowledge of the overall distribution of SA values in a released table. A skewness 

attack may occur when the distribution of sensitive attributes in an equivalence varies 

significantly from that in the released table. 
 

Table 3.  Disease Table. 

 

No Zip Code Age Disease 

1 67200 37 Gastric ulcer 

2 67406 52 Gastritis 

3 67207 35 Gastritis 

4 67433 57 Flu 

5 67319 41 Bronchitis 

6 67302 43 Pneumonia 

7 67308 46 Stomach cancer 

8 67420 58 Bronchitis 

9 67208 36 Stomach cancer 

 
Table 4.  3-Diverse Version of Table 3. 

 

No Zip Code Age Disease 

1 672** 3* Gastric ulcer 

2 672** 3* Gastritis 

3 672** 3* Stomach cancer 

4 674** 5* Gastritis 

5 674** 5* Flu 

6 674** 5* Bronchitis 

7 673** 4* Bronchitis 

8 673** 4* Pneumonia 

9 673** 4* Stomach cancer 

 

Limitations of l-Diversity: 

 

1. Does not provide protection against similarity and skewness attacks. 

2. l-diversity may be difficult and unnecessary to achieve. 
3. It is concerned only about well represented sensitive attributes but not about the 

distribution of the sensitive attributes. 
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4. ALGORITHM FRAMEWORK 
 
In this section, we present a framework for Stack and Deal algorithm. Given a microdata tableM 

consisting of r records and n attributes ((n-1) quasi identifier attributes and one sensitive 

attribute) and k, let A denote the set of all attributes {A1, A2, …., An}. Without loss of generality, 

let the attribute An be the sensitive attribute and {A1, A2, …., An-1} be quasi identifier attributes. 
 

Stage 1: Frequency and Distribution of SA in the entire table M 

 
A frequency table as shown in Table 5 is created that contains s sensitive attribute values (S1, S2, 

S3, …., Ss) and its frequency F = (f1, f2, f3, …., fs) in the entire table. 

 
Table 5.  Frequency Distribution Table of Sensitive attribute in M. 

 

No Sensitive Attribute Frequency Distribution 

1 S1 f1 p1 

2 S2 f2 p2 

3 S3 f3 p3 

. . . . 

. . . . 

. . . . 

. . . . 

s Ss fs ps 

 

These entries are arranged in descending order, where (f1 ≥ f2 ≥ f3 ≥ …..., ≥ fs) and ∑ 𝑓𝑗 = 𝑟𝑠
𝑗=1 . 

Distribution of the sensitive attribute in the entire table is P = (p1, p2, p3, …., ps), where (p1 ≥ p2 ≥ 

p3 ≥ …..., ≥ ps), pj = fj / r and ∑ 𝑝𝑗 = 1𝑠
𝑗=1 . 

 

Stage 2: Stack and Deal the records 
 

In this stage, a queue of records are stacked according to the frequency distribution table as 

shown in Table 6 i.e., all records having sensitive attribute value S1 appears at the top of the 

queue and records having sensitive attribute value Ss appears at the bottom of the queue. 
 

Table 6.  Stacked Data. 
 

No Quasi Identifier Sensitive Attribute 

1 {A1, A2, A3,…., An-1 } S1 

2  S1 

.  S1 

.  . 

.  . 

33  S2 

.  . 

.  . 

.  . 

87  Ss-1 

.  . 

.  . 

.  . 

r {A1, A2, A3,…., An-1 } Ss 
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Now for dealing part, each record is popped out of the stack into e equivalence classes (e = r/k) 
in a cyclic order. For example, if there are ten equivalence classes then, the first record goes into 

first equivalence class, second record to second equivalence class and so on. When we hit the last 

equivalence class i.e., tenth equivalence the next record goes into the first equivalence class and 

the cycle continues till the stack is empty. 
 

Observation: We see that, by following the cyclic order while populating equivalence classes we 

get equi-sized equivalence classes where every equivalence will get equal portions of fj/e and 
frequency of a SA value in all the equivalence classes differs by at-most one. 

 

Stage 3: Frequency and Distribution of SA in equivalence classes E  
 

Once the last record is popped out, we now have e equivalence classes, E = (E1, E2, E3, …., Ee) 

having k records. Similar to stage 1, frequency and distribution of SA in each equivalence class is 

formed, that contains sensitive attribute values (S1, S2, S3, …., Ss) and its frequency F = (g1, g2, g3, 
…., gs). These entries are arranged in descending order, where (g1 ≥ g2 ≥ g3 ≥ …..., ≥ gs) and 
∑ 𝑔𝑗 = 𝑘𝑠

𝑗=1 . Distribution of the sensitive attribute in an equivalence class is Q = (q1, q2, q3, …., 

qs), where (q1 ≥ q2 ≥ q3 ≥ …..., ≥ qs), qj = gj/ r and ∑ 𝑞𝑗 = 1𝑠
𝑗=1 . Distribution table of one 

equivalence class is shown below in Table 7. Earth movers distance [8] between P and Q gives 
the closeness between SA distribution in the overall table and the SA distribution in each 

equivalence class. 

 
Table 7.  Frequency Distribution Table of Sensitive attribute in an Equivalence Class. 

 

No Sensitive Attribute Frequency Distribution 

1 S1 g1 q1 

2 S2 g2 q2 

3 S3 g3 q3 

. . . . 

. . . . 

. . . . 

. . . . 

. . . . 

s Ss gs qs 

 

Algorithm: 

 

Input: micro table M having r records, k 

      Output: e equivalence class of size k 

1. Let e = r/k. 
2. Set E1, E2, E3, …., Ee = ɸ 

3. Sort all records in descending order of fj (frequency of SA (1 ≥ j ≥ s)) 

4. For z = 1 to r  
E[(z mod e) + 1] = M[z] 

 

5. ANALYSIS OF ALGORITHM FOR VARIOUS ATTACKS 
 

In this section, we show how the Stack and Deal algorithm protects against various attacks: 
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Protection against Homogeneity attack: 

 

Homogeneity attack occurs when the SA values in an EC are the same, thus an attacker learns 

about the sensitive information of a record holder without any additional efforts. The way to 

combat this is to ensure that the SA values in every EC are diverse. Our algorithm ensures that all 
the ECs produced are diverse in terms of their SA values. 

 

Let F = (167, 153, 127, 103, 91, 89) and r =730. When we vary the value of k we observe that we 
attain maximum diversity for k = 9. We know that if an EC satisfy 9-anonymity it also satisfies 2, 

3, ..., 8-anonymity as well. Since there is a trade-off between privacy and data utility, we can 

compromise data utility to achieve maximum diversity. Figure 1 shows the variation of k with 
respect to l. 

 

We run the same experiment on Adult data set Figure 2 from UC Irvine machine learning 

repository and vary k from 2 to 21. We observe relatively similar behaviour on this data set too. 
 

 
 

                Figure 1.  k vs diversity                          Figure 2.  k vs diversity for Adult Data Set. 

 

Protection against Skewness and Similarity attacks: 

 

Privacy is measured by the amount of information gain of an observer/attacker. The observer has 

some prior belief (G0) about the sensitive information of a record holder and some posterior 

belief (G2) after seeing the released table. Information gain is the difference in these two believes. 
Assume that the observer is given a completely generalized form of the data P and his prior belief 

(G0) changes to (G1) by looking at the distribution of SA values in the overall table P (P is 

considered as public information because as long as a version of data is released, P will be 
known). Now, the observer is given the released data and by knowing the quasi-identifier of a 

record holder, the observer is able to identify an EC to which the record holder belongs to and 

learns the distribution of SA values represented as Q in that EC. Now this is the observer's 

posterior belief (G2). 
 

The l-diversity requirement is inspired by restricting the difference between prior belief and 

observer’s posterior belief but, whenever the distribution of SA values within an EC varies 
significantly from their overall distribution in the released table. l-diversity fails to guarantee 

privacy allowing skewness and similarity attacks. In our method, we choose to limit the 

difference between (G1) and (G2). We can do this by ensuring that the frequencies of SA values in 
all the ECs are similar and limiting their difference to be as low as possible. This is because, we 

want to obtain ECs which are of equi sized so as to limit the information loss and if the difference 

in frequencies increases, $Q$ moves further away from P. Thus, by limiting the difference in the 

frequencies of SA values in the EC, we can limit the difference between P and Q and there by 
finally limiting the gain from (G1) to (G2). The distance between these two distributions is 

calculated using earth movers distance [8]. 
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Earth Movers Distance: For any two distributions P and Q, where P = (p1, p2, p3,…., ps), Q= (q1, 

q2, q3,…., qs) and ∑ 𝑝𝑖
𝑠
𝑖=1  = ∑ 𝑞𝑖

𝑠
𝑖=1  = 1, the earth movers distance between P and Q, denoted as 

EMD (P,Q). 
 

𝐸𝑀𝐷 (𝑃, 𝑄) =
1

𝑠 − 1
∑ ∑ |(𝑝𝑗 − 𝑞𝑗)|

𝑖

𝑗=1

𝑠

𝑖=1

 

 

The earth mover's distance can be thought of as the sum total of the portions of the pi values that 
needs to be moved to other indices in P each portion scaled by the normalized distance of its 

movement within the m-tuple, to turn P into Q. 

 
As an example, consider probability distributions,  

 

P = (0.2, 0.1, 0.7) 

Q = (0.3, 0.0, 0.7) 
R = (0.1, 0.0, 0.9) 

 

EMD (P, Q) = 0.1(1/2) = 0.05, because in order to turn P into Q, 0.1 amount needs to be moved 
from p2 to p1, which is 1 index away, out of a maximum of 2 (as k-1 = 2 is the farthest movement 

distance in this tuple). Similarly, EMD (Q, R) = 0.2(2/2) = 0.2 and EMD (P, R) = 0.1(2/2) + 

0.1(1/2) = 0.15. 
 

To study the result, we plot k against EMD between P and Q of ECs generated using our 

algorithm and randomly generated ECs. We observe that difference between Pand Q reduces as 

we increase k and our algorithm gives the minimum difference. Figure 3 represents the plot for F 
= (167, 153, 127, 103, 91, 89) and r=730 and varying k. We observe that for k=2 we get some 

ECs whose difference between P and Q is lesser than our algorithm, this is because the size of 

ECs for such values vary by a huge difference increasing the information loss. 
 

 
 

Figure 3.  k vs EMD 

 
Next, let us study the effect of increasing the difference between SA values in the ECs. For this 

purpose, we use Blood Transfusion data set and Haberman's Survival data set from UC Irvine 

machine learning repository and vary k from 2 to 20. Rand1 and Rand2 are the set of ECs whose 
difference in frequency of SA values are 2 and 3, respectively. From Figure 4 and Figure 5 we 
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observe that by limiting the difference in the frequencies of SA values in the EC we can limit the 
difference between P and Q and thereby finally limiting the gain from G1 to G2. 

 

 
 

Figure 4. Variation of k in Blood Transfusion data set. 

 

 

 
 

Figure 5. Variation of k in Haberman’s Survival data set. 

 

6. CONCLUSION AND FUTURE WORK 
 
While k-Anonymity protects against identity disclosure, it does not provide sufficient protection 

against attribute disclosure. l-Diversity seeks to solve this problem by adding a condition that 

each equivalence class must have l distinct SA values. We have seen the limitations of l-Diversity 

and how we can combat them with the help of our algorithm without the requirement of t in t-
Closeness. We have introduced a new algorithm that takes the input parameter k along with the 

microdata and produces equivalence classes of size k with a greater diversity and frequency of a 

SA value in all the ECs differ by at-most one thus helping in minimal data loss. 
 

The first direction of future work is to design an algorithm that exchanges records to minimize 

information loss till we reach an optimal value for the information loss by making use of the 
parameter t. As a second direction, this algorithm can be generalized for Multiple Sensitive 

Attributes. 
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ABSTRACT 
 

During the course of the industrial 4.0 era, companies have been exponentially developed and 

have digitized almost the whole business system to stick to their performance targets and to keep 

or to even enlarge their market share. Maintenance function has obviously followed the trend as 

it’s considered one of the most important processes in every enterprise as it impacts a group of 

the most critical performance indicators such as: cost, reliability, availability, safety and 

productivity. E-maintenance emerged in early 2000 and now is a common term in maintenance 

literature representing the digitalized side of maintenance whereby assets are monitored and 

controlled over the internet. According to literature, e-maintenance has a remarkable impact on 

maintenance KPIs and aims at ambitious objectives like zero-downtime. 

 

KEYWORDS 
 

E-maintenance, Maintenance, industry 4.0, industrial performance, zero-downtime. 

 

1. INTRODUCTION 
 

Maintenance has become one of the major influencers toward strategic objectives of companies 

in today’s extremely competitive markets. Some results have shown that maintenance activities 

could range from 15% to 70% of the total production cost [1,2,3]. The cost is considered as the 

second largest after energy expenditures of the operational budget [1,4,6,7]. In the United States, 

the maintenance cost has tripled in 10 years to reach $600 billion in 1989 [1]. One more 

important figure related to product price structure that considers maintenance operating costs 

value up to 28% of the product’s global cost [5]. 

 

The maintenance process is a set of required activities to keep an asset at maximum availability. 

These activities are mainly carried out according to certain maintenance strategies [1]. In the past, 

maintenance had been based mainly on corrective operations. Later, maintenance became an 

independent function, rather than a production sub-function [1]. A decade before, as the 

technologies grew and systems became more complex, maintenance has been developed as well 

and became enclosing technical and management knowledge. Indeed, preventive maintenance, 

including Time Based Maintenance (TBM) and Condition Based Maintenance (CBM), has 

followed the Corrective Maintenance (CM) as an upgrade, Design-Out Maintenance (DOM) and 

Total Productive Maintenance (TPM) have arrived gradually [1]. 

 

CM occurred in the early industrial days spontaneously when the maintenance belonged to the 

production process and was also known as firefighting or emergency maintenance. CM is mainly 

carried out after the failure [8]. 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N11.html
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Contrary, the preventive maintenance which intends to reduce the probability of failure or 

degradation of functioning of an equipment [1,9]. Preventive maintenance is divided into TBM 

and CBM. TBM operations are time-based and carried out following a pre-designed schedule, 

rolled out by the maintenance engineering team. Whereas in the CBM, the machine's parameters 

are monitored using sensors like vibration, temperature and pressure. In other words, preventive 

maintenance operations are carried out before failure. It’s also considered a double edge weapon 

as it prevents failure and downtime, however, some good parts are replaced though. 

 

Design-Out Maintenance is acting proactively, by focusing on equipment design in order to 

eliminate the cause of maintenance. DOM makes the maintenance easier in the life cycle of a 

product [22]. We can even say that DOM enhances one of the most important maintenance 

parameters, maintainability.  

 

Maintenance strategy choice is a crucial phase to every organisation and it has a direct impact on 

business results and market share. Kumar Pinjala discovered a true correlation in his empirical 

investigation on the relationship between business and maintenance strategies; his survey’s 

results of 150 companies in both Belgium and the Netherlands indicated that quality competitors 

have more proactive maintenance policies, better planning and control systems and decentralized 

maintenance organisation structures when compared to others [11]. 

 

The main objective of this work is illustrate a clear image about the maintenance, how it was 

seen? How it looks like nowadays? What would be the e-maintenance impact? And what are the 

tools and means required to reach desired performance. 

 

To answer clearly all above questions mentioned, we decided to present our work as follow: First, 

we are going to describe the classic form of maintenance and to explain its pejorative image as 

it’s seen as a necessary evil which is inherent, roughly, to all production systems and wherever 

machines would be. By next, we are going to give an insight over maintenance key parameters, in 

order to be able to measure properly the maintenance function performance. Afterward, an 

introduction, over the new concept of e-maintenance along with e-maintenance mind-set, will be 

presented. Finally, we discuss e-maintenance tools as described in many papers and how they can 

influence industrial processes. 

 

In the long run, this paper will help authors to select the most adequate industry 4.0 tools related 

to maintenance. These tools are going to have a clear and direct impact avec industrial processes. 

 

2. CLASSIC MAINTENANCE LIMITS AND KPI’S 
 

Classic maintenance is every maintenance strategy as described before. In spite of the fact that 

maintenance is a necessity, most industrial actors are still considering maintenance as a necessary 

evil (without optimizing)[12]. This negative image was attributed to maintenance a long time 

ago, when only CM operations were carried out and maintenance teams came just to fix things 

when they broke, even more when things break down maintenance has failed [13]. 

 

A few decades ago, maintenance function was viewed as an inherent part of the production 

function and very tough to manage. As we go, this thought has changed and maintenance became 

an independent function. Table 1 shows maintenance timeline progression: 
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Table 1. Maintenance management on time perspective [14] 

 

Period Progression How it is viewed 

1940 – 1960 Maintenance as a 

production task 

Necessary evil 

1960 - 1980 Maintenance as an 

independent department 

Technical specialization  

1980 – 2000  Integration efforts Profit contributor 

2000 < External and internal 

partnership 

Positive cooperation 

 
It’s mandatory for the maintenance to be optimal, in order to have the same objectives of 

organisation ones. These objectives are mainly: cost, reliability, availability, safety, productivity, 

quality, environment and maintainability. However, with rapid technological progress, classic 

maintenance is no longer able to keep these KPIs above targets. Many papers were processed in 

different domains such as Food industry [15], Wastewater Treatment Plant WWTP [16], Aviation 

[17] and General industry [18]. They all suggest moving up from classic maintenance in order to 

be aligned with organisation objectives. 

 

It has been noticed that e-maintenance is encompassing many of the solutions proposed for the 

maintenance to take off that pejorative image and give up suffering from deficiency of 

understanding and respect. 
 

3. E-MAINTENANCE AND THE NEW WAY OF THINKING 
 

The new way of thinking starts by giving up looking at the maintenance as a necessary evil. 

Maintenance has to ensure production systems availability and functionality in order to contribute 

to business objectives [12]. Likewise the new thinking aims to change the maintenance role from 

fixing breakdowns to taking into account the product life-cycle management [19]. 

 

Among the e-maintenance roles we can identify the eco-efficiency. The eco-efficiency consists of 

considering the maintenance in all product life phases and not only as a set of operations during 

the production phase. The four product life cycle phases are as follows: product design, 

manufacturing and assembly, usage and finally disassembly and recycling. The objective won’t 

be producing efficiently anymore but it will be sustaining the equipment usage as late as possible 

while preserving equipment characteristics in terms of its availability, reliability, safety, cost, 

productivity and products’ quality and also maintainability [21]. 

 

B. Iung, E. Levrat, A. Crespo Marquez, H. Erbe[12] have defined maintenance objectives to each 

product life-cycle while maintaining the global maintenance objective which is to maintain the 

product conditions and expected services all along its life cycle, objectives by phase are as shown 

below : 
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Table 2. Product life-cycle maintenance objectives. 

 

Phase Objective 

Design Engineering Ensure characteristics like : 

Maintainability, Reliability, Durability 

Manufacturing Preserve the above characteristics 

Usage Ensure availability, reliability 

Disassembling and recycling  Ensure the durability, circular economy  

 

The concept of eco-efficiency has converted maintenance into a major strategic tool with 

objectives perfectly aligned with business’ ones such as: product quality, increasing production 

capacity, reducing products cost and optimizing deadlines.  

 

As the maintenance is contributing to the value creation during each phase of the four product’s 

life cycle steps and thus to the whole enterprise, we can therefore talk about a maintenance value 

chain. This value chain must be supported at each cycle step to ensure that assigned objectives 

have been fulfilled properly. If all objectives are reached, then the global chain is working 

correctly. 

 

The value chain aims to keep the functional level of the product and to preserve all its 

characteristics as well as to be in line with business objectives. 

 

Hence, e-maintenance is a philosophy striving to go from “fail and fix” operations to “predict and 

prevent” strategies [13, 22, 23]. In other words, B. Iung, E. Levrat, A. Crespo Marquez, H. Erbe 

[12] proposed to shift from considering MTBF [Mean Time Between Failure] to MTBD [Mean 

Time Between Degradation]. 

 

4. E-MAINTENANCE NEW TECHNOLOGIES IMPACT 
 

E-maintenance has had different definitions. The web site www.mtonline.com [12] has 

considered it as a network that integrates the various maintenance and reliability applications to 

gather and collect, then deliver asset information when needed. On the other hand, Havard has 

defined the e of e-maintenance by “Excellent” or “Efficient”. Whereas www.deicesword.net 

states that e-maintenance is a maintenance management concept whereby assets are monitored 

and managed over the internet. 

 

… After these controversies what would be the real e-maintenance? 

 

E-maintenance is rolling out the principles already defined by Tele-maintenance which are added 

to web and data services to achieve a true definition of pro-activity or the ‘connected plant’. 

E-maintenance relies on Intra-Net, Extranet and Internet to processes its IN and OUT. In order to 

fulfil its tasks, e-maintenance uses means of communication, processing and storage [12]. IT 

systems play a major role to make e-maintenance tasks successful.  

 

In this section, some technology issues related to e-maintenance will be presented: 

 

- Web services which allow universal access, connectivity and multimedia support for 

interactivity and interoperability [24], 
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- Database and its management is also considered as a mandatory tool used in 

digitalization, globally and in e-maintenance specifically 

- Transducers with “built in” Internet modules allow users to connect to internet without 

PC connection, 

- Wireless technology gives the right to flexibility on the floor. Remote data management 

facilitates transmitting, monitoring and controlling via a network [26], 

- New communication pathways in industry allow for more collaboration possibilities… 

 

More specifically, M. Ghouat [28] has studied the impact of new technologies over some 

indicators such as the availability. Availability is considered as the machines up time, here-below 

the studies result: 

 

The impact could be characterized as follow: 

 

Important impact 

Elevated impact 

Normal impact 

No impact 

 
Table 3. New technologies and their impact 

 

Technologie Impact 

Enterprise resource Planning ERP Medium 

Manufacturing Execution Systems MES Normal 

Business intelligence BI No impact 

Cloud technology  Medium 

Big data analytics  No impact 

Machine to machine communication  Important 

The Internet of things IoT Normal 

Automatic Identification and data 

collection  

No impact 

Radio frequency identification RFID Normal 

Virtual and augmented reality Important 

3D printing No impact 

Simulation Normal 

Cybersecurity  Normal 

Miniaturization of electronics Normal 

Robotics, drones and nanotech  Normal 
 

5. UPCOMING WORK 
 

Future work will be a survey targeting different enterprises in France and Morocco categorized as 

follow:  

 

• primary sector: also known as extractive industries [raw material extraction]. This type of 

company can be oil extraction companies, mining companies, forestry companies or 

maritime companies … 

• Secondary sector: also known as manufacturing, which affects raw material processing 

companies into finished or semi-finished products including agri-food, textiles, steel and 

metallurgy, mechanical engineering and chemical industries 
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• Tertiary sector: referred to as the service sector, includes companies that are active in 

sales, trade, finance, real estate, etc. and other non-market activities including education, 

care and social. 

 

It will also cover all cross-cutting classifications of enterprises, for-profit corporations[small and 

medium-sized businesses and large groups], private non-profit enterprises that are linked to the 

social economy and also public structures. To conclude all companies regardless of their sales 

figures is our target. 

 

This questionnaire will refer to the organization of the maintenance department still in the context 

of reducing the probability of degradation or failure of operation. It will consider the techniques 

of maintenance, a dozen of which have caused devastation in the world of the industry for the 

fluidity of the industrial maintenance of the equipment that several experts have approved. It will 

deal with maintenance policy, companies are considering technical-economic objectives relating 

to the management of the equipment so that the actors and the related services have a base. It is 

necessary to distinguish two levels: the overall level of the company [basic maintenance policy], 

and the level of equipment [adjusted maintenance policy]. 

 

The preparation of the budget and the maintenance costs will also be highlighted given the 

complementarity and the obligatory nature of their presence in companies. 

 

The means of digitalisation used within companies will also be discussed in order to know and 

analyse the techniques and digital solutions used. Modern industrial maintenance processes are 

essential for reliable production. 

 

6. CONCLUSION 
 

E-maintenance is a philosophy and not a technique nor a platform. All industry 4.0 tools and 

means could be used in e-maintenance. Nevertheless, some are definitely impactful, while others 

aren’t. Maintenance shouldn’t be seen as a necessary evil but should be considered a value stream 

that starts and takes place even before the product's manufacturing. 

 

Our next step will be an empirical work based on market survey. The blocs of questions will be 

basically around company size, maintenance department organization and the industry 4.0 tools 

used in maintenance field. We will try to reach the highest number of companies with different 

activities in two different countries who coped successfully with COVID19 pandemic: France, 

one of the most developed and industrial European economies, with huge consumer market and 

Morocco which is considered as one of the fastest growing economies in Africa and in the world 

with ambitious objectives and a versatile economy encompassing local and international 

companies. 

 

The survey result will come soon and will refer to the current paper to complete this prior work 

based on literature review. 
 

ACKNOWLEDGEMENT 
 

We would like to express our very great appreciation to our team members for their valuable and 

constructive suggestions. 

 

 

 



Computer Science & Information Technology (CS & IT)                                   155 

REFERENCES 
 

[1] SherifMostafaa*, JantaneeDumrakb and Hassan Soltan. Lean Maintenance Roadmap. PP 2-3Volume 

51, Issue 30, 2018, Pages 800-802. https://doi.org/10.1016/j.ifacol.2018.11.192 

[2] K. Fraser, 2014, Facilities management: the strategic selection of a maintenance system, Journal of 

Facilities Management. 12, 18-37. 

[3] S.K. Pinjala, L. Pintelon, A. Vereecke, 2006, An empirical investigation on the relationship between 

business and maintenance strategies, International Journal of Production Economics. 104, 214-229 

[4] M. Bevilacqua, M. Braglia, 2000, The analytic hierarchy process applied to maintenance strategy 

selection. Reliability Engineering & System Safety. 70, 71-83. 

[5] B.S. Blanchard, 1997, An enhanced approach for implementing total productive maintenance in the 

manufacturing environment, Journal of Quality in Maintenance Engineering. 3, 69-80. 

[6] T. Santos, F. J. G. Silva*, S. F. Ramos, R. D. S. G. Campilho, L. P. Ferreira.  Asset Priority Setting 

for Maintenance Management in the Food Industry. Volume 38, 2019, Pages 1623-

1633.https://doi.org/10.1016/j.promfg.2020.01.122 

[7] P. Neves, F. J. G. Silva, L. P. Ferreira, T. Pereira, A. Gouveia, and C. Pimentel, 2018, Implementing 

Lean Tools in the Manufacturing Process of Trimmings Products, Procedia Manufacturing 17 696-

704.  

[8] Márquez, A.C., 2007, The maintenance management framework: models and methods for complex 

systems maintenance. Springer. 

[9] M.M. Fouladgar, A. Yazdani-Chamzini, A. Lashgari, E. K. Zavadskas, Z. Turskis, 2012, 

Maintenance strategy selection using AHP and COPRAS under fuzzy environment, International 

Journal of Strategic Property Management. 16, 85-104. 

[10] G.Waeyenbergh, L. Pintelon, 2004, Maintenance concept development: A case study, International 

Journal of Production Economics. 89, 395-405. 

[11] Srinivas Kumar Pinjalaa, Liliane Pintelona,_, Ann Vereecke . An empirical investigation on the 

relationship betweenbusiness and maintenance strategies? Volume 104, Issue 1, November 2006, 

Pages 214-229. https://doi.org/10.1016/j.ijpe.2004.12.024 

[12] B.Iung, E.Levrat, Crespo.Marquez, H.Erbe E-Maintenance: Principles, review and conceptual 

framework. Volume 40, Issue 19, 2007, Pages 18-29. https://doi.org/10.3182/20071002-MX-4-

3906.00005 

[13] Blann Dale R. (2003), Reliability as a Strategic Initiative: To Improve Manufacturing Capacity, 

Throughput and Profitability Asset Management &Maintenance Journal, 16(2). 

[14] Pintelon, L., Gelders, L., Van Puyvelde, F., 2000. Maintenance Management, second ed. Acco 

Belgium, Leuven. 

[15] T. Santos, F. J. G. Silva*, S. F. Ramos, R. D. S. G. Campilho, L. P. Ferreira. Asset Priority Setting 

for Maintenance Management in the Food Industry. Volume 38, 2019, Pages 1623-1633. 

https://doi.org/10.1016/j.promfg.2020.01.122 

[16] Vicent Hernández-Chover∗, Lledó Castellet-Viciano, Francesc Hernández-Sancho. Preventive 

maintenance versus cost of repairs in asset management: An efficiency analysis in wastewater 

treatment plants. Volume 141, September 2020, Pages 215-221 

https://doi.org/10.1016/j.psep.2020.04.035 

[17] Tseko Mofokeng, Paul T Mativenga, Annlizé Marnewick. Analysis of aircraft maintenance processes 

and cost. Volume 90, 2020, Pages 467-472. https://doi.org/10.1016/j.procir.2020.01.115 

[18] Xh Mehmeti, B Mehmeti, Rr Sejdiu . The equipment maintenance management in manufacturing 

enterprises. Volume 51, Issue 30, 2018, Pages 800-802. https://doi.org/10.1016/j.ifacol.2018.11.192 

[19] Takata S., F. Kimura, F.J.A.M. van Houten, E. Westkämper, M. Shpitalni, D. Ceglarek, J. Lee(2004), 

Maintenance: Changing Role in Life Cycle Management, Annals of the CIRP, 53/2, pp 643 – 656 

[20] Van Houten F.J.A.M., Tomiyama T., Salomons O.W., (1998), Product modelling for model-based 

maintenance, Annals of the CIRP, 47/1, pp123-129 

[21] DeSimone, L. D., Popoff, F. with the WBCSD (1997), Eco-Efficiency, MIT Press. 

[22] Lee J., J. Ni, D. Djurdjanovic, H. Qiu and H. Liao (2006), intelligent prognostics tools and 

emaintenance, Computers in Industry, Special issue on e-maintenance, 57(6), pp 476-489 

[23] Iung B., Morel G., Léger J.B. (2003) Proactive maintenance strategy for harbor crane operation 

improvement, Robotica, Special issue on Cost Effective Automation, Eds H. Erbe, 21(3), pp.313-324. 

[24] Lee J. (1998). Teleservice engineering in manufacturing: challenges and opportunities. Int. Journal of 

Machine Tools & Manufacture. 38, pp 901-910. 



156   Computer Science & Information Technology (CS & IT) 

[25] Wang, J., Tse, P., He, L.S. and R. Yeung (2004). Remote sensing, diagnosis and collaborative 

maintenance with Web-enabled virtual instruments and mini-servers. International Journal of 

Advanced Manufacturing Technology, 24(9-10), pp. 764 – 772. 

[26] Egea-Lopez E., Martinez-Sala A., Vales-Alonso J., Garcia-Haro J. and Malgosa-Sanahuja J-M. 

(2005). Wireless communications deployment in industry: a review of issues, options and 

technologies. Computers in Industry, 56 (1), January, pp. 29-53.  

[27] M. Ghouat A. Haddout, M. Benhadou. Impact of industry 4.0 concept on the levers of Lean 

Manufacturing approach in manufacturing industries. International journal of automotive and 

mechanical engineering (IJAME). ISSN: 2229-8649 e-ISSN: 2180-1606 VOL. 18, ISSUE 1, 8523 – 

8530 DOI: https://doi.org/10.15282/ijame.18.1.2021.11.0646 

 

AUTHOR 
 

Yassine MOUMEN, 28 November 1990, Engineer in maintenance 

 

 

 

 

 

 

 

 
© 2021 By AIRCC Publishing Corporation. This article is published under the Creative Commons 

Attribution (CC BY) license. 

 

http://airccse.org/


Lattice Based Group Key Exchange Protocol

in the Standard Model

Parhat Abla

1 State Key Laboratory of Information Security, Institute of Information
Engineering, Chinese Academy of Sciences, Beijing China,

2 School of Cyber Security, University of Chinese Academy of Sciences,
Beijing China

Abstract. Group key exchange schemes allow group members to agree on a session
key. Although there are many works on constructing group key exchange schemes,
but most of them are based on algebraic problems which can be solved by quantum
algorithms in polynomial time. Even if several works considered lattice based group
key exchange schemes, believed to be post-quantum secure, but only in the random
oracle model.
In this work, we propose a group key exchange scheme based on ring learning with
errors problem. On contrast to existing schemes, our scheme is proved to be secure
in the standard model. To achieve this, we define and instantiate multi-party key
reconciliation mechanism. Furthermore, using known compiler with lattice based
signature schemes, we can achieve authenticated group key exchange with post-
quantum security.

Keywords: Group key exchange; Lattice; Ring LWE,

1 Introduction

Cryptographic key exchange protocols can establish a “secure channel” among the
participants, connected by insecure communication networks, by enabling them
agree on a session key. Through this channel, participants can transmit sensitive
data or apply other higher-level cryptographic schemes. The confidentiality of this
channel usually can be reduced to the security of the cryptographic protocols.

Since Diffie-Hellman’s two party key exchange protocol [13], the work of [22,
24] are focus on designing two-party protocols based on various hard problems
and improving their efficiency. There are many works [4, 8–11] on considering the
multi-party scenario. However, aforementioned protocols’s security are based on
classically hard problems which can be solved in polynomial time by quantum
algorithms [29].

Since the quantum resistance of lattice problems, especially the hardness of
LWE problems [7, 23, 25, 27, 28], most of the recent works [1, 6, 14, 18, 19, 26, 30]
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mainly focus on designing and improving the quality of lattice based two party
protocols. On the other hand, only a few works [2, 14] focus on designing lattice
based group key exchange( GKE) protocols, but they have their own drawbacks as
we show next.

The work of [14] is the first try of constructing lattice based key exchange
scheme, but it is lack of standard security proof. Even if the work of [2] proposed
a constant round GKE protocols base on plain LWE problem. But, their protocols
only proven secure in the random oracle model [3], which usually replaced by cryp-
tographic hash functions in a real world applications. But there exist cryptographic
schemes that are secure in the Random Oracle Model, but for which any imple-
mentation yields insecure schemes [12]. Therefore, security in the standard model
is more plausible for the cryptographic schemes. To our knowledge, designing and
modular analyzing of a group key exchange protocols in the standard model are not
considered yet. Even if a GKE scheme can be obtained by a two-party key exchange
scheme, but this approach believed to be very impractical, hence we consider the
direct construction.

1.1 Our Contributions

In this work, we analyze and construct a multi-party group key exchange protocol.
As shown in the work of [18], the key reconciliation mechanism( KRM) is necessary
for a LWE based key exchange protocols. Therefore, we first introduce the concept
of multi-party KRM and show it’s concrete instantiation. Our definition of the
multi-party KRM can be regarded as the generalization of the two-party KRM
[14, 19, 26]. In a multi-party key reconciliation mechanism, each party should own
predetermined informations to ensure that each party have a same element after
running the multi-party KRM. Its not hard to see that multi-party KRM is not
enough to get a group key exchange protocol because the correctness of KRM
need the pre-determined value( input to the KRM) satisfy some proper constraints.
Therefore, this is why we need other additional tools to get GKE. For the security,
we require that KRM’s output should random even if the transactions are exposed.

To instantiate, we designe a new multi-party key reconciliation mechanism.
Compared to a naive generalization of the two-party case [14], our instantiation
can be applied to both for odd and even modulus. Meanwhile, the previous key
reconciliation mechanism of [14] only fits for the odd modulus. Furthermore, our
design is as efficient as [14] in the two-party settings. Roughly, we have following
result.

Theorem 1.1 (informal) For the integers p, q, g such that p < q, q > p(g + 1)
and gcd(q, g) = 1, there exist a multi-party KRM that is secure and correct.

Additionally, we introduce a weaker version of GKE. In contrast to GKE, a
weak GKE only enables the participants to agree on some approximately the same
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element. Obviously, any GKE protocol is also a weak GKE, but the reverse is not
the case. Therefore, constructing this weak definition of GKE at most as hard as
constructing a general GKE.

The correctness of a weak GKE is similar to the case of GKE except the final
output of a weak GKE should belongs to some range with overwhelming probability.
But the security of weak GKE is a crux. In a GKE protocol, there is no difference
between the following two cases:(1) the adversary is given one key of the parties,
and (2) the adversary is given all parties’s keys. This is the case in a GKE, since
the correctness of GKE guarantees that all parties’s keys are equal. But this is not
the case in the weak GKE. Because in a weak GKE, the participants will obtain an
approximately the same keys. However, we define passive security of weak GKE and
present the our instantiation of weak GKE for sake of such weak GKE’s existence.

Finally, we construct a GKE in the standard model. Roughly speaking, we show
that a secure multi-party KRM and a secure weak GKE implies passively secure
GKE. Intuitively, the weak GKE ensures that each party have approximately the
same element, and then applying the multi-party KRM, each party will agree on
a same session key. The correctness of corresponding GKE can be reduced to the
correctness of the KRM and the weak GKE. The security analysis is more subtle,
and we elaborate it in section 5. Additionally, combining the previous instantiations,
we show the instantiation of the GKE.

1.2 Related Works and Comparison

There are sequence of works [1, 6, 14, 19, 26, 30] are working on designing and im-
proving the two-party KRM and authenticated key exchange schemes from lattices.

Even if the works of [14, 19, 26] designed KRM, but they only focused on two-
party case. Our KRM design is applicable for both two party and multi-party case.
Variants of above designs are submitted to the NIST post-quantum cryptography
competition. But they mainly focused on designing KEMs, and then designed two-
party key exchange protocols through this KEMs. Obviously, this approach seem
to be more centralized and heavily rely on one party. Hence we didn’t consider this
research line in designing multi-party case.

Apon et.al [2] proposed constant round lattice based GKE, but their scheme only
proven secure in the random oracle model. In contrast, our GKE protocol is proven
secure in standard model which is a more plausible security for a cryptographic
scheme.

Organizations In section 2 we present basic notations, definitions and some useful
results from literatures. In section 3 we introduce multi-party KRM and its concrete
instantiation. We define and instantiate a waker version of group key exchange
protocol in section 4. finally we construct a secure group key exchange protocol in
the standard model.

Computer Science & Information Technology (CS & IT) 159



2 Preliminaries

Notations For a real x ∈ R, denote the largest integer which smaller than x by bxc.
For any natural integer n ∈ N, the symbol [n] denotes the index set {0, 1, · · · , n−1}.
For any positive integer q, let Zq be the cyclic group {0, 1, 2, ..., q−1} with addition
modulo q. For any reals a, b, c such that a ≤ b, the shifted set c+ (a, b) denotes the
interval (a+ c, b+ c). We abuse the notions for the half closed and closed intervals
in Zq in a similar way. For any two elements x, y ∈ Zq, we let |x−y| be the value of
mink∈Z |x − y + kq|. Vectors are denoted with bold lower-case letters(e.g., a). For
any set S and n ∈ N, the set of n-dimensional vectors with entries in S is denoted
by Sn, and the set of n-by-m matrices with entries in S is denoted by Sn×m. For
any probability distribution χ with probability space Ω, the notion x

χ←− Ω mean
that x is sampled from Ω according to χ. If the probability space is clear from the
context, we simplify the notion as x ←− χ. If χ is uniform distribution, we omit it
for the sake of simplicity, e.g., x←− Ω. We say a function ε(λ) is negligible if 1

ε(λ) is

larger than all polynomial poly(λ) from some point λ0.

2.1 Group Key Exchange Protocol

In this section, we recall the concepts relevant to group key exchange and key
reconciliation mechanisms.

GKE: A Group key exchange protocol enables the participated parties agree on
a random session key. During the process, participants may run different scripts,
but after all interaction and calculation processes, they will agree on a same session
key. The security of GKE require that the agreed session key is indistinguishable
from an equal-length random string. Here we recall the definition, correctness, and
security of GKE as follow:

Definition 2.1 A Group key exchange protocol GKE consists of three algorithms
(GKE.Setup, Interact,KeyGen) as follow:

– GKE.Setup(1λ, 1N ) −→ pp : On input the security parameter λ and number of
participants N , it outputs a general public parameter pp.

– Interact(Pi, pp)i∈[N ] −→ {transi, sti}i∈[N ] : After receiving the public parameter
pp, each party Pi run its own script which calculate, receive, and broadcast data
transmitted through public tunnel. Use transi to denote the data sets received
and sent by Pi, and denote the after all state of Pi by sti.

– KeyGen(pp, Pi, {transi, sti})i∈[N ] = {Ki}i∈[N ] : On input public parameter pp,
transaction transi, party Pi computes its own session key Ki.
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Definition 2.2 (Correctness.) We say a GKE is correct if for some random
string K, the probability

Pr

 ∧
i∈[N ]

Ki=K
∣∣∣∣pp←− GKE.Setup(1λ, 1N )
{transi, sti}i∈[N ] ←− Interact(Pi, pp)i∈[N ]

{Ki}i∈[N ] := KeyGen (pp, Pi, {transi, sti})i∈[N ]


is negl(λ), where probability is taken over the randomness of KeyGen algorithm and
randomness of Interact algorithm.

For a probabilistic polynomial time algorithm A and key space K of GKE, we
define the advantage of A against GKE, denoted AdvGKE

A , as

Pr

b′=b

∣∣∣∣∣
pp←− GKE.Setup(1λ, 1N )
{transi, sti}i∈[N ] ←− Interact(Pi, pp)i∈[N ]

{Ki}i∈[N ] := KeyGen(pp, Pi, {transi, sti})i∈[N ]

b
$←− {0, 1}, if b = 0,K∗ :

$←− K, else K∗ := K0

b′ ←− A({transi}i∈[N ], pp,K
∗)

− 1

2
,

where the probability is taken over the randomness of KeyGen algorithm, random-
ness of Interact algorithm and random coin toss of b. we define the eavesdropper(
passive) security of a GKE as follows.

Definition 2.3 (Security.) We say protocol GKE is passively secure if the ad-
vantage Adv of any PPT algorithm A( eavesdropper) is negligible in the security
parameter λ, i.e., AdvGKE

A (λ) ≤ negl(λ).

If a GKE protocol remain secure in a case where the adversary capable of
completely controlling over all the communications in the network, We say GKE
is adaptively secure. Fortunately, there is a compiler [21] transforms a passively
secure GKE into an adaptive one. Note that this compiler need a secure signature
scheme. Fortunately, there are lattice based signature schemes [15–17] which are
strongly unforgeable under adaptive chosen message attack (EUF-CMA), and it’s
enough for the compiler. In other words, if there is a lattice based GKE, then we
have a lattice based athenticated GKE. Hence in this work, we mainly focus on
constructing GKE.

2.2 Gaussians and Ring LWE

Here, we recall definitions and some useful results of gaussian distributions and ring
Learning With Errors( LWE) problems.

Lattice and Gaussian. A n-dimensional lattice L is the discrete subgroup of Rn.
A lattice can be generated by n linearly independent basis B = {b1,b2, ...,bn} as
L = L(B) := {

∑n
i=1 kibi|ki ∈ Z}. For a real s > 0, the gaussian distribution func-

tion on a real x ∈ R is defined as ρs(x) = e−π
x2

s2 . For a positive matrix Σ, we extend
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the definition over a n-dimensional vector x ∈ Rn by letting ρΣ(x) = e−π‖xΣx‖2 . For
a probability distribution ρ and a S subset of ρ’s support, we let ρ(S) :=

∑
x∈S ρ(x).

For a natural number n and a discrete set S ⊂ Zn, the discrete gaussian distribution
Ds : Sn −→ [0, 1] is defined as DS,s(x) := ρs(x)

ρs(Sn) . For a polynomial a =
∑

i∈[n] aix
i,

we say a is sampled from DCoeffs
Z,s , if the coefficient vector a = (a0, a1, · · · , an−1) is

sampled from DZ,s.

ring-LWE. Before recalling the definitions of ring LWE, we first define the rings
that we work on in this paper. One thing need to be noticed that our construction
of GKE and instantiation of key reconciliation mechanisms are independent of
concrete instantiations. The reason of using ring LWE is because of its compactness
and commutativity. One can instantiate the scheme with plain LWE or any version
of learning with rounding problems following the constraints of GKE.

Let n be a power of 2, we define the polynomial ring R := Z[x]/(xn + 1) and
let Rq be the quotient R/qR for some positive integer q. For a s ∈ Rq and gaussian
parameter s, we say a pair (a, b) is sampled from the R-LWE distribution, denoted
An,q,s, if a is uniformly sampled from Rq and b = as + e for some error term e
sampled from DCoeffs

Z,s . The goal of R-LWE problem is to distinguish the samples of
An,q,s from the same number of samples of U (Rq)× U (Rq).

Definition 2.4 (ring-LWE) For any positive integers n, q and gaussian parame-
ter s, we say R-LWEn,k,q,s is hard if for all PPT adversary A, the following holds
:

Pr

b′ = b

∣∣∣∣∣
b

$←− {0, 1};
if b = 1, (ai, bi)i∈[k] ←− Akn,q,s;
else , (ai, bi)i∈[k]

$←− Rkq ×Rkq ;

b′ ←− A((ai, bi)i∈[k]);

− 1

2
≤ negl(λ),

where the probability is over the randomness of all the coin tosses.

Theorem 2.5 [20] Let α be a positive real, m be a power of 2, l be an inte-
ger, Φm(X) = Xn + 1 be the m-th cyclotomic polynomial where m = 2n, and
R = Z[X]/(Φm(X)). Let q ≡ 3 mod 8 be a (polynomial size) prime such that
there is another prime p ≡ 1 mod m satisfying p ≤ q ≤ 2p. Let also αq ≥
n1.5k0.25ω(log2.25(n)). Then, there is a probabilistic polynomial-time quantum re-
duction from O(n/α)-approximate SIVP (or SVP) to RLWEn,k,q,αq.

Above theorem shows that for the parameters satisfying the constraints in above
theorem, RLWEn,k,q,αq problem is hard if assuming the O(n/α)-approximate SIVP
is hard. Furthermore, its believed that SIVP remains hard even if the large scale
quantum computers are available. Therefore, it is reasonable to assume that the
RLWEn,k,q,αq based cryptographic schemes are post-quantum.
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3 Multi-Party Key Reconciliation

3.1 Definition

KRM: A key reconciliation mechanism enables participated parties to obtain a
key from roughly the same elements. A significant difference between KRM and
GKE is that KRM requires all the parties should have some approximately the
same elements beforehand. But a GKE not need this requirement at all. Here in
what follows, we define the multi-party KRM with its correctness and security.

Definition 3.1 A N -party key reconciliation mechanism KeyRek consist of tuples
(KeyRek.Hint,KeyRek.KeyGen), described as follow:

• KeyRek.Hint(bi)i∈[N ] −→ {hi}i∈[N ] : On input bi, each party Pi for i ∈ [N ] runs
this algorithm to obtain a hint message hi and broadcast it to other parties.

• KeyRek.KeyGen(bi, {hi}i∈[N ])i∈[N ] :−→ {Ki}i∈[N ] : On input bi and {hi}i∈[N ], each
party Pi runs this algorithm to obtain a key Ki.

where the bis are the predetermined approximately same elements.

Correctness. For a KRM, we require all the agreed keys are equal except with
negligible probability. The formal definition is as follow.

Definition 3.2 We say multi-party KeyRek is correct with respect to β if ‖bi−bj‖ ≤
β for all i, j ∈ [N ] and for some random string K, the probability

Pr

∧
i∈[N ]

Ki = K
∣∣∣∣{hi}i∈[N ] ←− KeyRek.Hint(bi)i∈[N ];
{Ki}i∈[N ] := KeyRek.KeyGen(bi, {hi}i∈[N ])


is at least 1− negl(λ), where the probability is taken over the randomness of bi.

Security. For any PPT algorithm A and key space K of KeyRek, the advantage of
A against the protocol KeyRek, denoted AdvKeyRek

A , is defined as

Pr

b′ = b

∣∣∣∣∣
{hi}i∈[N ] ←− KeyRek.Hint(bi)i∈[N ];
{Ki}i∈[N ] := KeyRek.KeyGen(bi, {hi}i∈[N ]);

b
$←− {0, 1}, if b = 0,K∗ :

$←− K, else K∗ := K0;
b′ ←− A({hi}i∈[N ],K

∗)

− 1

2
,

where the probability is taken over the randomness of bis and the random coin toss
of b. We say KeyRek is secure if the above advantage AdvKeyRek

A is negligible in the
security parameter λ. Note that bis are approximately the same elements, but it’s
unknown and random to the adversary. A secure KeyRek should reveals nothing
about Ki to the adversary except the public message hi derived from bi.
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3.2 Instantiation

Here, we instantiate the KRM in Definition3.1 with more special case in which
only one participant’s hint message is suffice for all the participants to agree on
the same session key. In below, we generalized the KRM of [14]. Our description
of KeyRek = (Hint,KeyGen) is as below where we omit the input integers q, p, g as
they are implicitly contained in both algorithms.

Construction 3.3 For the integers q, p, g such that 2 ≤ p, p(g + 1) < q and
gcd(q, g) = 1, the construction of KeyRek = (Hint,KeyGen) as follows:

Hint(K ′) −→ h : On input K ′ ∈ Z, it runs as follow:

– (1) i
$←− Z ∩ (−g

2 ,
g
2 ]

– (2) h = bp− p
qK
′ + 1

2 + p
q ic mod p

– (3) Outputs h

KeyGen(K,h) = k : On input K ∈ Z and h ∈ Zp, it runs:

– (1) k = (K + bh qpc mod ±q) mod g

– (2) Outputs k

For any integer x ∈ Z, we let (x mod ±q) be an integer in (−q2 ,
q
2 ]. In what

follows, we prove the correctness and security of above KeyRek.

Theorem 3.4 For the integer parameters as in Construction3.3, if for any K ′,K ∈
Zq, there is an integer d such that K −K ′ = dg and |dg| ≤ q p−1

2p −
g+1

2 , then we
have

KeyGen(K ′, h) = KeyGen(K,h),

where h = Hint(K ′).

Proof. Since K = dg +K ′, we re-write KeyGen(K,h) as

KeyGen(K,h) = KeyGen(K ′ + dg, h)

=

(
K ′ +

⌊
h
q

p

⌋
+ dg mod ±q

)
mod g

=

(
((K ′ +

⌊
h
q

p

⌋
mod ±q)︸ ︷︷ ︸

≤ q
2p

+ g+1
2
≤ q

2
−|dg|

+ dg︸︷︷︸
≤|dg|

) mod ±q

)
mod g.

Since |dg| ≤ q p−1
2p −

g+1
2 < q

2 , we have q
2 − |dg| ≥

q
2p + g+1

2 . So if |(K ′ +
⌊
h qp
⌋

mod ±q)| ≤ q
2p + g+1

2 , then we can remove the second mod ±q operation from the
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representation of KeyGen(K,h). That is to say, KeyGen(K,h) can be re-written as

KeyGen(K,h) =

(
K ′ +

⌊
h
q

p

⌋
mod ±q

)
+ dg mod g

=

(
K ′ +

⌊
h
q

p

⌋
mod ±q

)
mod g

= KeyGen(K ′, h)

Therefore, to compete the proof, we need to show: |(K ′+
⌊
h qp
⌋

mod ±q)| ≤ q
2p+ g+1

2 .

Replacing the h in (K ′ +
⌊
h qp
⌋

mod ±q) with explicit representation of h in
Hint, it’s easy to see the following

|(K ′ +
⌊
h
q

p

⌋
mod ±q)|

= |bK ′ + q

p
(bp− p

q
K ′ +

1

2
+
p

q
ic mod p︸ ︷︷ ︸

∈
(
κ·q− q

2p
+i,κ·q+ q

2p
+i
]

)c mod ±q|,

where κ is some integer. In addition, we have that (K ′+
⌊
h qp
⌋

mod ±q) ∈
(
−q
2p + i, q2p + i

]
,

and thus |(K ′ +
⌊
h qp
⌋

mod ±q)| ≤ q
2p + g+1

2 . This completes the proof. ut

The following theorem shows the uniformity of our KeyRek.

Theorem 3.5 For the parameters as in Construction3.3, and a uniform K, the
KeyGen(K,h) is uniformly distributed conditioned on h = Hint(K), i.e.,

Pr
K←−Zq

[KeyGen(K,h) = k|Hint(K) = h] =
1

g
,

where k ∈ Zg.

Proof. Let Hint(K, i) be the deterministic version of Hint(K)( making the implicit
randomness i ∈ Zg as an explicit input), proving following two statements is suffice
to complete the proof.

(1) For any i ∈ Zg, we have

Pr
K←−Zq

[Hint(K, i) = h] =
|T ih|
q
, and

Pr
K←−Zq

[KeyGen(K,h) = k ∧ Hint(K, i) = h] =
|T ih,k|
q

,
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where T ih and T ih,k are defined as

T ih :=

(
q

p
(p− h− 1

2
) + i,

q

p
(p− h+

1

2
) + i

]
,

T ih,κ := {x ∈ T ih|KeyGen(x, h) = κ}.

(2) For any i ∈ Zg and T ih, T
i
h,κ defined above, we have

T ih :=
⋃
κ∈Zg

T ih,κ, |T ih| = |T 0
h |, and

|T 0
h | =

∑
κ∈Zg

|T ih,κ| =
∑
i∈Zg

|T ih,k|.

This is the case, since we have

Pr
K←−Zq

[KeyGen(K,h) = k|Hint(K) = h]

=
1

g

∑
i←−Zg

Pr
K←−Zq

[KeyGen(K,h) = k|Hint(K, i) = h]

=
1

g

∑
i←−Zg

Pr
K←−Zq

[KeyGen(K,h) = k ∧ Hint(K, i) = h]

Pr
K←−Zq

[Hint(K, i) = h]

=
1

g

∑
i←−Zg

|T ih,k|
q

|T ih|
q

=
1

g

where the first and second equality is by property of probability; the third equality
is by statement (1); the last equality is by the statement (2). In what follows, we
prove (1) and (2)

Now, we prove (1). We first show Pr
K←−Zq

[Hint(K, i) = h] =
|T ih|
q as follow: From

the definition of T ih, it is easy to verify that, for any x ∈ T ih we have Hint(x, i) = h;
Furthermore, T ihs are disjoint and Zq = ∪h̄∈ZpT

i
h̄
, and thus for any x /∈ T ih, there

is some h′ 6= h such that x ∈ T ih′ and Hint(x, i) = h′ 6= h. It is obvious from the

definition of T ih,k that Pr
K←−Zq

[KeyGen(K,h) = k ∧ Hint(K, i) = h] =
|T ih,k|
q .

Next, we prove (2). Since KeyGen is deterministic algorithm of K and h, T ih,ks

are the partitioning of T ih, that is T ih = ∪κ∈ZgT ih,κ. Observing the definition of T ih,

it’s not hard to find that T ih is the shift of T 0
h ( e.g., T ih = T 0

h+i), and thus |T ih| = |T 0
h |.

To show
∑

κ∈Zg |T
i
h,κ| =

∑
i∈Zg |T

i
h,k|, verifying the existence of a bijection between
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T ih,k and T i−1
h,k−1 is suffice. This is the case, because we have |T ih,k| = |T

i−1
h,k−1| in this

case, and ∑
i∈Zg

|T ih,k| =
∑
i∈Zg

|T 0
h,k−i| =

∑
κ∈Zg

|T 0
h,κ| = |T 0

h |.

Here, we define the map f : T ih,k −→ T i−1
h,k−1 as f(x) = x − 1 and prove this

is a bijective map. We first show that for any x ∈ T ih,k, f(x) ∈ T i−1
h,k−1. From the

definition of the algorithms Hint and KeyGen, we have Hint(x−1, i−1) = Hint(x, i) =
h and KeyGen(x− 1, h) = k − 1 mod g, and thus f(x) ∈ T i−1

h,k . It’s straight that f
is bijective map. This completes the proof. ut

The following is a multi-party KRM using the Construction3.3 as a building
block.

Construction 3.6 A N -party key reconciliation mechanism KeyRek is consist of
algorithm tuples (KeyRek.Hint,KeyRek.KeyGen) as follow:

• KeyRek.Hint(bi)i∈[N ] −→ {hi}i∈[N ] : On input b0, party P0 computes h0 = Hint(b0)
and broadcast h0 to other parties, then each party Pi set hi = h0.

• KeyRek.KeyGen(bi, {hi}i∈[N ])i∈[N ] :−→ {Ki}i∈[N ] : On input bi and {hi}i∈[N ], each
party Pi runs KeyGen(bi, {hi}i∈[N ]) to obtain a key ki.

where the bis are the predetermined approximately same elements.

As described in above Construction3.6, this KeyRek is a special case of Definition3.1.
In general, we have following result.

Theorem 3.7 For the integers p, q, g such that p < q, q > p(g+1) and gcd(q, g) =
1, there exist a multi-party KRM that is secure and correct respect to q p−1

2pg −
g+1
2g .

Proof. The Construction3.6 is the witness to the existence of such multi-party
KRM. The security and correctness are simply followed from the Theorem3.5 and
the Theorem3.4. ut

4 A Weaker Version of GKE

In this section, we define a weak version of GKE, and then we show the RLWE
based instantiation.

4.1 Weak GKE

The correctness of a GKE protocol guarantees that the participated parties can have
the same session key. But, in this section, we degrade the correctness of the GKE
protocol, and we call this new degraded protocol as weak GKE. More specifically,
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at the end of a weak GKE, the correctness of the weak GKE requires that the
participants agree on an approximately the same element rather than an exactly
the same element. The definition of a weak GKE is identical to the definition
GKE( Definition 2.1), and thus we omit the formal definition here. We define the
correctness of a weak GKE protocol as follows.

Definition 4.1 (Correctness.) For a real γ > 0, we say a weak-GKE is correct
respect to γ3 if the probability

Pr

 ∧
i,j∈[N ]

‖Ki −Kj‖≤γ
∣∣∣∣
pp←− wGKE.Setup(1λ, 1N )
{transi, sti}i∈[N ] ←− wInteract(Pi, pp)i∈[N ]

{Ki}i∈[N ] := wKeyGen
i∈[N ]

(pp, Pi, {transi, sti})


is negligible, where the probability is taken over the randomness of weak-KeyGen
algorithm and randomness of weak-Interact algorithm.

The above correctness definition of a weak-GKE shows that all the agreed keys
from a weak-GKE protocol should be near each other instead of requiring them to
be equal. Intuitively, this relaxed version seems to be easily reached, and we will
show an explicit instantiation in next section.

security Here we define the security of weak GKE which is slightly different from
the security definition of GKE. Recall the security definition of a GKE protocol,
all the keys should be exactly equal, and thus there is no difference either of the
following two cases: (1) the adversary is only given a single key, or (2) the adversary
has all the keys. But in the case of weak GKE, the approximate-equality is needed,
and thus above two cases are different. Here, the adversary is asked to distinguish
the derived keys of a weak GKE from the same number of random dense keys.

For a probabilistic polynomial time( PPT) algorithm A and the key space K of a
wGKE, we define the advantage of A against the protocol wGKE, denoted AdvwGKE

A ,
as follow:

Pr

b
′= b

∣∣∣∣∣
pp←− wGKE.Setup(1λ, 1N )
{transi, sti}i∈[N ] ←− wGKE.Interact(Pi, pp)i∈[N ]

{Ki}i∈[N ] := wGKE.KeyGen
i∈[N ]

(pp, Pi, {wtransi, sti})

b
$←− {0, 1}, if b = 1,K∗i := Ki for all i ∈ [N ],

else K∗0 :
$←− K, {K∗i }i∈1,...,N−1 := K∗0 + χγ/2,

b′ ←− A({transi}i∈[N ], pp, {K∗i }i∈[N ])

−
1

2
,

where χγ/2 is a distribution bounded by γ/2, the probability is taken over the
randomness of wGKE.KeyGen, wGKE.Interact, χ and random coin toss of b. Our
security definition of a weak GKE is as follows.

3 We use the notion correct respect to γ rather than γ-correct due to the fact that the latter
usually used to imply the correctness not holds with probability γ.
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Definition 4.2 We call a protocol wGKE is passively secure if the advantage of
any PPT algorithm A( eavesdropper) against the protocol wGKE is negligible in the
security parameter λ, i.e., AdvwGKE

A (λ) ≤ negl(λ).

Note that a GKE protocol is obviously a weak GKE. We instantiate this weaker
version of GKE in the following section.

4.2 Instantiation of Weak GKE

In this section, instead of presenting a concrete instantiation of wGKE, we give a
high level description of its existence. In particular, we construct a wGKE using a
similar way as in [5, 18].

Construction 4.3 The construction of wGKE is consist of three algorithm triples
(wGKE.Setup, wGKE.Interact, wGKE.KeyGen) as follows:
wGKE.Setup(λ) : On input the security parameter λ and number of participants
N , it first choose a random ring element a, a PRF, and an obfuscated circuit C(
described in Construction 4.4),
wGKE.Interact(pp, Pi)i∈[N ]: On input public parameter pp, party Pi choose a pair

(si, ei)
χ←− R, and comput bi = a · si + ei, then broadcast bi.

wGKE.KeyGen(pp, Pi, {bi, }i∈[N ] , (si, ei))i∈[N ]: Party Pi evaluate the obfuscated cir-
cuit C on input {bj , sj , ej}j∈[N ], and let the sum of a random bounded value and
the evaluation of C as it’s session key.

Construction 4.4 Input : a, (bi, si, ei)i∈[N ], PRF:
For i =0 to n :

if bi = a · si + ei, output PRF (b1, · · · , bN ).
Otherwise output ⊥.

Hardness result of RLWE shows that bi only leaks negligible information about
the pair (si, ei). Since the ith party has exact values of (si, ei), {bj}j∈[N ], and
incorrect values of sj , ej ’s for j 6= i, the statement bk = a · sk + ek holds for k = i,
and thus it will correctly have the value PRF (b1, · · · , bN ). But those who hasn’t
any exact pair of (si, ei) unable to have PRF (b1, · · · , bN ).

5 Group Key Exchange Protocol from Ring LWE

In this section, we firstly construct a GKE protocol from a weak GKE and key
reconciliation mechanism. Then, we will show its correctness and security. After
all, we will instantiate the GKE protocol.
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5.1 construction

In this section, we present the construction of group key exchange scheme GKE =
(GKE.Setup,GKE.Interact,GKE.KeyGen) from a combination of weak group key ex-
change scheme wGKE = (wGKE.Setup, wGKE.Interact, wGKE.KeyGen) and a multi-
party key reconciliation mechanism KeyRek = (KeyRek.Hint,KeyRek.KeyGen). let λ
be the security parameter and N be the number of participants, the construction
if GKE is as follows.

Construction 5.1 The description of GKE as follows:

GKE.Setup(1λ, N) −→ pp: On input the security parameter λ and number of partic-
ipants N , it obtains pp by running wGKE.Setup(1λ, N).

GKE.Interact(pp, Pi)i∈[N ] −→ {transi, hi, sti}i∈[N ]: On input the public parameter pp,
each party Pi do the followings :

1. (transi, sti)←− wGKE.Interact(pp, Pi), and brodcast transi
2. (Ki)←− wGKE.KeyGen(transi, sti, Pi)

3. (hi)←− KeyRek.Hint(Ki), and brodcast it.

GKE.KeyGen(pp, (transi, hi, sti)i∈[N ]) = {ki}i∈[N ]: On inputs pp, (transi, hi, sti)i∈[N ]

generated from previous algorithms, it first generate Ki by running the algorithm
wGKE.KeyGen(transi, sti, Pi). Then it runs KeyRek.KeyGen(Ki, {hi}i∈[N ]) to get
ki.

Correctness. Following theorem shows the correctness of above GKE.

Theorem 5.2 The GKE protocol GKE presented in Construction5.1 is correct if
the wGKE and KeyRek are correct respect to γ.

Proof. From the correctness definition of GKE, we have following by union bound

Pr

[
∧

i,j∈[N ]
ki = kj

]
= 1− Pr

[
∧

i,j∈[N ]
ki 6= kj

]
≤ 1−N2 max

i,j∈[N ]
Pr [ki 6= kj ] .

Hence, for any i, j ∈ [N ], showing Pr[ki 6= kj ] ≤ negl(λ) is suffice to show the
theorem. To show this, we rewrite the probability Pr[ki 6= kj ] as

Pr[ki 6= kj ∧ ‖Ki −Kj‖ ≤ γ] + Pr[ki 6= kj ∧ ‖Ki −Kj‖ > γ]

≤ Pr[ki 6= kj |‖Ki −Kj‖ ≤ γ] + Pr[‖Ki −Kj‖ > γ]

Since wGKE is correct respect to γ, thus ‖Ki −Kj‖ ≤ γ holds except with negl(λ) probability. In
addition, the conditional probability of ki = kj on ‖Ki −Kj‖ ≤ γ is at least 1 − negl(λ) by the
correctness of KeyRek. Therefore we have Pr[ki 6= kj ] ≤ negl(λ). This completes the proof

ut
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5.2 Security and Instantioation

Let χγ/2 be some bounded distribution, the following theorem shows the security
of the GKE in Construction 5.1.

Theorem 5.3 The GKE protocol GKE presented in Construction5.1 is( passively)
secure assuming the( passive) security of KeyRek and security of wGKE respect to
χγ/2.

Proof. We prove the theorem by contradiction. We start by assuming the theorem
is false, that is there exists an adversary A which can break the protocol GKE, then
we will show that at least one of the following two statements holds: (1) There is a
simulator Sim1 which breaks the security of wGKE. (2) There is a simulator Sim2
which breaks the security of KeyRek. This contradict with the theorem assumption
that wGKE and KeyRek are secure, and thus the theorem holds.

To show the existence of an adversary A which can break the protocol GKE
implies one of the above two statements is true, we need following sequence of
games.

Game0 This is the ordinary GKE security game between the A and the challenger.
Game1 In this game, we modify the game so that challenger chooses K0 from uni-

form distribution instead of generating it by running wGKE.KeyGen, and then
let Ki = K0 +χγ . Here we also require χ be some distribution bounded by γ/2
except with negligible probability.

Game2 In this game, we change the way that the challenger compute the challenge
key k∗. Here the challenge key k∗ is chosen randomly instead of generating it
by using KeyRek.KeyGen.

In what follows, we show the advantage of A in the Game0, denoted AdvGame0
A ,

is upper bounded by the advantage of corresponding algorithms(AdvwGKE
Sim1 and

AdvKeyRek
Sim2 ) plus a negligible function in security parameter λ. By our assumption,

AdvGame0
A is noticeable, therefore AdvwGKE

Sim1 or AdvKeyRek
Sim2 is non-negligible, and this

is what we want to prove. Now, we show it by following lemmas.

Lemma 5.4 AdvGame0
A ≤ AdvGame1

A + AdvwGKE
Sim1 .

Proof. The algorithm Sim1 works as follows:

At the beginning of the game, algorithm Sim1 is given (pp, {transi,K∗i }i∈[N ])
from its challenger, where pp is the public parameter of wGKE, transis are the
transactions and K∗i s are derived keys of the wGKE if the challenger’s coin toss

b = 1, and K∗0 :
$←− K, {K∗i }i∈1,...,N−1 := K∗0 + χγ/2 otherwise. Then, Sim1 com-

putes hi := KeyRek.Hint(K∗i ) for all i ∈ [N ], k∗ := KeyRek.KeyGen(K0, {hi}i∈[N ]),
and send (pp, {transi, hi}i∈[N ], k

∗) to the adversary A. At the end of the game,
after receiving the A’s guessing bit b′ ∈ {0, 1}, Sim1 outputs b′ as its guess of b.
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If the challenger’s coin toss b = 1, then Sim1 perfectly simulate the view of A
as in Game0. Otherwise, Sim1 simulates the view of A as in Game1. Therefore, the
lemma follows.

ut

Lemma 5.5 AdvGame1
A ≤ AdvGame2

A + AdvKeyRek
Sim .

Proof. The algorithm Sim2 runs as follows:

At the beginning of the game, algorithm Sim2 is given ({hi}i∈[N ],K
∗) from

its challenger, where hi = KeyRek.KeyGen(Ui) for uniformly distributed Uis
such that ‖Ui − Uj‖ ≤ γ,∀i, j ∈ [N ]. The key K∗ is generated by the al-
gorithm KeyRek.KeyGen(U0, {hi}i∈[N ]) if the challenger’s coin toss b = 1 and
generated by randomly if b = 0. Then, Sim2 obtain (pp, {transi}i∈[N ]) by run-
ning wGKE.Setup and wGKE.Interact. Next, Sim2 let k∗ := K∗ and sends
(pp, {transi, hi}i∈[N ], k

∗) to the adversary A. At the end of the game, after re-
ceiving the A’s guessing bit b′ ∈ {0, 1}, Sim2 outputs b′ as its guess of b.

If the challenger’s coin toss b = 1, then Sim2 perfectly simulate the view of A
as in Game1. Otherwise, Sim2 simulates the view of A as in Game2. Therefore, the
lemma follows. ut

Complete the proof. Since the key k∗ in Game2 is uniformly selected, then the
adversary’s advantage AdvGame2

A is zero. Furthermore, combining the above lemmas,
we have

AdvGame0
A ≤ AdvGame1

A + AdvwGKE
Sim1

≤ AdvGame2
A + AdvKeyRek

Sim2 + AdvwGKE
Sim1

≤ AdvKeyRek
Sim2 + AdvwGKE

Sim1 .

Since AdvGame0
A is noticeable, at least on of AdvKeyRek

Sim1 and AdvwGKE
Sim2 is noticiable.

This completes the proof.
ut

Instantiation. Concrete Instantiation of GKE straightly obtained by combining
the instantiations of multi-party KeyRek and wGKE from the previous sections.
Therefore, we omit the concrete description here.
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ABSTRACT 
 
Based on the principle that perfection is a divine criterion, process management exists on the 

one hand to achieve excellence (near perfection) and on the other hand to avoid imperfection. 

In other words, Operational Excellence (EO) is one of the approaches, when used rigorously, 

aims to maximize performance. Therefore, the mastery of problem solving remains necessary to 

achieve such performance level.  

 
There are many tools that we can use whether in continuous improvement for the resolution of 

chronic problems (KAIZEN, DMAIC, Lean six sigma…) or in resolution of sporadic defects 

(8D, PDCA, QRQC ...). However, these methodologies often use the same basic tools (Ishikawa 

diagram, 5 why, tree of causes…) to identify potential causes and root causes. This results in 

three levels of causes: occurrence, no detection and system. 

 
The research presents the development of DINNA diagram [1] as an effective and efficient 
process that links the Ishikawa diagram and the 5 why method to identify the root causes and 

avoid recurrence. The ultimate objective is to achieve the same result if two working groups 

with similar skills analyse the same problem separately, to achieve this, the consistent 

application of a robust methodology is required. Therefore, we are talking about 5 dimensions; 

occurrence, non-detection, system, effectiveness and efficiency. 

 
As such, the paper offers a solution that is both effective and efficient to help practitioners of 
industrial problem solving avoid missing the real root cause and save costs following a wrong 

decision. 

 

KEYWORDS 
 

Operational Excellence, DINNA Diagram, Double Ishikawa and Naze Naze Analysis, Ishikawa, 

5 Way analysis, Morocco. 

 

1. INTRODUCTION 
 
Previous research has identified methodologies using a set of methods that we can use to improve 

the results of each of the phases that continuous improvement projects must go through [2]. As 
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problems become more complex, more structured tools are needed to support these steps, from 
characterizing the problem to put in place an action plan. These tools use divergent techniques, 

which help generate multiple alternatives, and convergent techniques that help analyze and filter 

the generated options [3] [4]. Some of the most cited methodologies are 8D [5] [6] [7] [8], 

PDCA[9] [10] [11] [12] [13] [14] [15] [16],  DMAIC [17] [18] [19] [20] [21] [22] [11] and 
KAIZEN [23] [24] [25] [26] [27] [28]. However, Ishikawa [29] and 5 Way analysis [30] remain 

the most basic tools used in all those methodologies.   

 
 

 
 

Figure 1. Common tools to all problem-solving methodologies 

 

2. MOTIVATION & PHILOSOPHY 
 

2.1. Motivation 
 

The research is the result of several years of 8D methodology practitioner (more than 1200 
reports over 15 years) on semiconductor, wiring systems and automotive industries. I hope that 

will be helpful and by the way, one cogitates (think deeply) item to develop in the future. I 

present the 5 dimensions experimental design of problem solving using DINNA Diagram : 
Double Ishikawa and Naze Naze Analysis, discussing the novel approach we have taken to defect 

and root cause classification and the mechanisms we have used to connect between the different 

diagrams. We then present the results of our analyses and describe the best way to get it. We 

conclude with lessons learned from the methodology and resulting ongoing improvement 
activities. 

 

2.2. Philosophy 
 

If we assume that we have two teamwork groups with similar skills both looking for the root 

cause of the same problem separately, how can we be sure that the two groups will achieve the 
desired result using the same methodology? 
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3. DINNA DIAGRAM 
 

3.1. Double Ishikawa diagram 
 

The Ishikawa diagram [29] is one of Seven Basic Tools of Quality, (also called fishbone 
diagrams, herringbone diagrams, cause-and-effect diagrams, or Fishikawa) are causal diagrams 

created by Kaoru Ishikawa (1968) that show the causes of a specific event. This diagram 

illustrates the cause and effect diagram or 5ME (Material, Man, Machine, Method, Measure and 
Environment). For each branch all potential causes are described. Indeed, the purpose is to break 

down (in successive layers of detail) causes that potentially contribute to a particular effect. 

 

Mostly if not always, we treat only the occurrence (why it happened) and we forget the non-
detection (why it wasn’t detected) root causes. That’s why, double Ishikawa diagram is very 

important to complete the analysis. And, we keep the “Man” for the last, to not be influenced. 

 
I chose the double Ishikawa form like “Figure. 2” to facilitate the connection with the why why 

analysis. 

 

 
 

Figure 2. Double Ishikawa Diagram   

 

There are two ways to verify the causes, by reproducing the defect or by team voting.  
 
 

By reproducing the defect: We try to reproduce the defect based on hypotheses given by team 
members, but this method is limited by time allocate to the analysis and also if there is 

combination of several causes.   

 
 

By team voting: Sometimes it is very difficult to verify the causes by reproducing the defect. In 

this case, the team formulates hypotheses that can be objectively tested. The approach is that each 

team member gives a causes weight (3P, 2P, 1P) based on their feedback and expertise, and in the 
end we sum the points which giving a final number as shown in the example below “Figure. 3”. 
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Figure 3. Double Ishikawa and the vote  

 

3.2. Naze Naze Analysis 
 

5 Why’s are widely used to find the real root cause, invented by Taiichi Ohno [30] which was the 
great quality guru working for Toyota, 5 Why’s are also called Naze Naze in Japanese 

(Naze=Why). The principal is to ask several times the question Why until you hit the real root 

cause.  

 
And for sure, the question Why can be asked less or more than 5 times. Also, make sure the root 

cause is connected to the initial problem with a logical link. 

 
Which is the Reel Root Cause? 

 

• The reel root cause must be well described: need to be accurate, measurable, specific and 

without interpretation. 
• The reel root cause is the one identified that satisfies the requirement of completely explaining 

the effect.  It is the single verified reason that accounts for the problem. 

• The reel root cause is supported by the facts without contradiction.  
• The reel root cause is the one whose removal should make the effect stop permanently. 

The Double Ishikawa (or the list of initial causes) is the starting point. That could be the problem 

itself but that will be less accurate. 
 

Methodology: 

 

Step 1: select one initial cause from the Double Ishikawa. For each branch all potential causes 
are described: Advantage of this in description of a problem: you will not forget anything. 
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Figure 4. Naze Naze Analysis 

 
Step 2: repeat “why” until the answer can trigger a countermeasure. It’s important to note that the 

“5 Whys” technique can break into multiple chains when a particular “why?” has multiple 

answers. This is the time to apply the Pareto method and determine which pathway has the 

greatest effect in causing the performance gap. When choosing between two courses of action, 
it’s better to address the causes with an 80% impact on the problem first, before dealing with 

causes that have a lesser impact. See below (Occurrence: cause 1, in the first why, we get two 

causes, one was verified as not possible the second one, guide us to the reel root cause).  
 

Step 3: Ask « thus » at every cause to verify the root cause. In fact, to verify that the analysis is 

correct, you should be able to propose a countermeasure to the root cause and apply the word 
“thus” or “therefore” to verify that the countermeasure addresses each cause in the chain. This is 

what we call the “reversible” aspect of the 5 Why’s to verify the reel root cause. 

 

Good example:  

 

“I was late”   why  because “my car did not start”  

Do you mean “your car did not start so you were late”? Yes! so the cause is confirmed. 

 

Bad example: 

 
“I was late”  why  because “I had a party yesterday evening”  

Do you mean “you had a party yesterday, so you were late”?  

Cannot be Yes because you may have a party and be just in time. Being late is due to something 

else  this cause is not confirmed. 



180   Computer Science & Information Technology (CS & IT) 

3.3. Three dimensions of Naze Naze Analysis 
 

The Naze Naze Analysis splits into 3 dimensions: 

 
1) The Occurrence (non-conformity) 

 

Why do we have the problem? 
 

2) The Escape (non-detection) 

 

Why did we not detect the problem? 
 

3) The System (preventive & predictive)  

 
     Why did the system allow this problem to happen?      

     Why did the system allow this problem to not be detected? 

 

3.4. Double Ishikawa and Naze Naze Analysis Diagram 
 

DINNA Diagram is a powerful problem-solving methodology which is an iterative effort that 
requires strong leadership, good teamwork, and relentless follow-through. If it were easy, you 

wouldn’t need to spend time diving deep to understand the real root causes and solutions. You’d 

simply solve the problem. 
 

In lean manufacturing, real root cause countermeasure tools are often used to help perform the 

necessary discovery and analysis, and to provide the insight needed to develop an effective and 

permanent solution. This approach is exactly what we found when we use DINNA Diagram, it 
will help you to gain time, to effectively determine the real root cause(s), and to avoid the 

recurrence. 

 
The DINNA Diagram is complete resolving problem methodology if it is used correctly, we 

should not stop until ALL real root causes have been identified: Occurrence and Escape, 

Technical and System. 

 
Remind that when the real root cause is identified is provides an opportunity to prevent it 

happening again thus reducing the possible recurrence, increasing customer satisfaction, 

etc…Finally, customers often require a 5 Why’s from their supplier because they think that it is a 
key tool to find the real root cause and then to prevent recurrence. That’s why; DINNA Diagram 

is well designed to force us to go down to the real root causes using fact-based links between the 

cause and the effect. 
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Figure 5. Double Ishikawa and Naze Naze Analysis Diagram 

 

3.5. The 5 dimensions of problem-solving using DINNA Diagram: 
 

The robustness of any problem-solving tool cannot be achieved if it does not address the 
effectiveness and efficiency dimensions. Using the Dinna diagram rigorously, we identify the 

true root cause or the combination of several root causes. At this stage, an action plan is required, 

and the choice of appropriate actions is made based on a decision matrix which should consider 

the cost criterion alongside the quality and the deadline. Therefore, the efficiency remains 
mandatory for Operational Excellence mindset and this is the 4th dimension. 

 

Finally, the 5th dimension is the effectiveness of the actions put in place to eradicate the problem, 
which can be verified by compliance audits and perfectly if no recurrence recorded. 

 

 
 

Figure 6. The 5 dimensions of problem-solving using DINNA Diagram 
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4. CONCLUSIONS 
 
DINNA diagram has been tested for different problems in three sectors of the automotive 

industry: Semiconductor (80% machine Vs. 20% Human), Automotive suppliers (20% machine 

Vs. 80% Human), and Car Maker (50% machine Vs. 50% Human). We will publish practical 

cases in the future using the 5 dimensions of problem solving with DINNA diagram. 
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