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Preface 
 

The 7th International Conference on Natural Language Computing (NATL 2021) November 27 ~ 

28, 2021, London, United Kingdom, 5th International Conference on Networks & 
Communications (NETWORKS 2021), 7th International Conference on Fuzzy Logic Systems 

(Fuzzy 2021) and 7th International Conference on Computer Science, Engineering And 

Applications (CSEA 2021) was collocated with 7th International Conference on Natural Language 
Computing (NATL 2021). The conferences attracted many local and international delegates, 

presenting a balanced mixture of intellect from the East and from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from 

academia and industry to focus on understanding computer science and information technology 
and to establish new collaborations in these areas. Authors are invited to contribute to the 

conference by submitting articles that illustrate research results, projects, survey work and 

industrial experiences describing significant advances in all areas of computer science and 
information technology. 
 

The NATL 2021, NETWORKS 2021, Fuzzy 2021 and CSEA 2021 Committees rigorously 

invited submissions for many months from researchers, scientists, engineers, students and 

practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed 
submissions from an unparalleled number of internationally recognized top-level researchers. All 

the submissions underwent a strenuous peer review process which comprised expert reviewers. 

These reviewers were selected from a talented pool of Technical Committee members and 

external reviewers on the basis of their expertise. The papers were then reviewed based on their 
contributions, technical content, originality and clarity. The entire process, which includes the 

submission, review and acceptance processes, was done electronically. 
 

In closing, NATL 2021, NETWORKS 2021, Fuzzy 2021 and CSEA 2021 brought together 
researchers, scientists, engineers, students and practitioners to exchange and share their 

experiences, new ideas and research results in all aspects of the main workshop themes and 

tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is 

organized as a collection of papers from the NATL 2021, NETWORKS 2021, Fuzzy 2021 and 
CSEA 2021. 
 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 
success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 

the event and that the friendships and collaborations forged will linger and prosper for many 
years to come. 
 

David C. Wyld, 

Dhinaharan Nagamalai (Eds) 
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Department of Information System and Technology, Mid.  

Sweden University, Sundsvall, Sweden 
 

ABSTRACT 
 

Information extraction is a task that can extract meta-data information from text. The research 

in this article proposes a new information extraction algorithm called GenerateIE. The 

proposed algorithm identifies pairs of entities and relations described in a piece of text. The 

extracted meta-data is useful in many areas, but within this research the focus is to use them in 
news-media contexts to provide the gist of the written articles for analytics and paraphrasing of 

news information. GenerateIE algorithm is compared with existing state of the art algorithms 

with two benefits. Firstly, the GenerateIE provides the co-referenced word as the entity instead 

of using he, she, it, etc. which is more beneficial for knowledge graphs. Secondly GenerateIE 

can be applied on multiple languages without changing the algorithm itself apart from the 

underlying natural language text-parsing. Furthermore, the performance of GenerateIE 

compared with state-of-the-art algorithms is not significantly better, but it offers competitive 

results. 

 

KEYWORDS 
 

Information Extraction, IE, Information representation, Knowledge Graph, Natural Language 

Processing, NLP, Pattern Recognition, Entity Recognition. 

 

1. INTRODUCTION 
 
Modelling data with machine learning algorithms has shown promising results in various areas, 

such as image processing, robotics and natural language processing. These areas are growing, 

both in size and number, and machine learning becomes more advanced every day. Especially 
within news-media companies that tries to reach their customers with functional and promising 

algorithms. Natural language processing which is a very central part of companies that produce 

content can combine several models that compute bits and pieces of information about the text 
into a single model for a particular predictive goal. This research will use previously well 

explored natural language models to automatically extract information from text. The extracted 

information can be collected into a database which one can derive knowledge from. The news 

industries could then use this knowledge to analyse their supply and demand as well as creating 
summaries of their articles and paraphrase words to make it more understandable by certain 

target groups. While writing, there are different ways to express the message, while the gist of the 

text remains the same. Depending on the intended audience, an author can adapt the text with 
different formulation and terminology to ease the readers understanding of the text. The research 

problem is about finding this gist from any written text. This paper is trying to achieve this by 

extracting meta-data from the text. The algorithm developed in this paper is able to identify the 
gist of the sentence regardless of the grammatical structure and individual expression of each 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N20.html
https://doi.org/10.5121/csit.2021.112001
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author. With the information it would be possible for another algorithm or another person to 
adapt the text based on who is reading it. Adaptation of texts to different audiences could with 

this algorithm be dynamically automatized in the future. Therefore, the aim of this research is to 

extract meta-data in terms of entities and what relations these entities have with each other. This 

in turn can be captured automatically as the gist of the text. The text entities are words that 
identify object/things for example "house" or "cat" and relations are binding words between these 

entities such as "is" or "belongs to". 

 
A knowledge graph one can quickly and flexibly query large data sets of entities together with 

their relations and sometimes even conclude new relations based on the imported information. 

The queries can answer what entities are connected and what relation they have with each other. 
From this information, possible answers can logically be derived by the algorithm. For example, 

if the goal is to know which colleagues are working with "Johannes Lindén", it is possible to 

query for entities that have a relation "colleague" with "Johannes Lindén". However, indirect 

relations and entities can also be found automatically. For instance, based on the sentence 
"Johannes Lindén works at Mid Sweden University", an indirect entity such as "A colleague" 

could also have the relation "works at" with the entity "Mid Sweden University". There is a 

significant number of indirect relations and entities which can be generated and one consequence 
is that it scales poorly in terms of storage and performance in relational databases. Instead, 

trained knowledge graph models can be used [1]. The data sets that these knowledge graph 

models are trained on are often generated from information extraction models. The information 
extraction algorithm developed in this research is called Generate Information Extraction 

(GenerateIE). 

 

The goal of this research is to create an algorithm, GenerateIE, that extracts information from 
plain texts in multiple languages. A second goal is to combine a set of state-of-art algorithms to 

enhance the information extraction process of the GenerateIE algorithm. To evaluate these goals 

there are two metrics that will be considered. The first metric will be the accuracy of the number 
of correctly extracted data-points from the text. The second metric will be the intersection 

between a set of evaluation algorithms, e.g., a comparison of data-points that were found by one 

algorithm, but not by other algorithms. The novelty of this research is to use grammatical rules, 

common to multiple Germanic languages, to deduct which words are entities and relations. 
Another novelty is to extend the information extraction concept within area of news-media as 

well as reaching competitive accuracy with other state-of-the-art algorithms. 

 
The remainder of this article is as follows: Section 2 presents relevant related work for this re-

search. Section 3 presents our approach and the proposed model. Section 4 presents our 

evaluation thereof and the results. Finally, Section 6 presents our conclusions and our future 
work. 

 

2. RELATED WORK 
 

Information extraction is a difficult task, mostly because of complexity and variations in 
languages but also because there are few ways to evaluate the output [2, 3]. The output is 

generally a list of data-points. One data-point consists of three components, subject, relation and 

object, often referred to as a triple. Today’s algorithms are capable to solve the information 
extraction task in English with either a greedy result with duplicated triples or missing entire 

sentences. They are today usually based on a fuzzy dataset, which is used to train a neural 

network model such as the OpenIE project [4]. A fuzzy dataset contains noise, and it is hard to 

determine the real accuracy and how well it performs for a certain use-case. The OpenIE 
algorithm has had several iterations of improvements over the years with contributors from for 

example Wu and Weld [4] as well as Angeli et al. [5]. Investigations of multi-lingual information 
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extraction have been conducted by Claro et al. [6] which have a similar setup of supervised 
training. The OpenIE approaches all use a training data set for the information extraction itself 

and additional training on the dependent components such as dependency parsing and part-of-

speech tagging as well. 

 
Gashteovski et.al has developed an information extraction model called MinIE [7]. The MinIE 

algorithm is a combination of an older algorithm called ClauseIE developed by Del Corro et. al. 

[8] and aggressive information extraction optimization. The input of MinIE comes from the 
ClauseIE algorithm that suggests clauses to be considered as informative constituents of the input 

sentence. MinIE moves the constituents around until a potential relation is found. 

 
There are things that complicate the matter of retrieving a sentence dependency tree and part-of-

speech tags even more and that is if a sentence has entities in it that are spanning multiple words 

such as the cookie brand "Ben and Jerrys" or music band "Rolling Stones". The dependency 

parsing will not treat these words as entities but rather include them in the dependency tree as if 
they were separate. These entity problems require a trained named entity recognition model. 

Extracting information also complicates things when a sentence might refer to previous 

paragraphs or mentioned entities within such as he, she, it, that, them. A co-reference word model 
may deal with most of these sentence references which has been investigated by Clark et.al [9]. 

Since a sentence can be formulated in several different ways and still carry the same information, 

one consideration would be to try and simplify the sentence before using an information 
extraction model, a work conducted by Narayan and Gardent where the goal was just this to 

simplify the sentence [10]. 

 

Previous research is struggling to finding a good evaluation method since there are nearly no 
existing qualified data sets for the task of training such a model. Either a noisy labelled data set is 

used to estimate the performance of the algorithm, or the existing algorithm is compared with 

another in different ways. In the handbook of natural language processing, Alexander Clark et 
al.[11] are writing about different methods of dealing with evaluation when lacking a correct 

dataset within the NLP field. Alexander’s handbook among other articles summarizes the ways of 

evaluation into four different methods which are considered in this research [11, 12, 13]. 

 
1. Intrinsic evaluation: Manually tag a set of label and compute precision, recall and 

sometimes F-score. 

2. Extrinsic evaluation: Use QA data set and match label with answer and question (for 
example WikiData→Wikipedia). 

3. Laboratory evaluation: Letting people say if the predicted label is correct or incorrect. 

4. Real world cases evaluation: Use people with expertise of which label should exist of 
sentences related to their field of expertise. 

 

Intrinsic and laboratory evaluation requires some form of definition how to label the data points 

and although this was investigated, a decision was made to postpone this evaluation since the 
longer the sentences the more complex they became to label. The intrinsic evaluation is more 

complex and will therefore take longer time to label than the laboratory evaluation and the prob-

ability of error is also higher for the intrinsic evaluation. Extrinsic evaluation would work for a 
customer QA system. However, the news-media business case requires specific types of data 

which is not available for extrinsic evaluation at the time of writing. The real-world case 

evaluation re-quires experts within the English language and there are no openly accessible data 
sets for this purpose. 

 

Google released a data source platform called GDELT [14] that stores billions of news metadata 

from all over the world, such a system could be used as valuable information to further enhance 
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an IE algorithm. The system has the computer power to store and monitor world news on the 
internet from certain news sources, new events as well as events reaching as far back in time as 

1979.Over 200 million events are recorded from over 240 countries and available for live 

requests. A similar system for crisis news is the Integrated Crisis Early Warning System 

(ICEWS). In 2013, a comparison between the GDELT and ICEWS was made that compared the 
popularity and scale of the two data sources. [15] 

 

 
 

Figure 1.  An overview of the proposed GenerateIE model. The input is an arbitrary text and the output is a 

list of data-points referred to as triples. A triple consists of a subject, relation and object components. 

  

3. METHOD 
 

The method of extracting information meta-data from texts used in this article is to propose a new 

algorithm called GenerateIE that is composed by several natural language processing models as 

well as a final algorithm that combines their predictions all together into a list of entity pairs and 
their relation, called a triple. Figure 1 shows an overview of how these natural language 

processing models are combined as well as the concept of the algorithm. Furthermore, the 

method section will explain the data sets, each natural language processing model, the final 
algorithm and how itis evaluated. 

 

3.1. Dataset 
 

The data set used when training the models of this research is Wikipedia articles selected by 

random sample with a total of 1000 articles. The data set is a good candidate since information 
can be extracted for different Germanic languages with texts of the same format and content. 

While preparing the data set some filtering was done for empty pages with no sentences as well 

as the format parameters within the articles written in XML syntax. The data set itself does not 
have any labels thus it is needed to manually evaluate the extracted triples by selecting reviewers. 

For the models requiring part-of-speech tags and dependencies another data set called Universal 

Dependencies [16] was used for the English language and a similar derived data set called 

"Talbanken" was used for the Swedish language [17, 18]. For the named entity recognition 
model, a pretrained model is fine-tuned with an additional entity type, relation, on WikiData data 

set. All relations in WikiData are extracted and a string match approach is used from the verbs 

written in Wikipedia articles. 
 

3.2. Bag of Words 
 
The first step in Figure 1 is a constructed one layered neural network model that will transform 

text paragraphs from the data set into several word vectors. This neural network is known as a 
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bag of words algorithm. The word vectors are unique vectors that map the paragraph context 
associated with the word to a high dimensional vector space. A sigmoid activation function 

makes sure that the elements are bounded and by mapping the activation function according to 

Equation 1 it is ensured that the bounded values are within the interval -1 to 1. The vectors are 

constructed such that each element represents neighbouring words in a window. This way it is 
possible to relate a word by distance from another word [19]. The relation of two words can be 

obtained by computing the cosine similarity between their vector representations, see Equation 2. 

The cosine similarity will give a positive value when they are sharing similar contexts, a value 
close to zero when they have nothing in common, and a negative number when they appear in 

opposite contexts [19]. The vectors can also use common subtraction and addition operations to 

retrieve related word vectors, see Equation (3) for an example. 
 

 

 

 
 

The Bag of Words algorithm takes an unstructured sequence of words forming a text sentence as 
input. The language of GenerateIE algorithm is for comparison reasons in English but Swedish 

language has also been evaluated in similar ways. Experiments in previously conducted research 

show that the continuous bag of words (CBOW) algorithm is reliable choice described by 

Mikolov et al [19]. 
 

3.3. Named Entity Recognition 
 

To identify known entities, such as names of locations, organizations, people and more, a Named 

Entity Recognition (NER) model is used. Entities are identified by training a model that firstly 

recognizes in which context an entity usually exists, and secondly recognizes entity variances, 
i.e., multiple words can become an entity and certain words might be an entity in one context but 

not in another. A way to avoid that the dependency parser separates the potential entity words, a 

NER model is used to simplify prediction of the dependency tree and POS parser by replacing 
multiple word entities with similar single word entities. Different NER models were tried out, 

among them the model created by Finkel et.al. [20]. Among them, the GenerateIE performed best 

with a bidirectional BERT model transformer [21] by Google in terms of performance, number of 
entity types and a state-of-the-art research model. The supported types from the BERT model 

were Person, Organization, Time, Object, Event and Location. Since Time already is supported 

by the dependency parser, the entities used in this research were Person, Organization, and 

Location, Event and Object. Both the Swedish and English pre-trained models where fine-tuned 
on additional Wikipedia data while an additional entity type, Relation, was added. The Wikipedia 

dataset did not initially have any entity labels and therefore names of relations from WikiData 

was used by string matching the existing articles with the relation names. 
 

3.4. Part-of-speech Tagger 
 
The task of a Part-of-speech tagger (POS-tagger) model predicts a part-of-speech tag for each 

word in the input sentence. The tags could be Nouns, Verbs, Adverbs etc., and there is also a 

separate tag for special characters. Different languages have different number of tags. In total 
there are 55 tags in the English language, whereas the Swedish language has 21 tags. There are 
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several algorithms that predict these tags such as SyntaxNet [22], and StanfordNLP [23]. In 2016 
Google released a POS-tagger called SyntaxNet [24] with state-of-the-art performance, and one 

year later they announced an improved version [25]. In the experiments of GenerateIE the 

SyntaxNet algorithm is used to provide the English part-of-speech. The Swedish part-of-speech 

tagger is trained on a dataset from the resources mentioned in Nilson et al. [17]. The dataset is 
originally made by Jan Einarson’s project is called Treebank [26, 18]. 

 

 
 

Figure 2. A part-of-speech example sentence parsed by SyntaxNet. The +– characters indicates a child 

path, followed by the word, part-of-speech tag and relation to patent word. 

 

3.5. Dependency Parser 
 
The task of a dependency parser is to break a sentence down to word dependencies. Each word in 

the sentence has a dependency to another word except for the root word. The dependencies 

between each word are named relations, for example "object to", "determinates" etc. Different de-

pendency parsers provide different amount of named relations, e.g., in StanfordNLP [27] there 
are in total 47 named relations and in MaltParser [28] there are 65 named relations. In the 

GenerateIE algorithm, the StanfordNLP is used for the English language whereas the MaltParser 

is used for Swedish. See Figure 2 for an example of such a dependency tree together with the 
corresponding part-of-speech tags. 

 

3.6. Co-reference Words (Word Linker) 
 

A co-reference algorithm can be used to detect words in a sentence that also refers to other words 

in the context. For example, the sentence "John Doe went out for a break and he drank a cup of 
coffee", the co-reference algorithm is to identify that the word "he" refers to "John Doe". By 

linking these words together, the sentence dependency structure looks different and the extracted 

triples would make more sense if put into a knowledge graph. The knowledge graph would not 
contain the words he, she, it, them, they, etc. but instead they would be replaced by the original 

name of the identified entity. The co-reference models could be trained by using heuristic loss 

functions or reinforcement learning techniques [9]. The GenerateIE algorithm uses a co-reference 

model as a word linker to enhance the identification of entities. The mentions of a word will be 
linked together and replaced in the extracted information to enhance the value of each extracted 

word entity. 
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3.7. GenerateIE Algorithm 
 

The GenerateIE algorithm will use the output of all previously mentioned algorithms (e.g., NER, 

POS-tagger, and dependency parser) and combine them into triples. The output of GenerateIE in 
Figure 1 is a set of triples T1, T2, ···, Tm. GenerateIE takes all the words and converts them into 

word-vectors using the bag of words algorithm. The triple extraction itself is rule based. That 

means that each word in a sentence is considered to be an entity and relation candidates. To 
narrow down the real entities and relations, GenerateIE utilize their part-of-speech tags as well as 

their word-dependencies. The part-of-speech tagger describes sentence parts as word classes. 

Dependency parsers work with set of grammatical rules in order to find relations between 

different word classes. This research uses the grammatical relations discovered by the 
dependency parser, and the entities found by the part-of-speech tagger, and then connects and 

reduces them into semantic entity-relation-entity triples, e.g., the elements to find the gist of a 

text. 
 

Through the part-of-speech-tagger the likeliness of a word being a relation is increased by 

checking if the word is a verb. Similarly, the likeliness of a word being an entity is increased if 
the tag is a noun. Furthermore, neighbouring words of nouns are being concatenated depending 

on the grammatical rules found by the dependency parser. If the noun is bound to any word in the 

following list, the word would be considered to be part of the entity and concatenated with the 

noun: 
 

1. The noun is bound to an adjectival modifier (an adjective modifying the noun), for 

example, “the mother eats red meat". 
2. The word is a number it is attached to the closest parent in the dependency tree. 

3. The noun is bound to a nominal modifier, for example, "Dr. Andersson". 

4. The noun is bound in a noun phrase as adverbial modifier, for example "I am 100 years 
old". 

5. The noun is bound to a compound word, for example, "Let me borrow your phone 

book". 

 
Similarly, the neighbouring words for a relation are being concatenated if the verb is bound to 

any of the following list, the word would be considered to be part of the relation and 

concatenated with the verb. 
 

1. The verb is bound to an auxiliary word (a non-main verb), for example, "Meagan might 

have been lying" 

2. The verb is bound to a copula word (link between subject to a subject complement), for 
example, "The sky is blue" 

 

The found entities and relations are called soft entities and relations since they have yet not been 
connected into a triple. For entities the likeliness is made certain if the named entity recognition 

algorithm identifies one of the entities or their co-referenced word as an entity. For the relations 

the likeliness is made certain if the extended named entity recognition identifies them. 
 

Once the relations and entities are defined, they are connected into triples. The method of doing 

this is to look at the dependency tree from the dependency parser and see if an entity is linked to 

another entity going through a relation upwards in the dependency tree towards the root element. 
Algorithm 1 shows the step-by-step instructions of connecting triples. More formally, parts of the 

algorithm can be expressed with set theory. For an input sentence Sin=w1, w2, ..., wn where wk 

is a word in the sequence of words of the sentence and |Sin|=n. The set of all words is defined as 
W={Sin}. All elements in W will be considered as relations and entities in T= (wk, wl, wm) 
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where T is an ordered triple information in the sentence Sin. The first position of T is the subject, 
the second position is the relation and the third position is the object constrained to 0<k<l<m<=n. 

The values of T are further limited to the condition wk ∈{E∩W}, wl∈{R∩W} and wm∈{E∩W} 

where the entity set E∈{Noun,Conjuction}and relation set R∈{Verb}. The subject and object 

words, wk and wm, should always be a children of the relation word wl. The child relations are 
denoted Tl= (wk,dl,wl) and Tr= (wm,dr,wl) for left and right entity respectively, where dl, dr 

∈{subject,modification} is the dependency relation between a pair of words in Sin. The retrieval 

of T from Sin is shown in Algorithm 1. Algorithm 1 can also be used for other Germanic 
languages like Swedish, given that there are part-of-speech and dependency parser models of the 

language we want to process. Since the models of OpenIE and MinIE are trained on an English 

data set, information extraction on Swedish was not possible at this point intime with these 

algorithms. The dependency parser rules used in this research are formulated for Germanic 
language structures and therefore a worse accuracy can be expected for other types of languages. 

 

 
 

There are two special rules about the entities. The first rule is about the named entity recognition 
algorithm. This will identify multi-word entities from the NER model (for example "Twenty 

century fox":organization) and make sure they are intact by verifying that an entity does not span 

multiple entities. After the first rule the second rule is applied. The rule checks whenever a co-
referenced word is found that this word will be replaced with the identified entity. 

 

3.8. Evaluation 
 

The GenerateIE algorithm is evaluated using one quantitative and one manual evaluation for 

com-parison of the algorithms. The quantitative part consists of a comparison of the number of 
triples found in each algorithm. The reason is to check whether any algorithm is missing any 

triples that the other algorithms pick up and also to check for errors when an algorithm detects an 

unreasonable amount of them. The manual evaluation consists of a randomly sampled set of 100 

documents were selected reviewers label triples by hand as being correct or incorrect. The 
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labelling is used to compute an accuracy for the selected data set. The order of the triples 
generated by different algorithms have been randomized, so that reviewers would not recognize 

which algorithm generated which triples. This would then avoid rating one algorithm more 

favourably than another. As mentioned in Section 2, there are previous studies on four methods 

of manual data-labelling to con-sider in our research. A laboratory evaluation (method 3) was 
chosen over the intrinsic evaluation (method 1). Intrinsic evaluation is a more complex problem 

since identifying triples without help requires more knowledge than saying weather an already 

identified triple is correct or incorrect (as done in laboratory evaluation). Since no open 
accessible data set was found, the real-world cases evaluation (method 4) was not an option. The 

extrinsic evaluation (method 2) would be possible and should be evaluated, although for news-

media the type of triples would need to be verified manually to ensure that the entities and 
relations actually existed in the text. Furthermore, there are no QA-labels for news-media articles 

that would be used in an extrinsic evaluation and therefore the laboratory evaluation (method 3) 

in Section 2 was chosen to evaluate the GenerateIE algorithm. 

 
The label-reviewers, consisting of the members in the research team of five people, went through 

the extracted triples of all algorithms in a random order and determined from the text context if 

the data sets were correct or incorrect. The instructions1 were handed to the label-reviewers of the 
subjective evaluation before they started labelling the dataset. The instructions consisted of an 

explanation of how to identify an entity and a relation, how to connect the objects into a triple, 

and how the labelling tool worked in detail. The explanation of how a triple is tagged is as 
follows. 

 

Entity: 

 
1. An entity could be a name of a location, person or organization 

2. An entity could be I, you, he, she it, they, etc. referring to some definition in 1) 

3. An entity can consist of several semantically connected words, for example "green apple" 
or “Adam Andersson" (note that in a sentence like "I like the green apple", both "green 

apple “and "apple" are valid entities for the relation "like", whereas "green" is a valid 

entity for the triple "apple is green") 

 

Relation: 

 

1. A relation consists of at least one verb connected to an entity. 
2. A relation that exists along an adverb should be concatenated together to form the 

relation, relations which do not concatenate the adverb is incorrect (for example "he is 

running fast through the forest", "running fast" should be the relation) 

 

Triple: 

 

1. A triple can consist of an entity, relation, entity 
2. A triple could consist of an entity, relation, adjective describing the entity (for example 

"The ball is blue") 

 
Once the data set is labelled the algorithms can be compared by accuracy, but since this is a new 

data set an evaluation baseline is introduced in order to sort out algorithms that perform below 

this baseline as unsuitable for the information extraction task. A completely random triple picker 

                                                
1 Instructions available here: 

https://docs.google.com/document/d/1PLUToV2drUlCTIXmLYeIWjpcHzhnLj6krA5MamEB8d0/edit 

 

https://docs.google.com/document/d/1PLUToV2drUlCTIXmLYeIWjpcHzhnLj6krA5MamEB8d0/edit
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which considers all words to be entities and relations would have an accuracy of approximately 
zero. Therefore, the baseline has to be a "reasonable smart" random model that would pair each 

noun with each verb and consider all combinations of these as triples. Assuming there are one 

verb and two nouns per sentence the random model would yield an accuracy as shown in 

Equation4, but since the sentences should strive to be between 16-25 words [29] the accuracy is 
drastically reduced. Let’s say that the baseline picks 3 words randomly from sentences, the 

accuracy would converge towards one fraction of 16 in best case and one fraction of 25 in worst 

case, see Equation6. Any algorithm that would have an accuracy above these base lines would be 
considered a candidate for the triple extraction task. 

 

 

 

 
 

4. RESULTS 
 

GenerateIE is quantitatively evaluated, comparing the number of extracted information triples, as 

well as manually evaluated, where a randomly selected sample set of the documents are labelled 
correctly or incorrectly to estimate the accuracy. The results are presented in the subsequent 

subsections. 

 

4.1. Quantitative Evaluation 
 

In total, 10000 Wikipedia articles were used to produce the results. Figure 3 shows the number of 
unique relations recorded for OpenIE, GenerateIE and MinIE after each document. Figure 

4shows the matching between each pair of algorithms. It seems like the number of triples is not 

converging over time, but there are slightly less triples added by each article converging from an 

exponential increase towards a linear increase of newly found triples. The GenerateIE seem to 
find less relations than MinIE although finds more triples than MinIE in total as shown in 

Figure5. Most of the matched triples in Figure 4 are new (the lines are linear) and because 

multiple algorithms found the same triples, it motivates a higher probability certainty that the 
triples are correctly extracted triples. 

 

Figure 5 shows a Venn diagram of the extracted triples of the two algorithms. The number of 

extracted triples of all algorithms are 398,408 triples, whereas 228,245 triples are only extracted 
by OpenIE, 25,401 triples only by MinIE and 129,966 triples only by GenerateIE. A few 

thousands of triples are found by all three algorithms. Extracting triples from even less articles 

was also tested but yielded the same ratios as Figure 5. 
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Figure 3. Total amount of unique relations extracted (y-axis) at a given iteration (x-axis) 

 

4.2. Subjective Evaluation 
 
The subjective results were produced by labelling the extracted information as correct or 

incorrect for each algorithm. In total 100 Wikipedia articles were labelled. Table 1 contains the 

numbers of triples identified by each algorithm together with how many of them where correct 
respectively incorrect. From these values, we compute the accuracy and standard deviation in the 

right-most column. The accuracy is the average number of correctly labelled triples shown in 

Equation 7. The reviewer’s labels, correct and incorrect, could be represented in a stochastic 

variable X∈{0,1} where x=0 translates to incorrect label and x=1 translates to correct label. Since 

X could be either one or zero, the standard deviation uses the binomial distribution theorem about 

estimating the variance σ(X)2 in Equation 8 given ˆp from the previously computed accuracy in 

Equation 7. 
 

 

 
 

Figure 7 shows a bar plot of all extracted triples of the three algorithms and how many of those 

where correctly extracted. Figure 6 shows the accuracy of each algorithm and all possible combi-
nations of them for the selected dataset. If the word linker is removed from GenerateIE  



12         Computer Science & Information Technology (CS & IT) 

 
 

Figure 4. Total amount of unique relations extracted when matching pairs of algorithms (y-axis) at a given 

iteration (x-axis) 
 

algorithm the accuracy is decreased to 31% while the standard deviation is also decreased 

to±2.3% as shown in Table 1. The total combination of the common triples of all algorithms are 

too small to evaluate further although computing the matched triples accuracy between OpenIE 
and GenerateIE yields83% as shown in Figure 6. The dataset is a subset of the quantitative 

evaluation with 100 articles, manually tagged triples with correct or incorrect. There are a total of 

995 triples extracted by the algorithms, whereas 357 triples are only extracted by GenerateIE, 489 
triples are only extracted by OpenIE and 51 only extracted by MinIE. There are a few overlaps 

where, a pair, or all algorithms have found the same triples. There are 98 correctly extracted 

triples by GenerateIE, 167 correctly extracted triples by OpenIE and 21 correctly extracted triples 
by MinIE. The overlap is slightly less when looking at the correctly extracted triples. 

 

Based on this subjective evaluation, it seems like the OpenIE algorithm finds a lot of entities and 

relations that are not really classified as entities nor triples and it often suggests different 
mutations of the same entity which yields incorrect result, which may or may not be desired in an 

application using the algorithm. GenerateIE and MinIE are more conservative in suggesting 

triples and only suggest one triple combination for each identified subject and object pair. This 
impression is strengthened by Figure 3, where the line is steeper for OpenIE algorithm. The 

accuracy seems to be better in the MinIE and OpenIE algorithms compared to GenerateIE, but it 

is not significant at this point since it falls within the standard deviation interval. 

 
Additionally, of the comparison a Swedish evaluation of the GenerateIE algorithm have been 

done. It has 79 triples less than the English evaluation of GenerateIE with an accuracy of 41% 

and a standard deviation of 2.8% as shown in Table 1. The GenerateIE algorithm evaluated on 
the Swedish dataset does have a high accuracy compared to the English dataset of the same 

algorithm. 
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Figure 5. The triples extracted for the compared algorithms on 1000 articles 

 
Table 1: The identified triples of OpenIE and GenerateIE and the result in accuracy 

 and standard deviation when performing 10 cross fold validation 

 

 
 

5. DISCUSSION 
 
After the evaluation there are several aspects that should be highlighted in all the algorithms. The 

overlapped triples are very few and thus we cannot say very much about a combined accuracy in 

this article but presumably when all algorithms extract the same triple, it is likely that it is correct. 
The data-points are relatively few when quantifying the numbers - 100 articles and 995 triples in 

total - but it is more than enough to compute stable accuracy and standard deviations. There is a 

slight significance that GenerateIE is performing better with the word linker than without, and 

that MinIE outperforms all other algorithms with the 68 triples that where been found in the 
dataset, although that few triples mean that it is missing a lot of triples on almost half of the 

articles. With the GenerateIE word linker there are no significance between  
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Figure 6. The number of triples found by each algorithm on 100 randomly selected articles from the entire 

dataset that was extracted and correctly extracted. To make room in the figure the naming was shortened 
(OIE=OpenIE, GIE=GenerateIE, MIE=MinIE) 

 

OpenIE and GenerateIE. Furthermore, all algorithms are significantly higher accuracy than the 

baseline discussed in Section 3.8 
 

The number of triples found by OpenIE is two times more than the GenerateIE algorithm in the 

quantitative evaluation the MinIE is even fewer. Only a small amount of the triples, 0.3%, are 
extracted by all three algorithms. The overlap is too small to give a just accuracy over all three 

algorithms, although adding common triples for OpenIE and GenerateIE we get an overlap of 

about3% and an accuracy of about 83%. The triples not found by any of the algorithms are 
unknown since we don’t have a dataset tagged with triples in our evaluation. The lack of 

knowledge of total number of triples in a sentence might make the accuracy higher than it 

actually is e.g., the precision will be lower when including the unknown triples. Another 

important fact to consider when com-paring these algorithms is that the GenerateIE algorithm can 
handle multiple languages without any additional tweaks to the main algorithm as long as the 

part-of-speech and dependency parser exists for the language of the input text, the accuracy seem 

to be slightly higher of this evaluation even though the standard deviations overlap the OpenIE 
algorithm and the GenerateIE algorithm with word linker capabilities. It seems like the number of 

the unique found triples begin to in-crease linear but slightly decreases towards the end for both 

algorithms for each iteration of new documents we extract information from. The curve could be 

estimated as an O (n log n) function. 
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Figure 7. The accuracy of each algorithm on 100 randomly selected articles from the entire dataset. The 

black lines indicate the standard deviation of each evaluation. To make room in the figure the naming was 
shortened (OIE=OpenIE, GIE=GenerateIE, MIE=MinIE) 

 

6. CONCLUSION 
 

The goal of this research was to create the algorithm, GenerateIE, that combines existing 
algorithms to extract entity-relation-entity triples from plain texts to summarize the gist of it. The 

extraction can be done with multiple Germanic languages for texts in the news-media domain. A 

second goal was to combine a set of state-of-art algorithms to enhance the information extraction 
process. The GenerateIE algorithm can extract triples that will with 36% probability represent a 

partial gist of a sentence or paragraph. The algorithm has been compared and evaluated with two 

other algorithms, OpenIE and MinIE, which have the same goal. This evaluation shows that the 

GenerateIE algorithm performs slightly worse than the others in terms of the number of identified 
triplets, but in terms of accuracy it performs better than MinIE and worse than OpenIE. 

Additionally, GenerateIE gives the possibility to transfer the rules to different Germanic 

languages and thereby also make it possible to use in a multi-language approach. Even though the 
MinIE and OpenIE algorithms does not support Swedish language the evaluation of the 

GenerateIE algorithm on Swedish language shows that the accuracy is even higher than its 

English accuracy on a similar dataset. News-media companies will be able to use this algorithm 
to further analyse their con-tent. Further also tell what the readers are interested in reading on a 

much more detailed level than before for both Swedish and English texts. The impact of this 

work will also affect other domains within NLP such as how one can approach summarizing of 

text as well as deriving more knowledge from additional languages. 
 

Regarding future work, a continued study is required to tweak the parameters of the algorithm to 

increase the number of identified triplets and the accuracy. An intrinsic evaluation should be 
performed to confirm the result in this paper for other languages than English and Swedish. The 
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significance of non-found triples should be further evaluated because the evaluation in this 
research only reflects the accuracy of the found triples leaving an uncertainty in the false 

negatives affecting the recall score. It needs further to be determined how this research can be 

applied to different domains other than the news-media domain. 
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Intelligent Question Answering Module for

Product Manuals
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Abstract. Question Answering (QA) has been a well-researched NLP problem over the past few
years. The ability for users to query through information content that is available in a range of
formats - organized and unstructured - has become a requirement. This paper proposes to untangle
factoid question answering targeting the Hi-Tech domain. This paper addresses issues faced dur-
ing document question answering, such as document parsing, indexing and retrieval (identifying
the relevant documents) as well as machine comprehension (extract spans of correct answers from
the context). Our suggested solution provides a comprehensive pipeline comprised of document
ingestion modules that handle a wide range of unstructured data across various sections of the doc-
ument, such as textual, images, and tabular content. Our studies on a variety of “real-world” and
domain-specific datasets show how current fine-tuned models are insufficient for this challenging
task, and how our proposed pipeline is an effective alternative.

Keywords: machine comprehension, document parser, question answering, information retrieval

1 Introduction

This study examines the challenge of factoid question-answering in a constrained
situation, such as the Hi-tech domain, with several product manuals as the data
source, where an agent attempts to discover a technical response to a client query
by perusing the manuals.With multiple editions of a product, product manuals can
be regarded as a constantly evolving source of information. Unlike a knowledge base
with a structured source of information like FAQs, which are easier for computers to
comprehend and process but may not be exhaustive and require time and manual
effort to create and validate, manuals provide a more reliable and up-to-date source
that becomes a perfect solution for a long-term and scalable system. These manuals,
on the other hand, are intended for humans to decipher rather than machines,
making automatic parsing more challenging.

This system intends to reduce the amount of time and effort required to find the
most relevant manual that answers the user’s question and locate the suitable sec-
tion with the most appropriate answer by manual intervention.As a result, for any
user query, the system returns a set of relevant sections from numerous manuals,
rather than just the top one as standard question answering systems do. This deci-
sion is based on a business inference that multiple manuals may include information
relevant to a user query. A typical case is when a user asks, What is the expected
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time for my battery to be fully charged? and the answer can be found in the
manuals for numerous devices, so all of those sections must be recommended to
the user. The system also needs to be able to comprehend any additional context
provided by the user that aids in narrowing down the manuals - for example, if the
user asks What is the expected time for device A’s battery to be charged? ,
the system should recognise that device A is an additional context and should be
able to only look through manuals for device A.

The use of product manuals for question answering involves the inclusion of a
document indexer engine in the question answering system, which should be exe-
cuted at scale because the questions should be addressed in real-time. As a result,
the system should be able to retrieve relevant sections of instructions among hun-
dreds of acquired manuals for each user query. Because it can process both textual
(paragraphs, summaries, etc.) and non-textual (tables, images, flow diagrams, etc.)
information, this system can be extended to any domain as long as manuals, doc-
uments, or even books and articles are available.

In traditional question answering scenarios, a small chunk of text can be re-
garded as an answer to the question asked. We cannot, however, make the same
argument for our business use case. If a user inquires about What are the steps
for me to log in to a device? , the response cannot be provided in a short
segment and must be replied using an entire section titled How to use and set
up? . As a result, the system should be able to decide whether the answer should
be returned as a short sequence or as a portion of text in real-time.

In this paper, we show how various existing systems try to solve this domain
based question answering by comparing their performances on standard business
dataset. We also introduce Intelligent Question Answering system which is com-
posed of

– Document parser, a transformer-based deep learning model that can parse
and manage a wide range of unstructured data, including images, tables, textual
content etc.

– Document indexer, a module that uses indexed databases to index documents
with essential information to keep all different types of data in a single collection,
such as images, tables, and so on.

– Document Retriever, natural-language-based query processor that handles
several business-specific preparation processes, recognizes if the query has any
“context,” and gets the top relevant chunks of text from the indexed database.

– Document Reader, a multilayer transformer-based model which has been fine-
tuned for the task of specific domain-based question answering. The document
reader also has a classifier that has been trained to decide if the answer should
be a small segment or section of text.

In this paper, we study the application of several deep learning models to the
question answering task. Our experiments show that the Intelligent Question An-
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swering system outperforms traditional question answering systems on standard
business-specific datasets.

1.1 Related work

The first type of question answering that the research teams concentrated on was
factoid questions, which are questions for which the answers can be retrieved with
certainty from the specified text source.However, in real-world scenarios, there may
be a few exceptions to this assumption that can be handled by various classifier
modules. Factoid questions such as “Where was X born?”, “Which year did
Y take place?” were the target area for these teams. Now, the focus is on answer-
ing complicated problems like “How can Y be done?”, “A was moved from
B to C and later to D. Where is A now?”. In some circumstances, these
questions require complicated comprehension and inference of contexts, as well as
information flow between sentences. Simple comprehension models or named entity
models can no longer answer these problems. Starting in 1999, an annual evaluation
track of question answering systems has been held at the Text Retrieval Confer-
ence (TREC) (Voorhees 2001, 2003b). Following the success of TREC, in 2002 both
CLEF and NTCIR workshops started multilingual and cross-lingual QA tracks, fo-
cusing on European languages and Asian languages respectively (Magnini et al.
2006; Yutaka Sasaki and Lin 2005 [8]). Other datasets that focused on question
answering such as P. Rajpurkar,et al. 2016 [11] and P. Rajpurkar, et al. 2018 [10]
were also released. The amount of literature in the general field of QA has grown
to the point where there are numerous models with significant performance that
reliably address the QA domain. The majority of these models and techniques, on
the other hand, concentrate on academic data sources, which have been curated
by humans and adhere to excellent grammar and linguistic patterns. In real busi-
ness world, data is frequently dispersed over pages or portions of pages, causing
parsing and further inference of this type of data to perform far worse than in the
academic environment. There are also a number of advanced complete pipeline QA
systems that leverage either the Web, as does QuASE (Sun et al., 2015) [13], or
Wikipedia as a resource, as do Microsoft’s AskMSR (Brill et al., 2002) [14], IBM’s
DeepQA (Ferrucci et al., 2010) [20] and YodaQA (Baudi�s, 2015; Baudi�s and �

Sediv‘y, 2015) [15]. AskMSR is a search-engine-based QA system that focuses on
”data redundancy rather than sophisticated language analyses of either questions
or potential responses,” in other words, it doesn’t focus on machine comprehension
like we do. Few approaches attempt to address both unstructured and structured
information, such as text segments and documents, as well as knowledge bases and
databases.One such example is DeepQA. Other systems such as YodaQA which are
based after DeepQA combines information extractiom from unstructured sources
such as websites, text and Wikipedia. This task is challenging because researchers
have to face issues in both scalability and accuracy. In the last few years, rapid
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progress has been made and the performance of factoid and open-domain QA sys-
tems has been improved significantly (Chen et al., 2017;S.Schwager et al., 2019;K.
Jiang et al., 2019). Several different approaches were proposed, including twostage
ranker-reader systems such as DrQA (Chen et al., 2017) [2], end-to-end transformer
based models (S.Schwager et al., 2019) [4] and unified framework based models to
solve all text based language problems (Raffel et al., 2020) [7].

2 Our proposal

In the following, we describe our system - Intelligent Question Answering Pipeline
which consists of four components: (1) Document Parser module (2) Document
Indexer module (3) Document Retriever (4) Document Reader. The whole archi-
tecture is depicted in 3.

2.1 Document parser

Fig. 1. Mask RCNN framework for instance segmentation

The document parser is the input processing block which is responsible for read-
ing the data and processing it into a format that can be handled by the subsequent
modules. The main parts of the document parser are the Mask RCNN based fine
tuned instance segmentation model which is fine tuned to identify tables and im-
ages with text present in the document. The Mask R-CNN extends Faster R-CNN
by adding a branch for predicting segmentation masks on each Region of Inter-
est (RoI), in parallel with the existing branch for classification and bounding box
regression . The architecture of a Mask RCNN is as mentioned in 1 and 2
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Fig. 2. Head architecture of Faster R-CNN

Mask R-CNN is conceptually simple: Faster R-CNN [17] has two outputs for
each candidate object, a class label and a bounding-box offset; to this we add a
third branch that outputs the object mask. Mask R-CNN is thus a natural and
intuitive idea. But the additional mask output is distinct from the class and box
outputs, requiring extraction of much finer spatial layout of an object. Mask RCNN
adopts image centric training and hence the images are resized such that their scale
is 800 pixels. Formally, during training, a multi-task loss on each sampled RoI is
defined as

L = Lcls + Lbox + Lmask

The classification loss Lcls is defined as

Lcls(p, u) = −logpu

which is the log loss for the true class u and bounding-box loss Lbox is defined
as

Lbox(t
u, v) =

∑
iϵ{x,y,w,h}

smoothL1(t
u
i − vi)

where

smoothL1(x) =

{
0.5x2 if |x| < 1

|x| − 0.5 otherwise

The mask branch has a Km2- dimensional output for each RoI, which encodes
K binary masks of resolution m Ö m, one for each of the K classes. To this we apply
a per-pixel sigmoid, and define Lmask as the average binary cross-entropy loss. For
an RoI associated with ground-truth class k, Lmask is only defined on the kth mask
(other mask outputs do not contribute to the loss).

The mask RCNN [18] based object detector is fine tuned as depicted in 1. The
following modules form the main stages in the Document Parser :
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– The RCNN model has been fine tuned to identify two main objects - tables and
images with text caption.

– The Document parser then makes use of the fine tuned model to categorize input
document into three classes - tables, images with text caption and paragraph
sections

– All the three sections of the document are then stored in appropriate databases
based on the detected object.

Fig. 3. Detailed overview of Intelligent Question Answering for Product manuals

2.2 Document indexer

The indexer is used to index and store the parsed data into indexed databases and
structured tables. During index time, these sections are indexed with necessary
indicator/metadata attributes which can later be mapped to the object class such
as table, text etc. For the sake of indexed databases, we chose a Lucene based
indexer after considering various business parameters such as volume of data, speed
of indexing and speed of retrieval during query time. The document parsing and
indexing happen at a batch level and triggers have been set to initiate the process
if and when new documents get added to the source repository.
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Fig. 4. Fine tuned word embedding vector space
Fig. 5. Fine tuned models to parse user query

2.3 Document retriever

Once the documents have been indexed in a batched fashion, the retriever and
reader take care of the real time query process. Despite having thousands of docu-
ments, which span across hundreds of pages, we have the ability to query through
them real-time due to the fast information retrieval that is enabled by the document
retriever. The retriever is composed of the following modules -

Contextualised synonyms extractor For the retriever to have semantic abilities
during query stage, we leverage GloVe word embeddings [21] which have been fine
tuned on our business data. With brevity of this paper in mind, most of the details
of these models have not been discussed, aside from the the fact that they attempt
to maximize the log probability as a context window scans over the corpus. Training
proceeds in an online, stochastic fashion, but the implied global objective function
can be written as,

J = −
∑

i ϵ corpus
j ϵ corpusi

logQij

This results in word embedding that look like 4 in the higher dimensional vector
space.

Utilising the fine tuned word embedding, we cluster the words using their em-
bedding to group semantically similar words together and hence leading to a set
of contextual synonyms which helps in making the query retrieval semantic and
contextualised.
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Metadata and Context extractor The next stage of document retrieval is
a context extractor which is a named entity model which has been trained on
metadata such as product family, product line and model name. This named entity
model is trained using a variant of BERT [?] for the task of single sentence tagging.
The architecture of this model is depicted in 6. Once the entities has been extracted
from the user query, the metadata information is used to further refine the retrieval
by extracting information only from documents with corresponding metadata.

Fig. 6. Architecture for Named entity model fine
tuning

Fig. 7. Training data preparation for Question
Answering

Tf-idf based retriever and collator The pre-processed query is then processed
using a Lucene based indexed Query processor which encodes the query into a
Lucene index specific format and retrieves n most relevant documents with their
IDs, Tf-Idf relevance score and metadata information. The user query is passed in
parallel to all the object classes as mentioned in 5.

The collated document results are then passed through our BM25 based simi-
larity scorer that has been used to re-prioritise the retrieved results as follows:

fScore(D,Q) =
w1 ∗ (Tf(D,Q) ∗ Idf(D,Q)) + w2 ∗ score(D,Q)

w1 + w2

score(D,Q) =
n∑

i=1

IDF (qi)
f(qi, D).(k1 + 1)

f(qi, D) + k1.(1− b+ b. |D|
avgdl )
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where

IDF (qi) = ln(
N − n(qi) + 0.5

n(qi) + 0.5
+ 1)

2.4 Document reader

Once the results have been retrieved and aggregated, the document reader is re-
sponsible to product the final consumable user results using the following models:

Fine tuned textual and Image question answering model Despite the vast
availability of pre-trained question answering models that can answer generic ques-
tions, real-life questions often tend to yield less than good performance on these
models. For this use case, we created question answering training dataset in an
unsupervised fashion (like Cloze translation [16]) which was later than used to
fine-tune pre-trained BERT [5] models as depcited in 7.

One difference from standard SQuAD scenario and our business use case is that
the questions we might encounter need more descriptive answers. The questions
relevant to our business case might be a What or Why or How question such as
How shall I switch my phone off? or What is the meaning of error X? .
The first case might need a paragraph as answer whereas the latter needs a short
segment of the paragraph to be returned as the answer. A standard Naive Bayes
based classifier is used to classify incoming question into one of these classes and
decision is taken accordingly if the answer to the question should be a short answer
or a long answer.

This model is also used to handle images with text captions. The Image based
question answering model includes a OCR parser that extracts textual information
from the image segments of the document. We then use the fine tuned question
answering model to extract relevant answer segments.

Tabular question answering model The second part of the Data Reader utilises
fine-tuned models for table question answering based on the BERT architecture.
This approach is based on TableQnA by K. Chakrabarti et al. [2] This module
includes identification of the right table from set of tables and using the TableQnA
model to identify the cell which can be the answer. The model also has a set of
table handling and parsing algorithms which transform various tabular formats to
the format desired by TableQnA and a post processor that shall return the answer
in a format consumable by the user.

3 Experiments and data

For the scope of comparison, we had considered a comparative analysis between
two standard approaches and our pipeline.
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3.1 Standard Tf-Idf based retrieval based approach

Information retrieval as a domain has been considered as a search engine based
task where retrieval from indexed databases takes us to the final solution. A simple
inverted index lookup followed by term vector model scoring performs quite well on
this task for many question types. We indexed all the subsections of the manuals into
Lucene based indexed database with minimal contextualisation. We then passed
the test queries as database queries to the database and extracted the top relevant
section of manual as the answer.

3.2 SQuAD based retrieval approaches

The second approach that we wanted to compare was traditional SQuAD based
models [4] to see how they fare in real life use cases. The SQuAD model has been
always tested on very small text block and hence when we use this for larger pieces
of text such as Wikipedia or documents, they often fail in terms of both run time
and performance by failing to capture the right section of the manual.

3.3 Comparison of Average run time

The average run time taken by the methods on a test size of 50 user questions are
as follows :

Table 1. Average run time (ms)

Tf-Idf based SQuAD based Our approach

100 300000 150

As we can see here, since the problem is to return the response in real-time, the
SQuAD approach makes it impractical for the user to wait for nearly 5 minutes for
each question for an answer to be produced.

3.4 Comparison of Performance metrics

For this exercise, we decided on metrics that would indicate both lexical and se-
mantic closeness of the predicted answer to the actual answer. The first metric used
was Rouge score which was defined as

ROUGEn =

∑
Sϵ{Refs}

∑
ngramεS countmatch(ngram)∑

Sϵ{Refs}
∑

ngramεS count(ngram)

where
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countmatch(ngram) = n(A ∩B)

A token t is considered to be common between A and B if the semantic similar-
ity between t and at least one token in sequence B is greater than a pre-defined
threshold. We use ROUGE1 and ROUGE2.

The second metric is the Overlap similarity which aims to capture the closeness
between the expected and predicted answer. This is defined as

score(S1, S2) =

∑
t1ϵS1

∑
t2ϵS2

{
1 if similarity(t1, t2) > t

0 otherwise∑
t1ϵS1 1

This metric represents the fraction of tokens in expected answer S1 which is
semantically similar with S2. Semantic similarity between two vectors A and B is
measured as

similarity(A,B) =

∑n
i=1Ai.Bi√∑n

i=1A
2
i .

√∑n
i=1B

2
i

The performance numbers are as below:

Table 2. Performance comparison

Approach Metric Performance

Tf-Idf based approach
Rouge1 - F score 0.0838
Rouge2 - F score 0.0514
Overlap measure 0.2245

SQuAD based approach
Rouge1 - F score 0.0609
Rouge2 - F score 0.0224
Overlap measure 0.2041

Intelligent QnA Pipeline
Rouge1 - F score 0.2463
Rouge2 - F score 0.2094
Overlap measure 0.5918

The numbers that we see here is when only the first prediction was considered.
The numbers increase significantly when even top 3 results were considered for the
comparison and was accepted for the business case.

3.5 Inference

While the Tf-IDF approach worked well for straightforward cases, the returned
answers were too long to be consumed by the end user. In most of these cases, the
answers were present only in a small subsection of these manuals and hence going
through long passages to locate the answer seems to be impractical in a business
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scenario. Also, since there were many sections with same keywords, the answer
was most often not present in the first returned result and was present somewhere
deep down. The SQuAD based results had two main disadvantages - run time and
quality of results. The model often failed to return the right answer both for straight
forward and complex questions. This proves that even though traditional methods
can perform well on a certain scenario, the smaller business specific intricacies that
has been fed to our pipeline has proven effective in capturing the right answer in
the shortest possible time.

4 Conclusion

In this paper, we proposed a novel pipeline of question answering based on struc-
tured and unstructured documents such as manuals, images and product user
guides. We have also demonstrated with conclusive evidence, how to overlay bespoke
domain knowledge on top of current and traditional systems to deliver contextu-
alised outputs for a certain business domain. Our system has also been applied
in a number of business fields, assisting users in quickly identifying appropriate
solutions to their problems.

One limitation we discovered is that the existing approach does not allow for
the inclusion of human feedback for various sub modules. We intend to do so as
part of our pipeline enhancement efforts, as outlined in Future Work.

5 Future Work

There is a simple layer of feedback in the existing system that is utilised to improve
the final answer generated by the automated pipeline.

As part of our future work, user signals such as feedback and additional anno-
tated data for new labels will be incorporated. These signals will be plugged into
various pipeline submodules, resulting in better performance of individual compo-
nents. Designing a framework capable of consuming such feedback, as proposed by
G. Abinaya et al. citeb22, is one area of improvement. The aforementioned structure
will comprise dedicated modules that determine which section of the pipeline the
feedback should flow into, the cadence with which the feedback should be reflected
in the module, and the weights that should be assigned to feedback based on its
eminence, user previliges, among other things.

We prioritised the question answering module, which was trained for the Hi-Tech
domain, for the purposes of this paper. The incorporation of domain knowledge and
terminologies in the named entity recognizer module will be another area of focus,
starting with the generation of domain specific data using unstructured approaches
and then building named entity classifiers utilising this data.
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ABSTRACT 
 

This paper presents a dialogue system for training doctors to break bad news. The originality of 

this work lies in its knowledge representation. All information known before the dialogue (the 

universe of discourse, the context, the scenario of the dialogue) as well as the knowledge 

transferred from the doctor to the patient during the conversation is represented in a shared 

knowledge structure called common ground, that constitute the core of the system. The Natural 
Language Understanding and the Natural Language Generation modules of the system take 

advantage on this structure and we present in this paper different original techniques making it 

possible to implement them efficiently. 

 
KEYWORDS 
 
Dialogue systems, common ground, natural language understanding. 

 

1. INTRODUCTION 
 
We present in this paper a multimodal dialogue system for training doctors to break bad news. 

This system consists in asking trainees, following a given scenario, to announce the patient a 
problem that occurred during a medical act [13]. Doctors are frequently faced with such a 
situation in real life, and official agencies (e.g. the French “Haute Autorité de la Santé”) 
underline the fact that training communication skills for interacting with patients is of deep 
importance. A typical bad news is a damage associated to the care, consequence of an un-
expected event that can be due to a medical complication, a dysfunction or a medical error. 
Experienced clinicians consider the task of announcing this type of information as difficult, 

daunting, and stressful. The problem is that training doctors in this perspective remains a 
complex task: it is organized by hospitals as workshops during which doctors interact with actors 
playing the role of patient [11]. Such training solution is difficult to implement, expensive and 
time-consuming. The ACORFORMed project has proposed to develop an immersive platform in 
virtual reality [13] with an embodied conversational agent simulating a patient interacting with 
the doctor. However, the first version of this platform was equipped with an efficient dialogue 
system, capable of understanding precisely doctor’s productions and generating appropriate 
reactions. We describe in this paper a system fulfilling these requirements. 

 
The main difficulty in dialogue systems concerns the understanding module and more generally 
semantic processing. This task still represents a challenge and a research question for open 
domain dialogues. Fortunately, task-oriented dialogue systems (and even more crucially training-
purpose applications) correspond to a very specific situation in which semantics can be  

controlled precisely ad being restricted to the task itself. In our use case, the system (i.e. virtual 
patient) has a complete knowledge of the scenario and the context. Moreover, the user (i.e. the 
doctor to be trained) receives before the interaction a set of information with the patient’s medical 

http://airccse.org/cscp.html
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folder, the context description that led to the problem (e.g. surgery, endoscopy, therapy, etc.), the 
description of the bad news and how (if possible) it should be fixed. He/she also receives several 
recommendations on the way to deliver the bad news, following official guidelines elaborated by 
national agencies. The user can freely talk with the virtual patient that generates in response 

multimodal verbal and non-verbal reactions. In such a context, the dialogue structure is very 
specific. Technically, this means that the semantic domain is closed and the system has the entire 
knowledge of the discourse universe (including the specific scenario associated to the task). 
Beside this characteristic, the system also have information about how the doctor has to announce 
the new. A last and very important feature of this specific training context is that the doctor 
remains the main speaker all along the interaction. On its side, the patient (played by the dialogue 
system) only reacts to the doctor's utterances, without taking the lead of the conversation. 

 
These different characteristics deeply impact on the one hand the behaviour of the agent and on 
the other hand the technology to be used for the comprehension module. Moreover, as far as 
agent’s behaviour is concerned, the most important feature of the system consists in how it reacts 
to doctor’s utterances in particular by answering questions, producing feedbacks and asking for 
clarification. In terms of understanding techniques, thanks to the pre-defined knowledge of the 

discourse universe, the core of the architecture relies on a knowledge structure precisely defined 
before the conversation. 

 
We propose in this paper a description of the main aspects of the comprehension module of our 
system. We use machine learning techniques when possible, but the main architecture remains 
symbolic, in particular because of lack of data in this domain. Moreover, many multimodal 

behaviours of the virtual agent are directly controlled by rules during the comprehension process. 
Finally, the system is designed to be used for training: the state of the common ground after the 
interaction is an important element of evaluation for the trainee. Deep learning approaches would 
not provide such a facility.  

 
We focus in the remaining of the paper on these two aspects: knowledge representation for 

understanding and generating patient's behaviours. 
 

2. KNOWLEDGE REPRESENTATION: THE COMMON GROUND 
 
As underline above, the context of dialogue systems for training is very specific from many 
respects. First, the universe of discourse (i.e. the semantic domain)is fully specified both for the 
knowledge it concerns (in our case the context of the damage, and all the medical aspects) but 
also in the way the information has to be delivered, according to certain requirements and 
recommendations [17]. The doctor’s discourse is organized around three main phases: greetings, 
damage description and remediation, closing [12]. Moreover, and this is of great importance for 

knowledge representation, both the doctor and the patient have a complete knowledge of the 
context, the degree of severity, the risk, etc. 

 
In terms of interaction theories [15], information updating consists in building a shared 
knowledge between the speakers, called “common ground” [18], made of what is supposed to be 
known by both participants. The task consists in adding step by step during the conversation new 

information in relation to an item of the common ground. In this common knowledge base, many 
information is also presupposed or can be inferred automatically depending on the instantiated 
knowledge. What is specific to the common ground is that all participants suppose the others also 
have access to the same knowledge. In the case of a training dialogue environment, the context, 
the scenario and the recommendations are already known by the system before the interaction 
(this fact is hidden to the trainee). The evolution of the information transfer from the doctor to the 
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patient consists in specifying in the knowledge base what has been transferred. Moreover, in the 
situation of a task-oriented dialogue, the system knows at anytime not only what has been 
updated, but also what remains to be instantiated. 

 
Formally, the common ground is made of a set of frames in the sense of frame semantics [8], 
defined as attribute-value matrices gathering different pieces of in-formation, called slots as 
illustrated in figure 1. A slot value can be atomic (e.g. values of the slots Name, Age, Gravity, 
etc.) or refer to another frame (e.g. Person, Pathology). Moreover, each slot can be associated 
with different control information [2]. First, each slot may be weighted, in a 3-value scale: 
mandatory, important, optional. Second, an information may depend from another frame or slot 

value. For example, the doctor cannot describe any remediation before having presented the 

pathology: in this case, we say that the frame Remediation depends on the frame Pathology 

description. Finally, the last important control concerns slots: depending on certain values, 
particular agent’s reactions may be triggered. For example, if the value high is instantiated to the 
slot Severity, then an emotional feedback may be generated by the agent. All this information is 
to be encoded by specific constraints associated to the frame or the slot description, each slot 

bearing the following features: type, weight, dependent-values, inference. 

 

 
 

Figure 1: Example of frames and slots 

 

3. UNDERSTANDING WITH COMMON GROUND: FRAMES AND SLOT 

INSTANTIATION 
 
As sketched in the previous section, the understanding mechanism of our dialogue system only 
relies on common ground instantiation. This knowledge structure being based on a frame lattice 
(each frame being made of slots), the first step of the comprehension module consists then in 
identifying such frames from the doctor's speech. In this perspective, it is interesting to note the 
correspondence between dialogue acts [7, 6] and frames required by the common ground 
representation (for example the different phases of the dialogue). The mechanism for frame 

identification relies on this correspondence, and we propose to use a dialogue act classification 
technique for that. 

 

3.1. Dataset 
 
We collected a corpus of training sessions, in French, organized between doctors (the trainees) 
and patients (played by human actors). The corpus is made of 7 sessions each lasting around 
15mns. The audio input (representing 37,000 words) has been transcribed and manually 
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corrected. The corpus has been automatically segmented into inter-pausal units (with pauses 
higher than 250ms).  
 
Each inter-pausal unit forms an utterance, 1,822 such utterances have been produced throughout 

the 7 dialogues by the doctors. The corpus has been annotated automatically when possible 
(tokenization, POS tagging) and manually as for the dialogue acts associate to each utterance (5 
annotators among which two experts). 

 

3.2. Step 1: Frame identification 
 
A dialogue in our type of discourse is structured into different phases, on top of classical opening 
and closing: the description of the patient’s initial state (the cause of the hospitalization), the bad 
news description (typically an incident during a surgery) and the patient’s current state. 
Moreover, the doctor also gives explications, asks questions, reassures the patient and have 
different types of social interactions. These different actions correspond to different dialogue acts 
to be annotated: Opening, Init state, Init remediation, Bad news state, Bad news remediation, 

Current state, Current remediation, Reassurance, Explication, Social interaction, Discourse, 
Question, Closing.  

 
In our approach, each dialogue act corresponds to a frame in the common ground. The first step 
of the comprehension module is then to identify these frames that can be associated to each 
doctor’s utterance during the dialogue. This problem corresponds to a classification one in which 

the predictive variables are extracted from the utterance. We propose to implement this 
classification task on the basis of different linguistic features that already have been shown to be 
effective [4]: 

 
Classical features: We first use a set of features classically involved in DA identification. It 
consists in combining TF-IDF principles with word and character n-grams. Applying a principal 

component analysis, we extracted 4 combinations to be tested: 

 

 f-TFIDF (TFIDF on word n-grams from 1 to 3 words keeping the 250 best, and character 
n-grams (from 3 to 5 chars, keeping the 250 best) 

 s-TFIDF The f-TFIDF features, filtered with a singular value decomposition in order to 
obtain a better representation density 

 w-TFIDF TFIDF only based on the word n-grams, keeping the 500 best 

 l-TFIDF TFIDF based on the lemmas n-grams, keeping the 500 best 
 
Morpho-syntactic features: We also involve in the model low-level morpho-syntactic features, 
based on POS tags: number of discourse markers in the utterance, number of filled-pauses, 
number of tokens. 

 
Lexical features: A dictionary specific to our domain has been created, containing medical words 
in which we distinguished pathological terms vs. others. Moreover, we annotated the data with a 
specific label tagging the medical words depending on they appear for the first time in the 
dialogue or not (corresponding to the given/new distinction used in discourse analysis).  

 
Context features: As proposed in several works [5, 16], context (i.e. the labels of the preceding 
dialogue acts) is taken into account. We implemented three different context representations, in a 
1 to 5 window: one hot encoding of the preceding DAs, bag-of-words(encoding the number of 
times the DA appears in the context of the utterance), n-grams of words (up to 0.5% frequency). 
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Syntactic features: High-level syntactic information can play a role in the characterization of 
certain classes. In particular, dialogue sequences corresponding to a description or an explanation 
are usually associated to more complex structures, with more modifiers (adjectives and adverbs) 
and more complex clauses (subordinates, relatives, prepositional phrases). We propose two 

features for a simple approximation of these characteristics: the ratio of the number of adjectives 

and adverbs to the total number of tokens in the utterance 

nbAdj +nbAdv
∑tokens  and the ratio of the 

number of conjunctions, pronouns and prepositions to the total number of tokens 

tokens

nbPro+nbPrep+nbConj

∑
. 

 
A hierarchical top-down classification, limited to two levels (DA meta-classes and leaf classes) 
which consists in training a multi-class classifier for each level[10] has been implemented. We 

keep as first-level classes the meta-classes specified in the ISO 24617-2 scheme: Opening, 

Discourse, Inform, Question, Closing. These classes are not only easier to identify, 

they also correspond to different agent’s reactions (standardized reaction or feedbacks in 

association with Opening, Discourse and Closing and appropriate answers (see next 

section) with Questions. The dialogue act Inform correspond to the majority class, that we 

separate into 8 subclasses: Init_state, Init_remediation, Bad_new_state, 

Bad_new_remediation,Current_state, Current_remediation, 

Social_interaction, Explication. 

 
Different algorithms and feature combinations have been tried for training the classifiers at both 
levels. The best result for the first level classification has been obtained using a linear regression 
classifier with an Anova to select the k-best features. As expected, the accuracy is very high, 
reaching 94% (89% of balanced accuracy). Note that the 1st-level classes are relatively stable and 
easy to recognize, the context feature did not bring any improvement there. 

 
The second step of the classification consists in applying a new classifier to the sequences labeled 

Inform by the 1st-level classifier. For this step, the best results have been obtained using 

random forests with the complete set of features and reaching an accuracy of 77.2% (71% 
balanced accuracy). More details on this stage can be found in [4]. 

 
3.3. Step2: Slot filling 

 
The second step in the common ground instantiation concerns slot filling. At each doctor’s 
utterance, we identify a frame (corresponding to the dialogue act)thanks to the classifier. Several 
approaches have proposed to process at the same time frame classification and slot filling in a 
unique mechanism [9]. In our case, the dialogue act classifier returns the frame: thanks to the 
common ground, we know then the set of slots to be instantiated. This task consists in identifying 

the value and the slot to be instantiated. More precisely, two steps can be specified: 

 

1. Extracting from the utterance the possible values for the different slots 
2. Selecting the slot, verifying the type compatibility, instantiating the value 

 

The fact that the list of slots prone to instantiation is very small opens the possibility to adopt a 
specific mechanism. Instead of trying to identify before-hand the possible slot values from the 
utterance and then to look for the slot taking into account the compatibility of the type of its 
value, we propose to implement a reverse mechanism based on semantic similarity. Instead of an 
abstract type, each slot is associated with a prototypical value. For example, the slot “specialty” 
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of the frame “doctor” takes as value “surgeon”. Then, for each term of the utterance, the semantic 
distance with the prototypical term of the slots is calculated. Above a given similarity threshold, 
the slot is then instantiated taking as value the term itself. In our case, the similarity is calculated 
with the Gensim package (https://radimrehurek.com/gensim/). 
 

4. QUESTIONS, CLARIFICATION, FEEDBACKS 
 

In a task oriented-dialogue, both the semantic domain and the task to be filled are completely 
known by the system before the interaction. Moreover, in the case of a medical conversation 
(typically for breaking bad news), the main speaker remains the user (i.e. the doctor). The main 
task of the dialogue system understanding module is to update the knowledge transferred by the 
doctor, in other words to instantiate the common ground. The virtual patient, on its side, has only 
few information to transfer and its main activity consists in reacting to doctor’s messages and 
behaviours. This is of deep importance for agent’s naturalness and credibility. Three main 
reactions have to be implemented in priority: answering doctor’s questions, generating 

conversational feedbacks, and asking for clarification. This section presents different solutions 
addressing these specific problems. 
 

4.1. Answering questions 
 

Questions are identified by the dialogue act classifier. A distinction is done between open-ended 

questions (wh-questions) and closed-ended questions (yes-no questions). 

 
Yes-no questions: This type of questions focuses on the patient’s condition (“Are you in pain this 
morning?”, “Did they bring you pain medication?”), under-standing (“Do you have any 
questions?”), or social aspects (“Do you want us to call your son?”). The answers to these 

questions depend on a scenario or user profile. It does not provide information used by the dialog 
system. The choice of the type of answer, “yes” or “no” (or any other positive or negative 
rephrasing) is left to the system and not based on any particular semantic processing. 

 
Wh-questions: In this case, it is necessary to identify the type of questioning and the 
informational focus of the question. Generally speaking, an open-ended question is made up of an 

interrogative particle giving the type of question followed by a description of the focus of the 
question, which is a specific property of the object or event to which the question relates. An 
open-ended question can therefore be represented by the doublet <question type; focus property>. 
Question type: We traditionally distinguish 8 types of open questions, corresponding to different 
forms of the interrogative particle: who, what, when, where, why, how, what, to whom. We 
propose to associate a generic type for the answer of each of these question types: 

 
Table 1. Interrogative particles and their types. 
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Focus of the question: Depending on the type of question, the associated characteristic is 
identified, describing a property of the object of the answer. For example, if the type of question 
is a location, the focus will generally be an action (or possibly a state), represented by a verb 
phrase (the head of which being an action verb). Table 2 summarizes the prototypical focus for 

each type of question.  

 
Generating the answer: Knowing the expected answer type and the focus of the question makes it 
possible to generate straightforwardly an answer, based on generic patterns. All questions refer 
necessarily to the patient’s state or personal data. This information is then already encoded in the 
common ground, as part of the scenario. Generating the answer consists then in looking into the 

common ground for a slot value corresponding to the expected answer type, together with the 
focus as a key for identifying the associated frame. 

 

4.2. Conversational feedbacks 
 

We propose an approach making it possible to generate feedbacks on the basis of different cues 
that can be identified in real time from doctor’s behaviour. In our feedback model, besides low-
level classical cues (such as breaks, turn length, POS, etc.), we also integrate higher level 
semantic or discourse-level cues [3]. 

 
Table 2. Expected answers depending on the type of question. 

 

 
 
The dialogue systems mainly have two input streams: the audio signal and its transcription. 
Prosodic features (silent pauses, pitch, IPU duration, etc.) are extracted from the audio stream. 
Temporal features, also coming from this stream, are kept updated, in particular the duration 
since the last feedback, the indication of the current state of the production (speech or silent 

pause), the duration of the speech since the last pause, the duration of the pause, etc. On their 
side, linguistic features can be acquired from the transcription stream: morphosyntax (POS n-
grams), lexicon (some terms can trigger specific feedbacks), but also at a higher level the 
information structure (the introduction of a new referent) or the discourse organization (transition 
between phases) can also be associated with specific listener’s reactions [1]. Finally, semantics 
plays a central role in generating feedbacks: many listener’s reactions are triggered upon 
instantiation of the common ground.  

 
We propose to implement a semantic-based feedback generation by associating CG slots to 
specific feedbacks (for example, a feed-back expressing fear is triggered instantiation of the slot 
“urgency”). Note that in the case of a task-oriented dialogue, most feedbacks are triggered by 
linguistic cues. As a consequence, when the doctor speaks, we first look at linguistic cues 
whereas during a pause, the feedback generator is mainly based on pause duration. The different 

cues extracted from the analysis of the input streams serve as input to a feedback type 
identification function, based on a set of rules, as illustrated in figure 3. Given the feedback type 
to be generated and the current mode (pause or speech), the last step consists in generating the 
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feedback itself, by choosing among a list of possible candidates. This list is in a probability space 
which also depends on the current state (e.g. visual or bimodal feedback will be preferred during 
speech where verbal feedbacks will be favoured during pauses). 

 

4.3. Clarification questions 
 
Clarification questions plays an important role in dialogue not only for the verification of the 
common ground construction, but also (even to a greater extent) for the naturalness of the virtual 
agent: such questions show very efficiently that the agent understands and follows the 

conversation. Different conditions can trigger such questions. 

 
As explained in the description of the common ground structure, frames and slots can be 
associated with different controls. First, some frames or slots can be instantiated only when other 
frames or slots are already instantiated. Such values form a pre-requisite and are called dependent 
values. For example a doctor cannot present a diagnostic (i.e. the system cannot instantiate a 

diagnostic frame)before having presented the symptoms (resp. instantiation of a symptom 

frame. In the same way, in the case of our use case, the bad news frame cannot be created before 

having developed the init_state one. Such relations make it possible to implement both 

sequentiality and semantic dependencies. A dependent value conflict is detected when a slot is 
about to be instantiated with a dependent value still free. 

 
Table 3. Feedback generation rules 

 

 
 
In the case of a slot dependency, the conflict is directly identified by verifying whether the 

dependent slot is already instantiated or not. If not, the slot name and its value type are passed to 
the generation module which select a question pattern filled with this information. As for frames, 
the dependent value conflict requires a more complex process. The problem consists in 
identifying whether a frame is instantiated or not: in most of the cases, only part has been 
informed, the frame remaining incomplete. The problem is then to evaluate whether the frame 
can be considered as complete or not. As presented with the common ground, we have seen that 
each slot is associated to a weight (3-value scale). When a frame A is dependent from a frame B, 
the system verifies whether all mandatory slot values of B are already instantiated1. If not, then a 

clarification question is generated, using the same generation mechanism as for slots. The second 
situation triggering a clarification question occurs when no slot can be instantiated in spite of the 
identification of a frame by the classifier. In this case, none of the terms belonging to the 
utterance is similar enough (i.e. reaches a sufficient similarity threshold) with one of the 
prototypical values of the different slots. In this case, we can say that there is a type mismatch 
between the term used by the doctor for a slot value and the expected value. The clarification 
question generated is general, simply indicating an incomprehension of the system. The last case 

processed by our system concerns general questions that can be asked by the system at the end of 
the interaction or when the doctor asks the agent whether he/she has some questions. The 
mechanism consists in selecting either a non saturated frame or the frame with the more non-
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instantiated slots weighted as important. This frame being chosen, the system selects arbitrarily 
one of the non instantiated important slots and generates a question. 

 

5. GENERATING A MULTIMODAL ANSWER 
 
We briefly sketch in this section the multimodal aspects of the dialogue system. Concerning the 

input signal, our goal being to develop a generic application, the first constraint concerns the 
user’s equipment: we want to remain totally free of any instrument or specific sensor, the user 
freely speaking (or writing) to the agent. Our second goal is to offer the possibility of having a 
written output (in the situation where the system only generates written sentences), an audio (the 
system speaks to the user) or a multimodal one. In this last case, the system generates the code 
for a complete behaviour (speech and gestures) of an embodied conversational agent. 

 
Concerning the input stream, at this stage of development, only the audio modality is processed. 
Automatic speech recognition is applied to the doctor's production, providing its transcription 
plus some prosodic information, in particular concerning pauses. The transcription is then 
segmented into discourse units delimited by discourse markers (then, because, and, but, etc.) that 
indicate approximately a change between different discourse units. Such segmentation makes it 
possible to identify homogeneous semantic units that can be associated to only one or two frames 

by the classifier. At this stage, the video signal that could be used for detecting head movement, 
smiles, etc. is not already processed by the system. As a consequence, we mainly use as input 
unimodal information based on the transcription only. On the contrary, concerning the output, the 
system generates multimodal behaviours played by an ECA implemented in the Virtual 
Interactive Behaviour platform [14]. This platform includes an XML dialect called FML 
encoding instructions for generating the agent’s verbal and non-verbal behaviour. The 
mechanism consists then for our system to generate (dynamically when necessary) this FML code 

for each answer or reaction of the agent.  

 

 
 

Figure 2. The embodied virtual patient of the ACORFORMed platform 
 
We implemented two different ways for generating such multimodal behaviours depending on 
whether they include flexible verbal material or not. In the last case (typically feedbacks), the list 
of possible behaviours is closed and rather small. Moreover, they are very canonical and the 
verbal material very limited, fixed or even absent. It is then possible (and preferable in terms of 
efficiency)to create a specific gesture library corresponding to the required feedbacks and then to 
encode a predefined list of FML files for these prototypical behaviours. 
Each feedback may have different realizations that can be chose randomly in order to introduce 
variability. The generation of flexible behaviours including verbal material requires a three-step 
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mechanism. First, the verbal part is generated following the methods described above. The verbal 
utterance to produce is then passed to the FML generator. This module generates a first version of 
the FML code my using the standard VIB function (FMLAnnotator) and then refine this code by 
completing or adding different instructions (e.g. the prosody). 

 

6. CONCLUSION 
 
Using dialogue techniques for training doctors represent a seminal use case both in the 
perspective of developing new dialogue techniques, but also in terms of application: training 
doctor’s social skills is known to be of crucial importance in the therapy process. Such dialogue 
systems require at the same time to be very precise, reactive and to allow doctors to interact 
freely, with spontaneous speech: this correspond to the most difficult challenges for dialogue 
technology. We have presented in this paper an approach fulfilling these requirements by taking 

advantage of the particularities of this type of application. Our approach relies on a precise 
knowledge representation, the common ground, which constitutes the core of the understanding 
architecture. The frame-based representation first offer the possibility to use classification 
techniques identifying directly the frame to be instantiated. Thanks to this first step, we have 
proposed an original slot filling method, based on the common ground and distributional 
semantics information. The generation of the agent’s reactions and its adaptation to the doctor's 
speech directly takes advantage of our common ground representation. 
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ABSTRACT 
 

Artificial intelligence has been an eye-popping word that is impacting every industry in the 

world.  With the rise of such advanced technology, there will be always a question 
regarding its impact on our social life, environment and economy thus impacting all efforts 

exerted towards continuous development.  From the definition, the welfare of human beings 

is the core of continuous development.  Continuous development is useful only when 

ordinary people’s lives are improved whether in health, education, employment, 

environment, equality or justice.  Securing decent jobs is a key enabler to promote the 

components of continuous development, economic growth, social welfare and 

environmental sustainability.  The human resources are the precious resource for nations.  

The high unemployment and underemployment rates especially in youth is a great threat 

affecting the continuous economic development of many countries and is influenced by 

investment in education, and quality of living. 

 

KEYWORDS 
 
Artificial Intelligence, Human Resources, Conceptual Blueprint, Continuous Development, 

Learning and Employability Blueprint  

 

1. INTRODUCTION 
 
Continuous development is defined as the development that meets the needs of the present 

without compromising the ability of future generations to meet their own needs [1].  The primary 

cause of the high unemployment rates is the inefficient education systems that fail to equip young 
people with the required skills for the labour market.  In this research, we propose the use of 

artificial intelligence to enhance the relationship between education and employment.  

 

Many studies were published on how to improve education curricula to enhance the 
employability of students; frameworks were designed to facilitate the work of teachers, mentors, 

career advisers and faculty to guide students through their career exploration and preparation. 

Numerous papers were published on the impact of artificial intelligence (AI) on education and its 
impact on employment.  However it seems there is a gap in connecting the three important areas 

of research, 1: education for employment, 2: AI in education and, 3: AI in employment [2].  

Further investigations are needed to evaluate and assess how AI can fit in the current learning and 

employability blueprint and to evaluate what can innovation and entrepreneurship bring to 
promote better education for employment systems. 
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2. USING AI TO BUILD A CONCEPTUAL BLUEPRINT 
 
The study is assessing new blueprint for learning and employability and how AI can fit in 

andfoster the process, so further experiments should be carried out to ensure the effectiveness of 

theblueprint and the accuracy of results of the AI application on the learning and 

employabilityprocess [3]. After reviewing literature regarding the impact of AI and its potential 
on botheducation and employment, as well as reviewing different education for employment 

blueprints,theories and case studies, this paper attempts to close the gap in the research related to 

specificscope which is the impact of AI on education for employment [4]. 
 

Young people can't find jobs. Yet employers can't find people with required skill set. This 

mismatch between the supply demand in the labour market might witness a bigger gap in the 

future with the growth of AI technologies. There are few frameworks for education for 
employment or in other words "Learning and Employability" [5]. However the existing model 

didn't address the potential of AI whether in terms of deployment of such technology within the 

model or in terms of the implications of AI on the learning models or the employment models. So 
there is a need to find a practical frame for learning and employability that incorporate the 

advancements of AI to facilitate the university to work transition. This paper seeks to figure out 

the room for AI potentials through mapping innovative startups that embraced AI capabilities to 
play a role in the education for employment ecosystem. 

 

 
 

Figure 1.  Skills and career mapping model using AI. 

 

2.1. The Use of AI in Skills Mapping Model 
 

In this model, we proposed to use AI to streamline the skills requires by various degrees courses. 
This process significantly reduce the time for the student to decide on what degree subjects they 

can register for the university entrance. Furthermore, the model can also assist the student by 

presenting the detail information regarding the different career paths, current employers that are 
offering job related vacancies, pay-rate range, related benefits and other prospects [6]. 

 

Some students may not have a clear career path after they completed their college study and 
require further guidance and advise on choosing the appropriate degree course for their future 

career development [7]. In this evaluation process, the AI will use all the information (i.e. exam 

grades/marks, understanding level from online learning, etc..) provided by the student, Therefore, 

AI in this process can only provide advanced in-depth career roadmaps as recommendation for 
the student. The final decision making still rely on the student. 
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Figure 2. Skills mapping processing using AI 

 

2.2. The Use of AI in Career Mapping Model  
 
With such employment concern, many studies refined such concern and the general consensus 

now is that AI will generate major transformations in the labour market [8]. According to many 

researchers, AI will create 2.3 million jobs in 2020, while eliminating 1.8 million and by 2025 AI 
related job creation will reach two million net-new jobs. Moreover, according to a new report 

from the World Economic Forum (WEF); 75 million jobs are estimated to be displaced, while 

133 million new roles may emerge due to machines and algorithms[9]. The study has argued that 
this transition to technology should result in favourable unemployment that will allow human 

labour to better perform activities they were never able to do in their current heavy duty jobs. AI 

programs will probably be utilized for applications where hiring humans would be too expensive 

or really dangerous. 
 

AI programs will take over computer tasks allowing humans to dedicate their time to other kinds 

of tasks including personal services. Service sector companies are optimistic about big data and 
enthusiastic about AI and robotics deployment as it will have direct impact on productivity 

improvement that eventually reflects on economic growth. On the other hand, it was realized that 

AI canpositively impact employment if it is utilized properly within the business model [10]. AI 
uses in creating effective recruitment systems is seen as an inevitable opportunity to make best 

use of it. Still this will stay challenging until firms management pay attention to the importance 

of allocating budgets to finance the required technology for hiring process. 

 
Once the students graduated from the University, they can directly enter the labour market with 

the help from AI career managing model. The model will provide recommendations and 

information related to jobs. So that to the graduates can prepare for interviews and other job 
application process, such as IQ & EQ tests, body check etc. This process can significantly reduce 

the amount of time graduates need to search for jobs, interviews and other tedious job searching 

steps and at the same time also reduce the amount of time the employer can recruit the 

appropriate personnel to fulfil the position and task required in the company, hence can indirectly 
improve the productivity rate of the company. 
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Figure 3. Career mapping processing using AI. 

 

3. LEARNING AND EMPLOYABILITY BLUEPRINT  
 

Aside from the impact of AI in creating new jobs, replacing jobs or even shift in the job and 

labour market, there are two global employment crises that already exist away from the 
implications of AI; high levels of youth unemployment and a shortage of talents who possess 

critical job skills. Mourshed, Farell, & Barton [11] argued that if young people graduating from 

schools and universities, after exerting lots of efforts, cannot secure decent jobs and observe that 

sense of respect that comes with such degrees, society may witness outbreaks of anger or even 
violence.   There is an information gap in what works and what does not in preparing young 

people during their school to employment transition.  I summarized this information gap and it 

clearly shows there is a clear disconnect and misperception about youth job readiness from the 
point of view of employers vs youth vs educational institutions.  

 

 
 

Figure 4.  Blueprint for exploring the education to employment system. 

 

3.1. Institutions Registration 
 

A. Information Sharing 

 
All institutions are recommended to develop a comprehensive occupations database and 

educational/training opportunities and provide information, advice and guidance to help job 

seekers to make decisions on learning, training and work.  The comprehensive occupation 
database and website allows users to explore different career options including jobs profile, 

salaries, industry trends and offer webchats with career advisors beside their skills health check 

assessment that help users to find out what kind of jobs that best suits his/her skills.  Users can 
also find training opportunities.   
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B. Dealing with Social Perception 
 

It seems that a perception is widespread that getting a decent job with good salary requires being 

a college graduate.  So this puts social pressure on youth to go to college and influence others' 

choice away from the vocational tracks [12].  Brunello and Rocco [13] argued that youth who 
graduated from vocational education have a higher likelihood of being not employed and with no 

education or training within the past 12 months.  They also found that vocational education is 

associated with poorer labour market returns.  This as a result impacted on the perception about 
vocational education.   

 

C. Dealing with Education Affordability 
 

Schultz [14] and Becker [15] introduced individual choice model of human capital investment in 

which they presented individual’s education choice as an investment decision.  Individuals 

sacrifice economically in order to acquire knowledge, referred to as ‘human capital’, that will 
enable them to get better rewards in the future.  If young people have no access to credit or 

savings, this may limit their choices and they will not be able to enrol in study.  

 

3.2. Learning Skills 
 

A. Effective Content and Curriculum Design 
 

Mourshed et al. [11] proposed that in order to design relevant curriculum to the employers’ 

requirements, close engagement between, industry leaders and educational providers is needed. 
Such engagement to succeed, intensive collaboration should exist while defining the core 

requirements on a very detailed level to ensure that the aspired learning outcomes will be 

achieved.  
 

B. Effective Delivery Methods 

 

Effective delivery requires still close engagement between employers and educational providers. 
Mourshed et al. [11] explored two main ways to do so - (1): Classrooms within workplaces. The 

common model to bring vocational and technical training within the workplaces is through 

internships or apprenticeships.  (2): Workplaces within classrooms. Internships and 
apprenticeships are types of hands-on learning experiences that are most admired by students, 

however the number of opportunities are limited to accommodate certain capacities of students.  

 

3.3. Recruitment 
 

A. Assessment for Qualifications and Certifications 
 

Finding a job is a painful process for job seekers.  Job seekers strive to market their skills, but 

can’t find a credible way to prove their talents, and Employers can’t trust the educational degree 

as a main reference validating youth skills and knowledge. So both employers and candidates 
suffer in the hiring and talent acquisition process.  One of the well known processes to show 

one’s credentials and prove his skills and knowledge in a credible way is the international 

professional certifications such as PMP (Project Management Professional) or CPA (Certified 
Public Accountant) which could be obtained by Individuals after passing standardized tests. 

Another innovative solution for the assessment and credentials that crossed countries boundaries 

is the digital badges which introduce much entertainment for online educational activities and 
experiences.  
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B. Match Making 
 

Based on their survey that covered more than 100 initiatives in 25 countries, Mourshed et al. [11] 

observed that there are many cases that educational providers have built strong relationships with 

employers so that they can hire their graduates immediately after graduation based on the 
matchmaking and recommendation process that is being done by the educational providers 

themselves.   With current technological advancement, matchmaking could be a game changer in 

the employment scene. 
 

Flanagan [16] also agreed that Tinder-style matchmaking is beneficial in the job market as well 

and shed the light on a similar app called “Emjoyment” which allow job seekers to swipe job 
posts which includes major highlights about the company, location and only one sentence job 

description and once the job seeker find a good post, he just hits “like”.  On the other side, 

employers start to see job seekers who liked their opportunity in a form of cards including 

resumes main highlights and if the recruiter found an interesting profile, he also hits “like” and at 
that moment both parties connect together at a push of a button.  This kind of matchmaking 

innovations could decrease the time lost in job applications and finding a good candidate and 

create direct engagement between employers and job seekers. 
 

4. ARTIFICIAL INTELLIGENCE SYSTEM 
 

The conceptual blueprint using artificial intelligence system include several components which 

can be integrated as one complete artificial intelligence system [17].  These are the standard 
components [18]:- 

 

 Reasoning − It is the set of processes that empowers us to provide basis for judgement, 

making decisions, and prediction.  

 Learning − It is the activity of gaining information or skill by studying, practising, being 
educated, or experiencing something. Learning improves the awareness of the subjects of 

the study.  

 Problem Solving − It is the procedure in which one perceives and tries to arrive at a desired 

solution from a current situation by taking some path, which is obstructed by known or 
unknown hurdles.  

 Perception − It is the way of acquiring, interpreting, selecting, and organizing sensory 

information.  

 Linguistic Intelligence − It is one’s ability to use, comprehend, talk, and compose the 

verbal and written language. It is significant in interpersonal communication. 

 
The potential of online learning system include 4 factors of accessibility, flexibility, interactivity, 

and collaboration of online learning afforded by the technology.  In terms of the challenges to 

online learning, 6 are identified: defining online learning; proposing a new legacy of 
epistemology-social constructivism for all; quality assurance and standards; commitment versus 

innovation; copyright and intellectual property; and personal learning in social constructivism. 
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Figure 5. The artificial intelligence online learning system components. 

 

5. CONCLUSIONS 
 

This research was proposed by understanding the inter-relation between education and 

employment, what blueprints and systems that worked, and how AI can impact in the education 

for employment process whether by introducing new innovations that foster students learning 
process and placement in the job market or by harming the process and introducing unintentional 

bias, privacy breach, escalating power consumption and replacing human in workplaces. This 

paper is assessing new blueprints for learning and employability and how AI can fit in and foster 
the process, so further studies and experiments should be carried out to ensure the effectiveness 

of the blueprint and the accuracy of results of the AI application on the learning and 

employability process. 
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ABSTRACT 
 
The warrant element of the Toulmin model is critical for fact-checking and assessing the 

strength of an argument. As implicit information, warrants justify the arguments and explain 

why the evidence supports the claim. Despite the critical role warrants play in facilitating 

argument comprehension, the fact that most works aim to select the best warrant from existing 

structured data and labelled data is scarce presents a fact-checking challenge, particularly 

when the evidence is insufficient, or the conclusion is not inferred or generated well based on 

the evidence. Additionally, deep learning methods for false information detection face a 

significant bottleneck due to their training requirement of a large amount of labelled data. 

Manually annotating data, on the other hand, is a time-consuming and laborious process. Thus, 

we examine the extent to which warrants can be retrieved or reconfigured using unstructured 

data obtained from their premises. 
 

KEYWORDS 
 
Toulmin model, warrant, fact-checking, and deep learning.  

 

1. INTRODUCTION 
 

The Toulmin model components are necessary for fact-checking as Alkhawaldeh et al. 

demonstrated in [1]. Argument mining is automatic recognition and extraction of the structure of 

inference and reasoning expressed in natural language arguments [2]. Habernal & Gurevych [3] 

identify argument mining as a method for analysing people's argumentation from the 

computational linguistics point of view and discuss the existing argumentation theories, and they 

develop a system based on the Toulmin model. Toulmin's arguments should be interpreted as a 

guideline for concentrating on the most pertinent statements and reasons for supporting or 

opposing the claim. It is composed of six argument components, as defined in [4]: 
 

 Claim: The statement that is being argued to be true. For instance, that cat is most probably 

friendly. 
 Qualifiers: Generally, occasionally, in most cases, frequently, few, many, it is possible, 

perhaps, rarely, in some cases, are all words and phrases that limit claims and are critical for 

determining the truthfulness of arguments. For instance, students who study more often earn 

more than students who study less. 
 Data: Actual data has been gathered to substantiate the perspective (claim). It contains 

persuasion declarations that add clarity to the claim and demonstrate its truthfulness, such as 

proof, reasons, opinions, examples, and facts. Data provides evidence to substantiate the 

perspective (claim). It contains persuasion declarations that add clarity to the claim and 

demonstrate its truthfulness, such as proof, reasons, opinions, examples, and facts. On the 
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basis of the data, for example, the following questions could be addressed: "What evidence 

do you have? "How did you find out? It appears to be raining, for example, the data is that 

the ground is wet. 
 Warrants: Reasons why it is critical to make decisions as a supporter or opponent [5]. The 

warrant will address the following question: "How did you arrive at this claim based on the 

evidence presented, the logical connection between the data, and how did you resolve this 

claim."? 
 Backing: Justification for the warrant as a more specific illustration to substantiate the 

warrant. 
 Rebuttals/Counterarguments: Demonstrate an opposing viewpoint as exceptions to the 

claim and consider other conflicting points of view. For example, social media platforms can 

communicate with multiple faces using a necessary face for social needs. 
 

An example Toulmin argument is as follows: 

 

 Claim: You should use social media. 
 Data: You have been having more trouble with socialising lately, and over 70% of people 

over age 65 have social difficulty. So, social media is a good chance for elders. 

 Warrant: Many social media users say it helps them to be social better. 

 Backing: 80% of social media users report a better socially and comfortable lifestyle.  

 Rebuttals: 60% of old social media users suffer from a lonely feeling. 

 Qualifiers: In most cases, 62% of social media users are well known in the community.  
 

Despite the fact that utilising a warrant can aid in the performance of fact-checking tasks [1], to 

our knowledge, no previous work has proposed that a claim be connected to a piece of evidence 

via automated warrant creation rather than manual annotation. Additionally, no experiment was 

conducted using a labelled dataset, but rather through the use of case studies [6]. Unlike previous 

approaches that relied on structured annotated warrants [7] or manually generated warrants for 

emerging claims based on certain linguistic rules [6] that require a higher level of language 

comprehension and complex reasoning, our work is based on the automated generation of 

warrants for claims.  
 

This paper examines how to train models to generate warrants data, to address the critical issue of 

a lack of labelled data for emergent rumours. The works makes the following major 

contributions: 

 

 In this paper, we have examined the extent to which warrants can be retrieved or 

reconfigured using unstructured data obtained from their premises. 

 To our knowledge, this is the first time that this novel integration of reinforcement learning, 

and a generative adversarial network has been used to solve the warrant generation problem 

and alleviate the scarce of labelled data.  For this, we have proposed various Deep Learning 

models for Toulmin Argument warrant generation in this paper. 
 We have demonstrated the performance of each of these models and the benefit of 

combining them with a reinforcement learning agent to improve generation and inference 

accuracy. 
 The results confirm that combining our model with auxiliary data such as the topic and 

sentiment is necessary to obtain a more robust model. Incorporating a reinforcement learning 

agent enables the generator to receive rapid and robust training for decoding sequential text 

successfully. 
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The remainder of the paper is organised as follows. In Section 2, we discuss the utility of 

warrants and related work with warrant generation. Then, with an emphasis on the news domain, 

we propose a novel approach to warrant exploration in Section 3, where we address warrant 

information filtering and the Generation Model. Section 4 discusses the experiments and the 

findings, while Section 5 draws the conclusion of the work. 

 

2. RELATED WORK  
 

Toulmin's model of argument has been examined in different of fields, including law and 

computer science. For instance, in multi-agent systems, multiple agents collaborate to make 

decisions and inferences to accomplish specific goals [8], where it can be used to generate 

argument, as in Gabriel et al.'s Belief–Desire–Intention software model (BDI) agents based on 

Toulmin's models [8], [9]. The warrant is an implicit (or major) premise in the Toulmin argument 

model that explains how a conclusion (or claim) is deduced from the given premises (or 

evidence) [10]. According to Hashimoto et al. [11], a warrant is a fictitious logical inference 

assertion that links the claim and the evidence. 
 

A few works have studied and analysed the task of generating the connection between the claim 

and the data. In our work, this is referred to as the warrant; in other works, it is referred to as the 

enthymeme [12] or implicit premise [13], which is typically the warrant (or major premise). 

Reisert et al. [6] assume that the data are accurate: If the data are accurate, the argument is true. 

The authors develop a model to generate Toulmin's argument using NLP techniques and some 

linguistic rules. They demonstrate that argument generation requires a greater understanding of 

language and complex reasoning and that their system requires significant development to 

perform argument generation. Boltuzic and Najder[14] investigate how to identify such implicit 

knowledge by analysing a large amount of text data from a variety of sources. In 

Habernal&Gurevych's work [14], the warrant is implicit because it is obvious from the 

statement's meaning, but Rajendran et al. indicated that if it is explicitly required, the argument 

synthesis method should be used [15]. Rajendran et al. [15] propose a method for creating a 

premise similar to a warrant in online review opinions that connects an aspect-related opinion to 

an overall opinion. However, their work's annotated dataset was insufficiently large to be useful 

for deep learning models. Singh et al. [7] manually generate a warrant in response to a claim and 

supporting evidence. In Horne & Adali's work [16], workers are asked to think and write what 

they believe is necessary to explain why the provided evidence supports the provided claim.  
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3. WARRANT GENERATION MODELS  

 
Figure 1.  Warrant generation models 

 

Figure 1 shows the overall framework of our warrant generation models.  We develop two 

generator models; the first model trains a reinforcement learning agent to act as a generator, 

while the second model employs a reinforcement learning agent to enhance different generator 

via multi-head attention. The purpose of implementing these models is to determine which 

strategy produces the most promising results: using the RL agent as a generator or as a generator 

enhancer. The first model has two stages: the initial stage selects warrant-relevant fragments 

using various methods such as RST and causality, and the second stage selects warrant-relevant 

words to generate warrants via reinforcement learning agents. While the second model relies on 

RST and a deep learning mechanism to select candidate warrant relevant fragments, this model 

utilises a Multi-Head Attention Mechanism enhanced by reinforcement learning to generate 

warrants. 

 

3.1. model 1 for warrant generation using an RL generator 
 

3.1.1. The Initial Stage: Models for Identifying Warrant-relevant Fragments 

 

The first stage in our warrant generation process is to select (retrieve) information that is 

pertinent to a claim and unstructured evidence. Increasing the efficiency of false information 

detection requires developing the ability to recognize the connection between an argument and a 

piece of evidence. Multiple warrants have been selected from an existing, organized corpus of 

arguments using developed methods. Our proposed models include a Lexical Chain with Multi-

Head Attention, an RST-based algorithm, and a Causality-based selection method, all of which 

are aimed at capturing more compelling reasoning warrants. Table 1 illustrates an example of the 

most pertinent information contained in a warrant in light of a claim and evidence which are bold.  
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Table 1.  An illustration of the task of locating the most pertinent information to the claim and supporting 

evidence from the ARC [17]. 

 
Claim: "Greece will destroy the Euro Zone" 
Evidence Reason:"Greece cannot support its own economy and is bringing the Euro down" 
Article of Evidence: "The euro zone is now furiously bracing itself for the likely collapse of 

the Greek government. Faced with the prospect of Greece voting for a fully-fledged default 

and euro exit rather than last week’s debt deal, the remaining euro zone members must 

themselves choose: stick even more closely together or be pulled apart. They will stick 

together – and survive. 
However, the euro zone’s survival has very little to do with Greece. The Greek economy 

is too small to cause any noticeable impact on the euro zone and even the widespread and 

substantial financial contagion of a default can be absorbed. Last week’s debt deal may not 

appeal to Greece, but the beefed-up bailout fund is capable of taking care of the immediate 

consequences of a Greek default. Containment has been addressed and would focus on 

supporting other indebted states. 
The euro zone’s survival has little to do with Greece except to persuade other members to 

redouble their efforts and stick with the euro. The key reason for Greece continuing to play 

an important role in deliberations over the euro zone’s future is that it highlights the 

question mark over member states’ abilities to resolve the deep-rooted problems of poorly 

performing economies. The influence that Greece can still wield is a demonstration effect: 

If Greece leaves, will the result be disastrous or could the economy be galvanized into a 

better performance, as those who favor exit appear to believe? " 
 

3.1.1.1. Lexical Chain with Multi-Head Attention  

 

Inspire by the data retrieval, question answering, and response selection models, a claim is 

viewed as a query and evidence as an appropriate document from which the candidate's responses 

should be selected. The lengthy text (as evidenced by ARCC) data will be condensed for warrant 

selection using the lexical chain model to retain the most informative words that are also the 

quietest to draw attention to the claim outputs (or a query). 

 

We begin by detecting salient portions of text using Word Sense Disambiguation (WSD) and 

then extracting the lexical chains described in Al-Khawaldeh & Samawi [18]. In contrast to Al-

Khawaldeh & Samawi [18], the proposed model attempts to select sequences from each cluster 

associated with the claim instead of selecting the sequences that are significant to different topics 

as in Al-Khawaldeh & Samawi [18]. For example, as in table 1, suppose we have "Greece will 

destroy the Eurozone," as the evidence reason ". To obtain the correct sense of the term ("zone”) 

("its senses must be extracted at three levels). Thus, the first level extracts all possible senses for 

the "zone," the second level extracts the senses for these senses, and so on for the third level. The 

sense of a word refers to how its meaning is detonated when it is used in a specific context. 
The developed WSD algorithm consists of five steps as in Al-Khawaldeh & Samawi [18]: 
 

1) Extract all the possible interpretations (senses) of each word in a sentence of evidence.  

Extract the three levels of senses for each sense, the first level is the senses of a word; the 

second level is the senses for each sense in the first level and so on, 

2)  Each word's senses are compared to the senses of all other words in the text and then 

establish connections between the related senses, a connection is established when there 

is a semantic relationship between the current word's senses and any other word's senses. 

3)  Calculate the strength of the connections.  

4)  Summing all the strengths of the connections.  

5)  Select the highest summation sense. 
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By empirically, the semantic relations and their associated weights are as follows: 

 

 Repetition relation (same occurrences of the word), weight=1. 

 Synonym relation (weight=1). In the example above, the word “zone ” has a synonym 

semantic relation with the sense (“area”) 

 Hypernym and Hyponym relation (weight=0.5): Y is a hypernym of X if X is a (kind of) 

Y; X is a hyponym of Y if X is a (kind of) Y  e.g., X=” zone”,  Y=” ground” 

 Holonym and Meronym relation (weight=0.5): holonymy relation is (the whole of), and 

meronymy relation is (part of). Y is a holonym of X if Y is a whole of X; X is a 

meronym of Y if X is a part of Y. X= “state”, Y=“zone”. 

 Gloss relation (definition and/or example sentences for a synset), (weight=0.5): consider 

the word=” zone”, gloss=“ area having a particular characteristic”. 
 

Each sense has several weighted connections to other words' related senses. The weighted 

connections between the senses are added together. Lexical cohesion is used to differentiate 

between significant and unimportant sentences in a text. The text is segmented by lexical 

cohesion. Each segment consists of a series of sentences devoted to a single subject. Each word is 

assigned the correct sense after the proposed WSD algorithm is applied to the text above. Lexical 

chains (LCi) are formed by connecting the words' senses (meanings). If these senses have 

semantic relationships, then the words are related. 

 

LC1:{money, account, transfer, cash, withdraw, bank} 

LC2:{area, ground, region, segment, sector} 
 

To begin, we use a Bi-RNNc to model the embeddings of claim words cl and chain words c, 

where ℎ𝑖,1
𝑐  denotes the hidden state of the t-th word in the i-th chain and ℎ𝑖,1

𝑐𝑙  denotes the hidden 

state of the t-th word in the i-th claim. Following that, we perform an average-pooling operation 

on these hidden states, eq. 1, to generate a vector representation of the i-th chain, eq. 2 

 
 

(1   ) 𝑎𝑣𝑖 = 𝑎𝑣𝑔 ({ℎ𝑖,1
𝑐 , ℎ𝑖,2

𝑐 , … , ℎ𝑖,𝑇𝑖
𝑐

𝑐 }) 

(2   ) 𝑚𝑖 =𝑡𝑎𝑛ℎ (𝑊𝑐𝑙 ∙ [𝑎𝑣𝑖; ℎ𝑗,𝑇𝑗
𝑐𝑙

𝑐𝑙 ] + 𝑏𝑐𝑙) 

 

Mi can be thought of as a salience score for the i-th chain in the context of the claim 

representation, ℎ
𝑗,𝑇𝑗

𝑐𝑙
𝑐𝑙 .. The highest sigmoid output indicates the chain's importance in relation to 

the claim; thus, the selected segment of evidence should be chosen based on this critical chain, 

which allows for the omission of irrelevant text. To model the relevancy of the segment of text 

towards the strongest chain, we first calculate the word alignment of the segment towards the 

chain. We use the embeddings of words in chain and segment to calculate the semantic alignment 

score as shown in equations 3 and 4: 

 
 

(3   ) scorei,j,n = e(Ai
c)T e(Aj,n

s ) 

(4   ) 𝑚𝑎𝑥𝑖𝑚𝑢𝑚𝑖,𝑗 = 𝑚𝑎𝑥 ({𝑠𝑐𝑜𝑟𝑒𝑖,𝑗,1, … , 𝑠𝑐𝑜𝑟𝑒𝑖,𝑗,𝑇𝑗
𝑐}) 

 

 

Where 𝑒(𝐴𝑖
𝑠)𝑇 is word embedding in the segment, and 𝑒(𝐴𝑗,𝑛

𝑐 ) is word embedding in the chain, 

𝑠𝑐𝑜𝑟𝑒𝑖,𝑗,𝑛 is the attention 𝑤𝑒𝑖 for the i-th chain word with the j-th segment word, s is a segment, c 

https://www.thesaurus.com/browse/ground
https://www.thesaurus.com/browse/region
https://www.thesaurus.com/browse/segment
https://www.thesaurus.com/browse/sector
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is the chain, n  is the segment number, i is the index word of the segment, and j is the index word 

in the chain. 
 

The alignment score, maximum-i,j, is the weight assigned to the jth chain in relation to the ith 

segment word. We take the highest attention weights from all scores and represent them as 

candidates' parts, retaining only the relevant parts. 

 

After selecting the most informative text from the evidence and obtaining reduced text, we will 

use multi-head attention to construct deep contextual representations for tokens located in 

different representation subspaces at different positions while preserving their syntactic form. 

This model's general framework is divided into four steps. 

 
 Apply word embedding for each word in the text. 

 Use a BiLSTM and CNN to obtain the vector representation of the text. 

 A multi-head attention mechanism that can capture relevant information from different 

subspaces 

 Use SoftMax layer for text classification to select the candidates warrant.  

 

The Elmo word embedding model will represent each word in each sentence as a deep contextual 

deep word representation. Elmo is a sophisticated, contextualised word representation that 

extracts the word's complex syntactic and semantic features [19]. On a variety of natural 

language processing tasks, including query answering and textual entailment, Elmo outperforms 

previous word embeddings such as word2vec and GloVe [20]. By reading each sentence in two 

directions: from beginning to end (forward) and from end to start (revers), we extract the most 

critical information and obtain contextual information about the current word using a CNN and a 

Bi-LSTM. The final encoded representation combines the Bidirectional hidden state 

representation and the Bidirectional hidden state representation 
 

Multi-head attention layer for claim-evidence text: A specific section of the text is critical in 

identifying the candidate warrant in a given claim-evidence. Numerous heads of attention assign 

each word the appropriate weight to represent the text's general semantics based on various 

factors. This work makes use of self-awareness to capture the relationship between the claim-

evidence pair and the warrant.  

 

In contrast to multi-head -attention from the literature, which typically considers V=K=Q and is 

derived from the same source, we define Q as each word in a candidate warrant is required to 

perform an attention calculation using all other claim words as key-words, where the warrant is a 

candidate sentence from the article. The attention layer receives three input texts: a claim text as a 

key, a candidate warrants as a query, and an evidence text as a value. Each of them contains a 

word vector containing all of the words in the input text.Multi-head refers to paying attention not 

only to the individual words in the sentence but also to the individual segments of the words. The 

vectors of words are divided into a fixed number of chunks (h, number of heads), and then multi-

head attention is applied to the corresponding chunks, resulting in an h context vector for each 

word. The final values vector is created by concatenating all of that h to generate an encoded 

representation for each word in the input sequence (representation vectors) and add the word's 

attention score taking a walk through the primary steps of the example from the ARC [17]: 
 

 Candidate warrants from an article (query Q): “money will not be saved all the way around” 

 Claim (keys K): “Privatization is a bad deal for cities and states.”  

 Evidence (values V): “The only interest of the private sector is the bottom-line profits.” 
 

o The query is the input word vector for the Candidates warrantstoken, e.g., “money”. 
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o The keys are the input word vectors for all of the claim's tokens [Privatization, is, a bad, 

deal, for, cities, and, states] 
o The query's word vector is then DotProducted with the word vectors of each key, 

yielding n numbers, i.e., "weights." Following that, the weights are scaled. 

o The weights are then subjected to a ‘SoftMax' operation, which normalises all weights to 

values between 0 and 1.  

o Finally, the input word vectors, e.g., values, are summed in a "weighted average of the 

value vectors " using the previously normalised weights. It generates a single output word 

vector representation of the Candidates warrantsword, as in equations 5 and 6: 
 

(5   ) Attention (Q, K, V) = softmax (
QKT

√dk
)V 

(6   ) headi = Attention(QWi
Q
 , KWi

K , VWi
V) 

 

o All word vectors are getting similarly; the attention mechanism is applied to all word 

vectors. single output word vector representation of “Privatization” is finally obtained 

and so on for all words, resulting in o output word vector representation, as shown in 

equation 7: 
 

(7   ) 𝑂 = 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) = 𝐶𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑1, … , ℎ𝑒𝑎𝑑ℎ)𝑊
𝜊 

 

 

O is the output of multiple attention functions used in multi-head attention capturing explicit and 

implicit patterns. It converts Q, K, and V subspaces to C subspaces using various learnable linear 

projections. To capture various contexts, information from various representation subspaces at 

various positions can be prioritised. Each head generates an attention distribution to its subspace 

to represent the final state when all attention heads are considered. The independent operation's 

result is then spliced into a linear transformation. To obtain the multi-head attention result M, as 

in [21]. We construct an auxiliary feature vector from the topic T and sentiment vectors S; the 

concatenated features are TS. Assuming that those features are consistent across inputs, we 

combine them with the output of multiheaded attention O to create a new representation, 

Onew=O+TS; all words vectors are concatenated as S= Onew1, Onew2…. Onew n. Then, using 

a SoftMax layer as an activation function, classification is performed. Thus, the probability of 

current candidates warrants Y, as shown in equation 8: 

 
 

(8   ) 𝑌 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊 ∗ 𝑆 + 𝑏) 
 

3.1.1.2. RST-based Algorithm  

 

Due to the causal and semantic relationship between claim, evidence, and warrants, we were 

inspired by RST's discourse analysis, which identifies a rhetorical relationship between two text 

spans, nucleus and satellite, where the nucleus contains more informative text than the satellite, 

which contains additional information. Given that warrant provides reasoning for a claim in the 

form of cause, purpose, motivation, and circumstance, in our model, the nucleus (span) of the 

RST relation is matched against the claim and the relationship (primarily implicit or explicit 

causal) with the satellite; the best candidate warrant is determined by the most pertinent RST 

relation between the claim and the warrant span discourse units. 

 

RST can be used to describe the relationships between text's internal components. RST relations 

divide the text into rhetorically related segments that may be further divided, resulting in a 

hierarchical rhetorical structure. Each segment corresponds to a nucleus or satellite. It 
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demonstrates that coherence relations can have a beneficial effect on both the claim and the 

justification. For instance, the nucleus contains an idea that the author regards as the nucleus. 

 

We will use RST to conduct discourse analysis, which identifies rhetorical relationships between 

two text spans: nucleus and satellite, with the nucleus containing more informative text than the 

satellite, which contains additional information. Several RST relationships could help to explore 

warrant information from text: as in table 2. Because a warrant justifies a claim, it serves as the 

cause, purpose, motivation, and circumstance. The nucleus (span) of the RST relation is matched 

against the claim and the relationship (primarily implicit or explicit causal) with the satellite in 

our model; the best candidate warrant is determined by the most relevant RST relation between 

the claim and the warrant span -discourse units. Heilman & Sagae's work will be used to 

implement RST [22]. An example of a nucleus or satellite, where the claim “I believe the weather 

is cold and wet” is the nucleus and the supplementary text “since the temperature has decreased 

by 15 degrees Celsius” is a satellite, connected with the explanation rhetorical relation. In this 

example, the satellite clause explains the nucleus, as in argumentation model such as Toulmin 

model, the warrant is supplementary for main information, claim, so our work considers warrant 

is satellite and claim are the nuclei. 
 

Based on this complementary relationship between satellites and nuclei, we argue that certain 

words in certain nucleus-satellite relationships may be more significant than others, e.g., they 

indicate the clause has a warrant. Thus, we argue that a satellite should be considered when 

determining a warrant in a case where the satellite is linked to the claim's nucleus. On the other 

hand, we argue that the nucleus does not contribute to the satellite's understanding. Thus, words 

contained within a satellite differ from those contained within a nucleus, as in figure 2: 

 
 
 
 

 
 
 
 

 
 
 

 
Figure 2.  The relation between a nucleus and a satellite, an example of nucleus or satellite, with 

RST relation 
 

The RST-based algorithm to select a warrant for a claim is as follows: 

 

1. Input: evidence text, claim query, query expansion 

2. Result: warrant  

3. Begin 

4. Segment texts to clauses based on cure phrases (connectors words) 

5. Find rhetorical relations between the clauses to build all RS-trees for evidence text 

6. Check the rhetorical relations between the segments: nucleus and satellite, e.g., 

explanation, interpretation, result or justification. 
7. If a segment is a nucleus and is relevant to claim query or query expansion, then the 

satellite is a warrant and vice versa. 

8. Save as candidate part of the warrant and continue to the next candidate warrant 

9. End 

CAUSE 

EXPLANATI

ON since the temperature has decreased by 15 

degrees Celsius, 
I believe the 

weather is cold 

and wet. 

As a result, I wear a coat. 
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Table 2. Organization of the Relation Definitions [23] 

 

Circumstance 
Antithesis and 

Concession 
Enablement Otherwise 

Summary Antithesis Motivation 
Interpretation and 

Evaluation 

Elaboration Concession Evidence and justify Interpretation 

Background Condition and otherwise Evidence Evaluation 

Enablement and 

Motivation 
Condition Justify 

Restatement and 

Summary 

Relations of Cause Restatement Purpose sequence 

 

3.1.1.3. Causality-based Selection  

 

The causal relationships provide knowledge that allows for the interpretation of the evidence-

based claim. As the warrant explains how the data leads to the claim, it is necessary to recognise 

causalities expressed explicitly in answer phrases such as "because" and to use those recognised 

causalities as a guide for locating proper answers. Causalities expressed in one text may be 

expressed with explicit cues in other texts. in the form of texts expressing causal relationships 

(e.g., "[Tsunami occurred] effect as a result of [a sudden displacement of sea water] cause"). If 

we can identify causal relations in which the effect part corresponds to a target why-question, the 

cause parts may contain useful information for generating appropriate compact answers, such as 

important keywords to include in the compact answers. We retrieve causal relation expressions 

that are relevant to claim C, such as effect and cause relevant statements, given a target claim C.. 

Thus, we automatically extract causal relations relevant to a target why-question from the web, 

such as "[Microsoft's machine translation has made significant progress in recent years] effect 

since [it began using deep learning] cause": 
 

Because the warrant has a casualty and a reason, we used a why–how to approach in our work. A 

contrast relationship implies adversarial justification (rebuttal). The event causes demonstrate 

what occurs (effect) in a claim and a warrant. Table 3 illustrates several of these relationships and 

the position of claim and warrant and evidence. The presence of causality is checked in a 

sentence, where causality refers to the relationship between cause and effect in a sequence of 

events. Oh, et al. [24] suggested Causality-attention: A convolutional neural network with 

multiple columns for why-QA. 

 
Table 3. Examples of Causality Relations 

 
Claim as a result ofwarrant and 

evidence 
seeing that warrant and evidence, 

the claim 
warrant and evidence this led to 

claim 
because of  warrant and 

evidence, the claim 
Claim So warrant and evidence 

this cause warrant and evidence, 

claim 
warrant and evidence 

Consequently claim 
the claimas a consequence 

ofwarrant and evidence, 
in order towarrant and evidence, 

the claim 

due to warrant and evidence, the 

claim 
warrant and evidence the reason, 

claim 

warrant and evidence, the warrant 

and evidence resulting in the 

claim 
due to the fact warrant and 

evidence, the claim 
warrant and evidence therefore 

claim 
warrant and evidence Thereby 

claim 
on account of warrant and 

evidence, the claim 
for this reason, warrant and 

evidence, the claim 
warrant and evidence Similarly 

claim 



Computer Science & Information Technology (CS & IT)                                              63 

The claim expansion process in our work is inspired by (question query Q) [25]–[27], which 

employs a word embedding to expand the query (in our work, claim) and wordnet expansion 

[28]. The model checks for hypernyms, such as food, and hyponyms, such as fruit, in addition to 

meronyms and holonyms; a branch is a meronym (part meronym) of a tree, whereas heartwood is 

a meronym (substance meronym) of a tree, and the forest is a holonym (member holonym) of a 

tree. If the evidence text has causality with the claim or is highly semantically related to the claim 

(more connected to the claim), those texts will receive additional scores as part of the candidate's 

warrant. 
 

Along with the most closely related parts by wordnet relation, two types of attention mechanisms 

will be used to score the candidates' warrants: similarity-attention [29] and causality-attention 

[24]. The similarity-attention mechanism calculates the cosine similarity between the embeddings 

of claim and evidence text to generate an attention feature vector for evidence words. In contrast, 

causality attention focuses on evidence words causally related to claim words and is used to 

generate causal embeddings focusing on causal relations to generate a causality attention feature 

vector. When confronted with passages containing possible causes/reasons for a given claim, 

causality attention can be focused on words and their contexts. The matrix of causality-attention 

features is constructed using scores indicating the degree to which two words are causally related 

(one in a claim and another in a warrant passage). 
 

3.1.2. The Second Stage of Warrant Generation: RL for Identifying Warrant-Relevant 

Words 

 

Candidate warrant selection techniques will be analysed to ascertain the warrant's scope (to 

retrieve the warrant). We propose to collect significant, warrant-relevant words from a lengthy 

fragment using reinforcement learning RL (through actions). RL shows a promising result in 

different method [30]–[32] where the model acquires knowledge through interaction with its 

environment and is rewarded for completing tasks.  In [33], text generation is formulated as the 

sequential decision-making problem 
 

Due to the discrete nature of the data and no gradient can be obtained, we use RL to guide our 

sequential decision policy network's training and use lexical in nature measures for evaluation a 

reward function, for example, rouge or BLEU. We hypothesise that a sequential decision policy 

network can aid in the detection of warrants. A delayed reward is used to direct the policy's 

learning process based on the interaction of predicted and actual warrants. As illustrated below, 

we briefly discuss state, action and policy, motivation, and objective function. 
 

Given a candidate warrant's word sequencewi, 1, … ,wi, ki the policy network πl attempts to select 

the warrant-relevant word wi, j and eliminate irrelevant ones. The policy network employs a 

stochastic policy to check the probability of an action at each state, and it learns through delayed 

reinforcement after the sequence of actions is completed. We construct the policy πl for selecting 

words over a word sequence using the Bi-GRU model. We use Bi-GRU because it has fewer 

parameters than LSTM and thus performs more quickly with efficiency [34]. 
 

State (st): given the claim, evidence and candidate warrant as input, the policy aimed to decide 

the warrant relevant words as delete, keep or generate. Afterword embeddings 𝑒𝑖is performed, we 

use Bi-GRU to get the vector representation of candidate warrant  ℎ𝑠
(1)

+ ℎ𝑠
(1)

+ ℎ𝑠
(2)

+ ⋯+ ℎ𝑠
(𝑛)

. 

Following the acquisition of claim and evidence hidden state representations, we then pool the 

vectors on an average basis 𝑐𝑙𝑎𝑖𝑚(𝑙) and 𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒(𝑙) through equations 9-13: 
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(9   ) ℎ⃗ 𝑖
(1)

 , ℎ⃗⃖𝑖
(1)

= 𝑏𝐺𝑅𝑈 (𝑒𝑖, ℎ⃗ 𝑖−1
(1)

 , ℎ⃗⃖𝑖+1
(1)

) 

(10   ) ℎ𝑖
(1)

= 𝑊1 [ℎ⃗ 𝑖
(1)

 , ℎ⃗⃖𝑖
(1)

] 

(11   ) 𝑐𝑙𝑎𝑖𝑚(𝑙) =
1

𝑁−1
∑ ℎ𝑗𝑗 

(12   ) 𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒(𝑙) =
1

𝑚−1
∑ ℎ𝑗𝑗 

(13   ) 𝑠𝑡 = ℎ𝑠
(𝑛)

+ 𝑐𝑙𝑎𝑖𝑚(𝑙)𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒(𝑙) 
 

To produce a vector representation for both, claim and evidence, we use average-pooling 

operation over hidden states as shown in equations 14 and 15.  

 

Action: A stochastic policy uses state information for deciding to select the current word or not. 

We adopt a logistic function (conditional probability) to decide whether this word is relevant for 

a warrant or not, as in equation 14. 

 
 

(14   ) 𝑎𝑐𝑡𝑖𝑜𝑛 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊 ∗  𝑠𝑡 +  𝑏) 
 

Reward-1: We employ attention mechanisms at each stage of text representation, the actual 

warrant and predicted warrant. By assigning weights to encoding vectors, it is possible to 

highlight specific parts of the input that are more important for detecting warrants, candidate 

warrant CW, and actual warrant AW similarity, as in equation 15-20. 

 
 

(15   ) 𝑢𝑖𝑗 = 𝑡𝑎𝑛ℎ(𝑊𝑤 ∙ [ℎ𝑖𝑗; 𝐶𝑊] + 𝑏𝑤) 

(16   ) 𝑎𝑖𝑗 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑢𝑖𝑗) =
𝑒𝑥𝑝(𝑢𝑖𝑗)

∑ 𝑒𝑥𝑝(𝑢𝑖𝑡)
𝑁
𝑡=1

 

(17   ) 𝐶𝑊 = ∑ 𝑎𝑖𝑗 ∙ ℎ𝑖𝑗
𝑁𝑖
𝑖=1 

(18   ) 𝑢𝑖𝑗 = 𝑡𝑎𝑛ℎ(𝑊𝑤 ∙ [ℎ𝑖𝑗; 𝐴𝑊] + 𝑏𝑤) 

(19   ) 𝑎𝑖𝑗 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑢𝑖𝑗) =
𝑒𝑥𝑝(𝑢𝑖𝑗)

∑ 𝑒𝑥𝑝(𝑢𝑖𝑡)
𝑁
𝑡=1

 

(20   ) 𝐴𝑊 = ∑ 𝑎𝑖𝑗 ∙ ℎ𝑖𝑗
𝑁𝑖
𝑖=1 

 

Finally, reward guides the policy regarding the selection of warrant-relevant words within a 

warrant sequence. We use the connection of vectors and the SoftMax function to combine the 

predicted warrant CW a representation and the actual warrant AW representation for similarity 

classification, as in equation 21: 

 
 

(21   ) 𝑌 = 𝑆𝑜𝑓𝑡𝑀𝑎𝑥(𝑊[𝐶𝑊 ⊕ 𝐴𝑊] + 𝑏) 
 

 

Semantic coherence Reward 2:  the generated warrant to check if it is grammatical and coherent 

as in equation 22: 

 
 

(22   ) 𝑟𝑆𝐶 =
1

𝑁𝑦
𝑙𝑜𝑔 𝑃𝑠𝑒𝑞2𝑠𝑒𝑞 (𝑦|𝑥𝑖) + 

1

𝑁𝑥1

𝑙𝑜𝑔 𝑃𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑−𝑠𝑒𝑞2𝑠𝑒𝑞 (𝑥𝑖|𝑦) 

 

Pseq2seq denotes the likelihood of the seq2seq model (the probability of generating the predicted 

warrant given the previous warrant). Pbackward seq2seq denotes the backward probability of 

actual warrant given the current generated warrant. 
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In previous work [35], we trained separate models (single agents) to locate the warrant given a 

claim and evidence. The first model employs Lexical Chains, as proposed by Al-Khawaldeh and 

Samawi [18], which aid in extracting the most informative words and thus reducing the text's 

size. After obtaining the summarised text, the claim's related fragments and evidence are captured 

using the multi-head attention model. The second model employs a Rhetorical Structure Theory-

based algorithm to segment each text into two spans, nucleus and satellite, with a higher 

probability of being nucleus. Finally, the causality model: because the warrant possesses a causal 

and rational nature, the causality relations denote the text fragments that contain one of the 

following relations: justification, interpretation, or confirmation. These are more extraction-

oriented models than generation-oriented models. As a result, our model attempts to generate 

warrants by combining multi-head attention theory and rhetorical structure theory. 
 

3.2.  model 2 for warrant generation using a Multi-Head Attention Mechanism 

generator enhanced by RL 
 

In model 1, we conduct experiments with a reinforcement learning agent as the generator, 

whereas in model 2, we use reinforcement learning as an enhancer for the generator to determine 

which is more effective.  We develop justifications for why an argument is persuasive, 

discovering that adding word embedding features improves performance. Given a claim c = c1; 

c2; …; ckcontaining k words, and an evidence d = d1; d2; … dn consisting of n words, the 

objective is to generate a warrant for the context y = y1; y2; …ym containing m words. The 

objective is to find an output Y* that maximizes the probability p(Y׀ c ; d), Y is the warrant, and 

c and d are claim and evidence, respectively.  
 

The RST based algorithm is used to locate a warrant for the claim, as in section 3.1.1.2. 

We take each word as input to get the claim embedding vectors as in equation 23. 

 
 

(23   ) 𝑒𝑐 = {𝑒𝑐
1, 𝑒𝑐

2, 𝑒𝑐
3 …𝑒𝑐

𝑛} 
 

 

Similarly, the candidate warrant is also embedded as vectors as in equation 24. 

 
 

(24   ) 𝑒𝑤 = {𝑒𝑤
1 , 𝑒𝑤

2 , 𝑒𝑤
3 …𝑒𝑤

𝑚} 
 

 

Then we apply cosine similarity to compute the final score as the relevance of a claim to a 

warrant to detect the candidates' warrants: score (claim, candidates warrant) = cosine similarity 

(𝑒𝑐,𝑒𝑤).  The highest score means that it is more likely that the warrant is plausible. The model 

adopts BiGRU to represent both claim rc and candidate warrant rw because it operates well in 

learning long term dependencies and is fast in training.  
 

To reduce the spatial size of the representation and retain essential features, we adopt mean 

pooling to calculate the claim 𝑚𝑐𝑙(𝑐𝑙) , evidence 𝑚𝑒𝑣(𝑒𝑣) and warrant 𝑚(𝑤) pooling vectors 

through the equations 25-27: 

 

(25   ) 𝑚𝑐𝑙(𝑐𝑙) =
1

𝑁−1
∑𝑖 ℎ𝑐𝑙𝑎𝑖𝑚

(𝑖)
 

(26   ) 𝑚𝑒𝑣(𝑒𝑣) =
1

𝑀−1
∑𝑖 ℎ𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒

(𝑖)
 

(27   ) 𝑚(𝑤) =
1

𝐾−1
∑𝑖 ℎ𝑤𝑎𝑟𝑟𝑎𝑛𝑡

(𝑖)
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We define the attentive representation of claim, evidence, and warrant in relation to one another, 

i.e., the attentive representation of the effect phrase concerning the cause phrase, to consider the 

score and impact of each of them on the other, as follows: 

 

The claim representation with its candidates' warrants 𝑐𝑙𝑤𝑡 as the equations 28-30: 

 
 

(28   ) 𝑎𝑡,𝑖
𝑐𝑙 = 𝑣𝑐𝑙 ∙  𝑡𝑎𝑛ℎ (𝑊1𝑚

(𝑤𝑎𝑟𝑟𝑎𝑛𝑡) + 𝑈𝑐𝑙ℎ𝑖
𝑐𝑙𝑎𝑖𝑚) 

(29   ) ⍺𝑡,𝑖
𝑐𝑙 =

𝑒𝑥𝑝(𝑎𝑡,𝑖
𝑐𝑙)

∑
|𝑐𝑙|
𝑖=1 𝑒𝑥𝑝(𝑎𝑡,𝑖

𝑐𝑙)
 

(30   ) 𝑐𝑙𝑤𝑡 = ∑|𝑐𝑙|
𝑖=1 ⍺𝑡,𝑖

𝑐𝑙 ℎ𝑖
𝑐𝑙𝑎𝑖𝑚 

 

The candidates warrant representation with their claim  𝑤𝑐𝑙𝑡 as in equations 31-33: 
 

(31   ) 𝑎𝑡,𝑖
𝑤 = 𝑣𝑤 ∙  𝑡𝑎𝑛ℎ (𝑊2𝑚

(𝑐𝑙𝑎𝑖𝑚) + 𝑈𝑤ℎ𝑖
𝑤𝑎𝑟𝑟𝑎𝑛𝑡) 

(32   ) ⍺𝑡,𝑖
𝑤 =

𝑒𝑥𝑝(𝑎𝑡,𝑖
𝑤 )

∑
|𝑤|
𝑖=1 𝑒𝑥𝑝(𝑎𝑡,𝑖

𝑤 )
 

(33   ) 𝑤𝑐𝑙𝑡 = ∑|𝑤|
𝑖=1 ⍺𝑡,𝑖

𝑤 ℎ𝑖
𝑤𝑎𝑟𝑟𝑎𝑛𝑡 

 

 

The evidence representation with its candidates' warrants𝑒𝑣𝑤𝑎
𝑡 as in equations 34-36:  

 

(34   ) 𝑎𝑡,𝑗
𝑒𝑣 = 𝑣𝑒𝑣 ∙ 𝑡𝑎𝑛ℎ(𝑊𝑒𝑣𝑚

(𝑤𝑎𝑟𝑟𝑎𝑛𝑡) + 𝑈𝑑ℎ𝑗
𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒) 

(35   ) 𝑎𝑡,𝑗
𝑒𝑣 =

𝑒𝑥𝑝(𝑎𝑡,𝑗
𝑒𝑣)

∑
|𝑒𝑣|
𝑗=1 𝑒𝑥𝑝(𝑎𝑡,𝑗

𝑒𝑣)
 

(36   ) 𝑒𝑣𝑤𝑎
𝑡 = ∑𝑖 𝑎𝑡,𝑗

𝑒𝑣ℎ𝑎,𝑖
(𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒)

 

 

The candidates warrant representation with its evidence  𝑤𝑒𝑣𝑎
𝑡 as in equations 37-39: 

 

(37   ) 𝑎𝑡,𝑗
𝑤 = 𝑣𝑤 ∙ 𝑡𝑎𝑛ℎ(𝑊𝑤𝑚(𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒) + 𝑈𝑑ℎ𝑗

𝑤𝑎𝑟𝑟𝑎𝑛𝑡) 

(38   ) 𝑎𝑡,𝑗
𝑤 =

𝑒𝑥𝑝(𝑎𝑡,𝑗
𝑤 )

∑
|𝑤|
𝑗=1 𝑒𝑥𝑝(𝑎𝑡,𝑗

𝑤 )
 

(39   ) 𝑤𝑒𝑣𝑎
𝑡 = ∑𝑖 𝑎𝑡,𝑗

𝑒𝑣ℎ𝑎,𝑖
(𝑤𝑎𝑟𝑟𝑎𝑛𝑡)

 

 

Finally, we combine all these representations for causal/noncausal in equation 40: 
 

(40   ) 𝑌 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥𝑌(𝑐𝑙𝑤𝑡 + 𝑤𝑐𝑙𝑡 + 𝑒𝑣𝑤𝑎
𝑡 + 𝑤𝑒𝑣𝑎

𝑡) 
 

Causal/noncausal Y means the candidates warrant either plausible or not. 

 

Multi-Head Attention Mechanism with Multiple Heads: This model employs the transformer 

network [21], which is based primarily on deep learning and dot products and is composed of 

fully connected layers from both the encoder and decoder. It replaced recurrence or convolution 

with the multi-head -attention transformer's encoder, composed of six identical layers, each of 

which is composed of two sub-layers: a multi-head -attention mechanism and a position-wise 

fully connected feed-forward network [36]. A residual connection and layer normalisation are 

used to generate outputs from two sublayers. The transformer Decoder is also composed of a 

stack of identical layers to the encoder, except that it includes a third sublayer that implements a 

multi-head attention mechanism over the encoder's output, as illustrated in figure 3. 
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Figure 3.  Transformer Encoder-Decoder Architecture [36] 

 
To capture the relationship between words in various positions, it computes the relevance of a set 

of values (information) using the same attention mechanism. In practice, the attention function is 

computed concurrently on a set of queries. It computes the attention function for a matrix Query, 

Keys, and Values that contains a collection of queries, keys, and values. Each head corresponds 

to a layer of attention [36]. The encoder converts a sequence of discrete representations in the 

form X = (x1;...xh) to a sequence of continuous representations in the form z = (z1; ... zh). In our 

work, X refers to the claim, evidence, and the average embedding of selected warrants used to 

generate warrants. the decoder then generates an output sequence consisting of one element at a 

time (y1;...yh).For the multi-head attention mechanism, h = 8, implying the use of eight parallel 

attention layers. To ensure the model's sequence, positional encoding is added to the input 

embeddings at the end of the encoder and decoder stacks. It can use embedded vectors to 

represent the relative positions of each sentence's words and then combine them with the sentence 

embeddings, as in equations 41 and 42: 
 

(41   ) 𝑍𝑖 = ℎ𝑒𝑎𝑑𝑖 =  𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑖
𝑄  , 𝐾𝑊𝑖

𝐾 , 𝑉𝑊𝑖
𝑉) 

(42   ) 𝑍 = 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) = 𝐶𝑜𝑛𝑐𝑎𝑡(𝑍1, … , 𝑍ℎ)𝑊
𝜊 

 

Our model takes as input a claim concatenated with candidate relevant warrants. After applying 

word embeddings, W-emb., to input words, we use The BiGRU to capture semantic information 

about past and future words. BiGRU utilises a forward and backward LSTM as encoder hidden 

layers to determine the hidden state of the time step t ht. Then, as in Vaswani et al. [21], we use 

residual connection around the output of the Bi-GRU layer to stabilise the model's training, 

followed by layer normalisation, as equation 43: 
 

(43   ) ℎ𝑡
∗ = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝑊𝑒𝑚𝑏 + ℎ𝑡) 

 

Final encoder layer output H is the output of the add and Norm layer, equation 44. 

 

(44   ) 𝐻 = (ℎ1
∗ , ℎ2

∗ , … , ℎ𝑖
∗, … , ℎ𝑛

∗ ) 
 
We compute a representation of the sequence using multi-head attention, which is an attention 

mechanism associated with the various positions of a single sequence. The attention distribution 

at is calculated as follows: Output H is Query vectors, keys vectors K2, and values vector Ve. 

The encoder's attention module is largely based on Vaswani et al.’s multi-head attention [21], as 

in equations 45-47: 

 

(45   ) 𝑒𝑡 =
𝑄𝑒𝐾𝑒𝑇

√𝐷
 

(46   ) 𝑎𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑒𝑡) 
(47   ) 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑎𝑡𝑉𝑒 
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The multi-head attention adjusts the Q, K and V matrix dimensions by h different linear layers to 

h queries, keys, and dimension values. The linear transformation parameters W of Q, K and V, 

are different each time based on the learnable parameter's matrix for the heads. Then, h parallel 

heads are used to concentrate on distinct semantic spaces. The result of the independent operation 

is spliced into a linear transformation to obtain the result ce of multi-head attention, as in 

equations 48 and 49: 

 

(48   ) ℎ𝑒𝑎𝑑𝑖 =  𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑖
𝑄
 , 𝐾𝑊𝑖

𝐾 , 𝑉𝑊𝑖
𝑉) 

(49   ) 𝑐𝑒 = 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) = 𝐶𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑1, … , ℎ𝑒𝑎𝑑ℎ)𝑊
𝜊 

 

Then decoder d generates word by word based on: 

 

 The encoder e attention context ce is the output of multi-head soft-attention of sequence 

words input. 
 The recurrent attention context, 𝑐𝑡

𝑒𝑑,  it is based on each hidden state st of the decoder as 

query and hidden state output of the encoder as keys -values vectors of multi-head -

attention. 
 The decoder attention context 𝑐𝑡

𝑑, Where multi-head-attention of all the predicted tokens is 

used.  
 The decoder hidden state st. (equation 50) and the vocabulary probabilities (equation 51) 

 
 

(50   ) 𝑠𝑡 = 𝐺𝑅𝑈(𝑠𝑡−1, 𝑌𝑡−1, 𝑐𝑡−1
𝑒𝑑 ) 

(51   ) 𝑃𝑣 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊′(𝑊[𝑐𝑡
𝑒 , 𝑐𝑡

𝑒𝑑 , 𝑐𝑡
𝑑 , 𝑠𝑡] + 𝑏) + 𝑏′) 

 

𝑐𝑡
𝑒𝑑t is the output of multi-head soft attention. The decoder has an embedding layer, a 

unidirectional GRU and a SoftMax layer. We use the hidden states of the decoder layer and the 

final encoder layer output H for obtaining the attention context 𝑐𝑡
𝑒𝑑. Besides feeding the attention 

context to all decoder GRU layers, we also feed it to SoftMax. This is important for both the 

quality of our model and the stability of the training process.  
 

An encoder-decoder LSTM or GRU network is used to automatically approximate internal states 

and formulate potential actions for the reinforcement learning agents Sarsa or DDQN. The RL 

agents take the decoder output at time t as input and estimate each action's advantage values that 

learn to select an action (e.g., a word) from a list of possible actions to improve the current 

warrant sequence. For Sarsa, because it is learning an action-value function rather than a state-

value function, it differs from Q-learning in that it does not require using the maximum reward 

for the next state. However, Deep Q-Networks is Q-learning with a deep neural network function 

that employs an epsilon-greedy policy to select actions for the Q-network approximator. Each 

decoding iteration will modify the current SARSA or DDQN by predicting which actions should 

be taken to accumulate a larger long-term reward. 
 

4. EXPERIMENTS AND RESULTS 
 

4.1. Implementation Details 
 

We implement our model using Keras and a pre-trained 300-dimensional Glove word Embedding 

[37]. The encoder employs 300-dimensional hidden states, while the decoder employs 300-

dimensional hidden states. We use the Adam optimizer [38], with both the encoder and decoder 

set to a maximum of 50 tokens and the batch size set to 32. The hyperparameter values used in a 

model have a significant impact on its performance. We will discuss how to tune 
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hyperparameters to achieve a more robust and generalised mode. We create our implementation 

of an algorithm by determining the optimal hyperparameter values for a given task and dataset. 

We divide the available data into training and testing subsets, then repetition of optimization loop 

until a condition is met and finally, we compare all metric values enables you to select the 

hyperparameter set that produces the optimal metric value. 
 

4.2. Dataset 
 

We conduct experiments using data from the ARC [17] repository, which annotated in such away 

serve our work. Habernal et al. [17] developed the ARCCto discover warrants. It contains 188 

debate topics for the argument reasoning comprehension task as in the following example [17]: 
 

    "Reason:     Cooperating with Russia on terrorism ignores Russia's overall objectives. 

     Claim:     Russia cannot be a partner. 

     AW adversarial warrant:     Russia has the same objectives of the US. 

    W warrant:     Russia has the opposite objectives of the US." 

 

We evaluate our models with the metrics used in Park et al.’s model [39] for the quality BLEU-

1/2 and Embedding Average/Greedy/Extreme and the diversity Dist-1/2 and Dist-1/2-within of 

the generated sentential arguments for each.  The two metrics, quality and diversity of generated 

text, are widely used in Park et al.’s [39] text generation task model and will be used in our 

evaluation.  Given that evidence used to substantiate a claim may cover a variety of aspects of an 

argumentative topic, the diversity and quality of generated text should be evaluated to determine 

the breadth and variety of word usage in writing, as well as the vocabulary richness and n-gram 

precision desired in conversational topics. 
 

The model developed by Park et al. [39] illustrates the evaluation results for each model in terms 

of generating quality using BLEU and word embedding-based metrics. As we can see, our model 

outperforms the competition on nearly all metrics. Park et al.’s model [39] demonstrated that our 

model could generate diverse and multiple arguments to examine various aspects of a given 

claim. employing the PERSPECTRUM. Park et al. [2019] generate claims in response to a given 

claim, utilising a diversity penalty to encourage the presentation of diverse perspectives. It 

utilises a Seq2Seq framework and introduces latent mechanisms on the assumption that each 

latent mechanism can be associated with a single perspective. 
 

 BLEU-1/2: measures N-gram precision of the generated text to multiple target arguments 

references [40] 

 Embedding Average/Greedy/Extreme: measures the semantic similarity between 

hypothesis and references, using a semantic representation by word embedding [41] 

 Dist-1/2: computes the percentage of unique unigrams/bigrams within a sentence to 

measure the diversity among multiple generated texts [41] 

 Dist-1/2-within [39], propose a simple metric to calculate the sum of the numbers of 

unique N-grams for each result that does not occur in other results) / (The sum of all 

generated numbers of unigrams/bigrams). 

 

For implicit reasoning, current approaches either locate multiple warrants from an existing 

structured corpus of arguments via similarity search [7], [35] or incorporate them to improve the 

performance of evidence detection [7]. While Singh et al. [7] commissioned two annotators to 

assess the quality of warrants located from the ARCC (ARC Corpus) dataset in relation to various 

datasets. The proposed method is based on a publicly available dataset ARCC, which stands for 
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Argument Reasoning Comprehension Corpus from News Comments [42], which was built for the 

2018 SemEval task [43] by Habernal et al. [17]. 

 

4.3. Analysis and Performance Comparison 
 

To evaluate the quality of our warrant generator and the score of their quality, we use automatic 

evaluation methods, same to Park et al.’s model [39] evaluation metric, as in table 4 and table 5 

shows the results on the diversity. We conduct ablation experiments to demonstrate the 

effectiveness of reinforcement learning and its associated benefits in terms of generating more 

enhanced warrants. 
 

Table 4. Automatic evaluation results on warrant generation quality in  
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Lexical Chain with Multi-Head Attention (without RL-

agent) 
0.2019 0.0897 0.7107 0.3989 0.2374 

Lexical Chain with Multi-Head Attention controlled by 

RL-agent (SARAS) 
0.2974 0.1084 0.7885 0.5265 0.2944 

A multi-column convolutional neural network for why-

QA (without RL-agent) 
0.2717 0.0807 0.6921 0.5282 0.2404 

A multi-column convolutional neural network for why-

QA Controlled by RL-agent (SARSA) 
0.3205 0.1175 0.7744 0.5817 0.2978 

RST (without RL-agent) 0.2153 0.0884 0.6408 0.5578 0.3432 

RST controlled by RL-agent (DDQN) 0.3381 0.1192 0.7822 0.6168 0.3828 

RST-Multi-head attention generator (without RL-

agent) 
0.3427 0.1069 0.7439 0.5997 0.3834 

RST-Multi-head attention generator controlled by 

RL-agent (DDQN)   
0.3749 0.1205 0.7943 0.6227 0.4436 

 

Novel hybrid models for warrant generation are proposed in our work, which combines natural 

language processing, deep learning, and reinforcement learning techniques. Each model is 

constructed using a new framework that includes a locator and a generator. To generate warrants, 

the generator is initially trained using sequence-to-sequence learning. The selector, which is used 

to identify warrants relevant fragments, is then trained in a variety of environments using 

supervised or reinforcement learning techniques. The goal of reinforcement learning is to find the 

best reward function for the expert policy. Finally, the generator is fine-tuned further through 

reinforcement learning to produce more accurate warrants with a well-trained locator. High 

prediction success rates have been achieved thanks to the diversity of approaches used in the 

proposed models. 

 

 

 

 

 
 

 

Table 5.  Automatic evaluation results on the diversity of warrant generation of our proposed model. 
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Method Dist-1 Dist-2 
Dist-1-

within 

Dist-2-

within 

Lexical Chain with Multi-Head Attention (without RL-

agent) 
0.0816 0.0955 0.1993 0.2153 

Lexical Chain with Multi-Head Attention controlled by 

RL-agent (SARAS) 
0.1266 0.1225 0.2454 0.2881 

A multi-column convolutional neural network for why-

QA (without RL-agent) 
0.1182 0.2265 0.3103 0.3244 

A multi-column convolutional neural network for why-

QA Controlled by RL-agent (SARSA) 
0.1382 0.2963 0.3422 0.3818 

RST (without RL-agent) 0.0927 0.2791 0.2695 0.3364 

RST controlled by RL-agent (DDQN) 0.1423 0.3210 0.3612 0.4147 

RST-Multi-head attention generator (without RL-

agent) 
0.1102 0.2983 0.3274 0.3908 

RST-Multi-head attention generator controlled by 

RL-agent (DDQN)   
0.1528 0.3291 0.3710 0.5007 

 

By experimenting with different SARSA and DDQN for each model, we discovered that they 

make little difference.  This means that they reward similarly to the generator, resulting in very 

similar results when changing the RL-agent, for example, from SARSA to DDQN and vice versa. 

We use reinforcement learning in our models to generate more interesting and coherent warrants 

focusing on the context of claim and evidence reason. The experiments in Tables 4 and 5 

demonstrate that automated diversity and quality metrics produce scores that are significantly 

higher than the baseline (without Reinforcement Learning). The effectiveness of reinforcement 

learning, which involves the agent performing an action and being rewarded, is demonstrated by 

the promising outcomes obtained as a result of the reward used to guide the generator. The best 

performance is obtained when the RST-based algorithm is combined with multi-head attention 

for warrant generation enhanced by RL-agent.  

 

According to Al-Khawaldeh et al. [35], the RST-based algorithm for filtering a warrant for a 

claim trained using DDQN has the highest f-score because it assists in detecting the relationship 

between clauses. This model can benefit from text organisation by dividing it into sub-clauses, 

either as a nucleus or a satellite, after the semantic structure is parsed using RST. Since RST is 

useful for determining the structure and relationship of arguments, this model's performance is 

enhanced. The more fundamental relationships are interpretation, justification, confirmation, 

illustration, result, explanation, evidence, foundation, and condition. 
 

Causal relationships between two events establish common causes that support the initial event, 

assisting in causal inference. Given that a warrant justifies the claim based on the evidence, it 

improves the model's ability to capture the text fragment that supports the evidence. As a result, 

we investigated that using a multi-column convolutional neural network for the why-QA model 

proposed by Oh et al. [24], dealing with warrant generation as Why-question answering (why-

QA) that retrieves the warrant as to the answer to a relevant document (evidence) and 

automatically recognises causalities is extremely practical. It ranks second among our proposed 

models for detecting casualties. 
 

Along with the primary role of the lexical chain, we use the strongest chain as an auxiliary input 

to select significant sentences. Extracting the highest score (sequence of related words) as an 

auxiliary input to the model enables the model to pay more attention to the most informative 

words in the evidence while preserving the main content. In other words, the most robust chain 

reflects the evidence's central theme. They are extracting the chains of evidence articles to 
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summarise and reduce the data. For Multi-Head Attention CNN-Bi-LSTM, individual attention 

heads capture more linguistically interpretable representations: syntactic and semantic relations 

that the encoder finally concatenates to attend to data from distinct representation subspaces. 

Local and global features are detected using the CNN-Bi-LSTM combination. Al-Khawaldeh et 

al. [35] used an RST-based algorithm to filter warrants for the claim and DDQN agent-controlled 

multiheaded attention to generate higher-quality warrants and eliminate irrelevant information. 
 

The RST-based algorithm combined with multi-head attention provides the best performance for 

warrant generation. The primary objective of our work in utilising Rhetorical Structure Theory 

RST is to return the appropriate warrant from the retrieved evidence in light of the claim. The 

input that justifies detection is the claim's "bag of words" and relevant evidence. The RST-based 

method improves the warrant filtering's f-score measure by nearly 3% and 4%, respectively, 

compared to Multi-Head Hierarchical Attention CNN-Bi-LSTM combined with the most robust 

chain evidence and causality attention. In this work, we begin by filtration warrants using an 

RST-based method and then use Multi-Head Hierarchical Attention as a generator controlled by 

DDQN. In comparison to the other three models, the fourth model produces the highest-quality 

warrants based on diversity and quality metrics in addition to the f-score measure. 
 

To determine the warrant associated with a particular claim and evidence, it is necessary to 

determine the context of that claim within the evidence. The RST connection is used to denote 

which sections of the text contain the warrant (that could be implicit or explicit). A critical 

property of an RST analysis in RST combined with the Multi-Head -Attention Mechanism model 

is that RST parses unstructured text into clauses with rhetorical relations, nucleus or satellite, as 

in the example below.  The warrant is connected to the claim in this example via an explanation 

relation (As a result) in figure 2. 

 

To filter warrant using RST, we must first identify text units (spans) within the evidence and then 

determine their relationships (rhetorical relations that hold between them). Certain rhetorical 

relations contain cues that connect these spans; for example, the relation result contains a "so," 

the relation evidence connects the claim with the candidate warrant as a cause-effect relationship, 

the nucleus is the claim, and information aimed at increasing belief in the claim is considered a 

warrant in our work. DDQN requires both encoder and decoder to have an informative 

representation of internal states in the form of hidden vectors. The DDQN learns how to 

determine which action (e.g., word) to choose from a list to modify the current decoded sequence 

in the long run. It approximates the Q-value function by updating its Q-values through actions 

and rewards, selecting the action with the highest Q-value in the outputs. 
 

5. CONCLUSION 
 

We propose various Deep Learning models for Toulmin Argument warrant generation in this 

paper. We demonstrated the performance of each of these models and the benefit of combining 

them with a reinforcement learning agent to improve generation and inference accuracy. Our 

investigations confirm that it is necessary to combine our model with auxiliary data such as the 

topic and sentiment. Incorporating a reinforcement learning agent enables the generator to receive 

rapid and robust training for decoding sequential text successfully. We generate warrants using 

RST and a multihued attention mechanism and obtain the best results on the ARC dataset [17]. 

We will devote additional attention to the remaining Toulmin Arguments for future works: 

supporting evidence, modifiers, and rebuttals. 
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ABSTRACT 
 

The task of relation extraction aims at classifying the semantic relations between entities in a 

text. When coupled with named-entity recognition these can be used as the building blocks for 

an information extraction procedure that results in the construction of a Knowledge Graph. 

While many NLP libraries support named-entity recognition, there is no off-the-shelf solution 

for relation extraction.  

In this paper, we evaluate and compare several state-of-the-art approaches on a subset of the 

FewRel data set as well as a manually annotated corpus. The custom corpus contains six 
relations from the area of market research and is available for public use. Our approach 

provides guidance for the selection of models and training data for relation extraction in real-

world projects. 

 

KEYWORDS 
 

Relation Extraction, Knowledge Graph, Market Research. 

 

1. INTRODUCTION 
 

1.1. Motivation 
 
Many businesses today are building knowledge graphs to model complex networks of entities and 

their relationships. Hereby, implementations using graph databases are more flexible than SQL 

databases and offer unique possibilities like path-based queries and employing network analysis 

tools for data exploration. 
 

Specifically, we are interested in the automatic creation of a Knowledge Graph from text sources, 

such as news or Wikipedia articles. The required information extraction process usually involves 
at least two steps: named-entity recognition (NER) and relation extraction (RE). Relevant entities 

and the relation types are usually defined by the application domain. Several NLP libraries today 

support NER with state-of-the-art transformer models (https://spacy.io/usage/facts-
figures#benchmarks). RE methods, in contrast, still lack a uniform interface, requiring the user to 

prepare multiple variants of the training pipeline depending on the chosen model architectures. In 

addition, the different RE approaches are designed for specific data formats, making a direct 

evaluation and comparison inconvenient in a real-world scenario. 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N20.html
https://doi.org/10.5121/csit.2021.112006
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In this paper, we investigate the suitability of certain state-of-the-art models for relation 
extraction in the domain of market analysis. Here, the entities represent objects, such as 

companies, products or technologies. Typical relation types are manufactures, operates and 

operates sth in (see Figure 1). Our research is part of a project on the detection of market trends 

in temporal knowledge graphs created from news articles. The work was part of the Future 
Engineering project at TH Nuremberg and Fraunhofer SCS [1, 2]. The broad focus of this project 

is the detection of market trends by various means including the analysis of temporal changes in 

knowledge graphs generated from domain specific news articles. 
 

 
 

Figure 1. A simple knowledge graph 

 

1.2. Research Questions and Contribution 
 

In the last years, several new training data sets and model architectures have been published for 

RE (see Section 2). The motivating questions for this work are: Which model should be used for 
a specific application? Can the performance on a general, non-domain specific data set be used as 

a reasonable indicator to select the model that will perform best on the domain-specific data of 

the application?  
 

Among the various available data sets for RE, we chose the FewRel data set published in 2018 

[3] since it covers the broadest number of use cases (see Section 3.3). For the evaluation, we 
selected a subset of six FewRel relations relevant to our domain. In addition, we created a custom 

training data set with six different and more specific relation types. Both training data sets also 

contain samples that should be categorized into neither of these relation types ("none of the 

above"). 
 

Thus, the contribution of this work is as follows: 

 

 We compare the performance of several state-of-the-art model architectures to relation 
extraction on a subset of the FewRel data set and a manually labelled set of custom 

training data. Both data sets contain six relations relevant to trend analysis. 

 We analyze and discuss the difference in performance when using the FewRel data 

versus the domain-specific training data. 

 We propose an interface to streamline the usage of the relation extraction approaches 
with the Inferencer class. 

 We provide a new training data set for relation extraction on company news data for 

public use.  
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2. RELATION EXTRACTION 
 

2.1. State-of-the-Art Models for Relation Extraction 
 

The basis for many of the approaches presented in Natural Language Processing in recent years is 
the BERT model [4], which is based on the Transformer architecture [5].  

 

It provides state-of-the-art results in a variety of different NLP tasks thanks to an effective 
internal representation of language. Furthermore, it offers the possibility to fine-tune the pre-

trained language model for specific tasks, including RE.  

  

Thus, a lot of proposed models within RE utilize adaptations of the BERT model. In order to find 
the most suitable approach for the use case of trend analysis and the generation of a knowledge 

graph from text data, we examined five state-of-the-art RE approaches, four of which are based 

on BERT models and one utilizing a LSTM network structure. However, a prerequisite to all the 
examined approaches is the identification of named entities in NER, which is usually provided in 

the training data set. 

 

The selection of the examined approaches is based on two different factors. First, the 
performances of the approaches in common RE task leader boards were considered 

(http://nlpprogress.com/english/relationship_extraction/). Further, we paid attention to the 

availability of implementations of the proposed approaches so that they could be quickly adapted 
and trained for our use case. The only approach examined that is not based on BERT is the 

bidirectional Entity-Aware Attention LSTM [6]. Lee et al. are using a bidirectional long short-

term memory network that uses both, an attention mechanism and latent entity typing for the 
classification of relations. This approach makes it possible to use different word embeddings, 

such as Glove [7] or ELMo [8] whilst using a less complex network structure compared to the 

BERT model.  

 
The Enhanced Language Representation with Informative Entities (ERNIE) approach [9] tries to 

leverage additional information about the entities through linked open data resources for the 

classification process. ERNIE utilizes previously trained TransE embeddings [10] as 
representation of the contained entities in combination with a relation extraction specific encoder 

component as well as a new goal for the pre-training phase of the BERT model. 

 

In contrast, R-BERT [11] concentrates on the extraction of entity information contained in the 

input sentences. Therefore, it only uses the output vectors of the entities together with the [CLS] 

output vector of the standard BERT model for the classification of relations, providing low 
complexity in the classification process. 

 

Matching the Blanks (MTB) [12] is a basic method for learning relation representations from 
non-annotated text data during the pre-training phase of the BERT architecture. This leads to high 

flexibility in the application of this method, since it is still a standard BERT model that can be 

used arbitrarily. For the relation specific optimization of the BERT model, Soares et al. define a 

new pre-training goal while replacing some of the entities in the pre-training data with [BLANK] 

tokens in order to force the model to learn semantic relations between general entities. 
 

Lastly, BERT Pair [13] is the only approach in this evaluation defining the relation extraction 

task as an n-way-k-shot scenario. The approach uses a support set for the classification of an 

input sequence, which contains k examples for each of the n relation types. The authors focus on 
addressing the "none of the above" issue (see section 2.2) within the field of relation extraction. 

http://nlpprogress.com/english/relationship_extraction/
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Whilst classifying sentences, BERT Pair builds pairs of the input sentence with each of the 
instances in the support set to identify the most similar support set example. 

 

2.2. Data Sets for Relation Extraction 
 

A wide variety of data sets is available for training and benchmarking of RE approaches 

providing different tasks and application scenarios. Examples include the TACRED data set [14], 
the New York Times corpus [15] or the SemEval 2010 Task 8 data set [16]. Those data sets often 

contain very general relation types such as "Cause-Effect" or "Entity-Origin". These general 

relations offer a high coverage of sentences, but they do not capture the specific relations in a 

business domain like market trend analysis. Therefore, these data sets cannot be used in such 
application scenarios. 

 

A data set with more suitable relation types for trend analysis is the FewRel data set [3]. 
Proposed in 2018, it provides 100 relation types with a wide thematic spread from different 

domains, including categories like "owned by", "operating system" and "member of political 

party". For each of the relations, the data set contains around 700 examples. Every example 
consists of a sentence, two entities and a relation label (see Figure 2). The entities as well as the 

relation labels are linked to Wikidata identifiers making it easy to connect them to other linked 

open data resources. 

 

 
 

Figure 2. Example sentences from FewRel 

 
As an extension to the FewRel task, Gao et al. propose FewRel 2.0 [17], which does not add new 

data but addresses the problem of "none of the above" recognition. It describes the case that a 

sentence does not belong to any of the predefined relation types. Therefore, they propose to 

classify such sentences into an additional category "NOTA". In previous scenarios, it was 
assumed that each of the instances to be classified can be assigned to one of the predefined 

relations. In practical use cases, however, this assumption usually does not hold: instances that do 

not contain one of the predefined relations or do not contain any relation at all form a significant 
portion of the sentences. Thus, Gao et al. propose to use only a subset of the relations contained 

in the FewRel data set and build an artificial "NOTA" class out of the remaining classes. 

 

Due to its specific relation classes as well as the "NOTA" identification task the FewRel data set 
provides a good starting point for a comparison of RE approaches in a custom application 

scenario. In addition, the data set allows the creation of a sufficiently sized training data set to 

ensure to ensure meaningful results. 
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3. MODEL COMPARISON WITH FEWREL-DATA 
 

3.1. Data Selection 
 

To create a useful subset for our project, business stakeholders were asked to identify the most 
relevant out of the 100 FewRelrelation types for our scenario of market trend analysis. As a 

result, a subset consisting of the six relation types listed in Table 1 was selected. 

 
Table 1. Relevant Relation Classes from FewRel Data Set 

 

Relation Class Description 

taxon rank level in a taxonomic hierarchy 

movement literary, artistic, scientific or philosophical movement associated with 
this person or work 

follows immediately prior item in a series of which the subject is a part 

instance of that class of which this subject is a particular example and member 

notable work notable scientific, artistic or literary work, or other work of 
significance among subject's works 

main subject primary topic of a work 

 

Thus, our training data set consists of all training samples from these six categories. In addition, 
we included a random selection of sentences from the remaining FewRel classes and re-assigned 

them to the category "none of the above" (NOTA). This creates a class with a wide spread of 

example sentences from different areas of the relation spectrum.  
 

For the generation of the NOTA class, the remaining relation classes are partitioned into training, 

test and validation data sets, ensuring that the validation and test data sets do not contain any 

sentences from classes contained in the actual training data set. Subsequently, this newly 
generated class can be treated as an additional class in the classification scenario. 

 

A train-test-validate split was performed, resulting in 200 samples for each category in the 
training and test data set and 100 sentences per class in the validation data, following a similar 

approach to Zhang et al. [9]. Thereby, the equal distribution of examples per class in the FewRel 

data set was also adopted for the selection of our subset. 
 

Due to the use of the few-shot scenario in BERT Pair, this approach requires a reorganized 

training data set, which is, however, identical to the training data with respect to the contained 

sentences. 
 

The comparison of the different relation extraction approaches with this reduced FewRel data set 

can provide first insights on the performance in our application domain. 

 

3.2. Unified Evaluation Process 
 
Despite the identical initial model and the same objective, the ways in which the approaches are 

applied differ significantly from one another. For example, the input and output sequences differ 

from approach to approach due to differences in the adaption to the BERT model. For uniform 
use and comparison of the approaches, we thus propose the Inferencer interface, that encapsulates 

each RE approach and provides a uniform interface for the usage of the models. The 

implementation is open source and provided on Github (https://github.com/th-nuernberg/fe-

relation-extraction-natl21).  

https://github.com/th-nuernberg/fe-relation-extraction-natl21
https://github.com/th-nuernberg/fe-relation-extraction-natl21
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The functionality is shown in Figure 3. Each of the models can be trained with its individual 
training routine, but all Inferencer classes implement the same method for relation inference. 

Hence, it is possible to apply the same evaluation routine to all the approaches, avoiding 

discrepancies in the evaluation procedures of different machine learning frameworks, which 

could distort the results of the evaluation. 
 

 
 

Figure 3. Process of Evaluation 

 

3.3. Training and Evaluation 
 

The hyperparameters used to train the different models were adopted from the original 
publications [5, 6, 9, 11, 12, 17]. No further hyperparameter tuning was performed. All relation 

extraction approaches were trained with the same training data. Accuracy, precision, recall and 

F1-score were used to evaluate and compare the different RE approaches. Table 2 shows the 
results of the evaluation process with FewRel data. As the training data were equally distributed 

over the classes, micro and macro average of these metrics are identical. 

 
Table 2. Results of Evaluation with FewRel Data 

 
 R-BERT MTB Pair BLSTM ERNIE 

 p r f1 p r f1 p r f1 p r f1 p r f1 

taxon rank 0.99 1.00 1.00 0.98 1.00 0.99 0.99 1.00 1.00 0.96 1.00 0.98 0.99 1.00 1.00 

movement 0.89 1.00 0.94 0.80 0.94 0.86 0.98 1.00 0.99 0.79 0.91 0.85 0.95 0.94 0.94 

follows 0.93 0.90 0.91 0.86 0.91 0.88 0.99 0.69 0.81 0.69 0.79 0.74 0.83 0.90 0.86 

instance of 0.80 0.89 0.84 0.77 0.77 0.77 0.92 0.57 0.70 0.77 0.68 0.72 0.87 0.94 0.90 

notable work 0.97 0.94 0.95 0.89 0.93 0.91 0.94 0.66 0.78 0.81 0.83 0.82 1.00 0.03 0.06 

main subject 0.97 0.90 0.93 0.95 0.80 0.87 0.85 0.52 0.65 0.84 0.70 0.77 0.65 0.87 0.74 

NOTA 0.79 0.70 0.74 0.66 0.56 0.61 0.41 0.97 0.58 0.60 0.56 0.58 0.51 0.75 0.61 

Average 0.91 0.90 0.90 0.84 0.84 0.84 0.87 0.77 0.79 0.78 0.78 0.78 0.83 0.78 0.73 

Accuracy 0.90 0.84 0.77 0.78 0.78 

 
All approaches show strong results. The best approach is R-BERT with an accuracy of 0.90 and 

an F1 score of 0.90. In terms of F1 score, the ERNIE model is the weakest with 0.73. It can also 

be seen that the ERNIE and BERT Pair model each have higher precision than accuracy values. 
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The precision is of great importance for the use case of generating a knowledge graph from text 
data, as only correct relations should be included. But R-BERT outperforms these models even in 

terms of precision in most but not all of the classes. 

 

In addition, general tendencies and behaviour of all RE approaches can be identified. First, it is 
clearly visible that all models were able to classify completely or almost completely the classes 

"taxon rank" and "movement" correctly. These two categories are very different from each other 

as well as from all other relations present in the data set, which explains the observed behaviour. 
Furthermore, by comparing the detailed results of all approaches, it can be seen that the category 

"instance of" is often among the most misclassified ones. Examples of this class are frequently 

classified as "NOTA" instances. This accumulation can be explained by the high diversity in the 
category "instance of", which leads to confusion within the classification. 

 

The results gathered give insights about the behaviour of the approaches in a real-world scenario 

with fewer, domain specific relations than the original FewRel task. R-BERT turned out to be the 
most suitable approach for the subset of the FewRel data, since it provides the best results in all 

metrics. However, BERT Pair also proves to be suitable for the use case of generating a 

knowledge graph because of its strong precision value. The results of Matching the Blanks, the 
BLSTM and ERNIE are significantly worse and therefore not suitable in such a scenario. Note 

that these results are not comparable to ones listed on the FewRel leader board 

(https://thunlp.github.io/fewrel.html) as we only used a subset of the relations. 

 

4. COMPARISON WITH MANUALLY LABELLED DATA 
 

Using an existing data set, such as FewRel, restricts an application to predefined relation types. 

With an ad-hoc data set, however, it is possible to define custom relations which more precisely 
match the requirements of the application domain. For our scenario, the analysis of trends in the 

market of electric buses, we manually created a custom data set with the relation classes shown in 

Table 3. This data set is available on Github (https://github.com/th-nuernberg/fe-relation-
extraction-natl21). 

 
Table 3. Defined Relations for FE Data Set 

 

Relation Class Description 

orders Order process of products 

orders something from Order process with a specific company 

operates Operation or use of a product 

operates something in Location of operation of a product 

manufactures Manufacturing of products 

uses/employs Application of a technology 

 

The data set is based on articles extracted from electrive.com, a news provider targeting decision-
makers, manufacturers and service providers in the e-mobility sector 

(https://www.electrive.com/faq-electrive).  

 
The search on electrive.com was restricted to articles in the "Fleets" section that primarily 

addresses the purchase and use of electric buses. The data set contains 2,269 articles from the 

period November 2013 to July 2020 which were extracted by the news crawler news-

please[18]. This package enables the automated extraction of information such as the 

https://thunlp.github.io/fewrel.html
https://github.com/th-nuernberg/fe-relation-extraction-natl21
https://github.com/th-nuernberg/fe-relation-extraction-natl21
https://www.electrive.com/faq-electrive
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publication date, the title, the text, or the language of the article. To annotate these texts for 
relation extraction, the articles were split into single sentences.  

 

The definition of the relations in Table 3 is based on application requirements and the analysis of 

information available in the articles. As these are news reports from the field of electric buses, 
much of the information contained relates to the ordering, use and manufacturing of e-buses. The 

relations "orders", "orders something from", "operates", "operates something in", "manufactures" 

and "uses/employs" represent these kinds of information in the classification scenario. All other 
contained relations are not relevant and therefore annotated as "NOTA" instances. This should 

provide the opportunity to learn the distinction between relevant and irrelevant relations during 

training. 
 

For the annotation of the data, we used the tool INCEpTION[19]. It allows the definition of 

individual layers that capture different information in the annotation process. All contained 

named entities as well as the relation between all entity pairs were labelled this way. To keep the 
adaptations in the training routines of the RE approaches as low as possible, the annotated data 

was converted to match the FewRel data format.  

 
In contrast to the FewRel data set where each sentence appears only once with exactly one 

combination of two entities, the annotation procedure described makes it possible for the same 

sentence to appear multiple times with different entity pairs in the data set (see Figure 4). This 
allows the generation of multiple training examples from a single sentence. Furthermore, this 

behaviour more accurately represents the use case of extracting information of all entities 

contained in the sentence and their relations, which is an advantage for the training and later use 

of the relation extraction approaches. 
 

 
 

Figure 4. Generation of Multiple Training Examples from Sentence 

 
In total, the data set consists of 1780 examples from 707 different sentences; see Table 4. The 

data set is divided into training, test and validation data. The training data comprise 1068 

examples (60\%), the test and validation data set contain 356 sentences each (20\%).  
 

Thus, the training data set reaches approximately the size of the FewRel training data set, which 

includes 1400 sentences. The distribution of the relation classes was preserved during the split. 
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Table 4. Number and Distribution of Examples in our Data Set 

 
Relation Class Validation/Test set Training set Overall 

manufactures 79 238 396 

operates 47 142 236 

operates sth in 40 120 200 

orders 69 207 345 

orders sth from 31 95 157 

uses/employs 32 96 160 

Total 356 1068 1780 

 
All approaches are trained with identical data and then evaluated with a likewise identical data set 

using the same metrics as in Section 3.3. See Table 5 for the results. 

 
Table 5. Results of Evaluation with Future Engineering Data 

 

 R-BERT MTB Pair BLSTM ERNIE* 

 p r f1 p r f1 p r f1 p r f1 p r f1 

NOTA 0.78 0.69 0.73 0.62 0.43 0.51 0.34 0.64 0.44 0.56 0.60 0.58 0.36 0.07 0.12 

manufactures 0.92 0.89 0.90 0.85 0.59 0.70 0.89 0.73 0.81 0.89 085 0.87 0.23 0.73 0.35 

operates 0.80 0.91 0.85 0.75 0.77 0.76 0.67 0.70 0.69 0.74 0.79 0.76 0.00 0.00 0.00 

operates sth in 0.74 0.88 0.80 0.63 0.85 0.72 0.66 0.72 0.69 0.62 0.62 0.62 0.00 0.00 0.00 

orders 0.93 0.90 0.91 0.70 0.90 0.78 0.94 0.49 0.65 0.88 0.87 0.88 0.55 0.23 0.33 

uses/employs 0.71 0.69 0.70 0.71 0.75 0.73 0.68 0.66 0.67 0.79 0.69 0.73 0.40 0.78 0.53 

orders sth from 0.90 0.87 0.89 0.69 0.81 0.75 0.86 0.61 0.72 0.85 0.90 0.88 0.00 0.00 0.00 

Average 0.83 0.83 0.83 0.71 0.73 0.71 0.72 0.65 0.67 0.76 0.76 0.76 0.22 0.26 0.19 

Accuracy 0.82 0.71 0.65 0.77 0.29 

* Because of missing information in the training process the results for ERNIE are not valid; see text 

 

Surprisingly, all metrics of all examined approaches have dropped compared to the evaluation 

with FewRel data. One possible reason might be the increased difficulty resulting from the 
occurrence of multiple relations in a single sentence. Another point which may explain the 

decrease of the metrics is the similarity of the relations among each other, as they all target 

information from a similar context. Whilst R-BERT can almost perfectly classify the relations of 
the FewRel data set (Figure 5), it has difficulties with more similar relation classes, such as 

"operates" and "uses/employs" in our data set, which aim for overlapping expressive wordings 

within the sentences (Figure 6). Figure 5 and Figure 6 also illustrate the problems of the R-BERT 

approach in identifying instances of the artificial "NOTA" category. This can be explained by the 
high heterogeneity in the respective relation categories of the two datasets. Looking at the 

confusion matrix in Figure 6, it can be seen that "uses/employs" instances are often assigned to 

the category "NOTA", while examples of the classes "NOTA" and "operates sth in" often 
interchange. A closer look at individual records reveals that many of these misclassified records 

cannot be unambiguously assigned to one relation, thus explaining many of the uncertainties of 

R-BERT. The same findings can be observed in all examined approaches. 
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Figure 5. Confusion matrix for R-BERT on FewRel 

 

 
 

Figure 6. Confusion matrix for R-BERT on FE 
 
The best approach is again R-BERT with an accuracy of 0.82 and an F1 score of 0.83. As before, 

ERNIE is the weakest model with an F1 score of 0.19. Using our data set, the BERT pair 

approach again shows a significantly higher precision compared to its F1 score. 
 

As in the evaluation with FewRel data, the identification of "NOTA" instances is still difficult for 

all models despite the non-artificially generated category. This can be attributed to the fact that 

even in the new data set there is a high heterogeneity in the class "NOTA". No specific words or 
phrases exist to identify a relationship as "NOTA" which makes it hard for any model to learn 

such a class. 
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Again, R-BERT can be clearly identified as the best performing RE approach. Furthermore, 
BERT Pair also shows suitable behaviour with our data due to its high precision values. The 

entity-aware BLSTM model also shows good results with the data. Matching the Blanks, on the 

other hand, reveals once more weaknesses in identifying "NOTA" instances and seems less 

suitable for the specific use case.  
 

Regarding the ERNIE model, there is a simple explanation for its very low metrics. The ERNIE 

model is expecting the entities to be linked to Wikidata identifiers to use previously learned entity 
knowledge embeddings for the classification. This link is provided within the FewRel data but 

not with the newly created data set. Consequently, no meaningful optimization of the model 

during the training process can take place. Therefore, a valid evaluation of the ERNIE model was 
not possible as it requires additional data, which cannot be provided with our data set. 

 

5. CONCLUSION 
 

Even though relation extraction is an essential task in building a knowledge base from text, there 
are no standard solutions or easy-to-use recipes available for industrial use cases. System 

engineers have to experiment with different modelling approaches and create custom training 

data to create sufficiently performing models. Our work can serve as a guideline and starting 
point for such an evaluation. The provided open-source implementation of the test, including a 

common API to all the evaluated models, minimizes the effort to get started.  

 

In our evaluation R-BERT turned out to be the best performing model, showing robust results 
with the FewRel as well as with our own data set. Therefore, it can be concluded, that the use of 

the entity vectors in combination with the classification sequence of the BERT model as utilized 

by R-BERT represents the most promising approach in the experiments performed. In order to 
find the most suitable RE approach for a real-world scenario with a small set of specific relations 

and a fixed domain it can be a valid first step to use a subset of an available RE data set (e. g. 

FewRel) and select relations fitting to the scenario. Nevertheless, it is generally unavoidable to 
define specific relations and create a custom data set to extract the truly relevant relations for a 

business use case. In this case we would advise, in order to obtain a better confusion matrix, to 

carefully design the relations in order to avoid whenever possible any semantic overlap between 

them. In addition, it should be mentioned that the presented results provide only limited insight 
into the extraction of a larger number of relations from texts with the considered approaches and 

are thus not comparable to the tasks of common leaderboards, such as FewRel. 

 
Since the task of relation extraction is a very active field of research, new approaches are 

constantly being proposed. Interesting recent alternatives are for example RECON [20], utilizing 

a KG whilst classifing relations and WDec [21], which in contrast to the examined approaches 

tries to jointly extract entities and relations from texts. 
 

Future research in our group will also include investigation on a completely different approach to 

RE based on extractive question answering models (e.g. [22], [23]) trained on the SQuAD data 
set [24] In fact, one can easily reformulate any relation as a parametrized question, whose exact 

formulation depends on the named entities in the considered sentence (e.g. "Who ordered 

something from BYD?" for the sentence in  
Figure 4). In a scenario where the required relations to extract often vary, this approach seems 

very appealing because it does not require any fine-tuning. 
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ABSTRACT 
 

Every day people ask short questions through smart devices or online forums to seek answers to 

all kinds of queries. With the increasing number of questions collected it becomes difficult to 

provide answers to each of them, which is one of the reasons behind the growing interest in 

automated question answering. Some questions are similar to existing ones that have already 

been answered, while others could be answered by an external knowledge source such as 

Wikipedia. An important question is what can be revealed by analysing a large set of questions. 

In 2017, “We the Curious” science centre in Bristol started a project to capture the curiosity of 

Bristolians: the project collected more than 10,000 questions on various topics. As no rules 
were given during collection, the questions are truly open-domain, and ranged across a variety 

of topics. One important aim for the science centre was to understand what concerns its visitors 

had beyond science, particularly on societal and cultural issues. We addressed this question by 

developing an Artificial Intelligence tool that can be used to perform various processing tasks: 

detection of equivalence between questions; detection of topic and type; and answering of the 

question. As we focused on the creation of a “generalist” tool, we trained it with labelled data 

from different datasets. We called the resulting model QBERT. This paper describes what 

information we extracted from the automated analysis of the WTC corpus of open-domain 

questions. 

 

KEYWORDS 
 

Deep Learning, Natural Language Processing, Question Answering, BERT. 

 

1. INTRODUCTION 
 

In 2017 “Project What If” was started at the “We the Curious” (WTC) science-centre of Bristol 
(UK), with the stated intention of being the first exhibition all about “the curiosity of a city”. Its 

aim was no less than capturing the curiosity of Bristolians by collecting all their questions. It was 

focused on the questions “of real people”, and through these is aimed at understanding what 

Bristolians were curious about.In other words, it was not so much about the answers to individual 
questions, as it was about understanding a Community from the questions it asks. 

 

Despite the clear identity of WTC as a science-centre, the organisers of this project were trying to 
gauge a broader set of concerns, about culture and society, in a time of rapid change. A collection 

of the spontaneous questions of thousands of people was expected to tell us a lot about the people 

who asked them. 
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Over the following three years, the project gathered over 10,000 questions, both in their “museum” 
venue and in initiatives around the city. That list taken together contained many questions, 

worries, doubts, and ambitions of thousands of citizens. 

 

At the end, just one final question remained: what did that vast corpus contain? This is not 
something that can be answered by a single person reading the questions, but also not by a simple 

statistical analysis. What is needed is intelligent software capable of understanding the questions, 

their type and topic. As a further level of ambition, we asked: would the AI system be able to 
answer some of these questions? 

 

We report here on the first content analysis of that set of questions, which was performed with 
Artificial Intelligence tools specifically created for that task. The AI algorithm was based on 

Deep Learning technologies and was tasked to solve three main problems: detecting topic of 

questions; detecting equivalent questions with similar meaning but different wording; locating 

potential answers to these same questions in Wikipedia. 
 

The field of automated Question Answering (QA) is a new but fast-growing branch of AI, driven 

by commercial systems such as Alexa and Siri. According to a US report on smart speaker 
consumer adoption, 84.0% of their users had tried to ask a question through the speaker, 66.0% 

and 36.9% did so on a monthly and daily basisrespectively [1]. But at the core of any method for 

QA (as well as other question processing tasks) there is the challenge of representing a short 
sentence in a way that reflects its meaning. For this purpose, we made use of a deep-learning 

technique known as “BERT”[2] which will be described below. 

 

We discover that over half of these questions were about the topic of Science and Mathematics, 
and over a quarter were of the type WHY and HOW. These are known as factual questions and 

can sometimes be answered by automated systems, perhaps on the basis of Wikipedia. But what 

was more interesting was the large number of non-factual questions. For example, the 
counterfactual ones of the type IF which could not be handled in this way.  

 

The QA task itself can be described as an open-domain open-book question answering task, in 

that no limitation is posed a priori on the topic of the question, and the answering system is 
allowed to “look at the book” in order to answer.  

 

The main contributions of this article are: a general-purpose method to represent short questions, 
that is useful for a range of different tasks; and a statistical overview of the contents of the WTC 

corpus, enabled by that method.  

 
The article describes the WTC corpus in Section 2, the algorithm in Section 3, the content-

analysis of the corpus in Section 4, and the discussion of results in Section 5. 

 

2. WTC CORPUS OVERVIEW 
 
We will call our dataset of open-domain questions “the WTC corpus”, this section describes its 

origin and main features. 

 
The dataset is originated from a project run in Bristol (UK) by “We The Curious” (henceforth 

WTC), an educational charity and science centre.  

 

Between January 2017 and October 2019, WTC collected over 10,000 open-domain questions 
from a diversity of sources: onsite (at the WTC venue in Bristol), offsite, and online. Offsite 

question gathering ensured questions were received from various Bristol postcodes (BS1 – BS16), 
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and general submissions were received from all remaining postcodes. These refer to questions 
collected in the venue, written on cards by visitors, later stored and entered manually into the 

question database.  

 

Based on this initiative, WTC created a digital database of questions, which is in WTC’s 
possession. WTC is responsible and accountable for protecting the personal data of individuals 

submitting this information alongside their questions. All personal data is held by WTC in 

compliance with GDPR protocol and personal data is not shared with other parties, including the 
analysis team of this project. For the purpose of the present study a smaller dataset was generated, 

by removing all the personal data that was associated to the questions, and only this was shared 

with the analysts (ZX and NC).  
 

Manual Curation of the WTC Corpus. The raw corpus also included repeated questions, various 

types and topics, and other non-question sentences. Questions were first moderated manually by 

WTC staff. The questions in the database were also screened for any possible identifying 
information or potentially offensive or inappropriate language or content. These were removed 

from the database. After moderation, the resulting dataset contained 10,073 questions. 

 
This second, anonymised and moderated, textual dataset is what we will call the WTC-corpus in 

this paper.  

 
Automated Pre-processing: Some simple pre-processing was performed before content analysis, 

such as removing exactly identical questions and questions shorter than three words. After these 

steps, the filtered WTC dataset contained 8.600 questions, using 5,732 words. The length of 

questions is between 3 and 55 words, with an average of 7.15 words. 87.96% of the questions are 
within 10 words. 

 

The word cloud in figure 1 shows that the questions cover universe and space, human body, 
energy and climate change, animals and plants, chemistry and materials, the future and some 

other topics outside of the typical science categories listed before. We also identified 5,022 

“equivalent” question pairs, as will be described in section 4.2.  

 

 
 

Figure 1.  The word cloud is generated from the curated and filtered WTC corpus. The words were 

lemmatised before generating the graph. The size of the word is proportional to its frequency in the corpus. 
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3. QBERT: A MULTI-TASK QUESTION-PROCESSING VERSION OF BERT 
 
In order to process the questions in our corpus we embedded them into a vector space of 768 

dimensions, using a model based on the BERT method. 

 

In particular, we fine-tuned a BERT based model (sentence-BERT, or S-BERT [3]) by using a 
diverse set of question-related datasets, which will be described below. For convenience in our 

experimental comparisons, we named this refined BERT model “QBERT” to indicate that it was 

specifically fine-tuned to handle questions.  
 

BERT is a standard method for the representation of sentences, based on the technology of 

Transformers (more specifically, multiple stacked encoders) as described in [2].It adds a 

classification token [CLS] at the beginning of the input sequence and encodes the input sequence 
by assembling its token embeddings, segment embeddings, and position embeddings. The 

bidirectional transformer encoder [4] is then trained with two unsupervised tasks: masked 

language model and next sentence prediction. The encoder’s output can be used for downstream 
tasks like classification, question answering, and sentence tagging. 

 

Fine-tuning is an important step in using BERT, as it adapts the model to the specific class of 
sub-tasks at hand. To train a model which can understand the content of the corpus and find 

possible answers to the questions, we used three kinds of tasks to fine-tune the standard BERT 

model: Question-Equivalence (QE), Question-Answering (QA), and Question-Topic (QT), 

defined as follows. 
 

 QE BERT is given two questions and is required to decide whether they are equivalent. 

 QA BERT is given a question and a set of candidate answers and is required to decide 

which of them is the correct answer. 

 QT BERT is given a set of questions and topics and is required to determine the topic of 

each question. 
 

We tuned the parameters of a pre-trained BERT on each of these tasks, usingthree different 

datasets that will be described below. We also measured its performance on each of these tasks 
separately. Our focus was not on achieving record performance on any of these tasks, but rather 

on creating a model that can perform well on each of them: rather than three specialists, we 

wanted a generalist model. 

 

3.1. The Method 
 
In order to train the model, we reduced the three NLP tasks described above to a series of 

standard classification tasks: QE determines if a pair of questions are equivalent or not; QA 

determines if a candidate answer is appropriate for a given question; and QT categorises the text 

by topic.  
 

Recent success of pre-training language models proved that training and fine-tuning a single 

model could increase performance in different tasks [2], [5], [6]. Our approach is based on S-
BERT [3], a modified BERT that captures sentence similarity and provides an embedding for a 

given sentence. Comparing to the original BERT that uses the [CLS] token as sentence 

embedding, S-BERT applies a pooling method to compute the mean of all output vectors from 

BERT. In addition, S-BERT concatenates the sentence embeddings with the element-wise 
difference of the sentence pairs during training so that semantically similar sentences are close to 

each other in vector space. Another advantage of S-BERT is that it is more time-efficient in 



Computer Science & Information Technology (CS & IT)                                              95 

finding the most similar sentence while combining with Faiss [7]. As it is shown in figure 2, 

while training on classification task, S-BERT calculates softmax(𝑊𝑡⋅(u, v, |𝑢 − 𝑣|))to predict 

the label for the sentence pairs. 𝑊𝑡  is a trainable weight, and |𝑢 − 𝑣|  is the element-wise 
difference of the embeddings. The BERTs in figure 2 share the same parameters during training. 

Through inference, S-BERT generates embeddings with the trained model. The distance between 

the embeddings can be measured with cosine distance. 
 

 
 

Figure 2. S-BERT architecture. Left: Training on classification task, Right: Inference by giving a cosine 

similarity between sentences. All the BERTs share the same parameters. 

 

3.2. Training Datasets 
 

One of the main challenges for this research is the lack of labelled data. It is expensive to create 
reliable labels for each task. Thus, the model is trained and fine-tuned on some other existing 

datasets then transferred to analyse WTC.  

 
Quora Question Pair (QQP) [8] is a question pair identification competition first released on 

Quora in 2017. It contains 404,290 pairs of different questions from Quora with annotations. 

After embedded with S-BERT, there are 537,931 unique questions in the dataset. QQP 

competition intends to classify if the questions are duplicated, which is ideal for fine-tuning our 
model. By training on QQP, we figure out the distance threshold that can be transferred to  

 

WikiQA [9] is a question-answering dataset that extracts the questions from real-world query 
logs on Bing. All the questions in WikiQA are factual queries that start with Wh-word and have 

at least 5 users click on a Wikipedia page after searching. The answers are consist of candidate 

sentences from Wikipedia and human labelled as a correct answer or not. The dataset includes 

3,047 questions and 26,154 sentences; 1,239 of the questions contain a correct answer from 
Wikipedia. Training with WikiQA enables us to evaluate our question answering system on 

open-domain. 

 
Yahoo! Answer [10] is a corpus generated from Yahoo! Research Alliance Webscope program. 

The corpus contains 1,460,000 samples in 10 different topics. Each sample includes the topic, 

question title, question content, and the best answer. During training, Yahoo! Answer was 
separated into two datasets, Yahoo Topic (YT) and Yahoo Question-Answering (YQA). YT 

contains all the questions and categories used for QT training. YQA is made up of questions and 

the corresponding answers that are less than 35 words. There are 754,566 question-answer pairs 

in YQA. 
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3.3. Training and Fine-tuning 
 

Following S-BERT, we trained the model with classification tasks. The basic S-BERT was only 

trained on natural language inference dataset and semantic textual similarity dataset that contain 
sentence pairs with labels such as SNLI [11], NLI [12], and STS [13] dataset. Thus, it has poor 

performance in detecting similar question pairs. Following the architecture of S-BERT in figure 2, 

we trained the sentence embedding model to learn the similarity between questions with data 
from QQP. The length was limited to 35 tokens for each input sequence because 99.93% of the 

questions are shorter than 35 words in the WTC corpus. The sequences with more than 35 words 

were truncated after the limited length. 

 
We have used the classification technique described in S-BERT [3] for QE and QA classification. 

For QQP and WikiQAdatasets, the model took questions pairs or questions answer pairs as the 

input and produces the label in terms of 1 or 0. 1 represents that the input sequences are similar or 
related. Each input sequence was tokenised and embedded by BERT-base then produce an 

embedding with 768 dimensions. BERT-base used in this model is a smaller BERT version 

containing 12 layers and 110M parameters. All the weights in BERT were updated during 
training. Comparing to softmax loss in S-BERT, the contrastive loss is more capable of mapping 

the similar vector in high dimensional space into nearby points in a lower dimension [14]. Hence, 

we minimised the online contrastive loss and optimised it by Adam optimiser with a learning rate 

of 2e-5. The contrastive loss combines loss from both positive samples and negative samples with 
a margin of 0.5. The margin ensures that negative samples have a more significant distance than 

the margin value. YQA was introduced as a supplement dataset for QA task because WikiQA did 

not have enough data considering the size of the model. Since YQA only contains corresponding 
question-answer pairs, multiple negatives ranking loss that requires only positive labels is applied 

instead of online contrastive loss.  

 
In QE and QA, instead of classifying if the sequences are related, it is more important that the 

system can retrieve all the related sequences for given questions. The problem is how to quantify 

`related’ with embeddings.A cosine similarity threshold was introduced in this model. First, all 

the sequences in the training set were embedded with the fine-tuned model. The sequence pairs 
were classified as positive if they have higher similarity than the threshold. We used 2 different 

strategies to decide the threshold for QE and QA. For identifying similar question pairs, the 

similarity threshold with the best accuracy in the QQP was found to quantify any questions pairs 
during training. On the other hand, for question-answer pairs, we leveraged the threshold with the 

best precision in WikiQA instead. While retrieving answers from the knowledge base, there are 

usually millions of candidates and we wanted the answer to be as reliable as possible.With both 

sequence embeddings and the threshold observed above, the model is capable to classify and 
search all the related sequences in the corpus by calculating the cosine similarity between 

sequences. 

 
Contrary to QE and QA, QT took one question as input and predicted the question topic with the 

embedding.We have used the similar classification technique described in S-BERT[3], but only 

one BERT was needed in the network. An additional softmax layer was applied after BERT to 
map the embedding into probability for each topic. We fine-tuned the trained BERT and the 

softmax layer with extra data in YT.  

 

QBERT was trained for 10 epochs, respectively for each dataset, with the training data divided by 
the data provider for each task. Except for YT, all the data was applied during training and 

trained for 5 epochs. For QE and QA, the network was trained with a batch size of 150. Moreover, 

for QT, the batch size was 350. The model was evaluated by accuracy for all classifications. In 
answer retrieval, we evaluated accuracy, precision and recall for the first answer. 
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In this experiment, the networks were trained with 1 GeForce GTX TITAN X GPU. It took 7 
hours, 0.5 hours, 9 hours, 16.5 hours to train on QQP, WikiQA, YQA, and YT, respectively. 

 

3.4. Performance of QBERT 
 

The results for models fine-tuned with different datasets are illustrated in table 1. In QE and QA 

tasks, the embedding network was trained with pairs of sentences, so with more semantic textual 

similarity datasets, they both achieve better performance. However, for QT, it was trained with a 
different structure fine-tuned based on QE and QA results with the same YT dataset. QT task 

does not require the embedding model to capture the sentence similarity. Therefore, pre-training 

with more semantic textual similarity datasets does not significantly affect the result of QT. 
Furthermore, the fine-tuned QT model performs worse on other tasks because itonly trained with 

one BERT and limited the performance on capture sentence similarity. 

 

While pre-training the sentence embedding model with all three datasets for QE, we observed 
that the order in which the training data are presented has a great effect on the final result. As 

shown in table, with the same datasets, the model trained with QQP as the last outperforms the 

model trained QQP first around 10.16%, from 80.13% to 90.29%. Besides, the cosine similarity 
threshold increases from 0.825 to 0.875 means that the questions with similar meanings are closer 

to each other in vector space.  

 
Possible remedies to this effect will be the object of a separate study, as they are not relevant to 

the problem we are addressing in this paper. 

 

In QA, we fine-tuned S-BERT on the classification task and evaluated it on both classification 
and retrieval tasks. Similar to QE, the best threshold contains more datasets from different tasks. 

In the classification task, the original S-BERT trained on STS+NLI outperforms other models. 

However, this is due to the bias of WikiQA dataset. 94.89% of the question-answer pairs in the 
training set of WikiQA are labelled as 0, and 95.24% in the test. S-BERT does not manage to 

identify the correct answer, and it only uses a large threshold to ensure that all the question-

answer pairs are categorised as negative. WikiQA only contains question-answer pairs in the 

dataset. In order to evaluate the performance on retrieval task, a knowledge base that includes all 
the candidate sentences in WikiQA dataset was generated. And during evaluation, we leveraged 

only questions with a correct answer in the answer base. As shown in Table 2,in QA 

retrieval,training with extra YQA data dramatically increase the accuracy of the WikiQAtest set. 
 

Table 1. Performance of QT, QE, and QA classification tasks. The models are trained with different 

datasets. The model’s name indicates the training sequence of each dataset. 

 

  

QT QE QA - Classification 

Accuracy 
Thresh-

old 

Accuracy 
Thresh-

old 

Accuracy 

Train Test Train Test Train Test 

STS+NLI 85.71% 72.44% 0.800 74.39% 74.77% 0.910 94.89% 95.24% 

QQP 82.86% 72.32% 0.850 90.48% 89.59% - - - 

QQP+WikiQA 86.21% 72.32% 0.825 91.42% 85.44% 0.713 99.99% 94.70% 

QQP+WikiQA 

+YQA 
86.57% 72.51% 0.825 82.08% 80.13% 0.755 95.16% 94.74% 

YQA+WikiQA+Q

QP 
86.78% 72.14% 0.875 99.20% 90.29% 0.797 96.34% 93.92% 

QQP+YQA 

+WikiQA 
86.58% 72.37% 0.850 78.27% 76.49% 0.756 99.97% 95.18% 



98         Computer Science & Information Technology (CS & IT) 

Table 2. Performance of QA Retrieval tasks. The models are evaluated on the WIKIQA dataset. The 

model’s name indicates the training sequence of each dataset. 

 

  

QA - Retrieval 

Accuracy@

1 

Precision@

1 
Recall@1 

Accuracy@

1 

Precision@

1 
Recall@1 

Train Test 

STS+NLI 21.64% 21.64% 19.74% 29.88% 29.88% 27.21% 

QQP - - - - - - 

QQP+WikiQA 82.06% 82.06% 78.53% 28.63% 28.63% 27.07% 

QQP+WikiQA+Y

QA 
53.81% 53.81% 50.53% 46.47% 46.47% 43.36% 

YQA+WikiQA 

+QQP 
60.92% 60.92% 57.48% 37.76% 37.76% 34.85% 

QQP+YQA+ 

WikiQA 
85.17% 85.17% 81.28% 46.06% 46.06% 42.36% 

 

According to QE and QA performance in Table 1 and Table 2, we noticed that the best models 
for each specific task might have poorer accuracy on another. Besides, both of the models with 

the best performance are over-fitted on the training set. Therefore, we used the model following 

the training sequence of QQP, WikiQA, YQA, which has a more balanced performance on all 
three tasks, as our multi-tasking generalist QBERT. We applied this generalist QBERT to our 

task of the content analysis of the WTC corpus. 

 

4. CONTENT ANALYSIS OF WTC CORPUS 
 
In the WTC corpus, we have questions with various content from different people. There are 

factual questions like “How are mirrors made?” and “Who built the internet/electricity?”; and 

counterfactual questions such as “How long will the earth and humans last if we carry on 
damaging it and nothing changes?” and “Would a car weigh more if there was a flying 

pigeoninside of it?”. They cover multiple topics and have overlap in the content. By using 

QBERT trained and fine-tuned with the public datasets YT, YQA, WIKIQA, and QQP, we also 

analysed our WTC corpus in the three different tasks of QT, QE, and QA. 
 

4.1. QT 
 

To classify the questions, we first identified each question’s type and topic. The type of the 

question was categorised into the following categories: WHAT, WHO, HOW, WHEN, WHERE, 

WHY, WHICH, and IF which will be further discussed below. For this first classification, we just 
used simple keyword-matching. On the other hand, the topic of the question was classified by the 

trained network in section 3.3. The topics included: Business & Finance, Computers and Internet, 

Education & Reference, Family & Relationships, Health, Politics & Government, Science & 
Mathematics, Society & Culture, Sports.  

 

It is important to notice that there are many non-scientific questions in this list, which was part of 
the initial intent of the overall project: to assess the scope and breadth of the curiosity of an entire 

community.  

 

Notice also that we had 9 types and 10 topics, and therefore 90 Question “Themes” to which we 
could allocate the over-8000 distinct questions that have survived the various stages of filtering. 

Besides the 7 WH-questions, and HOW, we have also defined a further class of questions that we 

call IF questions. The aim was to find a simple way to approximate the counterfactual questions 
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of the type “what if”, which however are difficult to capture exactly by keyword matching, but 
can well be approximated in this context by checking for the use of the word “if”. 

 

A counterfactual (CF) question is defined as a question of the type: “what would happen if X was 

true”. The understanding is that X is not a true fact, but the asker of the question is considering 
the possible consequences of X being true. This kind of question takes its name from being 

“counter to the facts”, is often used in defining the notion of Causality (e.g.in [15]), and indicates 

a mental process directed at understanding the mechanism behind observations.  
 

Given a question, we assigned it to the type of the first keyword from our list that was found in it, 

with one notable exception described below. For example, the question “Why do we get 
butterflies when we like someone?” was categorised as WHY. However, questions that contain 

the keyword “if”, such as “what if” and “How ... if ...” were classified as IF questions. The 

category OTHER includes yes/no questions or sequences that do not fit into other categories. 

 
Then we applied the topic classification model to identify 10 topics in WTC. Table 3 shows the 

frequency distribution of the questions across types and topics. The most “asked” topics in the 

corpus are science & mathematics and society & culture, which make up 66.35% of the corpus. 
Moreover, half of the questions are HOW and WHY questions. 

 

4.2. QE 
 

Although the corpus was pre-processed to remove identical questions, there are still many 

“equivalent” questions left in the corpus. For the purpose of this study, we consider two questions 
as equivalent if they have the same answer. For instance, questions “What is our purpose?”and 

“What is the aim of our life?”have different wordings but they have the same answer. Finding 

equivalent questions in the corpus helps us to further understand any patterns, such as clusters, in 
the set. 

 
Table 3. Contingency table for topics the types in WTC 

 

 

 
how what when where which who why if other 

Percenta-

ge（%） 

Business & 

Finance 
121 100 16 18 0 26 191 30 136 7.42 

Computers & 

Internet 
34 9 3 2 0 3 18 5 34 1.26 

Education & 

Reference 
132 81 8 11 2 50 84 16 68 5.26 

Entertainme-

nt& Music 
55 56 10 10 0 12 80 39 108 4.30 

Family & 

Relationships 
44 32 8 8 0 1 95 14 68 3.14 

Health 159 66 18 10 0 6 299 34 84 7.86 

Politics & 

Government 
23 18 7 2 0 5 57 22 51 2.15 

Science & 

Mathematics 
1355 646 88 99 15 58 1107 392 918 54.40 

Society & 

Culture 
142 159 23 21 0 52 286 108 237 11.95 

Sports 47 14 5 0 0 15 48 7 59 2.27 

Percentage

（%） 
24.56 13.73 2.16 2.10 0.20 2.65 26.34 7.76 20.50 
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To better understand the performance of finding equivalent questions in WTC, we randomly 
sampled 1,000 questions and generated a list of candidate question pairs. The questions were 

embedded by the S-BERT that trained only with the NLI dataset. The top 10 questions with the 

largest cosine similarity were selected as similar question pair candidates for each question. For 

duplicate question pairs such as [Q1, Q2] and [Q2, Q1], we only kept one of them for annotation. 
The question pairs were labelled with 0 or 1, where 0 represents different, and 1 for similar. 

Theauthor labels 5,022 pairs of candidate questions, 728 pairs are similar, and 4,294 pairs are 

different. Table 4 provides some examples of the data we label. 
 

When the cosine similarity threshold is 0.825, the model obtains 90.80% accuracy on the 

sampling data. QBERT obtains a better accuracy on WTC with QQP, which has 80.13% accuracy 
on the test set. This proves that QBERT can be applied to a corpus of unseen questions. 

 

Moreover, we identified clusters by applying a “graph community detection” method [16], [17]in 

order to group similar questions. To cluster the questions, a graph is built with question nodes 
using the cosine distance matrix. An edge is added to the nodes if the distance between a pair of 

questions is smaller than 1-cosine_similarity. There are 6,060 communities found in the WTC 

corpus, which represents 6,060 different questions in the corpus. Of these, 5,398 questions do not 
have any similar question in the corpus. 

 
Table 4. Examples from labelled WTC question pairs 

 
qid1 Question1 qid2 Question2 Label 

2 Who is the richest? 6992 Why can’t I be rich? 0 

33 How do you make glass? 2001 How is glass made 1 

50 When did the humans come 

alive? 

7257 When did humans first 

exist? 

1 

 

4.3. QA 
 
We are also interested in whether WTC questions can be answered (with high confidence) by the 

QBERT model. The model aims to retrieve a sentence as the answer from an unstructured 

knowledge base. 

 
For WTC, we used Wikipedia summary [18]as a knowledge source during inference. The corpus 

includes the title and the first paragraph as the summary for each Wikipedia article extracted in 

September 2017. The raw texts of the Wikipedia have 116M sentences initially. Of these, 22M 
are in the summaries. After we embedded with QBERT, 21M sentences have different 

embeddings. The summary of Wikipedia provides the article’s primary information. In the 

meanwhile, the summary reduces about 80% of the sentences from the original Wikipedia. 
 

In order to retrieve the answer from Wikipedia, we calculated the average distance of correct 

answers in the QA retrieval task described in Section 3.4. The best-scored sentence from 

Wikipedia Summary with a higher similarity than 0.688 was considered as the answer for given 
question. 

 

In order to embed all the sentences of Wikipedia summary with SBERT, we used 7 GeForce 
GTX TITAN X GPU and took 1.5 hours to encode all the sentences. Due to the scale of the 

dataset, we located answers to questions by using the method of approximate nearest neighbour. 

The index was trained and built using the inverted file with exact post-verification for 4 hours [7]. 
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After building the index, 3 minutes were needed to search the set of answers for all the 8,600 
WTC questions with one GPU, an average of 0.02s per question.  

 

The percentage of questions in different types and topics that can be answered with high 

confidence are shown in Table 5. There are 24.69% of the questions in WTC that can be 
answered by QBERT. 

 
Table 5. Number of questions in WTC can be answered with high confidence  

over the number of the groups. 

 

 
how what when where which who why if other All 

Business & 

Finance 

32/ 
121 

44/ 
100 

4/ 
16 

5/ 
18 

0/ 
0 

12/ 
26 

42/ 
191 

2/ 
30 

34/ 
136 

175/ 
638 

Computers & 

Internet 

6/ 
34 

2/ 
9 

0/ 
3 

0/ 
2 

0/ 
0 

0/ 
3 

1/ 
18 

0/ 
5 

4/ 
34 

13/ 
108 

Education & 

Reference 

42/ 

132 

36/ 

81 

2/ 

8 

1/ 

11 

2/ 

2 

14/ 

50 

14/ 

84 

1/ 

16 

14/ 

68 

126/ 

452 

Entertainment & 

Music 

9/ 
55 

17/ 
56 

2/ 
10 

4/ 
10 

0/ 
0 

4/ 
12 

7/ 
80 

1/ 
39 

22/ 
108 

66/ 
370 

Family & 

Relationships 

7/ 
44 

9/ 
32 

0/ 
8 

3/ 
8 

0/ 
0 

0/ 
1 

16/ 
95 

2/ 
14 

13/ 
68 

50/ 
270 

Health 
15/ 
159 

12/ 
66 

4/ 
18 

0/ 
10 

0/ 
0 

0/ 
6 

61/ 
299 

3/ 
34 

15/ 
84 

110/ 
676 

Politics & 

Government 

3/ 
23 

6/ 
18 

2/ 
7 

1/ 
2 

0/ 
0 

1/ 
5 

12/ 
57 

1/ 
22 

6/ 
51 

32/ 
185 

Science & 

Mathematics 

416/ 
1355 

240/ 
646 

21/ 
88 

27/ 
99 

6/ 
15 

16/ 
58 

339/ 
1107 

51/ 
392 

186/ 
918 

1302/ 
4678 

Society & 

Culture 

21/ 
142 

57/ 
159 

4/ 
23 

4/ 
21 

0/ 
0 

9/ 
52 

49/ 
286 

13/ 
108 

51/ 
237 

208/ 
1028 

Sports 
11/ 
47 

5/ 
14 

2/ 
5 

0/ 
0 

0/ 
0 

4/ 
15 

4/ 
48 

0/ 
7 

15/ 
59 

41/ 
195 

All 
562/ 
2112 

428/ 
1181 

41/ 
186 

45/ 
181 

8/ 
17 

60/ 
228 

545/ 
2265 

74/ 
667 

360/ 
1763 

2123/ 
8600 

 

5. DISCUSSION OF RESULTS 
 

“Project What If” was launched in 2017 across Bristol and involved thousands of people. Its aim 
was to focus on the questions that were most asked by ordinary Bristolians, rather than on the 

answers, to see what they said about the local Community. 

 
The automated analysis of that corpus, enabled by QBERT in Section 4, revealed that more than 

half of the questions are in the domain of Science & Mathematics (54.10%), followed by Society 

& Culture (12.57%), and then by Health (7.70%). The most frequently asked type of question is 
of the type WHY (26.34%) followed by HOW (24.56%). 

 

By navigating the IF question, we observed that most of the questions are counterfactual such as 

“What if we never went to sleep?”, “If you could hear in space, how loud would the Sun be?”. 
However, the corpus also contains a number of factual questions, as would be expected in a 

science-centre setting. For example, “I’d like to know if atoms are made up of other atoms.”. 

 

Furthermore, we calculated the P(type, topic) and P(type)*P(topic) to understand the associations 

between type and topic. The question-type WHO is strongly associated with Education & 

Reference and with Sport because the P(Who, Sport) is 3 times larger than the probability of 

P(Who)*P(Sport). The topic Education & References strongly associates with types: how, what, 
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when, who. The type IF associates strongly with Politics & Government, but not with Education 
& Reference. 

 

One limitation of pre-training with Yahoo! Answer dataset is that it only takes the top 10 topics 

from Yahoo! Answer regardless of all other possible topics. During labelling the topic for WTC 
corpus, we noticed that many questions did not belong to any of the groups in YT. QBERT can 

be improved with more question topics or labelling the unknown topics. 

 
After applying QBERT, we found answers for 2,123 questions in the WTC corpus. WH questions, 

such as WHICH, WHAT, HOW, WHERE, and WHO are more likely to be answered by 

Wikipedia Summary comparing to IF questions and yes/no questions. Due to the QBERT 
mechanism, the answer is supposed to be one sentence from Wikipedia. In this case, factoid 

questions which can be answered with fact expressed in a short sentence are more likely to be 

answered. Furthermore, non-factoid questions, like some of the WHY or IF questions, that 

require more explanation in the answer are harder to find one sentence answer from a knowledge 
source. More than 50% of the Education & Reference, Science & Mathematics questions, and 

Business & Finance can be answered with confidence by Wikipedia Summary. However, 

QBERT can only answer around 12% and 17% of the questions in Computers & Internet and 
Politics & Government, respectively.  

 

Here are some examples of the answers giving by QBERT. The questions are from the WTC 
corpus, and the answers are from the Wikipedia Summary. 

 

 Q1: How old is the oldest tree in the world? 

A1: A scientific investigation in 1965 of the tree’s rings indicated that the tree has an 

estimated age of 1450-1900 years, and may well be the oldest living oak in northern 
Europe. (Score: 0.817) 

 Q2: In the future, will robots gain conciousness? 

A2: Throughout history, it has been frequently assumed that robots will one day be able 

to mimic human behavior and manage tasks in a human-like fashion. (Score: 0.775) 

 Q3: How do birds lay their eggs? 
A3: They lay their eggs into the wet dangling roots of plants. (Score: 0.788) 

 

From the question answering pair found by QBERT, we notice that for questions lacking in 

attributes such as Q1 in the example, the retrieved answer is adapted to a specific attribute rather 
than a general situation as human understanding. Another barrier in QBERT is that the answer 

sometimes is not included in one single sentence. For example, in A3, the original summary is 

“Zygonyx is a genus of dragonflies … They lay their eggs into the wet dangling roots of plants.”. 
However, the QBERT is only able to retrieve the most relevant sentence. In this case, QBERT 

fails to capture the entity, which is more important in the question. 

 
We also observe that some answers with high confidence (over 0.85 cosine similarity) are similar 

questions that QBERT found in Wikipedia. For example, QBERT is tricked by a sentence in 

Wikipedia “Why Does the Sun Shine?” and considers it the answer to the question “Why is the 

sun bright?”. 
 

6. RELATED WORK 
 

Question answering is always a challenging research task in NLP. Meanwhile, question pre-
processing like topic classification and similar question classification is critical to a large scale 

question answering system. 
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The pre-trained language models earn state-of-the-art results in many NLP tasks. The model we 
used, BERT [2], and its modified models have leading performance in classification [19], [20] 

and question answering[21]–[23].  

 

For question answering, we identified our research as open-domain and open book answer 
retrieving.  The system was designed to infer the correct answer from knowledge sources like 

Wikipedia in a concise sentence. Comparing to answering question using a knowledge base, 

open-domain QA is more challenging in using large-scale knowledge sources and machine 
comprehension. Previous research [21]–[25] leveraged a retriever-reader or retriever-generator 

that retrieved the relevant passage from the knowledge source and extracted an answer span from 

the passage. The passage can be a document, paragraph, sentence or fixed-length segment. 
However, this two stages system is computationally expensive. Inspired by DenSPI [26], QBERT 

encodes all the sentences in the knowledge base and searches the most relevant sentence with the 

query. In addition, we perform approximate nearest neighbour search to reduce the searching 

time. 
 

Some researchers use Glove word embedding [27] or BERT [CLS] token as sentence embedding 

to encode the questions and the knowledge base. Instead, we trained S-BERT [3], a sentence 
embedding network that fine-tuned BERT with similar sentences, to retrieve answers. Because S-

BERT outperforms Glove and BERT [CLS] in textual similarity tasks. Besides, it reduces the 

complexity of embedding sentences with BERT. 
 

7. CONCLUSIONS 
 

What did the corpus of questions collected by WTC reveal about the Community that generated it? 

This was the last question that remained unanswered, and we hope that our AI analysis can 
provide a first insight. 

 

QBERT, a new generalist model for question-content analysis was applied to the WTC corpus. In 
the results, we see that the contributors to “Project What If” were very interested in Science, 

Society, and Health; and asked many questions of the WHY and HOW type. This is not 

surprising within the setting of WTC as a science institution. But the next finding revealed a lot 

more: questions of the type IF tend to relate to Politics & Government topics and not with 
Education & Reference topics. Are Bristolians exploring alternative ways to be a Community? 

 

Curiosity about Society & Culture is also very revealing. This is an emerging theme in the sector 
of science centres, where there is an ongoing discussion about expanding from Science Centres to 

Science & Cultural Centres. More generally, there is a movement in the sector currently to 

explore society and culture alongside traditional science such as Biology, Engineering, Chemistry 

etc. This seems to be reflected in the kind of questions Bristolians have been asking. 
 

In our modern world, access to information is easy and comprehensible through digital and online 

channels. Science centres have therefore been challenged to adapt to this changing environment, 
incorporating social sciences and perspectives from different cultures and presenting a space for 

exploration of ideas rather than just answers. This is why We The Curious has based “Project 

What If” on questions, exploration and curiosity, rather than just education and knowledge 
sharing. These findings support the rationale and aims of these changes.  

 

With QBERT, more than 50% of the questions from Science & Mathematics and Education & 

Reference topics have been answered. Moreover, the QA system can answer a high percentage of 
WH questions except for WHY. QBERT is also computational efficient during retrieval answer 

from Wikipedia. It takes 0.02s per question. Although QBERT managed to answer 43.8% of the 
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questions, there are still some limitations with the QA model. We can further explore the QA 
system in the future to overcome these deficiencies. One of the possible ways is that we can 

encode the paragraph instead of sentences for question answering. 

 

Note: The anonymised and moderated dataset is available from We The Curious on reasonable 
request for research purposes. Please contact information@wethecurious.org. 
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ABSTRACT 
 

The signature process is one of the most significant processes used by organizations to preserve 

the security of information and protect it from unwanted penetration or access. As organizations 

and individuals move into the digital environment, there is an essential need for a computerized 

system able to distinguish between genuine and forged signatures in order to protect people's 

authorization and decide what permissions they have. In this paper, we used Pre-Trained CNN 

for extracts features from genuine and forged signatures, and three widely used classification 

algorithms, SVM (Support Vector Machine), NB (Naive Bayes) and KNN (k-nearest neighbors), 

these algorithms are compared to calculate the run time, classification error, classification loss 

and accuracy for test-set consist of signature images (genuine and forgery). Three classifiers 

have been applied using (UTSig) dataset; where run time, classification error, classification 
loss and accuracy were calculated for each classifier in the verification phase, the results 

showed that the SVM and KNN got the best accuracy (76.21), while the SVM got the best run 

time (0.13) result among other classifiers, therefore the SVM classifier got the best result among 

the other classifiers in terms of our measures. 

 

KEYWORDS 
 

CNN, Signature verification, SVM, KNN, NB. 

 

1. INTRODUCTION 
 
A handwritten signature considered as a personal skill which consists a group of symbol and 

characters written in a specific language, the signature is one of the operations that use to provide 

persons with authentication to perform many transactions, such as banking transactions and 

classes attendance, where the signature can ensure the permitted validity of persons and classify 
the forged signature from the genuine signature [1].  

 

A signature is sketched out as an extraordinarily composed drawing that an individual composes 
on any record as a sign of character. A person employments it on a normal wish to sign a check, a 

legitimate instrument, contract, etc. The matter emerges when once some person tries to duplicate 

its [2]. 
 

Signature verification may be a complex design recognizable proof with inadequacy as no two 

veritable signatures of a person can be absolutely comparative. In case inadvertently it is winning 

at that point it'll do genuine damage to an individual. One of the ways is to utilize the biometric 
features of each person [3]. 

 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N20.html
https://doi.org/10.5121/csit.2021.112008
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Nowadays signature discovery and other biometric features are playing a fundamental part in 
nearly all the field, where mystery and security are the most concerns for all people and nations. 

Moreover, utilizing signature verification can offer assistance to decide the personality of people 

and their authorization to do a particular work [2]. 

 
A signature recognition system could be a way to confirm the signature in order to distinguish 

any imitation, sometime recently getting the ultimate result from verification stage, the 

recognition prepare comprises of a set of stages, incorporate normalization, features extraction, 
and classification, these three phases are exceptionally imperative to confirm signature since the 

transcribed signature can shift each time depending on the conduct and position of the person. 

[3]. Figure 1 shows different types of signatures for the same person. 
 

 
 

Figure 1. Example of different patterns of signature 

 
The second stage in signature recognition system is features extraction stage, this phase considers 

a significant phase in signature recognition system because the whole system depends on it in 

order to verify individuals signatures, where this phase responsible about detecting and determine 

a group of features in each signature, including number of pixels, width, corner, and length [4]. 
 

The features extraction stage depends on detect image highlights with incredible precision 

through minimizing the measurements of the first picture at that point extricate a group of 
covered up characteristics within the picture, in arrange to encourage the method of separation 

between unique and fake marks. 

 
The third stage in the signature recognition system is the classification stage, and this stage is the 

signature verification stage, in which it is determined whether the signature is false or real in it, 

through comparing the signature features stored in the database with anyone who wants to verify 

his/her signature [5]. 
 

The classification phase aims at identifying the genuine signature by comparing the enrolled and 

authenticated signature features. The decision-maker then chooses if the signature should be 
accepted or denied based on the threshold [6]. 

 

Furthermore, the signature is a character trait of individuals used in biometrics systems to verify 

individuals' identities, as the usage of biometric characteristics in the field of security grows, the 
signature appears as a biometric feature that provides a secure way of delegating individuals and 
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verifying their identification in legal documents. Furthermore, when compared to other biometric 
traits like (hand geometry, iris scan, or DNA), the signature has a high level of acceptance by 

individuals. All these reasons have led to an increase in the proliferation of signature recognition 

systems and the need for further developments on these systems. 

 
In this paper, our objective is to study the features extraction phase and classification phase for 

signature images. Therefore, in this research Pre-trained Convolutional Neural Network was used 

for features extraction phase, then signature image features are classify using (support vector 
machine (SVM), naive Bayes (NB) and k-nearest neighbor (KNN)),  with  UTSig dataset [7].  

This dataset has (115) classes containing: (27) genuine signatures; (3) opposite-hand signed 

samples, (36) simple forgeries and (6) skill forgeries; we selected (2475) images as a training 
group to train the classification algorithms. 

 

2. OVERVIEW OF METHODS 
 

In this section, the features extraction technique and classification algorithms that are used for 
signature classification and comparison process are described briefly. The suggested signature 

classification algorithm consists of feature normalization, feature extraction and classification. 

 

2.1. Features Extraction Phase 
 

In this research, a deep learning method was used for offline signature verification. A 
Convolutional Neural Network (CNN) ad hoc model was used as a deep learning method. A 

Convolutional Neural Network was firstly proposed by LeCun et al [8] as a method for image 

processing, where it has consisted of two essential features including spatial pooling and spatially 
shared weights.  

 

In 1998, they [9] enhanced the CNNs as LeNet-5 which is a pioneering 7-level convolutional 

network in order to classify digits. At the present time, CNNs considered the most widely utilized 
deep learning architecture in feature learning, through many successful applications in various 

areas like autonomous vehicles[10], character recognition [11], video processing [12], medical 

image processing and object recognition [13]. 
 

Figure (2) shows basic structure of CNN. 

 

 
Figure 2. CNN structure  

 

As shown in Figure (2), a CNN has three primary layers: a convolutional layer, a subsampling 

layer (pooling layer), and a fully-connected layer, that was taken from the study of LeCun et al 
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[8]. CNN points to define the unique features of pictures utilizing convolutional operations and 
pooling operations. The features gotten within the first layers identify as edges or colour data, 

whereas within the final layers they portray parts of shapes and objects [9]. 

 

In the convolution layer, the convolution operation is implemented by shifting the filter data 
matrix on the input data matrix and adding a bias to the multiplication of these matrixes. Basic 

convolution process represents in Figure. 3, Basic formulation of the convolution operation has 

been given in equation (1). In the equation, pixels of the output image, pixels of the input image, 
pixels of the filter (kernel) and bias term were represented by y, x, w and b respectively. 

 
 

Figure 3. Basic convolution operation 

 

𝑦𝑛 = ∑ (𝑥𝑛. 𝑤𝑛 + 𝑏0)9
𝑛=1                  (1) 

 

Another tool using by CNNs is called pooling, the pooling tool [58] is utilized to spatially down-
sample the activation of the previous layer by propagating the maximum activation of the 

previous neuron groups. The most objective of the pooling layers is diminishing the 

computational complexity of the model by continuously diminishing the dimensionality of the 
representation [9]. If preferred, a rectified linear unit (ReLU) activation function can be utilized at 

the conclusion of each layer for normalization. The main operation of (ReLU) was depicted in 

equation (2). 

 

ReLU(x) = 𝑓(𝑥) = {
0         𝑖𝑓 𝑥 < 0
𝑥             𝑖𝑓 𝑥 ≥ 0 

                  (2) 

 
Fully Connected Layers (FC), which are the primary building components of classical neural 

networks, are the final layer in CNN. Fully Connected layers are shaped by the association of 

neurons to each neuron within the following layer. It is at that point normalized to a probability 
dispersion employing a Soft-Max layer. Moreover, it points to require the high-level sifted 

pictures and interpret them into votes. These votes are communicated as weights, or association 

qualities, between each esteem and each category [9], [11]. 
 

2.2. Signature Classification 
 
In this paper, we used various algorithms for    classification: KNN, SVM, and SVR. 

 

K-nearest Neighbor (KNN): This is a procedure of gathering parameters based on closest tests of 
the range of inner features [14]. KNN is one of the popular and clear classification calculations. 
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Learning approach as it joined sparing characteristic vectors and marks of the learning pictures, 
inner gathering operations. 

 

This unmarked position may be really assigned the title for its k closest neighbor’s. Regularly, 

this thing will be categorized based on the marks of its k closest neighbor’s by utilizing 
overwhelming portion surveying. On k=1, those parameters are categorized based on the power 

of the parameter closest to it. If there is a need for only two segments, then k should make an odd 

number. K may be an odd number when showing up multiclass arrangement. This stage used the 
famous distance equation, Euclidean distance, as a related point separation capacity for KNN 

after changing each image to a vector from claiming fixed-length for true numbers: 

 
 

𝑑(𝑥, 𝑦) = (∑ ((𝑥𝑖 − 𝑦𝑖)2))1/2𝑚
𝑖=1                 (3) 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

Figure 4. KNN Classification 

 

Support Vector Machine (SVM): This is prepared to assess signature among specific signature 
qualities [15]. Through applying a classification algorithm to particular features for signature 

images, during the training procedure, we trained a signature classifier, used every last one of the 

preparation data. An outline of signature prediction utilized SVM algorithm indicated in Fig. 5 to 

classify the input signature image with training procedures. The inputs xi is the characteristic 
vectors.  To configure the SVM parameters, we used Gaussian kernel K: 

 

𝑓(𝑥) = ∑ 𝑎𝑖𝑦𝑖𝐾(𝑠𝑖 , 𝑥) + 𝑏
𝑁𝑠
𝑖=1                 (4) 

𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑒
1

2𝜎2|𝑥𝑖−𝑥𝑗|
2

 

 
Naive Bayes: Naive Bayes learning refers to the construction of a Bayesian probabilistic model 

that assigns a posterior class probability to an instance: P(Y = yj |X = xi). The simple naive Bayes 

classifier uses these probabilities to assign an instance to a class. Applying Bayes’ theorem (Eq. 
7) [16], and simplifying the notation a little, as shown in equation 5. 

. 

𝑃(𝑦𝑖|𝑥𝑖) =
𝑃(𝑥𝑖|𝑦𝑖)𝑃(𝑦𝑖)

𝑃(𝑥𝑖)
                    (5) 

 

 

 

 

(a) 
? 

(b) (c) 
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3. EXPERIMENTAL RESULT 
 
This section shows the results of our classifiers, through three mean sections, section (3.1) 

describes the database which was used. Section (3.2) shows the receiver operating characteristic 

(ROC) and run-time for each classifier, while section (3.3) indicates the performance of each 

classifier by calculating (accuracy, classification error, classification loss, and run-time). 
 

3.1. Database 
 

The process of comparing three algorithms implemented on a set of signature images from the 

(UTSig) dataset. As illustrated in Figure (5), this dataset has "(115) classes containing: (27) 

authentic signatures; (3) opposite-hand forgeries, (36) easy forgeries, and (6) skill forgeries." 
Each lesson is assigned to a single actual person. UTSig contains (8280) photos taken from 

undergraduate and graduate students at the University of Tehran and Sharif University of 

Technology, where signatures images were scanned at 600 dpi and saved as 8-bit Tiff files" [7, 
p1]. 

 

In this paper, a total of (2475) signature images were chosen to  train  the  set,  and (660) 

signature images  were  chosen  to  test  our  classification algorithms. 
 

 
 

Figure 5. Forger and Genuine signature examples from UTSig dataset. 

 

3.2. Experimental setup 
 

Features were extracted from a pre-trained CNN and then classified in original-forgeries through 

three classifiers, SVM, KNN and NB. In the first model, CNN was trained via a set of signatures 

for (75) persons, where each person has 33 signatures which include 27 genuine and 6 forgeries 
were used, the pre-trained CNN used AlexNet for features extraction process, where AlexNet 

uses layers property that comprises of 25 layers. There are 8 layers for learnable weights, 5 

convolutional layers and 3 fully connected layers. Fig. 5 shows the details of all the layers of 
AlexNet. 

 

Table I shows the experimental results using (ROC) by calculating the area under the curve for 

the estimated values of X and Y. Also, calculate the run-time for each classifier. We discovered 
that KNN performed better than other classifier algorithms, which include SVM and NB 

according to ROC values, where the NB classifier run-time was better than other classifier 

algorithms. 
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Table 1. Run-Time and AUC values for each classifier 

 
Method Run-Time AUC 

SVM 70.1 0.998 

KNN 1.89 0.999 

NB 1.52 0.782 

 

Figure. 6 showed the ROC values for each classifier, where KNN produces better ROC values for 

higher thresholds, SVM is also got good ROD values and almost equal to KNN values. While the 
ROC curve for naive Bayes is often lowers than the other two ROC curves, this suggests that the 

other two classifier algorithms perform better in-sample. 

 

 
 

Figure 5. shows the details of all the layers of AlexNet 
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Figure 6. Receiver operating characteristic (ROC) curve 

 

3.3. Efficiency 
 
The efficiency was taken regarding run time, classification error, classification loss and accuracy 

measurements for each classifier on 660 images sequentially. 

 
Table 2. shows all measures for each classification algorithms 

 
 

Measures 

Methods 

SVM KNN NB 

Run-Time 0.13 0.77 0.18 

Classification Error 0.24 0.24 0.29 

Classification Loss 0.01 0.01 0.26 

Accuracy 76.21 76.21 71.36 

 

Data in the above table showed that, for the run time we can note that the best run time was for 
SVM classifier. Following by NB classifier, and finally KNN classifier, while for classification 

error we note that, SVM and KNN misclassifies approximately (24%) of the test sample, while 

NB misclassifies approximately (29%) of the test sample. Besides that, classification loss values 

indicated that, SVM and KNN classifiers have better value (0.01) than NB classifier (0.26), 
finally the accuracy value for both classifier SVM and KNN achieved (76.21) which better than 

the accuracy value for NB classifier. 
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4. CONCLUSION AND FUTURE WORK 
 
In this research, the SVM, KNN, and NB classification algorithms were compared on a set of 

signature images from the (UTISG) dataset to assess performance by calculating the run time, 

classification error, classification loss, and accuracy metrics for each algorithm. The three 

methods described here are popular classification algorithms, with computing complexity and 
accuracy being the most important factors in selecting a better classification technique. 

 

The comparison process is done between the train set consist of (2475) signature images through 
pre-trained CNN for features extraction, then the result trained using three classifiers SVM, KNN 

and NB. After that the run time, classification error, classification loss and accuracy 

measurements calculated for each algorithm in order to find the best classification algorithm. The 

experimental results showed that, the best run time was for SVM classifier, following by NB 
classifier, and finally KNN classifier, while for classification error SVM and KNN got same 

misclassifies approximately and better than NB misclassifies approximately. In addition, SVM 

and KNN classifiers have same classification loss values and better than NB classifier, finally the 
accuracy value for both classifier SVM and KNN was same and better than the accuracy value 

for NB classifier. 

 
For future work other classification algorithms will be test with the same and different dataset, 

also using full deep learning system for both phases (extract features and classification) will help 

in build an accurate signature verification system. 
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ABSTRACT 
 
OFDM has two disadvantages. The first is high peak-to-average power ratio (PAPR), and the 

second is high out-of-band (OOB) radiated power. In the future communication applications, 

the diversified scenarios such as Internet of Things, inter-machine communication and 

telemedicine make the fourth-generation mobile communication no longer applicable. The 

generalized frequency division multiplexing (GFDM) has a pulse-shaping filter, which has less 
out-of-band radiated power and peak-to-average power ratio and fewer cyclic prefixes (CP) 

than OFDM. In order to meet high- data-transmission rate, it is an inevitable trend to install 

massive multi-input multi-output (massive MIMO) antennas. As the number of antennas 

increases, so does its complexity. This paper employs time reversal (TR) technology to reduce 

the computational complexity. Although the number of base station (BS) antennas has increased 

to eliminate interference, there is still residual interference. In order to eliminate the 

interference one step further, we deploy a zero forcing equalization (ZF equalization) after the 

time reversal combination. 

 

KEYWORDS 
 
5G, GFDM, MIMO. 

 

1. INTRODUCTION 
 

The fifth generation (5G) of mobile communications is already developed [1][2], and standards 
have also been formulated at international conferences. In order to be applied to the Internet of 

Things (IOT) and Wireless Regional Area Network (WRAN), the 5G system uses high-level 

technology like massive MIMO [3], beamforming [4] and millimeter wave communication, so 
that 5G has the advantages of big data transmission rate, low time delay, low power consumption 

and so on. The development of device-to-device proximity service and machine type 

communication (MTC) [5] makes OFDM face the challenges of future 5G application scenarios. 

MTC requires very low power consumption, which makes OFDM’s orthogonal subcarriers 
unbearable; tactile Internet requires short-burst data with low time delay, but OFDM adds long 

overhead in front of each OFDM symbol. The length of the cyclic prefix (CP) exhibits 

disappointing spectral efficiency in the performance of the spectrum. The more mobile devices 
that can connect to the Internet, it means that more spectrum is needed, but our spectrum 

resources are getting less and less. Because OFDM uses rectangular pulse filters for transmission, 

its sidelobes are large, resulting in OFDM modulation systems that are sensitive to frequency 

deviations, high OOB radiated power [6] and high PAPR [7] and other shortcomings, so the 
application in wireless communication technology is severely restricted. 
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At present, the known literature proposes several multi-carrier technologies as candidates for 5G 
communication standards, such as filter bank multicarrier (FBMC) [8], universal filtered 

multicarrier (UFMC) [9]. The sub-carriers of the FBMC system are all individually pulsed filters, 

and the sub-carriers have a narrower bandwidth, so the transmission filter has a longer impulse 

response length. Usually, the length of the filter is four times the signal to reduce OOB emission, 
and good spectrum efficiency is obtained, but the effect of low time delay cannot be achieved. 

The UFMC system filters their respective sub-carriers through their respective filters to reduce 

OOB emissions. Because the bandwidth of filter covers many sub-carriers and the impulse 
response is very short, high spectral efficiency (SE) can be achieved in transmission. UFMC does 

not use CP, and the symbol time misalignment in a short period of time is more sensitive than 

OFDM. The technology used in this paper is GFDM [10]. This technology has a flexible multi-
carrier modulation scheme and can be adjusted according to the application of different scenarios 

[11]. GFDM is a multicarrier modulation technology that uses non-rectangular pulse filters. It 

uses cyclic convolution to realize the DFT filter bank structure in the frequency domain. GFDM 

uses less CP [12], which improves the spectrum efficiency to a certain extent. Because GFDM 
uses non-rectangular filters, it can avoid the problems faced by rectangular pulse filters, namely 

high PAPR and OOB. There is a special feature in the 5G applications, that is massive MIMO 

system. However, as the number of antennas increases, the anti-interference ability will saturate 
at a certain deterministic SINR value, so that the interference will no longer decrease. The 

computational complexity will also increase as the antenna increases, and its performance will be 

relatively poor. Therefore, in the 5G large-scale multiple-input multiple-output system, due to the 
increase in the number of antennas and the increase in the modulation order, designing a 

technology with computational efficiency is a key challenge. Massive MIMO [13][14] system is 

an extension of the concept of MIMO system. Usually the number of base station antennas is 

about 100 or more than 100 [15]. Because each channel is independent, the channels of different 
users will gradually show orthogonality due to the increase in the number of antennas. This 

method can eliminate multiple user interference (MUI) [16], and then increase the system 

capacity. Since the OFDM [17] system faces the problems of high OOB and high PAPR, GFDM 
can change its sub-carrier waveform according to the selection of different filters and rolling 

factors, to reduce the OOB radiation power and the PAPR [16]. The multipath effect [18] will 

make the receiving antennas receive the same signal copy generated by multiple paths. When the 

multipath delay time is too long, it will cause Inter Symbol Interference (ISI) [19]. In this paper, 
since we use a large-scale MIMO system, the increase in antennas leads to an increase in 

computational complexity, so we propose a time reversal [20] method to reduce computational 

complexity. Time Reversal technology is a basic physical phenomenon that uses the inevitable 
but abundant multipath radio propagation environment to produce space-time resonance effects, 

the so-called focusing effect [21]. When the bandwidth is larger, the time resolution is better, and 

therefore, more multipaths can be displayed. Time reversal technology can use a single antenna 
to achieve a large-scale MIMO-like effect [22]. By using a large number of virtual antennas, a 

single-antenna time reversal system can achieve excellent focusing effects in the time and space 

domains, thereby obtaining the promising performance of massive MIMO systems. In addition, 

since the time reversal system uses the environment as a virtual antenna array and computing 
resources, its implementation complexity is much lower. Unlike conventional technologies that 

use multipath propagation environment, if time reversal technology can use a large enough 

bandwidth, it does not need to deploy complex receivers or a large number of antennas to take 
full advantage of multipath propagation [23]. 

 

2. SYSTEM MODEL 
 

We assume that there are K users on the transmitting end and M base station antennas. The 
transmitter uses the GFDM system, which can use less cyclic prefix (CP) than that of the OFDM 

system, and has a lower OOB and PAPR compared with the OFDM system. The data of the k-th 
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user can be expressed as (1), 
 

𝑢𝑘 = [𝑢𝑘(0), … , 𝑢𝑘(𝑃 − 1)]𝑇k ∈ {1,2, … 𝐾}         (1) 

 

Among them, u represents the data stream, and the subscript k represents the k-th user, 

which contains sampling elements p ∈ {0,1, … , 𝑃 − 1}. Assume that there are K users, 

each user uses a single-antenna transmission system, and then through symbol mapping 

according to (1), and then GFDM modulation to GFDM symbol 𝑠𝑘, as in (2), 
 

𝑠𝑘 = [𝑠𝑘(0),…,𝑠𝑘(𝑃 − 1)]k ∈ {1,2, … 𝐾} (2) 
 

Next, a cyclic prefix (CP) is added, and the length of the cyclic prefix is usually set to be greater 

than the length of the multipath channel delay to avoid inter-symbol interference (ISI) caused by 

multipath. Compared with OFDM, the cyclic prefix length used by GFDM is short to achieve the 

effect of preventing inter-symbol interference. 𝑠𝑘 represents the GFDM symbol obtained by the 

k-th user's transmission signal through the GFDM modulator, which contains sampling elements 

p ∈ {0,1,2, … , 𝑃 − 1} . 𝑢𝑘  will first enter S/P, pass through the pulse, then pass through the 

subcarrier filter and finally perform frequency domain offset to obtain 𝑠𝑘 . X represents sub-

carrier, Y represents sub-symbol, g[n] is the subcarrier filter, 𝑒0  represents the (frequency 

domain) offset. The mathematical formula of the GFDM symbol generated is expressed as 

follows, 
 

𝑠𝑘[𝑝] = ∑ ∑ 𝑔𝑥,𝑦[𝑝]𝑢𝑘[𝑝]

𝑌−1

𝑦=0

𝑋−1

𝑥=0

                                                                                 (3) 

 

Among them, 𝑢𝑘 is the data symbol, x is the sub-carrier index, y is the sub-symbol index, and p is 

the sampling index. Here the impulse filter 𝑔𝑥,𝑦[𝑝] used by the kth user is a prototype filter after 

a time and frequency shift version, and the filter used in this paper is a raised cosine filter (RC 

filter). Among them, the mathematical expression of the raised cosine filter is (4), 

 

  𝑔𝑥,𝑦[𝑝] = 𝑔[(𝑝 − 𝑚𝑋) 𝑚𝑜𝑑 𝑃] · 𝑒−𝑗2𝜋
𝑥

𝑋
𝑝          (4) 

 
After (3), the transmission symbols are collected and can be expressed as a matrix. We will write 

all   𝑔𝑥,𝑦[𝑝] as a matrix after collecting and sorting. 

 

3. THE PROPOSED DETECTOR 
 

In this paper, we consider a large-scale multi-input multi-output system with multiple users. We 

consider that there are K users and M BS antenna arrays, and each user is with single antenna. 
The signal received by the m-th antenna is expressed as follows, 

 

𝑟𝑚 = ∑ 𝑠𝑘

𝐾−1

𝑘=0

＊ℎ𝑚,𝑘 + 𝑣𝑚     (9) 

 

where 𝑠𝑘 = [𝑠𝑘(0),…,𝑠𝑘(𝑃 − 1)] represents the transmitted signal of the k-th user, 𝑟𝑚 represents 

the received signal of the m-th antenna, and 𝑣𝑚 represents the complex additive white Gaussian 

noise (AWGN). The sequence ℎ𝑚,𝑘 = [ℎ𝑚,𝑘(0), … , ℎ𝑚,𝑘(𝐿 − 1)] represents the channel impulse 

response (CIR) from the k-th user to the m-th BS receiving antenna, where we assume that the 
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channel is a perfect known channel, the multipath channel tap length is L, and the channels from 
the user to the BS antenna are independent of each other. Then we write the signal received at the 

m-th BS antenna as a matrix form after the signal passes through the GFDM modulator, which is 

expressed as follows, 

 

𝑟̅𝑚
𝑖 = ∑ (BHm,k

(i,i−1)
𝑠𝑘

𝑖−1 + BHm,k
(i,i)

𝑠𝑘
𝑖 )

K−1

k=0

+ B𝑣𝑚
𝑖  

            = ∑ (BHm,k
(i,i−1)

A𝑢𝑘
𝑖−1 + BHm,k

(i,i)
A𝑢𝑘

𝑖 )

K−1

k=0

+ B𝑣𝑚
𝑖  

= ∑ (𝐻̅𝑚,𝑘
(𝑖,𝑖−1)

𝑢𝑘
𝑖−1 + 𝐻̅𝑚,𝑘

(𝑖,𝑖)
𝑢𝑘

𝑖 ) +

𝐾−1

𝑘=0

𝑣̅𝑚
𝑖   (10) 

 

where Hm,k
(i,i−1)

 and Hm,k
(i,i)

 are N×N convolution matrices, 𝑠𝑘
𝑖−1 and 𝑠𝑘

𝑖  respectively represent the tail 

of symbol time 𝑖 − 1 and the head of symbol time i. Matrix 𝐻̅𝑚,𝑘
(𝑖,𝑖−1)

≜ BHm,k
(i,i−1)

Aand𝐻̅𝑚,𝑘
(𝑖,𝑖)

≜

BHm,k
(i,i)

A are the inter-symbol interference matrix and the inter-carrier interference matrix, 

respectively, where 𝐵 = 𝐴−1 . We assume that 𝑊𝑝  is a combination matrix of M×K, and the 

number of subcarriers is 𝑝 = 0, … 𝑃 − 1. Generally, there are three common traditional linear 
combination methods, which are maximum ratio combining (MRC) [24][25], zero-forcing 

(ZF)[26], and minimum mean square error detection (MMSE). 

 
 Maximum Ratio Combination (MRC): 

𝑊𝑝 = H̅𝑝𝐷𝑝
−1(11) 

 
 Zero Forcing (ZF): 

𝑊𝑝 = H̅𝑝(𝐻̅𝑝
𝐻H̅𝑝)

−1
(12) 

 Minimum mean square error (MMSE): 

𝑊𝑝 = H̅𝑝(𝐻̅𝑝
𝐻H̅𝑝 + 𝜎2𝐼𝐾)

−1
   (13) 

 

Here, in order to find various interference items in the structure of the large-scale antenna, this 

paper considers 𝑊𝑝 =
1

𝑀
 H̅𝑃 . Bring the received signal (10) into equation (11), and after the 

output of the combiner, the vector of the detection signal is obtained as follows, 

 

𝑢𝑖̂(𝑝) = 𝑊𝑝
𝐻𝑟̅𝑖(𝑝)                                                                                                (14) 

 

where 𝑟̅𝑖(𝑝) = [𝑟̅0
𝑖(𝑝), … , 𝑟̅𝑀−1

𝑖 (𝑝)]𝑇  is the received signal vector of M×1, 𝑢̂𝑖(𝑝) =

[𝑢̂0
𝑖 (𝑝), … , 𝑢̂𝐾−1

𝑖 (𝑝)]
𝑇

 is the K×1 detection signal vector. According to (10) and (11), the 

detection signal 𝑢̂𝑖(𝑝) can be expressed as follows, 

 

𝑢̂𝑖(𝑝) = 𝐻𝑘𝑘,𝑝𝑝
(𝑖,𝑖)

𝑢𝑘
𝑖 (𝑝) + ∑ 𝐻𝑘𝑘,𝑝𝑞

(𝑖,𝑖)
𝑢𝑘

𝑖 (𝑞)

𝑁−1

𝑞=0
𝑞≠𝑝

+ ∑ 𝐻𝑘𝑘,𝑝𝑞
(𝑖,𝑖−1)

𝑢𝑘
𝑖−1(𝑞)

𝑁−1

𝑞

+ ∑ ∑ (𝐻𝑘𝑗,𝑝𝑞
(𝑖,𝑖−1)

𝑢𝑘
𝑖−1(𝑞) + 𝐻𝑘𝑗,𝑝𝑞

(𝑖,𝑖)
𝑢𝑘

𝑖 (𝑞))

𝑁−1

𝑞=0

𝐾−1

𝑗=0
𝑗≠𝑘

+ 𝑣̅𝑘
𝑖 (𝑝)(15) 
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which includes the inter-symbol interference coefficient, inter-carrier interference coefficient, 
multi-user interference coefficient and expected coefficient. Because we use a large-scale 

multiple-input multiple-output system, we can calculate the above coefficients in the form of the 

law of large numbers. In a large-scale multi-input multi-output system, we can calculate the 

convergence value by the law of large numbers, so here we propose the multi-user coefficient and 
explain how to use the law of large numbers to calculate the convergence value. According to 

(15), the multi-user term can be expanded into the following formula: 

 

𝐻𝑘𝑗,𝑝𝑞
(𝑖,𝑖)

=
ℎ̅𝑘

𝐻(𝑝)

𝑀
[[H0,𝑗

(𝑖,𝑖)
]

𝑝𝑞
, … , [H𝑀−1,𝑗

(𝑖,𝑖)
]

𝑝𝑞
]

𝑇

(16) 

𝐻𝑘𝑗,𝑝𝑞
(𝑖,𝑖−1)

=
ℎ̅𝑘

𝐻(𝑝)

𝑀
[[H0,𝑗

(𝑖,𝑖−1)
]

𝑝𝑞
, … , [H𝑀−1,𝑗

(𝑖,𝑖−1)
]

𝑝𝑞
]

𝑇

                                                              (17) 

 

where ℎ̅𝑘(𝑝) = [ℎ̅0,𝑘(𝑝), … , ℎ̅𝑀−1,𝑘(𝑝)] is an M×1 vector, [H̅𝑃]𝑚,𝑘 ≜ ℎ̅𝑚,𝑘(𝑝). Before that, let’s 

review the definition of probability. Let a= [a1, … , a𝑛]𝑇  and b= [b1, … , b𝑛]𝑇  be two random 
vectors, and have mutually independent and identically distributed elements. We assume that the 

i-th element of a and b has 𝔼{𝑎𝑖 ∗ 𝑏𝑖} = 𝐶𝑎𝑏， 𝑖 = 1, … , 𝑛. Then according to the law of large 

numbers, when n approaches infinity, the sampling average 
1

𝑛
𝑎𝐻𝑏 will converge to a distribution 

average 𝐶𝑎𝑏, that is to say 
1

𝑛
𝑎𝐻𝑏 → 𝐶𝑎𝑏 ,  𝑎𝑠  𝑛 → ∞. When M approaches infinity, (16) and (17) 

use the form of the law of large numbers into (18) and (19), 
 

𝐻𝑘𝑗,𝑝𝑞
(𝑖,𝑖)

→ 𝔼 {ℎ̅𝑚,𝑘
∗ (𝑝) [H̅𝑚,𝑗

(𝑖,𝑖)
]

𝑝𝑞
} (18) 

 

𝐻𝑘𝑗,𝑝𝑞
(𝑖,𝑖−1)

→ 𝔼 {ℎ̅𝑚,𝑘
∗ (𝑝) [H̅𝑚,𝑗

(𝑖,𝑖−1)
]

𝑝𝑞
} (19) 

 

Since k ≠ j, ℎ̅𝑚,𝑘(𝑝) will be the same as [H̅𝑚,𝑗
(𝑖,𝑖)

]
𝑝𝑞

 and [H̅𝑚,𝑗
(𝑖,𝑖−1)

]
𝑝𝑞

 presents an irrelevant state, so 

when M approaches infinity, the multi-user coefficients 𝐻𝑘𝑗,𝑝𝑞
(𝑖,𝑖)

and 𝐻𝑘𝑗,𝑝𝑞
(𝑖,𝑖−1)

 will approach zero. 

The coefficients of other terms can be proved as follows after derivation, 

 

[𝐻̅𝑚,𝑘
(𝑖,𝑖−1)]

𝑞𝑝
=

1

𝑁
∑ ∑ ℎ𝑚,𝑘

𝐿−1

𝑙=0

𝑁−1

𝑛=0
(𝑙)𝑒𝑗

2𝜋

𝑁
(𝑛𝑞−𝑙𝑞−𝑛𝑝)

𝜛(𝑛 − 𝑙 + 𝑁) (20) 

 

[𝐻̅𝑚,𝑘
(𝑖,𝑖)]

𝑞𝑝
=

1

𝑁
∑ ∑ ℎ𝑚,𝑘

𝐿−1

𝑙=0

𝑁−1

𝑛=0
(𝑙)𝑒𝑗

2𝜋

𝑁
(𝑛𝑞−𝑙𝑞−𝑛𝑝)

𝜛(𝑛 − 𝑙)(21) 

 

𝜛(𝑛) is the window function, and the square function is considered here, which is expressed as 

follows, 
 

𝜛(𝑛) = {
1，0 ≤ 𝑛 ≤ 𝑁 − 1

0，other
(22) 

 

When p ≠ q, we can get the following calculation process: 
 

𝐻𝑘𝑘,𝑝𝑝
(𝑖,𝑖)

→ Ε {ℎ̅𝑚,𝑘
∗ [𝐻̅𝑚,𝑘

(𝑖,𝑖)]
𝑝𝑝

} =
1

𝑁
∑ (𝑁 − 𝑙)𝜌(𝑙)

𝐿−1

𝑙=0
= 1 −

𝜏

𝑁
   (23) 
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𝐻𝑘𝑘,𝑞𝑝
(𝑖,𝑖)

→ Ε {ℎ̅𝑚,𝑘
∗ [𝐻̅𝑚,𝑘

(𝑖,𝑖)
]

𝑞𝑝
} 

=
1

𝑁
Ε {∑ ∑ ∑ ℎ𝑚,𝑘

∗ (𝑙)ℎ𝑚,𝑘
∗ (𝑙′) × 𝑒𝑗

2𝜋

𝑁
(𝑞𝑛−𝑙𝑝+𝑙′𝑝−𝑝𝑛)𝜛(𝑛 − 𝑙)

𝐿−1

𝑙′

𝐿−1

𝑙=0

𝑁−1

𝑛
} 

   =
1 − 𝜌̅(𝑞 − 𝑝)

𝑁(1 − 𝑒𝑗
2𝜋(𝑞−𝑝)

𝑁 )
                                                                                                                       (24) 

 

The normalized channel power delay profile is considered in this paper, that is, ∑ 𝜌(𝑙)𝐿−1
𝑙=0 = 1. 

𝜌̅(𝑞) ≜ ∑ 𝜌(𝑙)𝑒−𝑗
2𝜋𝑙𝑞

𝑁𝐿−1
𝑙=0 , τ ≜ ∑ 𝜌(𝑙)𝑙𝐿−1

𝑙=0 . The method of deriving the values of other ISI 

coefficients is the same as the above derivation method, where their values are 𝐻𝑘𝑗,𝑝𝑞
(𝑖,𝑖−1)

→
𝜌̅(𝑞−𝑝)−1

𝑁(1−𝑒
𝑗

2𝜋(𝑞−𝑝)
𝑁 )

and𝐻𝑘𝑗,𝑝𝑝
(𝑖,𝑖−1)

→
𝜏

𝑁
. 

 

Continuing the above concept, we can get the following equation by putting the received signal 

into the time-reversed channel impulse response, 
 

𝑟𝑘
𝑇𝑅 =

1

√𝑀
∑ 𝑟𝑚 ∗ 𝛽𝑚,𝑘

𝑀−1

𝑚=0

  (25) 

 

Among them, 𝑟𝑘
𝑇𝑅represents the received signal of the impulse response of k-th users through the 

time reversal channel, 𝛽𝑚,𝑘 = [ℎ𝑚,𝑘
∗ (−𝐿 + 1), … , ℎ𝑚,𝑘

∗ (0)]  means that on the k-th user, the 

channel impulse response between the received signal and the corresponding base station antenna 

is time-reversed to take the conjugate form. Expand the above formula to obtain the following 
formula, 

 

𝑟𝑘
𝑇𝑅 = ∑ 𝑠𝑗 ∗ 𝑐𝑘𝑗 + 𝑣𝑘

𝑇𝑅    

𝐾−1

𝑗=0

                                                                           (26) 

 

where𝑠𝑗  represents the j-th GFDM transmission signal, 𝑣𝑘
𝑇𝑅 represents the k-th AWGN, and 𝑐𝑘𝑗  

is the equivalent impulse response of the original channel and the corresponding time reversal 
conjugate channel, 

 

𝑐𝑘𝑗 ≜
1

√𝑀
∑ ℎ𝑚,𝑗 ∗ 𝛽𝑚,𝑘

𝑀−1
𝑚=0                (27) 

 

𝑣𝑘
𝑇𝑅 ≜

1

√𝑀
∑ ℎ𝑚,𝑘

∗𝑀−1
𝑚=0 ∗ 𝑣𝑚(28) 

 

when k ≠ j, 𝑐𝑘𝑗  presents the crosstalk channel impulse response between terminal k and terminal 

j; when k = j, 𝑐𝑘𝑗 = 𝑐𝑘𝑘  is the time reversal equivalent impulse response of the corresponding 

channel for user k.  

 

Let 𝑟𝑘
𝑖𝑇𝑅

= [𝑟𝑘
𝑖𝑇𝑅

(𝑖𝑃), … , 𝑟𝑘
𝑖𝑇𝑅

(𝑖𝑃 + 𝑃 − 1)]
𝑇

 be a P×1 vector, 𝑟𝑘
𝑖𝑇𝑅

 contains the time-reversal 

received signal of the i-th time portion, and then expressed in matrix form, the following formula 
can be obtained, 
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𝑟𝑘
𝑖𝑇𝑅

= ∑ (𝐶𝑘𝑗
(𝑖,𝑖−1)

𝑠𝑗
𝑖−1 + 𝐶𝑘𝑗

(𝑖,𝑖)
𝑠𝑗

𝑖 + 𝐶𝑘𝑗
(𝑖,𝑖+1)

𝑠𝑗
𝑖+1)

𝐾−1

𝑗=0

+ 𝑣𝑘
𝑖𝑇𝑅

(29) 

 

where𝐶𝑘𝑗
(𝑖,𝑖−1)

,  𝐶𝑘𝑗
(𝑖,𝑖)

and 𝐶𝑘𝑗
(𝑖,𝑖+1)

 are the P×P convolution matrices, which can be expressed as 

follows, 

 

Ckj
(i,i−1)

= 𝒯P×P ([ckj(1), … , ckj(𝐿 − 1), 01×2P−L]
T

)(30) 

 

Ckj
(i,i)

= 𝒯P×P ([01×P−L, ckj, 01×P−L]
T

)(31) 

 

Ckj
(i,i+1)

= 𝒯P×P ([01×2P−L, ckj(1 − L), … , ckj(−1)]
T

)(32) 

 

Among them, they are formed by the way of the Teplitz matrix, which respectively represent the 

inter-symbol interference matrix and the inter-carrier interference matrix. ckj ≜ [ckj(1 −

L), … ckj(L − 1)]
T

 contains the sampling elements of the time reversal channel impulse response 

ckj. According to the previous concept, it can be written in another form: 

 

r̅𝑘
iTR

= ∑ (C̅kj
(i,i−1)

uj
i−1 + C̅kj

(i,i)
uj

i + C̅kj
(i,i+1)

uj
i+1)

K−1

j=0

+ v̅k
iTR

(33) 

 

4. SIMULATION RESULTS 
 
This section compares the performances of large-scale MIMO GFDM system using the 

traditional equalizers in the previous paper and the TR-ZF method proposed in this paper. We 

compare the rate performance of each method. The following are the system parameters used in 
the simulation of this paper. 

. 

Table 1. Simulation parameters 

 
Modulation Format 4QAM,16QAM 

Users(K) 10, 35 

Number of Receive 

Antennas(M) 

100, 200 

Subcarrier(X) 128 

Sub-symbol(Y) 5 

Pulse Shaping Filter (𝑔) RC filter 

Roll-Off Factor (a) 0.1 

GFDM Demodulator ZF 

Channel Delay(L) 20, 40 

Channel Rayleigh Fading channel 

 

Figure 1 compares the traditional equalizer, the reference paper ZF-FFT, and the TRZF multi-

user GFDM system we proposed. The number of users is 10, the number of base station antennas 

is 100, the channel delay length is 20, and the cyclic prefix length is 20. It can be seen from the 
figure that when the CP is sufficient, the error rate of the proposed scheme is better than that of 

the existing ZF and ZF-FFT. Figure 2 compares the traditional equalizer, the reference paper ZF-

FFT, and the TRZF multi-user GFDM system we proposed. The number of users is 10, the 
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number of base station antennas is 100, the channel delay length is 40, and the cyclic prefix 
length is 20. From the figure, it is found that when the channel delay length is greater than the 

cyclic prefix length, the traditional ZF and ZF-FFT have poor performance due to increased 

interference caused by the multipath effect. Figure 3 compares the traditional equalizer, the 

reference paper ZF-FFT and the TRZF multi-user GFDM system we proposed. 16-QAM is 
employed, the number of users is 10, the number of base station antennas is 100, the channel 

delay length is 20, and the cyclic prefix length is 20. When the CP is sufficient, the error rate 

performance of the proposed scheme is better than that of the traditional ZF and ZF-FFT. 
 

 
 

Figure 1. 

 

 
 

Figure 2. 

 

 
 

Figure 3. 

 

5. CONCLUSIONS 
 
In a large-scale multiple-input multiple-output system, as the number of antennas increase, 

channel capacity can be increased and irrelevant noise and interference can be eliminated. 
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However, an unlimited number of base station antennas will increase computational complexity 
and SNR can no longer be improved. In this paper, we employ time reversal technology to reduce 

complexity and improve SNR. When the channel delay length is greater than the cyclic prefix 

length, compared with the traditional MIMO-GFDM system, the proposed TRZF will not 

increase the error rate and also reduces the computational complexity. 
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ABSTRACT 
 

Limited energy resources and sensor nodes’ adaptability with the surrounding environment play 

a significant role in the sustainable Wireless Sensor Networks. This paper proposes a novel, 

dynamic, self-organizing opportunistic clustering using Hesitant Fuzzy Linguistic Term 

Analysis- based Multi-Criteria Decision Modeling methodology in order to overcome the CH 

decision making problems and network lifetime bottlenecks.  The asynchronous sleep/awake 

cycle strategy could be exploited to make an opportunistic connection between sensor nodes 

using opportunistic connection random graph.  Every node in the network observe the node gain 

degree, energy welfare, relative thermal entropy, link connectivity, expected optimal hop, link 

quality factor etc. to form the criteria for Hesitant Fuzzy Linguistic Term Set. It makes the node 

to evaluate its current state and make the decision about the required action (‘CH’, ‘CM’ or 
‘relay’). The simulation results reveal that our proposed scheme leads to an improvement in 

network lifetime, packet delivery ratio and overall energy consumption against existing 

benchmarks. 
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Graph Theory, Wireless Sensor Networks, Hesitant Fuzzy Linguistic Term Set, Opportunistic 

Routing and RF Energy Transfer. 

 

1. INTRODUCTION 
 
Wireless Sensor Networks (WSNs) should operate for a long time for a specific application like 

Smart Home, environmental monitoring, disaster management, forest fires, precision agriculture, 

surveillance system traffic monitoring etc.  Power-constrained WSNs have to adjust their 
sleep/awake cycle according to the application requirements in order to maximize the network 

lifetime and overall energy consumption [1].  Sectional failure and thermal exposure can cause 

significant damage to sensor nodes. Moreover, different units of a sensor node behave differently 
when exposed in sunlight for long period of time for example; the performance of a typical 

transceiver is degraded with the increase in temperature. The purpose of deploying WSNs is to 

achieve a shared goal through sensor collaboration and data aggregation.  In order to allocate the 

resources to sensor nodes effectively, topology architecture is needed in which sensors are 
organized in clusters [1]. The multi-hop routing in this clustering topology can result in the 

decrease of overall energy consumption and interference among sensor nodes due to specific 

timeslots allocation [2]. In addition to it, it could also effectively optimize the data redundancy by 
significantly reducing the collected data size using data aggregation techniques at Cluster Head 

(CH) level [1-2].   

http://airccse.org/cscp.html
http://airccse.org/csit/V11N20.html
https://doi.org/10.5121/csit.2021.112010
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Researchers have proposed different node scheduling techniques to save battery power of sensor 
nodes i.e. synchronous and asynchronous sleep/awake scheduling. Asynchronous sleep/awake 

scheduling is designed to prolong the network lifetime and improve energy utilization by creating 

an opportunistic node connection between sensor nodes in the network [3-6]. A very popular 

technique to ensure sustainable operation of sensor nodes is Opportunistic Routing (OR) which is 
a paradigm in WSNs that benefit from broadcasting characteristics of a wireless medium by 

selecting multiple sensor nodes as candidate forwarders. This set of sensor nodes is called a 

Candidate Set (CS). The performance of OR significantly depends on several key factors, such as 
the OR metric, the candidate selection algorithm, and the candidate coordination method. Based 

on the asynchronous sleep/awake scheduling in OR, a node can sense, process, and 

transmit/receive during its active state [3-4]. Conversely, a node enters its sleeping state for an 
interval predefined or calculated according to contemporary environmental conditions.  

Researchers have also worked on temperature adaptive sleep/awake scheduling techniques [7-8]. 

 

The information  entropy utilizes probability distribution function (pdf) to statistically measure 

the degree of uncertainty [9]. The entropy H(X) of a random variable 𝑋 =  {𝑥1, 𝑥2, . . . 𝑥𝑛} 
having probability distribution as p(X) can be given as 𝐻(𝑥) =  ∑ 𝑝(𝑥)𝑙𝑜𝑔2𝑝(𝑥)𝑥∈𝑋  for 0 ≤ H(X) 

≤ 1 [9-10]. It should be kept in focus that CH or BS should not be hesitant or irresolute about any 
of their decisions regarding cluster formation and data fusion. Keeping in view OR and 

temperature adaptive sleep/awake scheduling, we have selected multiple parameters including 

time frequency parameter, node’s gain energy, relative thermal entropy, expected optimal hops, 

link quality factor in terms of signal-to-noise ratio, as our attributes of hesitant fuzzy linguistic 
term set. These attributes are used to assess the role of nodes and self adaptively make the 

appropriate decision in a round of operation. No concept of duty cycle is used in our proposed 

scheme.  Furthermore, our proposed scheme FLOC uses this information in a Multi-Attribute 
Decision Modelling (MADM) framework to efficiently utilize our hesitant fuzzy linguistic term 

set to incorporate a qualitative assessment of the parameters by a node and help the node observe 

a situation adaptive role transition. The rest of the paper is organized as follows: Section 2 

contains the discussion on some related works.  System modelling is presented in Section 3. Our 
proposed scheme FLOC is presented in Section 4. HFLTS analysis is provided in Section 5. 

Section 6 presents the simulation framework and performance evaluation of the proposed 

technique. Finally, section 7 concludes the paper with some targeted future works. 
 

2. RELATED WORK 
 

Various researchers have focused on proposing different routing protocols for WSNs based on 

different parameters such as end–end delay, packet delivery ratio, network lifetime, overall 
energy consumption, control packet overhead, and sink node mobility, etc. Ogundile et al. [1] 

presented a detailed survey for energy efficient and energy balanced routing protocols for WSNs 

including the taxonomy of cluster-based routing protocols for WSNs. Routing protocols in WSNs 
can be segmented into two main categories, i.e., hierarchical and non-hierarchical routing 

protocols. Non-hierarchical routing protocols are designed in accordance with overhearing, 

flooding, and sink node position advertisement, whereas hierarchical routing protocols are 
designed on the basis of grid, tree, cluster and area [1-3][12]. Different hierarchical routing 

protocols have their own merits and demerits, but as far as cluster-based hierarchical routing 

protocols are concerned, researchers have been challenged with a task of achieving an optimal 

balance between end–end delay and energy consumption [9-13].  
 

Yang et al. [5] introduced the utilization of sleep/awake cycle of sensor nodes to prolong the 

network lifetime. The sleep/awake cycle can be segmented into two categories—synchronous and 
asynchronous sleep/awake cycle. In this paper, our focus is only towards asynchronous 

sleep/awake scheduling. Depending on the network connectivity requirements in terms of traffic 
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coverage, Mukherjee et al. [15] proposed an asynchronous sleep/awake scheduling technique 
with a minimum number of sensor nodes to achieve the required network coverage. As a result of 

asynchronous sleep/awake scheduling, opportunistic node connections are established between 

sensor nodes and their neighbours, which brings the need of Opportunistic Connection Random 

Graph (OCRG) theory to properly model the opportunistic node connections by forming a 
spanning tree.  Anees et al. [6] proposed an energy-efficient multi-disjoint path opportunistic 

node connection routing protocol for smart grids (SGs) neighbourhood area networks (NAN).  

Anees et al. [13] also proposed a delay aware energy-efficient opportunistic node selection in 
restricted routing for delay sensitive applications. In this protocol, the information related to 

updated position of sink is advertised by multiple ring nodes and data is forwarded to mobile sink 

using ring nodes having maximum residual energy.   
 

In a few asynchronous sleep/awake scheduling techniques, the sensor nodes are found to remain 

in active listening mode for a long amount of time, resulting in unnecessary consumption of 

energy. A popular WSN MAC protocol, Sensor Medium Access Control (SMAC), has been 
proposed by Ye et al. [16]. SMAC protocol lets the node listen for a fixed interval of time and 

turn their radio off (sleep state) for a fixed duration. Barkley-MAC (BMAC) [17] provides an 

adaptive preamble sampling technique to effectively reduce the duty cycle and idle listening by 
the sensor nodes. They are required to wake up periodically to check for ongoing 

communications. Shah et al. [18] devised a guaranteed lifetime protocol in which the sink node 

assigns sleep/awake periods for other nodes depending on residual energy, sleep duration, and 
coverage by the nodes. A mathematical model for temperature adaptive sleep/awake strategy is 

developed by Bachir et al. [8] with three proposed algorithms i.e. Stop Operate (SO), a Power 

control (PC), and Stop-Operate-Power-Control (SOPC). The sensor nodes running any of the 

algorithms are supposed to observe the contemporary state based on a pre-calculated relationship 
between node-density and temperature. Thermal entropy of the sensor nodes has been explored in 

the intelligent sleep-scheduling technique iSleep [19].  Reinforcement Learning based sleep-

scheduling algorithm RL-Sleep has been proposed in [7] in which the authors have used a 
temperature model and Q-learning technique to switch the sleep/awake states adaptively, 

depending on the environmental situation.   

 

It has been revealed through a detailed literature review that most of the clustering schemes 
consider energy efficiency, traffic distribution, or coverage-efficiency as the prime criteria for 

state-scheduling and decision modelling of sensor nodes instead of relative thermal entropy, 

temperature adaptability or hesitant fuzziness used for nodes’ role transition etc.  A few entropy 
based clustering schemes have been proposed in which entropy weight coefficient method is 

adopted for decision making in cluster-based hierarchical routing protocol [20-21].Multi-Criteria 

Decision Analysis (MCDA) and Multi-Attribute Sensors Decision Modelling (MADM) using 
entropy weight coefficients are also types of entropy weight-based multi-criteria decision routing 

[21].  Anees et al. [9] proposed hesitant fuzzy entropy based opportunistic clustering and data 

fusion algorithm for heterogeneous WSNs. In this algorithm, the local sensory data is gathered 

from sensor nodes by utilizing hesitant fuzzy entropy based multi-attribute decision modelling for 
cluster head election procedure. Zhai et al. [10] developed Hesitant Language Preference 

Relationships (HLPR) to improve the credibility of WSNs by fusing uncertain information and 

putting forward exact opinion about different WSN schemes.  
 

Varshney [22] proposed an emerging concept of simultaneous wireless information and power 

transfer (SWIPT) in which both energy and data are transferred over RF links simultaneously. 
Guo et al. [23] utilized the concept the SWIPT to extend the network lifetime of a clustered WSN 

by wirelessly charging the relay nodes which are responsible to share data with BS. Zhou et al. 

[24] proposed dynamic power splitting (DPS) to adjust the power ratio of information encoding 

and energy harvesting in EHWSNs. Anees et al. [25] proposed harvested energy scavenging and 
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transfer capabilities in opportunistic ring routing in which a distinguishing approach of hybrid 
(ring + cluster) topology is used in a virtual ring structure and then a two-tier routing topology is 

used in the virtual ring as an overlay by grouping nodes into clusters. Overall, to the best of our 

knowledge, there is no published literature which focuses on thermal entropy based HFLTS 

analysis for energy efficient opportunistic clustering. In this paper, we have considered a set of 
attributes that regulate the nodes’ decisions about its role transition conducive to the current 

situation in a cluster and provided a detailed solution for optimally handling problems in energy 

efficient opportunistic clustering using relative thermal entropy based HFLTS analysis.  
 

3. SYSTEM MODELING 
 

3.1. Network model 

 

A 𝑀𝑥𝑀 network area denoted as 𝐴 is considered for FLOC in which 𝑁 sensor nodes are 

deployed randomly and independently. We have assumed that sensor nodes follow a uniform 

distribution. The node-density of the network is denoted as 𝜆0  =  
𝑁

𝐴
. All sensor nodes use short 

radio range (RS) for sensing and transmission purposes whereas sink node can use RS for 

transmission & reception and long radio range (RL) for data collection tasks using a tag message.  

However, all sensor nodes can exploit the power control function and communicate with different 

neighbouring nodes within various power levels.  A probe message is shared by each sensor node 
to acquire the neighbour information as discussed in [6].  Each sensor node is equipped with a 

power splitting radio, which is composed of a signal processing unit to transfer energy to or from 

neighbours using RF link. Moreover, it is also assumed that every sensor node is aware of its 
position using the energy-efficient localization method [26-29].  

 

Each sensor node is characterized by a set of k attributes named as 𝐶 =  {𝑐1, 𝑐2 , … . 𝑐𝑘} and a set 

of weights 𝑤𝑡 = {𝑤𝑡1, 𝑤𝑡2, … . 𝑤𝑡𝑝} is assigned by sensor node to the 𝑝 criteria of 𝐶. Furthermore, 

the sensor node undergoes 𝑦 states i.e.  𝑆𝑇 = {𝑆𝑇1, 𝑆𝑇2 , … . 𝑆𝑇𝑦}, where𝑆𝑇1 represents the 

favorable state (attribute values are above threshold) and 𝑆𝑇𝑦 represents the stressed state 

(attribute values below threshold. Depending on multiple parameters, the sensor node decides 

about the most suitable action against the contemporary state i.e. 𝐴𝐶 = {𝐶𝐻, 𝐶𝑀, 𝑅𝑒𝑙𝑎𝑦}. 
Hesitant Fuzzy Sets have been used in our proposed scheme which enables the sensor node to 
decide about the optimal action after assessing the respective conditions. 

 

3.2. Energy Model 

 
The energy consumption model [6] for radio energy dissipation during transmission and 

reception is considered in which the energy required to transmit l bits of data over distance d can 

be given in (1) as:  

 

𝐸𝑇𝑥(𝑉𝑖 , 𝑉𝑗) =  {
𝐸𝑒𝑙𝑒𝑐𝑙 +  𝜀𝑓𝑠𝑙𝑑𝑉𝑖𝑉𝑗

2                        𝑑 < 𝑑0

𝐸𝑒𝑙𝑒𝑐𝑙 +  𝜀𝑚𝑝𝑙𝑑𝑉𝑖𝑉𝑗
4                      𝑑 ≥ 𝑑0

        (1) 

 
where Eelec is the energy spent by transmitter on running the radio electronics, εfs is the free 

space energy dissipated by power amplifier depending on the Euclidean distance dViVj  between 

the transmitter and receiver, εmp is the muti-path fading factor for energy dissipated by power 

amplifier depending on Euclidean distance dViVjbetween transmitter and receiver. The threshold 
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distance dois given as do = √
εfs

εmp⁄ . Likewise, the energy required to receive l bits of data over 

distance d is given in (2) as: 
 

𝐸𝑅𝑥 = 𝐸𝑒𝑙𝑒𝑐𝑙                (2) 

 
The energy used for sensing l bits of data in the virtual ring at the beginning of each round can be 

given as Esense =  Eelecl. Accordingly, the total energy consumed by cluster member (CM) can 

be computed in (3) as: 
 

𝐸𝐶𝑀 = 𝐸𝑠𝑒𝑛𝑠𝑒 + 𝐸𝑇𝑥 = 𝐸𝑒𝑙𝑒𝑐𝑙 +  𝐸𝑒𝑙𝑒𝑐𝑙 + 𝜀𝑓𝑠𝑙𝑑𝑉𝑖𝑉𝑗
2 (3) 

 
Each CH is responsible for data gathering, aggregating the received data and then relaying that 

data towards sink, so the total energy consumed by a CH can be computed in (4) - (5) as 

 

𝐸𝐶𝐻 = 𝐸𝑠𝑒𝑛𝑠𝑒 + (
𝑁

𝑁𝐶
− 1) 𝐸𝑅𝑥 + (

𝑁

𝑁𝐶
) 𝑙𝐸𝐴 + (

𝑁

𝑟
)𝐸𝑇𝑥                        (4) 

𝐸𝐶𝐻 = 𝐸𝑒𝑙𝑒𝑐𝑙 + (
𝑁

𝑁𝐶
− 1) 𝐸𝑒𝑙𝑒𝑐𝑙 + (

𝑁

𝑁𝐶
) 𝑙

𝐸𝑒𝑙𝑒𝑐

𝑅𝐶𝐶
+ (

𝑁

𝑟
)𝐸𝑒𝑙𝑒𝑐𝑙 + (

𝑁

𝑟
) 𝜀𝑚𝑝𝑙𝑑𝑉𝑖𝑉𝑗

4 (5) 

 

where NC represents the number of clusters in the network, 
N

NC
is the number of working sensor 

nodes per cluster in which we have 1 CH and 
N

NC
− 1 CMs. EA signifies the data aggregating 

energy at CH level, r represents the compression ratio and RCC symbolizes the communication to 

computation ratio. 

 

4. PROPOSED SCHEME FLOC 
 

4.1. Ambient temperature and Relative thermal entropy 

 
In this section, the proposed scheme FLOC is discussed in detail. As the hesitant fuzzy linguistic 

term set analysis is based on MADM, we need to consider several parameters like ambient 

temperature, asynchronous sleep/awake cycle, relative thermal entropy, gain degree, expected 

optimal hops and link quality factor as attributes of hesitant fuzzy set. Keeping in view the 
diurnal temperature variation caused by solar radiation, the sensor nodes placed under direct 

sunlight absorb higher heat energy than the sensor nodes in shadow. According to temperature 

model in [7], the temperature of a sensor node 𝑖 after solar heat absorption for amount of time ∆𝑡 
can be represented in (6) as, 

 

𝑇𝑡+∆𝑡
𝑖 = 𝑚𝑎𝑥 {𝑇𝑡

𝑖 +
(𝑆𝑆𝑈𝑁(𝑡)𝛼(𝑡)−𝜂𝑇

4)

𝑐𝑝𝜃
𝐴𝑟𝑒𝑎𝑠𝑒𝑛𝛥𝑡, 𝑇𝑡

𝑖}                      (6) 

 

where 𝑇𝑡
𝑖 is the temperature of a node 𝑖 at time 𝑡, 𝑆𝑆𝑈𝑁(𝑡) denotes the amount of radiation by the 

sun at that time, 𝛼(𝑡) is the temporal variation of sun exposure, 𝐴𝑟𝑒𝑎𝑠𝑒𝑛 is the exposed area 

through which the sensor node absorbs solar heat, 𝜂 is Boltzman constant, 𝜃 represents the mass 

of the sensor node, 𝑐𝑝 represents the specific heat and 𝑇𝑡+∆𝑡
𝑖  symbolizes the ambient temperature. 

The change in temperature of a sensor node can be extracted from equation (7) i.e. 

 

𝛥𝑇𝑖 =
(𝑆𝑆𝑈𝑁(𝑡)𝛼(𝑡)−𝜂𝑇

4)

𝑐𝑝𝜃
𝐴𝑟𝑒𝑎𝑠𝑒𝑛𝛥𝑡                                        (7) 
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The resultant temperature 𝑇𝑖 of a sensor node i is given as 𝑇𝑖 = 𝑇𝑡+∆𝑡
𝑖 = 𝑇 + 𝛥𝑇𝑖. Foregoing in 

view, the solar radiation pattern for a day can be represented as 𝑆𝑆𝑈𝑁(𝑡) = 𝑆𝑆𝑈𝑁
𝑚𝑎𝑥𝑒𝑥𝑝

−(𝑡−𝜌)2

2𝜎2 , 0 ≤
 t ≤  2ρ where SSUN

max is the peak value of the solar radiation during the day [7].  It has been found 

that the identical sensor nodes behave differently to the temperature variations due to solar 

radiation exposure, traffic flow and relative position of the sensor node [8]. Let Ti be the 

temperature of the 𝑖th node and 𝑇𝐻 be the highest temperature for which the 𝑖th node becomes 

non-operational.  The probability of failure of a sensor node due to temperature increase can be 

represented as 𝑝𝑖 =
𝑇𝑖

𝑇𝐻
, where 𝑇𝑖 can be acquired from equation (6)& (7) and 𝑇𝐻  symbolizes the 

highest temperature the sensor node can withstand.  Here we have assumed that 𝑇𝐻 is the same 

for all sensor nodes in the network. The cumulative effect of failure likelihood leads to network 
instability; therefore we need a probability distribution function (PDF) to measure the degree of 

uncertainty in the sensor network. It should be kept in focus that any sensor node due to failure 

likelihood should not be hesitant or irresolute about any of the operating mode. This hesitancy or 
irresolution resembles entropy.   

 

The entropy H(X) of a random variable 𝑋 =  {𝑥1, 𝑥2, . . . 𝑥𝑛} having probability distribution as 

p(X) can be given as 𝐻(𝑋) = −∑ 𝑝(𝑥)𝑙𝑜𝑔2𝑥∈𝑋 𝑝(𝑥) for 0 ≤  H(X)  ≤  1 [9]. Similarly, the 

Shannon’s entropy at 𝑖th node can be defined as 𝐻(𝑝𝑖) = −𝑝𝑖𝑙𝑜𝑔2𝑝𝑖. The relative contribution of 

a sensor node towards the probable instability of the network can be estimated using relative 

thermal entropy by calculating the entropy in neighborhood i.e.  
 

𝐻𝑟𝑒𝑙
𝑡ℎ𝑒𝑟𝑚 =

𝐻(𝑝𝑖)

∑ 𝐻(𝑝𝑗)𝑗∈𝑛𝑏𝑟𝑖

                                                (8) 

 

Where 𝐻𝑟𝑒𝑙
𝑡ℎ𝑒𝑟𝑚 indicates the relative thermal entropy and nbri represents the neighborhood 

dataset.  

 

4.2. Energy transfer and Asynchronous sleep/awake cycle 

 

The amount of energy a node 𝑖 could acquire from its neighbouring sensor node 𝑗 through RF 

transfer based on sensor node's ability to control their power level, can be defined in equation (9) 
and (10) as: 

 

𝐸𝑡𝑟𝑎𝑛𝑠(𝑉𝑗,𝑉𝑖) = 𝜂1𝜇𝑃𝑗|ℎ𝑉𝑖,𝑉𝑗|
2 = 𝜂1𝜇𝑃𝑗|𝛽1𝑑(𝑉𝑖,𝑉𝑗)

−𝛼1 |2             (9) 

𝛤𝑉𝑖 = ∑ 𝐸𝑡𝑟𝑎𝑛𝑠(𝑉𝑗,𝑉𝑖)
𝑘
𝑗=1 = ∑ 𝜂1𝜇𝑃𝑗|𝛽1𝑑(𝑉𝑖,𝑉𝑗)

−𝛼1 |2𝑘
𝑗=1              (10) 

 

where 𝐸𝑡𝑟𝑎𝑛𝑠(𝑉𝑗,𝑉𝑖) is the amount of energy node 𝑗 can transfer to its neighbor𝑖, 𝜂1 is the energy 

conversion efficiency 0 <𝜂1< 1, 𝜇 is the energy and data splitting ratio 0 <𝜇< 1, 𝑃𝑗 is the signal 

power received from node j, ℎ𝑉𝑖,𝑉𝑗 is the channel gain, 𝛽1 is a constant which depends on the 

environment's radio propagation properties, 𝛼1 is the path loss exponent, and 𝛤𝑉𝑖is the node 𝑉𝑖’s 

gain degree. Foregoing in view, the total available energy at node 𝑖 can be computed as: 
 

𝐸𝑇(𝑉𝑖) = 𝛤𝑉𝑖 + 𝐸𝐵𝑎𝑡(𝑉𝑖)        (11) 

 
where 𝐸𝐵𝑎𝑡(𝑉𝑖) is the remaining battery energy of node i in (11). The amount of energy shared by 

a node with its neighbours depends on activities such as sensing, relaying, sleep/awake schedule 

etc. In contrast to conventional routing algorithms in WSNs, our proposed scheme can serve both 

data and energy in its routing topology. We used opportunistic connection random graph (OCRG) 
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in FLOC to model the opportunistic node connections between sensor nodes. Let 𝐺(𝑆𝑆𝑁 , 𝑂𝐶 , 𝐿) 
be the graph representing OCRG in which 𝑆𝑆𝑁 represents the set of nodes in the network, 𝑂𝐶  

represents set of opportunistic connections existing between any two adjacent neighbours and 

𝐿 represents the link connectivity of any two adjacent nodes in 𝑆𝑆𝑁.  As we know that if any 

sensor node works for longer time, it is highly likely that sensor node will be able to 
communicate with neighbours due to higher status transition frequencies, thus it will contribute in 

improving the link connectivity.  The link connectivity also depends on the data routing cost 

𝐷𝑅𝐶 : 𝑂𝐶 → 𝑅 such that 𝐷𝑅𝐶(𝑖, 𝑗) is the cost associated with link (𝑖, 𝑗). Our routing metric can be 

defined as: 𝑀𝑖𝑛∑ 𝐷𝑅𝐶(𝑉𝑖,𝑉𝑖+1)
𝑛−1
𝑖=1 ,  𝐷𝑅𝐶(𝑉𝑖,𝑉𝑖+1) ≥ 0. The data routing cost can be computed 

using 𝐸𝐶(𝑉𝑖,𝑉𝑗), 𝐸𝑇(𝑉𝑖) and 𝐸𝑇(𝑉𝑗) and is given in (12). 

 

𝐷𝑅𝐶(𝑉𝑖,𝑉𝑗) = 
𝐸𝐶(𝑉𝑖,𝑉𝑗)

(𝐸𝑇(𝑉𝑖)
+ 𝐸𝑇(𝑉𝑗)

)
            (12) 

 
where 𝐸𝐶(𝑉𝑖,𝑉𝑗) is the transmission energy consumed over link (𝑖, 𝑗), 𝐸𝑇(𝑉𝑖) is the available total 

energy (including battery and gained energy through RF transfer) of node 𝑖, 𝐸𝑇(𝑉𝑗) is the 

available energy (including battery and gained energy through RF transfer) of node 𝑗. It is 
pertinent to mention that energy is also transferred along with the data in the routing process to 

compensate for the transmission energy consumed over each link and more energy is conserved 

than consumed as the sensor nodes are using strong signals for transmission purposes.   
 

As far as asynchronous sleep/awake cycle is concerned, we have proposed the concept of 

sleep/awake cycle schedule (𝑊𝑣/𝑆𝑣) and status transition frequencies (𝐹𝑆𝑇) to investigate the 

opportunistic node connection between sensor nodes in each data collection period. We 

calculated the time-frequency parameter 𝑇𝐹𝑉𝑖𝑉𝑗  based on working time 𝑊𝑉𝑖 and 𝑊𝑉𝑗 of sensor 

nodes 𝑉𝑖 and 𝑉𝑗, data collection duration 𝑇𝐶𝑃 , status transition frequencies 𝐹𝑆𝑇𝑖 and 𝐹𝑆𝑇𝑗  in 

equation (13) and (14) as, 

 

𝑇𝐹𝑉𝑖𝑉𝑗 = (
𝐹𝑆𝑇𝑉𝑖
𝐹𝑆𝑇𝑚𝑎𝑥

×
𝑊𝑉𝑖

𝑇𝐶𝑃
) (

𝐹𝑆𝑇𝑉𝑗

𝐹𝑆𝑇𝑚𝑎𝑥
×
𝑊𝑉𝑗

𝑇𝐶𝑃
)                                    (13) 

𝑇𝐹𝑉𝑖𝑉𝑆𝐼𝑁𝐾 = (
𝐹𝑆𝑇𝑉𝑖
𝐹𝑆𝑇𝑚𝑎𝑥

×
𝑊𝑉𝑖

𝑇𝐶𝑃
) (𝑊𝑉𝑆𝐼𝑁𝐾

)                 (14) 

 
Using the time-frequency parameter 𝑇𝐹𝑉𝑖𝑉𝑗 and data routing cost 𝐷𝑅𝐶 , our link connectivity 

𝐿𝑉𝑖𝑉𝑗 can be computed in (15) as, 

 

𝐿𝑉𝑖𝑉𝑗 = 𝛼2𝐷𝑅𝐶(𝑖, 𝑗) + (1 − 𝛼2)𝑇𝐹𝑉𝑖𝑉𝑗                                      (15) 

 

𝐿𝑉𝑖𝑉𝑗 = 𝛼2 (
𝐸
𝐶(𝑉𝑖,𝑉𝑗)

(𝐸𝑇(𝑉𝑖)
+ 𝐸

𝑇(𝑉𝑗)

) + (1 − 𝛼2) (
𝐹𝑆𝑇𝑉𝑖
𝐹𝑆𝑇𝑚𝑎𝑥

×
𝑊𝑉𝑖

𝑇𝐶𝑃
) (

𝐹𝑆𝑇𝑉𝑗

𝐹𝑆𝑇𝑚𝑎𝑥
×
𝑊𝑉𝑗

𝑇𝐶𝑃
)          (16) 

 
Where α2 is the appropriate weight assigned to data routing cost and time-frequency parameter in 
(16).  
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5. HESITANT FUZZY LINGUISTIC TERM SET (HFLTS) ANALYSIS 
 
We know that the nature of our problem is subjective and uncertain, that’s why we need a fuzzy 

computation based technique like HFLTS. A generalization of the basic fuzzy set which deals 

with the uncertainty starting from the hesitation in the assignment of membership degrees of an 

element is known as Hesitant Fuzzy  Set (HFS) [7-9]. We start the HFLTS analysis with a set of 
inputs containing total number of nodes, sink, neighbor information, context free grammar, 

transformation function, set of alternatives, set of criteria and weight assignment. In FLOC, a 

node can attain two states based on the node’s gain energy and energy welfare. If the node’s gain 
degree is greater than the threshold and the normalized energy welfare is greater than the half of 

the maximum value of energy welfare, then the state evaluation  of a node can be considered as 

'optimistic'.  Likewise, if the node’s gain degree is less than the threshold and the normalized 

value of energy welfare is less than the half of the maximum value of energy welfare,  then the 
state evaluation  of a node can be considered as 'pessimistic'. After evaluating the state and 

acquiring the neighbourhood information, the node calculates the relative thermal entropy with 

reference to neighborhood.  The next step is to store different attributes like ambient temperature, 
relative thermal entropy, node gain degree, link connectivity, EOH [6] and link quality factor in 

an array and perform the data standardization by normalizing different attributes to obtain the 

fractional representation of attributes within [0 1] before defining the criteria.  The set of required 
actions of a sensor node is known as alternatives which can be denoted as {‘CH’, ’CM’, ’Relay’} 

and the suitable action chosen by the sensor node 𝑖 from alternatives is based on the criteria 

defined in (17) i.e.,  

 

𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎 =

{
 

 𝑁𝑜𝑑𝑒 𝑔𝑎𝑖𝑛 𝑑𝑒𝑔𝑟𝑒𝑒
𝐸𝑛𝑒𝑟𝑔𝑦 𝑊𝑒𝑙𝑓𝑎𝑟𝑒

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑒𝑛𝑡𝑟𝑜𝑝𝑦
𝐿𝑖𝑛𝑘 𝐶𝑜𝑛𝑛

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑂𝑝𝑡𝑖𝑚𝑎𝑙 𝐻𝑜𝑝
𝐿𝑖𝑛𝑘 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟 }

 

 

= {𝐸𝑇(𝑉𝑖), 𝐸𝑊, 𝐻𝑟𝑒𝑙
𝑡ℎ𝑒𝑟𝑚 , 𝐿𝑉𝑖𝑉𝑗 , 𝐸𝑂𝐻, 𝐿𝑄𝑅}         (17) 

 

And the corresponding weights assigned to the members defining the criteria will be 𝑤𝑇 =
{𝑤1, 𝑤2 , …𝑤|𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎|}, |𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎| is the cardinality of Criteria. Now we assume our linguistic 

term set as, 

𝑆 =

{
 
 

 
 
𝑠1:𝐸𝑥𝑡𝑟𝑒𝑚𝑒𝑙𝑦 𝑙𝑜𝑤(𝑒𝑙)

𝑠2:𝑣𝑒𝑟𝑦 𝑙𝑜𝑤(𝑣𝑙)

𝑠3:𝑙𝑜𝑤(𝑙)

𝑠4:𝑚𝑒𝑑𝑖𝑢𝑚(𝑚)
𝑠5:ℎ𝑖𝑔ℎ(ℎ)

 𝑠6:𝑣𝑒𝑟𝑦 ℎ𝑖𝑔ℎ(𝑣ℎ)

𝑠7:𝑝𝑒𝑟𝑓𝑒𝑐𝑡(𝑝) }
 
 

 
 

           (18) 

 

The normalized attribute values after data standardization in the hesitant fuzzy set are converted 

to linguistic term set S using triangular membership function as depicted from Fig 1. A context-

free grammar 𝐺𝐶𝐹 [7] has been used to produce linguistic terms for the alternatives against 

different values of the criteria. These HFS membership values are then transformed into HFLTS 

using a transformation function 𝐸𝐺𝐶𝐹 as shown in equation (19) and (20). 
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Figure1. Linguistic term set conversion using triangular membership function 

 
𝐻 =

𝑥1
𝑥2
𝑥3

[

𝑐1 𝑐2                                𝑐3
𝑔𝑟𝑒𝑎𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 ℎ     𝑔𝑟𝑒𝑎𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 ℎ     𝑙𝑜𝑤𝑒𝑟 𝑡ℎ𝑎𝑛 𝑚

       𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑙 𝑎𝑛𝑑 ℎ    𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑣𝑙& ℎ    𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑙 𝑎𝑛𝑑 𝑣ℎ
𝑔𝑟𝑒𝑎𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 𝑙    𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑣𝑙& ℎ    𝑙𝑜𝑤𝑒𝑟 𝑡ℎ𝑎𝑛 ℎ

𝑐4 𝑐5                               𝑐6
𝑔𝑟𝑒𝑎𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 ℎ     𝑙𝑜𝑤𝑒𝑟 𝑡ℎ𝑎𝑛 𝑚       𝑏𝑒𝑡𝑤𝑒𝑒𝑛 ℎ 𝑎𝑛𝑑 𝑝

 𝑔𝑟𝑒𝑎𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 𝑚    𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑙 𝑎𝑛𝑑 𝑣ℎ 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑚 𝑎𝑛𝑑 𝑣ℎ
𝑔𝑟𝑒𝑎𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 𝑚   𝑙𝑜𝑤𝑒𝑟 𝑡ℎ𝑎𝑛 𝑚       𝑏𝑒𝑡𝑤𝑒𝑒𝑛 ℎ 𝑎𝑛𝑑 𝑝

]

(19) 

 
where, 𝑐1  =  𝑁𝑜𝑑𝑒 𝑔𝑎𝑖𝑛 𝑑𝑒𝑔𝑟𝑒𝑒 , 𝑐2  =  𝐸𝑛𝑒𝑟𝑔𝑦 𝑊𝑒𝑙𝑓𝑎𝑟𝑒, 𝑐3  =  𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑒𝑛𝑡𝑟𝑜𝑝𝑦, 𝑐4  =  𝐿𝑖𝑛𝑘 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦, 

𝑐5  =  𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑂𝑝𝑡𝑖𝑚𝑎𝑙 𝐻𝑜𝑝, 𝑐6  =  𝐿𝑖𝑛𝑘 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟, 𝑥1 = CH state, 𝑥2 = CM state, 𝑥3 = Relay state. 

Subsequently, the decision matrix 𝐷𝑀 is then converted to HFLTS by using a transformation 

function 𝐸𝐺𝐶𝐹. 

 
 

𝐻 = 𝑥1
𝑥2
𝑥3

[

𝑐1 𝑐2                          𝑐3
{𝑣ℎ, 𝑝} {𝑣ℎ, 𝑝}                {𝑒𝑙, 𝑣𝑙 , 𝑙}

{𝑙, 𝑚, ℎ}             {𝑣𝑙, 𝑙,𝑚 ℎ}         { 𝑙,𝑚, ℎ, 𝑣ℎ}

     {𝑚, ℎ, 𝑣ℎ, 𝑝}       {𝑣𝑙, 𝑙, 𝑚 ℎ}         {𝑒𝑙, 𝑣𝑙, 𝑙,𝑚}

𝑐4 𝑐5                     𝑐6
{𝑣ℎ, 𝑝}          {𝑒𝑙, 𝑣𝑙, 𝑙}            {ℎ, 𝑣ℎ, 𝑝}

{ℎ, 𝑣ℎ, 𝑝}     {𝑙, 𝑚, ℎ, 𝑣ℎ}       {𝑚, ℎ, 𝑣ℎ}

{ℎ, 𝑣ℎ, 𝑝}      {𝑒𝑙, 𝑣𝑙 , 𝑙}            {ℎ, 𝑣ℎ, 𝑝}

]       (20) 

 
The decision matrix 𝐷𝑀 includes the members ℎ𝑖𝑗 where 𝑖 ∈ {𝑥1, 𝑥2, 𝑥3} and𝑗 ∈

{𝑐1, 𝑐2, 𝑐3, 𝑐4, 𝑐5 , 𝑐6}. According to the definition of hesitant fuzzy linguistic term set, we can 

easily calculate the envelope of its members ℎ𝑖𝑗 using upper bound and lower bound rules. 

Accordingly, the new decision matrix Y containing the envelopes of H is given in equation (21) 

as, 
 

𝑌 = 𝑥1
𝑥2
𝑥3

[

   𝑐1 𝑐2               𝑐3
{𝑣ℎ, 𝑝} {𝑣ℎ, 𝑝}        {𝑒𝑙, 𝑙}

{𝑙, ℎ}            {𝑣𝑙, ℎ}         { 𝑙,𝑣ℎ}

  {𝑚, 𝑝}          {𝑣𝑙, ℎ}         {𝑒𝑙, 𝑚}

𝑐4 𝑐5              𝑐6
{𝑣ℎ, 𝑝}    {𝑒𝑙, 𝑙}         {ℎ, 𝑝}

{ℎ, 𝑝}    {𝑙, 𝑣ℎ}       {𝑚,𝑣ℎ}

{ℎ, 𝑝}      {𝑒𝑙, 𝑙}         {ℎ, 𝑝}

]                        (21) 

 

Now we utilize the node gain degree and energy welfare to classify the status of a node as 
‘Optimistic’ and ‘Pessimistic’. The ‘RetainFunc’ will be called if the status of a node is evaluated 

as ‘Optimistic’ and ‘ChangeFunc’ will be called if the status of a node is evaluated as 

‘Pessimistic’ depending upon the status evaluation criteria already discussed.  
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Function: RetainFunc (𝑨𝒍𝒕𝒆𝒓𝒏𝒂𝒕𝒊𝒗𝒆𝒔, 𝑪𝒓𝒊𝒕𝒆𝒓𝒊𝒂, 𝒀) 

1. 𝑭𝒐𝒓𝑖 = 1 𝑡𝑜 |𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑒𝑠| of 𝑌,  

2. 𝑭𝒐𝒓𝒋 = 1 𝑡𝑜 |𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎| of 𝑌 

3. Get 1-cut hesitant fuzzy set 𝐻𝑆
𝑗
(𝑥𝑖)𝛼=1 for 𝐻𝑆

𝑗
(𝑥𝑖),  

where, 𝐻𝑆
𝑗
(𝑥𝑖)𝛼=1  = [{𝐻𝑆−

𝑗
(𝑥𝑖)𝛼=1, 𝐻𝑆+

𝑗
(𝑥𝑖)𝛼=1}]  

4. 𝑬𝒏𝒅 

5. 𝑬𝒏𝒅 

6. 𝑭𝒐r 𝒆 = 𝟏 𝒕𝒐 |𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑒𝑠| of 𝑌 

7. 𝑭𝒐𝒓𝒇 = 𝟏 𝒕𝒐 |𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎| of 𝑌 

8. 𝑮𝒆𝒕 𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠 𝐼𝑚𝑎𝑥(𝑥𝑒 ) 𝑓𝑜𝑟𝑒𝑎𝑐ℎ 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑒 𝑥𝑖 𝑤𝑖𝑡ℎ 𝑟𝑒𝑠𝑝𝑒𝑐𝑡 𝑡𝑜 𝑒𝑎𝑐ℎ 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 𝑓;  

𝑤ℎ𝑒𝑟e, 𝐼𝑚𝑎𝑥(𝑥𝑒 ) = [𝑀𝑎𝑥(𝐻𝑆−
𝑓

(𝑥𝑖)𝛼=1), 𝑀𝑎𝑥(𝐻
𝑆+
𝑓

(𝑥𝑖)𝛼=1)] 𝑓 ∈ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎 = [𝑢𝑒1
𝑚𝑎𝑥, 𝑢𝑒2

𝑚𝑎𝑥] 

9. 𝑅𝑎𝑛𝑘𝑒1
𝑜𝑝𝑡𝑖

 = max (1 − 𝑚𝑎𝑥 ( 
1−𝑢𝑖1

𝑚𝑎𝑥

𝑢𝑖2
𝑚𝑎𝑥−𝑢𝑖1

𝑚𝑎𝑥+1 
, 0) , 0) (𝐹𝑟𝑜𝑚 𝑒𝑞𝑢𝑎𝑡𝑖on (26))  

10. 𝑬𝒏𝒅 

11. 𝑬𝒏𝒅 

12. 𝑹𝒆𝒕𝒖𝒓𝒏 𝑚𝑎𝑥(𝑅𝑎𝑛𝑘𝑒1
𝑜𝑝𝑡𝑖

) 

 

Function: ChangeFunc (𝑨𝒍𝒕𝒆𝒓𝒏𝒂𝒕𝒊𝒗𝒆𝒔,𝑪𝒓𝒊𝒕𝒆𝒓𝒊𝒂, 𝒀) 𝑨𝒍𝒈𝒐𝒓𝒊𝒕𝒉𝒎: 

1. 𝑭𝒐𝒓𝑖 = 1 𝑡𝑜 |𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑒𝑠|of 𝑌 

2. 𝑭𝒐𝒓𝑗 = 1 𝑡𝑜|𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎| of 𝑌 

3. Get 1-cut hesitant fuzzy set HS
j
(𝑥𝑖)𝛼=1 for HS

j
(𝑥𝑖),  

where, HS
j
(𝑥𝑖)𝛼=1  = [{HS−

j
(𝑥𝑖)𝛼=1, H

S+
j

(𝑥𝑖)𝛼=1}] 

4. 𝑬𝒏𝒅 

5. 𝑬𝒏𝒅 

6. 𝑭𝒐𝒓𝑒 = 1 𝑡𝑜|𝐴𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑒𝑠| of 𝑌 

7. 𝑭𝒐𝒓𝑓 = 1 𝑡𝑜 |𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎| of 𝑌 

8. Get the intervals 𝐼𝑚𝑖𝑛(𝑥𝑒) for each alternative 𝑥𝑖 for each criterion f;  

where 𝐼𝑚𝑖𝑛(𝑥𝑒 ) = [𝑀𝑎𝑥(HS−
f (𝑥𝑖)𝛼=1), 𝑀𝑎𝑥(HS+

f (𝑥𝑖)𝛼=1)] 𝑓∈𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎 = [ue1
max, ue2

max] 

9. Ranke1
pessi

 = max (1 − 𝑚𝑎𝑥 ( 
1−ui1

max

ui2
max−ui1

max+1 
, 0) , 0) (𝐹𝑟𝑜𝑚 𝑒𝑞𝑢𝑎𝑡𝑖𝑜n (24)) 

10. 𝑬𝒏𝒅 

11. 𝑬𝒏𝒅 

12. 𝑹𝒆𝒕𝒖𝒓𝒏 𝑚𝑎𝑥(Ranke1
pessi

) 

 

The ‘RetainFunc’ and ‘ChangeFunc’ functions applies the 1-cut HFLTS to fuzzy sets in 𝑌 to 

generate the envelope for each criteria against every alternative and calculates the probabilistic 
ranking of the alternatives based on the interval calculated from the envelopes. For instance, if 

the probabilistic ranking of alternatives is [𝑥1>𝑥3 > 𝑥2], it indicates that the corresponding sensor 

node in its current state will probably retain its state and perform the role of a CH instead of CM 

or Relay node. But if the probabilistic ranking of alternatives is [𝑥2>𝑥3 > 𝑥1] or [𝑥3>𝑥2 > 𝑥1], it 
indicates that the sensor node’s preferred action will be to change its role as CM or relay instead 

of CH. 
 

6. RESULTS 
 

6.1. Simulation Environment 
 
We have evaluated the performance of FLOC in MATLAB 2019b and OMNET++ using cross 

platform library (MEX-API). This Application Programming Interface (API) can provide the user 

an easy bidirectional connection interface between MATLAB and OMNET++. Nodes are 

arranged in random topology. We have utilized low rate, low cost, short range, flexible and low 
power consumption standard IEEE 802.15.4 for our PHY and MAC layer. The performance 

metrics like active node ratio, average energy consumption and packet delivery ratio are analyzed 

against parametric benchmarks viz. node density and temperature variation. The performance of 
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FLOC is compared with three different approaches i.e. 1) SOPC [8], 2) BMAC [17], 3) RL-Sleep 
[7]. Stop-Operate Power-Control (SOPC) is a temperature-aware asynchronous sleep-scheduling 

algorithm in which energy, link connectivity and network coverage are preserved by putting a 

few sensor nodes in hibernation mode and controlling the rest of the sensor nodes’ transmission 

power. The communication range and number of active nodes are adjusted to maintain the critical 
density for consistent connectivity in the network. Berkley-MAC (BMAC) is a low-traffic, low-

power-consuming MAC protocol based on adaptive preamble sampling for duty cycling to 

preserve energy, provide effective collision avoidance and high channel utilization. RL-Sleep is 
an asynchronous reinforcement learning based procedure based on the adaptive state transition 

determined by sensor nodes. The state transition is based on temperature sensing and collecting 

information from the neighbourhood. The effect of various parameters on the performance of 
FLOC with other existing benchmarks is provided in this section. 

 
Table1. Simulation parameters 

 
Parameter Value 

Deployment area 500 m X 500 m 

𝑁 60-90  

𝑇𝐻  80oC 

𝑆𝑆𝑈𝑁
𝑚𝑎𝑥 1 

Maximum Temperature 80oC 

𝐴𝑟𝑒𝑎𝑠𝑒𝑛 20cm2 

𝑑0 20m 

𝑅 200m 

𝜀𝑓𝑠 50nJ/bit/m2 

𝜀𝑚𝑝 10pJ/bit/m2 

𝐸𝑒𝑙𝑒𝑐 50nJ/bit 

Initial Energy for nodes 5J(for neighbors of sink node) 

3J (For other nodes) 

𝑛𝑝 2 

𝑐𝑝 0.5 

𝑚𝑎𝑠𝑠 50g 

𝑟 0.25 

Number of packets 1024 

Length of packet 8000bits 

 

6.1.1. Active node ratio 

 

Figure (2) depicts the active node ratio comparison of FLOC with SOPC, BMAC and RL-Sleep. 

It is evident from the figure that the ratio of average number of active nodes to total number of 
sensor nodes in the network is higher for FLOC than in any other benchmark. Furthermore, the 

active node ratio for all approaches is optimum for N=80. We also evaluated the performance of 

FLOC against SOPC, BMAC and RL-Sleep for varying diurnal temperature. Figure (3) shows the 
comparison of active node ratio of FLOC and other benchmarks for diurnal temperature 

variations. It has been observed that FLOC outperforms all three approaches in terms of active 

node ratio.  The number of active sensor nodes in the network varies inversely with the diurnal 

temperature.  
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Figure 2. Active node ratio against node density 

 
 

Figure 3. Active node ratio for diurnal temperature variations 

 

6.1.2. Average energy consumption 
 

Figure (4) shows the performance comparison of FLOC with SOPC, BMAC and RL-Sleep in 

terms of average energy consumption. BMAC outperforms all other algorithms due to its 
adaptive preamble strategy and short duty cycle which play a significant role in preserving 

energy. The adaptive adjustment of temperature with respect to communication range leverages 

higher energy consumption for SOPC. FLOC performs better than SOPC and RL-Sleep but 
exhibits higher amount of energy consumption against BMAC due to packet broadcasting in the 

neighborhood. Figure (5) depicts the average energy consumption of FLOC against other 

approaches for diurnal temperature variation. FLOC and BMAC exhibit almost similar profile for 

average energy consumed whereas SOPC and RL-Sleep consumed higher amount of energy for 
N=80.  
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Figure 4. Average energy consumption against node density 

 

 
 

Figure 5. Average energy consumption for diurnal temperature variations 

 

6.1.3. Packet Delivery Ratio (PDR) 

 

Figure (6) depicts the comparison of FLOC with existing benchmarks in terms of PDR. FLOC 
outperforms other approaches in case of PD. Due to its opportunistic and environment adaptive 

sleep scheduling strategy, the additional power loss in FLOC can be compensated due to control 

packet overhead. BMAC shows the worst performance against existing benchmarks. Figure (7) 
shows the PDR of FLOC with other approaches for diurnal temperature variations. FLOC 

leverages a better packet delivery ratio in comparison to other techniques. It is pertinent to 

mention that PDR of FLOC decreases with the increase in diurnal temperature.  
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Figure 6. Packet delivery ratio against node density 

 

 
 

Figure 7. Packet delivery ratio for diurnal temperature variations 

 

7. CONCLUSIONS 
 
In this paper, a novel, distributed, FLOC algorithm is proposed based on the hesitant fuzzy 

linguistic term set (HFLTS) analysis in order to resolve the CH decision making problems and 

network lifetime bottlenecks using a dynamic network architecture involving opportunistic 
clustering. The attributes such as energy transfer based opportunistic routing, energy welfare, 

relative thermal entropy; expected optimal hops and link quality factor are utilized to form the 

criteria for Hesitant Fuzzy Linguistic Term Set and make a decision about the contemporary role 
of the node based on its current state. The effectiveness of FLOC is confirmed after carefully 

analyzing and evaluating its performance against several existing benchmarks. The simulation 

results have clearly shown that employing FLOC algorithm results in the improvement of active 

node ratio, average energy consumption and packet delivery ratio. The possible future work 
would be to perform the hesitant fuzzy linguistic term set analysis for harvested energy 

scavenging and transfer capabilities in opportunistic clustering.  
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ABSTRACT 
 

The K to 12 Basic Education program uses standards and a competency-based grading system. 

These are found in the curriculum guides. All grades will be based on the weighted raw score of 

the learners’ summative assessments. Senior High School Students have been graded on three 
categories the written work, performance tasks, and quarterly assessments. Technology plays a 

substantial role in helping teachers in the progress, communication, application, and grading of 

assessment tasks. Thus, this study aims to produce a feasible computerized grading system that 

will address these issues and problems encountered by the teachers in recording and monitoring 

grades.  The developed K12 Senior High School Students Academic Performance Monitoring 

System for Private Institutions with Decision Support System was compliant with ISO 25010 

quality standards as assessed by SHS Principal, SHS Faculty/ Teachers, and IT Experts. The 

developed system followed the policy and guidelines set by the department of education in the 

grading system. The decision support system of the developed system helped the senior high 

school principal and teachers in monitoring the grades and performance of the students in every 

subject. Monitoring the performance of the students academically and non-academically, and 

classifying the students who have at risk in their academic performance. 
 

KEYWORDS 
 
K to 12 Basic Education, competency-based grading system, Decision Support System, Senior 

High School Students, Academic Performance Monitoring System, ISO 25010 Quality 

Standards. 

 

1. INTRODUCTION 
 

Information technologies have affected every aspect of human activity and have a potential role 
to play in the field of education and training, especially, in distance education to transform it into 

an innovative form of experience. The need for new technologies in the teaching-learning process 

grows stronger and faster. Technology becomes a time of knowledge providing the complete and 

unmatched possibility for discovery, exchange of information, communication, and exploration to 
strengthen the teaching and student learning process. These can help the teachers and students 

have up-to-date information and knowledge. 

 
Report grades represent teachers’ student evaluationsof students’ performance. Educators must 

ensure that grading and reporting always meet the criteria for validity and reliability. And 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N20.html
https://doi.org/10.5121/csit.2021.112011
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because of their primary communication purpose, teachers must also ensure that grading and 
reporting are correct, accurate, and fair. [1]. 

 

The K to 12 Basic Education program uses standards and a competency-based grading system. 

These are found in the curriculum guides. All grades will be based on the weighted raw score of 
the learners’ summative assessments. The minimum grade required to pass a specific subject is 

60, which is transmuted to 75 on the report card. The lowest mark that can appear on the report 

card is 60 for Quarterly Grades and Final Grades. Learners are graded on written work, 
performance tasks, and quarterly assessments every quarter. These three are given a specific 

percentage that varies according to the nature of the learning. [2]. Technology plays a substantial 

role in helping teachers in the development, communication, implementation, and grading of 
assessment tasks. [3] 

 

Senior High School teachers feel that the time they need to take in the recording of class records. 

Computing for the grades of their student. With the help of computer technology, schools are 
taking advantage of a variety of grading systems. However, a greater majority, especially small 

schools, government schools, and schools in remote areas, still utilize the manual method of 

recording and computing for the grades of the students.  
 

The researchers want to develop a computerized grading system to lessen the workload of 

teachers. The common problems encountered in manual recording, accuracy in computations of 
grades, synchronization of records. As the teacher’s workload increases with growing amounts of 

grades and student lists that need to be attended to, it becomes tedious on the part of the teacher 

to capably manage them in time for file submission and reporting to higher education authorities. 

SHS Principal was not able to monitor the updates of class records in every teacher.  Thus, this 
study aims to implement a workable computerized grading system that will address these issues. 

 

1.1. Research Paradigm 
 

This part of the study is about the research paradigm. The proposed study bore three major 

components: Input, Process, and Output. 
 

 
 

Figure 1. Research Paradigm 
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Fig. 1 Presents the paradigm of the study.  Input includes the problem encountered in manual 
recording, policies, and guidelines in the computation of SHS Grading System, DepEd Order No. 

8, s. 2015 and DepEd Reports. The process includes the need analysis and system design and 

development of System, Testing, and Evaluation. The direct target of this study is to develop K12 

Senior High School Students Academic Performance Monitoring System for Private Institutions 
with Decision Support System, evaluate the level of compliance of the developed system to ISO 

25010 Software Quality Standards as assessed by the IT expert, and assess the acceptance level 

of the system as assessed by the principal and SHS faculty. 
 

1.2. Statement of the Problem 
 

1. What are the problems encountered in the manual grading system in terms of? 

a. Computation of Grades and 

b. Monitoring of Grades 
2. What computerized grading system with a decision support system can be developed for 

the Senior High School? 

3. What is the level of compliance of the developed computerized system to ISO 25010 
Software Quality Standards as assessed by the IT Expert in terms of: 

 Functional sustainability;  

 Performance efficiency;  

 Compatibility;  
 Usability;  

 Reliability;  

 Maintainability; 
 Portability and  

 Security. 

4. What is the extent acceptance level of the developed system as assessed by the principal 
and senior high school teachers in terms of: 

 Functional sustainability;  

 Performance efficiency;  

 Compatibility;  
 Reliability;  

 Maintainability; 

 Portability and  
 Security. 

 

2. METHODS 
 

2.1. Research Design 
 

This study used a descriptive research design and system development methods. The descriptive 

method was used to determine the present status and condition of the Senior high school grading 
system to describe and understand the present environment.  Environment analysis and need 

analysis were done on the adopted grading system of senior high school in this study. The 

existing senior high grading system policies and practices were analyzed to determine areas of 
computerization that can be performed for the development of the system, the Software 

Development Life Cycle (SDLC) methodology was used. This is to ensure that the phases in 

system development are done in the software building process. The Agile methodology of SDLC 
was adapted from the business understanding and requirements elicitation phase to testing the 

developed computerized grading system for senior high school students. 
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Figure 2. Agile Iterative Model 

 
Fig. 2 Agile Iterative Model was adopted to guide the development of the computerized grading 

system for senior high [4]. Every iteration in system development involves the following process: 

 
Requirement Analysis. In this procedure, the researcher accompanied a series of interviews with 

the Senior High School Principal and Teachers who typically administered and monitored the 

whole actions of the grading system. All the gathered data and information was studied by the 

researchers to come up with appropriate inputs in designing and developing the computerized 
grading system for senior high school students. 

 

Design. The researcher chose the appropriate programming software, database, and hardware 
with which the developed system could be compatible. The researcher constantly coordinated 

with the users and top management on the features that are suitable for their needs. 

 

Development. The activities involved here are the designing and coding of the user interface. 
During the development, there were a series of laboratory testing that was conducted in the 

different modules of the system. Compatibility testing was done and constant coordination with 

the users was made to align the users’ specifications with the developed system.  
 

Testing. In this procedure, the parallel testing of the developed system was done. The researcher 

collected comments from the testing teams which served as the basis for the modification and 
redesign of the system. 

 

Implementation. The researcher executed the system in the Department of Senior High School 

at CVCITC, Santiago City. The system was installed and used. During the implementation phase, 
a series of training was made to the Principal and Teachers. Calibration and alignment of 

expectations of the users with the developed system were done. 

 
Maintenance. In this process, the monitoring of the implementation and documentation of the 

use of the system was done. The problems and challenges encountered by the users were closely 
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recorded and reported. The errors and bugs encountered by the users including suggestions on 

better features were documented and fixed. 

 

2.2. System Architecture 
 

 
Figure 3. System Architecture 

 
Fig. 3, shows the computerized grading system architecture. The system was designed with a 

centralized web-based system and database server. The data inputs from the system users were 

processed on the webserver in it will be stored in the central database server. The system admin is 

to monitor the overall performance of the system. Registrar is for inputting the student's 
information during the enrollment and for the subjects enrolled by the teachers. The accounting 

office is for monitoring the account of each student. Principal monitors the class records of each 

teacher. Monitoring the permanent records of senior high school students.  To check the officially 
enrolled students for the current term. Teachers were the primary users of the system. They were 

the ones who input grades into the system. The teachers can check the officially enrolled students 

through their accounts and subjects. The system can be accessed through the local network wired 
or wireless.  
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2.3. Hierarchical Input Process Output 

 

 
 

Figure 4. Hierarchical Input Process Output 

 

Figure 4 illustrates the Hierarchical Input Process Output of the system: This figure shows how 

the system works and the module and sub-modules of each process. It represents the overall 
design of the system being implemented and the requirements needed.  

 
It is supported by the study of Farahat Ahmed (2015) Hierarchical Input Process Output of the 

system is a technique and tool for planning and/or documenting a computer program. The HIPO 

model contains a hierarchy chart that graphically represents the program’s control structure and a 

set of IPO (Input-Process-Output) charts that define the inputs to, the outputs from, and the 
functions accomplished by each module on the hierarchy chart [6]. 

 

2.4. Respondents 

 

There were 16 respondents of the study selected using purposive sampling to determine the 

practices and policies of the senior high school department. They provided inputs on the Users’ 
specifications such as their needs and challenges.  They were the ones directly involved in the 

operations of the senior high school grading system and the best personnel to get the needed 

inputs for consideration in the design process of the developed system. 
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Table 2. Respondents of the Study 

 
Nature of Work  No. of Respondents 

Principal 1 

SHS Teachers 10 

IT Experts 5 

Total 16 

 
The senior high school principal provided the top management perspective on how the senior 

high school grading system. How the computerized grading system willhelp in monitoring grades 

and preparation of reports using computerization? The senior high school teachers are considered 

as the main users of the system. They will be the ones to use the system, by recording the class 
records in the system. They also identified the reports that they needed from the developed 

system as part of the semester and annual reports. As users, they have expressed their report 

requirements and helped in the evaluation of the developed system. IT Experts will evaluate the 
performance of the system in terms of Functional sustainability; Performance efficiency; 

Compatibility; Usability; Reliability and Security. 

 

2.5. Instrument 
 

This study made use of a focus group discussion, observation checklist, interview guide, and 
documentary analysis.  

 

2.6. Data Gathering Procedure 
 

The researcher secured approval from School Administration and Senior High School 

Department, CVCITC Santiago City.  The study also underwent an ethics review to ensure that 
there would be no violation of the Privacy Act. The researcher gathered data through a series of 

interviews. Focus Group Discussion (FGD) was also conducted with the Principal and Senior 

High School Teachers. The results were the basis of the researchers in the design and 

development of the system. The researchers conducted form and report evaluation as part of the 
data gathering procedure to have a deeper understanding of the current grading system. The 

developed system was tested and used by the users(Teachers and Principals) of the system and 

they were also involved in the evaluation of the interface of the system. Their recommendations 
were considered in the development of computerizing the grading system for senior high school. 

 

2.7. Statistical Treatment of Data 
 

Weighted mean was used as the statistical tool. In the evaluation of the developed system, five IT 

experts were topped, 1 principal and 10 SHS Faculty. The ISO 25010 Software Quality Standards 
was used as an instrument for assessing the developed system. The results gathered were 

analyzed employing the 4-point Likert.(4-Highly Accepted, 3-Accepted, 2-Not Accepted, 1-

Highly Not Accepted) 
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Table 3. Likert Scale with Numerical Interpretation 

 
Weight 

(Likert Scale) 

Weighted Mean Description 

4 3.30-4.00 The measure described in the item is Highly 

Accepted. 

3 3.30-4.29 The measure described in the item is Accepted. 

2 2.30-3.29 The measure described in the item is Not Accepted. 

1 1.00-2.30 The measure described in the item is Highly Not 

Accepted. 

 

3. RESULTS 
 

1. Issues and Problems Encountered in The Manual Grading System 
 

1.1. Computation of Grades 

By using the excel file provided by the DepEd in computing the grades of the 
students, here were the problems encountered by the teachers: 

 occasional grades are not accepted in cells even if it is valid; 

 cells in the spreadsheets are not automatically computing; 

 there are circumstances that fields won't accept input, though it's a valid 

score; 

 some grades were not accurate since some cells are not functioning; 

 not easily detect if you inputted wrong values, most especially if you 

are preparing composite grades, report cards, and permanent record 

 occasionally the columns in inputting scores are locked, it is not 
accessible for editing, especially when it was for completion and 

 intrinsic clerical errors in the forms provided by the DEPED to teachers 

who may not have the technical knowledge to fix or even identify them. 

1.2. Monitoring of Grades 
The following were the problems encountered in the manual grading system in 

terms of monitoring of grades: 

 not easy to determine failing students; 

 class adviser hard to monitor of grades from other subjects; 

 there is no indirect monitoring of teachers progress in recording 

students’ grades; 

 data inconsistency to the documents that teachers are submitting; 

 the preparation of Student Composite Grades (computation of all grades 

from different courses/subject teachers), it needs more time and effort 
in completing the report; 

 Time-consuming in evaluating students; 

 No alternative backup copy of grades; and 

 A printed copy is submitted to the office and the digital copy is not 

shared 
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2. The developed Senior High School Students Academic Performance 

Monitoring System for Private Institutions 

 

 
Figure 5. Teacher’s Class Records 

 
In fig. 5 teachers' class records display the records in the written work, performance task, and 

Quarter Assessment. The percentage and weight of each component depend on the track of the 

programs as indicated in the Department of Education Order No. 8, s. 2015 Table No 5:  Weigh 
of the component for SHS, Page 11[2] and under Department of Education Order No. 31, s. 2020 

Grading and Promotion, Table 2: Weight Distribution of the summative assessment components 

for senior high school [5] The teacher has the privilege to edit a particular record or delete it in 
case of typographical errors. Computation of Initial Grade and Quarterly Grade based from 

DepEd Order No 8 Series of 2015, Policy and Guidelines on Classroom Assessment for the K to 

12 Basic Education Program, Table 5. Weight of the Components for SHS and Table 7. Steps for 

Computing of Grades, and DepEd Order No 031 S. 2020, Interim Guidelines for Assessment and 
Grading in light of the basic education learning continuity plan, Grading and Promotion [5]. The 

quarterly grade was based on Appendix B. Transmutation Table under DepEd Order No Series of 

2015, Policy and Guidelines on Classroom Assessment for the K to 12 Basic Education Program 
[2]. This module of the system solved the problems and issues encountered by the teacher, the 

teacher has the privileges to modify the grades, delete grades, and update the grades of the 

students. In the case of typo errors in the grades, the system has the features to check the score of 
the students and it will highlight the records which have errors to notify the teacher.  
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Figure 6. Teachers Quarterly reports 

 

Fig. 6 Teachers Quarterly Reports, shows the result of student scores and grades in every quarter. 

Shows the performance progress of the student in the written task, performance tasks, and 
quarterly assessment. This report was submitted at the end of the quarter as part of teachers' 

reports. The format of this report is from table 5. Sample class records page 12 of DepEd Order 

No 8, series of 2015, Policy and Guidelines on Classroom Assessment for the K to 12 Basic 
Education Program [5]. The system will count the number of passed and failed students.  

 

 
 

Figure 7. Adviser Section 

 
Fig. 7 Advisers Section, the principal has to set the class advisory of the teachers. Only teachers 

with class advisory have access to these features. The adviser can check and monitor the real-

time performance of its students under his/her advisory. Subjects under the particular sections 
will be listed below. The system will provide a summary of class records per subject. The 

computed Written Work, Performance Task, and Quarterly Assessment per quarter will be 

displayed. This feature of the computerized system address the a) the class adviser hard to 

monitor grades from other subjects; b)  there is no indirect monitoring of teachers progress in 
recording students grades; c) data inconsistency to the documents that teachers are submitting; d) 

the preparation of Composite Grade (computation of all grades from different courses/subject 

teachers), you will need more time and effort in completing the report; and e) Time-consuming in 
evaluating students.Also, this feature of the system will be part of the decision support system.  
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Figure 8. Class Advisory Permanent Grade 

 
Fig. 8 Class Advisory Permanent Grades, this feature of the system was only given to the class 

advisers. These will generate the permanent records of the per-student under his/her class 

advisory. This will help the teachers in class cards preparations every end of the semester. The 
system highlighted the grades with INC or Incomplete Remarks. This shows that the student 

needs to comply. This will answer the problems and issues encountered by the teachers in 

preparation of Composite Grade (computation of all grades from different courses/subject 
teachers), you will need more time and effort in completing the report, this will lessen their time 

and effort, to make the subject and grades report accurate on time.  

 

 
 

Figure 9. Class and Grade Monitoring 

 

Fig 9. Class and Grade Monitoring, these features of the system will produce access to the 
records of each teacher on their class records. Only the principal or the authorized user has the 

right to access these modules. This module can display a class list per subject of the teacher, class 

records for a particular quarter, semesterly report, synching of class records of the students to 
their permanent records then void/cancel the synched records in case some corrections need to be 

checked. This void/cancel will be only authorized and approved by the principal. The system will 

also display when the was the last date of recording of records. This will solve the concerns and 
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problems of the principal in no indirect monitoring of teachers' progress in recording students’ 
grades, the principal can now check anytime the records of each teacher, and no need to print a 

hard copy. 

 

 
 

Figure 10. List Student Honoree 

 

Fig. 10. List of Student Honoree, the system will generate a list of possible honoree students. 

This report will be the basis of the senior high school department to determine the students with 
academic awards of “with highest honors”, “with high honors” and “with honors” during the 

deliberation of awards, following the criteria with the Academic Excellence Award under DepEd 

Order 36, series of 2016, Policy Guidelines on Awards and Recognition For The K To 12 Basic 

Education Program [7]. 
 

 
 

Figure 11. List of Student Achiever 

 

Fig. 11 List of Student Achiever, the system will generate a list of student achievers which the 

grades of these students did not meet the criteria of the criteria with the Academic Excellence 
Award under DepEd Order 36, series of 2016, Policy Guidelines on Awards and Recognition For 

The K To 12 Basic Education Program [7]. These reports will also be used in the preparation of 

special awards and to be used during the deliberation of awards.  
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Figure 12. List of Students at Risk 

 
Fig. 12 List of Students at Risk, the system will generate a list of students with failed grades. 

These reports will be used also to determine the list of students that need to act with regards to 

their performance and grades. It will be used also during the deliberation of listing of candidates 
in graduation. 

 

3. The level of compliance of the developed system to ISO 25010 Software 

Quality Standards as assessed by the IT Expert 

 
Table 4: Level of compliance of the developed system to ISO 25010 Software Quality Standards as 

assessed by the IT Expert 

 

ISO 25010 Software Quality 

Standards. 
MEAN 

Descriptive Rating 

1) Functional Suitability 3.87 Compliant and Highly Accepted 

2) Performance Efficiency 3.60 Compliant and Highly Accepted 

3) Compatibility 4.00 Compliant and Highly Accepted 

4) Usability 3.57 Compliant and Highly Accepted 

5) Reliability 3.50 Compliant and Highly Accepted 

6) Security 3.68 Compliant and Highly Accepted 

7) Maintainability 3.72 Compliant and Highly Accepted 

8) Portability 3.80 Compliant and Highly Accepted 

GRAND MEAN 3.72 Compliant and Highly Accepted 

 

Table 4 presents the result of the level of compliance of the developed system to ISO 25010 

Software Quality Standards as assessed by the IT Expert that obtained the Grand mean of 3.72 
with the descriptive rating of compliant and highly accepted.  The indicator of ISO 25010 

Software Quality Standards such as functional sustainability, performance efficiency, 

compatibility, usability, reliability, security, maintainability, and portability got the descriptive 
rating of compliant and highly accepted. Therefore, it can be inferred that the developed 

application was highly approved and accepted by the IT experts. 
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4. The extent of acceptance level of the developed system as assessed by the principal 

and senior high school teachers 

 

 
Table 5: The extent of acceptance level of the developed system as assessed by the principal and senior 

high school teachers 

 

ISO 25010 Software Quality 

Standards. 
MEAN 

Descriptive Rating 

1) Functional Suitability 3.76 Compliant and Highly Accepted 

2) Performance Efficiency 3.70 Compliant and Highly Accepted 

3) Compatibility 3.50 Compliant and Highly Accepted 

4) Usability 3.65 Compliant and Highly Accepted 

5) Reliability 3.66 Compliant and Highly Accepted 

6) Security 3.60 Compliant and Highly Accepted 

7) Maintainability 3.56 Compliant and Highly Accepted 

8) Portability 3.64 Compliant and Highly Accepted 

GRAND MEAN 3.63 Compliant and Highly Accepted 

 

Table 5 presents the result to the extent of acceptance level of the developed system to ISO 25010 
Software Quality Standards as assessed by the principal and senior high school teachers that 

obtained the Grand mean of 3.63 with the descriptive rating of compliant and highly accepted.  

The indicator of ISO 25010 Software Quality Standards such as functional sustainability, 

performance efficiency, compatibility, usability, reliability, security, maintainability, and 
portability got the descriptive rating of compliant and highly accepted. Therefore, it can be 

inferred that the developed application was highly approved and accepted by the principal and 

senior high school teachers. Thus, it results in the full implementation of the developed system to 
be used by the SHS faculty and SHS Principal. Comply with all the requirements, policies, and 

guidelines of Department of Education Order No. 8, s. 2015, Policy on Classroom Assessment 

for the K to 12 Basic Education Program [5] 
 

4. CONCLUSION 
 

From the above findings, the researcher concluded that the existing manual system/by using 

Excel for the grading system of the SHS Department can be improved through the adoption of the 
developed system. The developed K12 Senior High School Students Academic Performance 

Monitoring System for Private Institutions with Decision Support System was compliant with 

ISO 25010 quality standards as assessed by SHS Principal, SHS Faculty/ Teachers, and IT 
Experts. The developed system followed the policy and guidelines set by the department of 

education in the grading system. The decision support system of the developed system helped the 

senior high school principal and teachers in monitoring the grades and performance of the 

students in every subject. To determine the performing students academically and non-
academically, to identify the students who have at risk in their academic performance. 

 

And from the findings and conclusions in this study, the researchers recommend the following; 
 

1. The senior high school department may consider using the developed system in 

inputting of grades; 
2. The school may consider acquiring hardware and better equipment capabilities that 

are necessary to improve the usability and functionality of the developed system; 

3. Future researchers and system developers may consider the development of, report 

for student report card (FORM 138), Transcript of Records (FORM 137), improving 
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the decision support system features to data analytics, improving the interface design 
to be responsive in mobile devices to be integrated into the K12 Senior High School 

Students Academic Performance Monitoring System for Private Institutions with 

Decision Support System 
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ABSTRACT 
 
The Tancítaro peak is located in the State of Michoacán in Mexico. The current situation of 

unsustainable consumption of water resources can lead the region to a critical situation if 

adequate measures are not taken. An improvement in water management involving paying for 

the use of these resources could improve the situation. This work aims to propose a model 

allowing obtaining an equilibrium price of the use of water in the Tancítaro area. For this, 

experts will be consulted among the users of the water and experts among those who currently 

the right to use it, that is, inhabitant of the reserve area. The use of the Fuzzy logic will allow 

them to express their willingness to pay and collect data, not in a dichotomous way, but by 

grading their opinions. The use of Ordered Weighted Average (OWA) will allow the 

aggregation of these opinions bearing in mind different degrees of optimism or pessimism. The 

results obtained show an equilibrium price of $ 0.49 m-3. It should be noted that these are 
preliminary results and the main objective of the work is the presentation of a methodological 

proposal. 

 

KEYWORDS 
 

OWA, Water demand function, Water supply function, Willingness to accept, Willingness to 

pay.  

 

1. INTRODUCTION 
 

The management of Ecosystem Water Services, from an economic and environmental 

perspective, allows creating the context to generate the necessary conditions, based on 

organizational policy, aimed at achieving sustainable and comprehensive development [1, 2]. In 
the west central region of Michoacán, Mexico is located the Tancítaro peak. Due to the economic 

growth and the development, effective management of the environmental services is required as 

well as rational use of them. It is predicted that by 2030 several large hydrological regions will be 
found in a critical condition [3]. In Mexico there is a severe crisis caused by deficient water 

management, aggravated by both, high rates of deforestation and the loss of the Ecosystem Water 

Services (representing a country's forests and jungles) [4, 5, 6] 
 

http://airccse.org/cscp.html
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The economic valuation of water resources plays an important role in two aspects: demand 
management and distribution for its different uses. Optimized management of water resources 

requires decisions based on economic efficiency, social equality and, above all, ecological 

sustainability. The values of water resources depend on the quality, location, reliability of access, 

and availability among others [6]. 
 

The state of Michoacán stands out for its fruit production, mainly Hass Avocado (Persea 

americana). Back in the eighties, the total percentage occupied by fruit trees was only 42%, 
representing 21,241 ha, and by 2009 the percentage increased to 55% (103,602 ha). The state 

contributes 10% to the national agricultural Gross Domestic Product (GDP) and agriculture 

represents 7% of the total state’s GDP, establishing itself as the main economic activity in some 
regions and municipalities [7]. Currently, in Michoacán, there is a planted area of 169,939 ha, 

from which 64,808 hectares are irrigated and 105.13 hectares are rainfed. The total production is 

548,150 tons per season [8] and since 2018, the great economic growth has generated a positive 

impact on the regional economy, increasing the producers’ income, as well as direct and indirect 
employment [9]. According to De la Tejera et al. [10] more than 47 thousand direct and 187 

thousand indirect jobs have been created since then. To sum up, this activity generates annually 

around $ 30,265,787.40 [11]. 
 

These orchards consume about 1,800 l/plant/month, consequently, a hectare of avocado 

containing 156 trees can consume up to 5.2 times more water than the same area of a natural 
forest with a density of 677 species per ha. The growth of orchards and their economic benefits 

forces the change from forest to agricultural land and the intensive use of agrochemicals [12]. 

 

The region of Tancítaro peak, with an elevation of 3,800 m., is one of the most important 
hydrological regions in the state due to the production of avocado whose main destination is 

exportation. The municipality of Tancítaro is part of this avocado strip [13]. The avocado is the 

source of the development for approximately 39,783 inhabitants, distributed in 81 towns and 
communities. This region is one of the most important areas of the country for its production 

[14]. Here, about 30 million m3 of water are reported annually, thus benefiting the agricultural 

activities and domestic use of the inhabitants [13]. The overexploitation and devastation of the 

forests have provoked the reduction of water availability for agricultural uses. It is expected that 
the water valuation improves the use efficiency of the water [13, 14, 15]. 

 

From an economic logic, the resources’ exploitation implies the scarcer the resources, the higher 
the price would have to be paid for their use. Then, the objective will consist on assessing the 

economic contribution to irrigation in agricultural systems through the payable provision for the 

obtained benefits [16,17]. Several methodologies have been used for the valuation of 
environmental goods, such as the willingness to pay (WTP) or to accept, contingent valuation, 

travel costs methodology or hedonic prices, among others. In general, these methodologies are 

based on the user’s opinions, in which it is no possible to introduce the subjectivity. Several 

studies have addressed the willingness to pay for water, such as [18] concerning the Savegre 
River in Costa Rica, where the cost per opportunity methodology was applied [19] focusing on 

the Yamuna River, New Delhi. In Mexico, Soto [20] used the contingent valuation method to 

estimate the benefits of the comprehensive project for the sanitation of Alto Atoyac in Puebla. 
Sanchez [21], in the Apatlaco River calculated the WTP to improve the water quality of the 

Apatlaco river basin, or Rodríguez and García [22] studied in the Guayalejo Basin in the south of 

the state of Tamaulipas. 
 

We are aware of the difficulty that entails making this type of assessment. On many occasions, 

the responses portray a wish rather than an opinion. In other words, a water buyer tends to 

indicate a low price when interviewed to avoid to pay a higher real price in the future. For these 
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reasons, we believe that the introduction of subjectivity will make it possible to express opinions 
to a better way. As a result, the use of Fuzzy Logic is proposed for a better treatment of the 

subjectivity. Furthermore, the paper will introduce a methodological proposal for the 

quantification equilibrium price of the water employing Fuzzy Logic, particularly, in the 

aggregation of subjective information. The use of fuzzy logic introduces a better treatment of the 
expert’s opinions allowing to graduate in them. However, so far, it has not allowed the graduation 

of the respondent optimism or pessimism degree. A very common aggregation method is the 

ordered weighted averaging (OWA) operator introduced by Yager [23]. The OWA operator and 
its extensions have been used in a wide range of applications [24-29]. 

 

In this work, given the increasingly pressing water shortage in the Tancítaro area, we propose to 
make an approximation to the price that could be applied if the public administration makes the 

necessary improvements to ensure availability for farmers, in the future. For this purpose, experts 

representing the stakeholders have expressed its opinions through linguistic labels in an artificial 

market created to determine the equilibrium price. The use of fuzzy logic allows a better 
treatment of the information provided by the experts. Finally, the use of OWAs and the 

confidence assigned to each expert allows a graduation of the results according to different 

degrees of optimism or pessimism. 
 

2. MATERIAL AND METHODS 
 

Next, we will proceed to the estimation of the water demand and supply curves, whose 

intersection will allow obtaining the equilibrium point. 
 

2.1. Water demand function 
 

In order to estimate the supply curve, a group of J experts has been selected and asked about their 

willingness to pay a series of prices for water  1 2 PP P ,P ,...,P  to ensure water availability in the 

future. The expert set are administrator of hydraulic resources (CONAGUA) and Organismo 
Operador de Aguas (OOAPAS) municipal of Tancítaro, Michoacán. In the same way, we have 

tested the willingness to accept for the people who had the availability of the water in the 

reservation area. Prices have been presented in ascending way, so that i i'P P ,i i'  . If experts 

agree to pay for the use of the water, they will be asked if they are willing to pay 1P $ m-3. If they 

are not, the final price would be 0 $ m-3, and if they are willing to pay 1P , they would be asked 

for his willingness to pay for a price 2P . If the answer is negative, the maximum price would be 

1P  and if it is positive, they would be asked for the next price and so on. Given the subjectivity in 

each answer, it is accepted that the respondent does not respond with a dichotomous answer (yes / 

no), but rather that they do so according to linguistic labels such as totally disagree, strongly 
disagree, disagree, etc. (Table 1). Each of the elements of the table will be assigned a 

membership function (from zero to one, according to it). 

 
Table 1. Values assigned to the linguistic labels 

 

Linguistic label μj 

1 Totally disagree 0.00 

2: Strongly disagree 0.20 

3: Disagree 0.40 

4: Neutral 0.60 

5: True 0.80 

6: Very true 1.00 
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From this information, it is possible to obtain the water demand function. For this purpose, three 
different assumptions have been considered 

 

1. Using average means. 

2. Assigning different degrees of optimism and pessimism, based on the opinions provided by 
experts through OWAs. 

3.  According to the confidence degree generated by each expert.  

 

2.1.1. Using average means 

 

All experts are equally important. In this way, the price that expert j ( jWTP ) would be willing to 

pay for water can be obtained as:  
 

 
P1

j i iji 1
WTP P 


   (1) 

 

Being ij  the membership function assigned by expert j to price i and i i i 1P P P   , that is, the 

increase that occurs in each new price provided to the expert to express his willingness to pay, 

over the previous one. In this way, a series of prices has been obtained representing the price that 

each expert would be willing to pay  1 1 1 1
1 2 pWTP WTP ,WTP ,...,WTP . 

 

In this way, it is already possible to obtain the water demand function since the price offered by 
each expert is available. The curve will be obtained: 

 

•   The abscissa axis  1 2 PP P ,P ,...,P  will be made up of the prices initially provided to the 

experts. 

•  The ordinate axis, the membership function of each iP , 1
i( P ) , is obtained by the 

quotient between the number of experts ni who were not willing to pay a price 

jWTP equal to or lower than iP and the total number of experts who answered (J). 

 1 i
i

n
( P )

J
   (2) 

 
2.1.2. Assigning different degrees of optimism and pessimism, based on the opinions 

provided by experts through OWAs. 

 

An ordered weighted average (OWA) is defined as a mapping of dimension n, nF : R R  that 

has an associated weighting vector W of dimension n,  T
1 2 nW w ,w , w , such that 

 jw 0,1 and 
n

j
j 1

w 1


 , with  

  
n

1 2 n j j
j 1

f a ,a , a w b


   (3) 

 

Where jb  is the jth largest of the ia . 

 

The essence of OWA [23] is the rearrangement of the elements or arguments, causing 

aggregation in the ja  not associated with a weighting jw  but with the placement order instead.  
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The weights of expression (3) has been obtained by ordering the prices obtained from the 

opinions given by the experts ( jWTP ) and assigning 1 to the highest, 2 to the second, etc. The 

weight assigned to position j is,   2 j / J 1 J , that is, the quotation between the digit assigned 

to position the WTP price of expert J in descending order over the total sum of digits (sum of the 
numbers 1, 2,…, J). This value will be weighted by α factor representing the degree of optimism 

or pessimism. The highest positive α values correspond to a greater optimism degree, and the 

lower α values (even negatives) represent a higher pessimism degree. 
 

 
 

p
j

2 j

J 1 J




 

  
   

 (4) 

 

To obtain a weights sum equal to 1, the previous weights will be normalized, dividing them by 

the total sum of weights. 
 

 

p
j

j J

j 1 j










 (5) 

 

In this way, it is possible to obtain the water demand function since the price offered by each 
expert is available. The curve will be obtained as: 

 

• The abscissa axis,  1 2 PP P ,P ,...,P  will be formed by the initial prices 

• The ordinate axis, the membership function of each iWTP , 2
i( P )  is obtained as the sum of the 

weights assigned to each of the experts who provided jWTP lower or equal to iP . 

 

 
J2

i j j ij 1
( P ) / WTP P 


   (6) 

 
2.1.3. According to the confidence degree of each expert. 

 

In this case, each price is weighted according to the importance assigned to each expert. Each of 

them was assigned a previous probability *
j  (from 0 to 1) depending on the credibility that they 

generate. Finally, these probabilities are normalized dividing each of them by the total sum of 

probabilities. 
 

 

*
j

j J *
jj 1










 (7) 

 
In this way, it is possible to obtain the water demand function since the price offered by each 

expert is available. The curve will be obtained: 

 

• The abscissa axis  1 2 PP P ,P ,...,P will be formed by the initial prices 

• The ordinate axis indicates the membership function of each iWTP , 3
i( P ) , the sum of the 

probabilities assigned to each expert who obtained a jWTP  lower or equal to each of the prices 

indicated on the abscissa axis  1 2 PP P ,P ,...,P . 
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J3

i j j ij 1
( P ) / WTP P 


   (8) 

 
2.1.4. Water demand function 

 

It will be obtained aggregating the membership functions obtained for each of the three previous 

methods 

 

      S 1 2 3
i i i iP P P      , with , , 0     and 1      (9) 

 

Where α is the importance assigned to the supply curve obtained considering all the experts the 

same importance, β considering the optimistic or pessimistic attitude of the demand curve and γ 
the importance assigned to the demand functions based on the probabilities assigned to each 

expert. 

 

2.2. Water supply function 
 

The Pico de Tancítaro is made up of 16 hydrological basins together representing 678.1 km2. 

They are not large bodies of water, rather, they are low flow runoff between 100-200m3 s-1, 
underground hydrography and permeability is medium. So users take advantage of the water 

through retention or deep excavation. Thus, the study of water demand in the avocado belt 

focuses on users of the Upper Basin and users of the Lower Middle Basin. As a result, we have 
proceeded in a similar way to obtain the supply function. Three alternatives will also be used, that 

is, considering that all experts have the same importance, using OWAs to assign different degrees 

of optimism and pessimism, and depending on the degree of confidence generated by each 
expert. 

 

On this occasion, they ask about the price that they will be willing to receive for the resource they 

have, so they will begin by asking for the higher prices. In this case, the increase indicated in the 
expression (1) refers to the price reduction provided to the experts in each phase. 

 

2.3. Equilibrium price 
 

The equilibrium point is defined by the intersection of both curves. The equilibrium point will be 

given by a price pi and a membership function. The former price p0 will be the maximum value 
that a farmer will be willing to pay to obtain water and the minimum that the owner of the 

resources (inhabitant of the protected areas) will be willing to receive for sharing water resources. 

 

3. RESULTS 
 

3.1. Water demand function 
 
Table 2 shows the responses of the consulted experts. The first column indicates the expert 

number, the second the degree of confidence of each expert. The following columns indicate the 

willingness to pay for each of the offered prices. Thus, expert 1, who deserves a degree of 
confidence of 0.7 indicates that he or she is willing to pay 0.5 and 0.30 $ m-3 of water. However, 

as the price increases, his willingness to pay decreases. For 0.45 $ m-3 the expert expresses the 

opinion with (0.8) and for 0.6 with the expression disagrees (0.4), and for the rest of the prices it 

indicates that he or she is totally disagreeing (0). A similar methodology has been used in other 
works such as Brotons & Sansalvador [30]. The willingness to pay of the first expert is obtained 

as: 
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1WTP 0.15 1 0.15 1 0.15 0.8 0.15 0.4 0.15 0 0.15 0 0.15 0 0.48                

 

That is, multiplying the successive increases in each of the prices by the valuation made by the 

expert for each price. Last column orders the experts by their willingness to pay in descending 
order. 

 
Table 2. Willingness to pay 

 

  

Willingness to pay 

  Expert Confidence 0.15 0.3 0.45 0.6 0.75 0.9 1.05 WTP Order 

1 0.70 1.0 1.0 0.8 0.4 0.0 0.0 0.0 0.48 6 

2 0.60 1.0 1.0 1.0 1.0 0.8 0.4 0.0 0.78 3 

3 0.10 1.0 1.0 1.0 1.0 0.8 0.6 0.2 0.84 2 

4 1.00 1.0 0.6 0.2 0.0 0.0 0.0 0.0 0.27 8 

5 0.20 0.4 0.2 0.0 0.0 0.0 0.0 0.0 0.09 10 

6 0.90 1.0 1.0 1.0 0.4 0.2 0.0 0.0 0.54 5 

7 1.00 1.0 1.0 0.8 0.2 0.0 0.0 0.0 0.45 7 

8 1.00 1.0 1.0 1.0 0.8 0.6 0.2 0.0 0.69 4 

9 0.30 1.0 1.0 1.0 1.0 1.0 1.0 0.7 1.005 1 

10 0.70 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.12 9 

 

Next, the weights of each expert are shown in Table 3 in three different ways. The first one was 

obtained assigning equal importance to each expert (average), the second using OWAs: the 
weight of each expert was obtained according to the opinion expressed in the previous table 

(WTP), where the WTP were obtained according to expressions (4) and (5), and considering 

0.8  . In this case, experts who expressed higher prices were overweighed and the experts who 

express lower prices were underweighted. OWAs had also been used to estimate unknown 

values, for example in Sansalvador & Brotons [31]. In the final way, the weight of each expert 

has been assigned according to the allocated probability and has been obtained according to 
expression (7). 

 
Table 3. Weights for willingness to pay 

 

Expert Average OWA Probability 

1 0.100 0.095 0.108 

2 0.100 0.138 0.092 

3 0.100 0.152 0.015 

4 0.100 0.063 0.154 

5 0.100 0.026 0.031 

6 0.100 0.110 0.138 

7 0.100 0.080 0.154 

8 0.100 0.124 0.154 

9 0.100 0.165 0.046 

10 0.100 0.046 0.108 

 

Membership functions are shown in Table 4. For each WTP, the sum of the weights assigned to 
each expert who has express that the price to be paid was equal to or lower to the one shown in 

the first column Table 4. The added value has been obtained by assigning 0.2 to the “average”, 

0.4 to the OWA, and 0.4 to the corresponding probability. Las column of Table 4 shows the 
demand function. Similar weightings have been used in works such as Sansalvador & Brotons 
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[31] where a new method for the economic evaluation of the ISO 9001 certification was 
developed. 

 
Table 4. Membership functions for willingness to pay 

 

WTP Answers µ average µ OWA µ probability µ weighted average 

0.00 10 1.00 1.00 1.00 1.00 

0.15 8 0.80 0.93 0.86 0.88 

0.30 7 0.70 0.86 0.71 0.77 

0.45 7 0.70 0.86 0.71 0.77 

0.60 4 0.40 0.58 0.31 0.44 

0.75 3 0.30 0.46 0.15 0.30 

0.90 1 0.10 0.17 0.05 0.10 

1.05 0 0.00 0.00 0.00 0.00 

 

3.2. Water supply function 

 
Similarly, Table 5 shows the willingness to accept the prices for sharing their available water 

resources. 
 

Table 5. Willingness to accept 

 
  Willingness to accept   

Expert Confidence 0.15 0.3 0.45 0.6 0.75 0.9 1.05 WTP order 

1 0.8 0.0 0.0 0.4 0.8 1.0 1.0 1.0 0.42 6 

2 0.6 0.0 0.0 0.0 0.0 0.4 0.8 1.0 0.72 2 

3 0.0 0.0 0.0 0.0 0.0 0.4 0.6 0.8 0.78 1 

4 1.0 0.0 0.6 0.8 1.0 1.0 1.0 1.0 0.24 8 

5 0.0 0.0 0.2 0.4 0.6 0.8 1.0 1.0 0.45 4 

6 0.2 0.0 0.0 0.0 0.2 0.4 0.8 1.0 0.69 3 

7 0.3 0.0 0.0 0.2 1.0 1.0 1.0 1.0 0.42 5 

8 0.1 1.0 1.0 1.0 0.8 0.6 0.2 0.0 0.36 7 

9 0.3 0.7 1.0 1.0 1.0 1.0 1.0 1.0 0.05 10 

10 0.7 0.2 1.0 1.0 1.0 1.0 1.0 1.0 0.12 9 

 
The weights allocated to each expert are shown in Table 6 

 
Table 6. Expert Weights for willingness to accept 

 
Expert Average OWA Probability 

1 0.100 0.095 0.200 

2 0.100 0.152 0.150 

3 0.100 0.165 0.000 

4 0.100 0.063 0.250 

5 0.100 0.124 0.000 

6 0.100 0.138 0.050 

7 0.100 0.110 0.075 

8 0.100 0.080 0.025 

9 0.100 0.026 0.075 

10 0.100 0.046 0.175 
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Finally, assigning weights (0.2, 0.4, 0.4) to  , ,   , that is, to the memberships obtained by 

each of the three methodologies (average, OWA and probability), it is possible to obtain the 

results shown in the last column of Table 7 (µ weighted average), representing the water supply 

curve. 
 

Table 7. Membership functions for willingness to accept 

 
WTP Answers µ average µ OWA µ probability µ weighted average 

0.00 0 0.00 0.00 0.00 0.00 

0.15 2 0.20 0.07 0.25 0.17 

0.30 3 0.30 0.14 0.50 0.31 

0.45 7 0.70 0.54 0.80 0.68 

0.60 7 0.70 0.54 0.80 0.68 

0.75 9 0.90 0.83 1.00 0.91 

0.90 10 1.00 1.00 1.00 1.00 

1.05 10 1.00 1.00 1.00 1.00 

 

3.3. Equilibrium Price 
 

Figure 1 shows the equilibrium price of the water as a result of the intersection of the previously 
calculated demand and supply functions. This intersection allows obtaining an equilibrium price 

of 0.49 $ m-3, with a membership function is 0.68. The shape of these supply and demand curves 

depends on the attitude towards risk of the experts consulted [32]. It should also be noted that a 

greater membership function of the price obtained indicates weaker preference uncertainty. 
 

 
 

Figure 1. Equilibrium price 

 
The obtained results are in line with those obtained by Rodríguez and García [22], who analyzed 

the water services payment in sugar cane in the Guayalejo Basin in the state of Tamaulipas, 

concluding that the price of water could be $ 0.39 m-3. On the other hand, Chávez and Mancilla 
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[33] proposed a water rate applied to water users in the Pixquiac River, in Veracruz, Mexico, for 
which the opportunity cost method was used to assign value to the forest, obtaining a price of $ 

0.473 m-3 (see Figure 2). Other works show different willingness to pay, mainly due to the 

peculiarities of each area. For example, Barrantes [34] in the Savegre river in Costa Rica applied 

the cost per opportunity methodology and obtained a value of US $ 0.0010 m-3. In Mexico, 
Rodríguez and García [22] studied in the Guayalejo Basin in the south of the state of Tamaulipas, 

how they have been benefited from the water coming from the “Heaven Biosphere Reserve, 

obtaining $ 0.39 m-3. Finally, Chávez and Mancilla [33] proposed a water tariff applied to water 
users in the Pixquiac river, in Veracruz obtaining a value of $ 0.473 m-3. 

 

 
 

Figure 2. Comparison prices 

 

It should be noted that the application of this methodology has allowed 

 

 The determination of an equilibrium price by creating an artificial market 

 The experts to grade their opinions regarding each price with the inclusion of linguistic 
labels. 

 The introduction of OWAs allows graduation the final result according to different 

degrees of optimism or pessimism in the model 

 The introduction of probabilities to each of the experts can improve the quality of the 

estimation because not all experts deserve the same trust, either because of their 
knowledge, or because of their interest in obtaining results that are positive for them. 

 

We are aware that it is only an approximation, mainly because on numerous occasions, experts 
indicate their willingness to pay, something quite different is that if they had to pay, they would 

actually do it. Therefore, the introduction of fuzzy numbers and OWA extensions should improve 

the accuracy of the estimation.  
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4. CONCLUSIONS 
 
The main objective of this work has been to determine an equilibrium price for water in the 

Tancítaro area. For this purpose, the water users in the lower middle basin area (denser avocado 

fringe) have expressed the maximum price they would be willing to pay to ensure a continuous 

supply of water. In the same way, the inhabitants of the protected area (high basin) have 
expressed their opinion about the minimum price required by them to share their water resources. 

 

The importance assigned to each expert has been considered in two ways, assigning a probability 
to each expert according the confidence degree in each one as well as just considering their 

provided values and aggregating them according several degrees of optimism or pessimism. 

 

The fuzzy logic has been introduced in the way the experts express their opinions, using linguist 
labels. This methodology increases the flexibility of the model since it allows the experts not only 

to answer in a dichotomous way (yes or no), but also to graduate their opinions. 

 
The intersection of the demand and supply functions allows obtaining the equilibrium price. We 

are aware that it is a preliminary work and final values may vary significantly compared to those 

offered in this work, but this paper aims to offer a new methodology applicable cases in which 
there is no market and it is necessary to create an artificial one to obtain the equilibrium price. 

 

We want to point out that this is a preliminary work and we have used only probability OWAs, 

OWAs and means, but we are working in the application of some OWAS extension to the water 
demand and supply, such as induced OWAs. Anyway, the use of intuitionistic fuzzy numbers as 

well as hesitant fuzzy numbers will improve the quality of our research. 
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ABSTRACT 
 

Justification of recommendations increases trust between users and the system but also 

generates more relevant recommendations than recommendation systems that do not 

incorporate it. That is why, we conducted a justification study of the recommendation for IAAS. 
Our comparative study shows that IAAS, which currently does not offer the opportunity to justify 

recommendations, needs to be improved. From the analysis of justification methods studied in 

this work, it appears that none of these methods can be used effectively in IAAS. That is why, we 

proposed a new IAAS architecture that deals separately with item classification and the 

extraction of the justification has added the item during recommendation generation. The item 

selection method remains unchanged as we plan to implement a new strategy to filter user’s 

reviews should now be extended to four elements: the documentary unit, the group of users, the 

justification and the weight. Opinion A=(UD,G,J,a). Where UD represents the documentary 

unit, G the user group, J is the justification and a is the weight of the recommendation. 

 

KEYWORDS 
 

IAAS, Justification in Recommender Systems, users reviews, weight of reviews. 
   

1. INTRODUCTION 
 

In order to facilitate the access to the information contained in information systems, 

recommendation systems have been developed; these systems use the actions of users realized on 
the system to filter information.  These recommendation systems have undergone a high evolution 

and have allowed the implementation of several approaches such as: the content-based filtering 

approach, the collaborative filtering approach, the hybrid approach, the demographic approach and 
the social approach etc [19]. All these approaches have been proposed in order to produce relevant 

recommendations to users. As for the collaborative filtering approach, the system uses the ratings 

of similar users to provide them recommendations [19]. With this approach, several algorithms 

allowing to provide more accurate recommendations to the user have been developed, for instance 
IAAS. 
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IAAS, Information Access Assistance Service is a collaborative filtering recommendation 
system. This system aims to be applied in several domains such as videos, audios, images and 

documents. It uses the notion of voting as a technique for evaluating items. This vote is carried 

out by the user after having taken note of the document. This user estimates that the document is 

important for one or more other users, and it materializes it through an opinion [2,3,4][20]. 
 

All recommendation approaches have produced algorithms to provide more accurate 

recommendations to the user. However, the accuracy of the recommendation and its acceptance 
improves when the user is able to understand the limitations and benefits of the recommendation. 

Otherwise, the user must receive the recommendation with the reasoning behind it [5],[18]. 

Thanks to these observations and to the evolution of recommendation systems which is to 
improve the interface through the justification of recommendations, the notion of justification has 

been introduced in recommendation systems. There are several types of justifications: keyword 

justification, influence based justification, content based justification, users reviews justification 

and comparative justification etc [1],[5],[7]. The justified recommendation gives credibility to the 
recommendation system. 

 

As for IAAS, which does not take into account the notion of justification of recommended items 
must be thought of in order to improve the relevance of the recommendation. So, we will see 

through this study how to justify the recommendations with the IAAS algorithm. To achieve this, 

we will review the literature on the justification methods used in the recommendation systems in 
order to compare these methods. Then we position ourselves in relation to IAAS. To do this, we 

will first present our literature review on IAAS and the justification methods. Then, we will draw 

up the comparative table and we will finish by summarizing. 

 

2. RELATED WORK  
 

2.1. Information Access Assistance Service (IAAS) 
 
In the IAAS recommendation system, the users appreciate the different documentary units during 

their consultation and this appreciation is carried out by giving a grade to the documentary unit. 

Thus a user gives his opinion (A) which is a grade 'a' ranging from 1 to 10, on a documentary unit 
(UD) and a given group (G). Hence for [2], [3], the opinion is defined by the following triplet A 

= (UD, G, a). 

 

The system collects all these relevance notices and proceeds implicitly to the calculation and 
ranking of the relevant items for the user. As each documentary unit can receive several 

relevance notices, the notion of recommendation weight Pk(UDiGj) has been proposed by 

[2],[3],[4]. The calculation allows to give a weight to each item to be recommended. As a group 
of users can receive the recommendation of the same document through several users, the total 

weight is calculated from the following formula [2],[3],[4]: 

 
Pk(UDiGj) = sum (UDi, Gj, a)  (1)   

 

In the case of a document that has no relevance notice by a user its recommendation weight pk is 

zero [2],[3],[4]. 
 

Pk(UDiGj) =0   (2)        

 
In IAAS, a user's connection to the system is analyzed as a request to transmit recommendations. 

The recommendation transmitted to a user contains all the documents recommended to his group.  
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For each user group, after calculating the recommendation weight for each item, IAAS orders the 
list of documents based on the relevance value. The relevance value is expressed by the following 

formula [2]: 
 

Relevance Pi,j=ln(1+ Pk(UDiGj)) (3)   
 

The documents are ordered according to the decreasing values of Pi,j and then reordered several 

times according to the users' profile to be personalized to each user of the group. 

 
The notion of profile is very fundamental in IAAS. Indeed, in order to personalize the 

recommendations to the users, [2],[3],[4] have implemented the user profile and the document 

profile. These profiles are schemas that can be consulted in the works of [2], [3], [20]. 
 

2.2. Justification approaches 
 
We present in this part of our work, the summary of the work already done on the approaches of 

justification in the systems of recommendations. 
 

2.2.1. Approach Feature-Weighted Nearest Biclusters (FWNB) 

 

The FWNB approach is built around four elements that are user group creation, keyword 

weighting, neighborhood formation, and recommendation and justification generation [5]. 
 

 Creation of user groups: it is based on the formation of user and item biclusters.  The 
formation of these biclusters is done thanks to the similarity between users and items 

they have already evaluated. This bicluster formation is done automatically using the 

xMotif algorithm [6]. 
 

 Weight of keywords: The objective of [5] in constructing keyword weights is to find the 

distinct keywords that best describe the users' preferences. For this purpose, [5] used the 

similarity matrix between keywords and users. The weight of keyword f for a user u is 

calculated as follows:  
 

                                                      (4)       

      (5)          

  

|U| : total number of users and UF(f) : number of users in which the keyword f appears at 

least once. 

 
FF(u,f)=P(u,f) is the correlation between the user and the keyword f. 

 

Using the keyword user correlation matrix R_B (u,f), they generate the keyword weight 
matrix W_B from the formula W(u,f) [5]. 

 

 Neighborhood formation: This is the identification phase of the items and keywords to be 

recommended. All the items contained in the biclusters are candidates for 
recommendation as well as the keywords. Thus we determine the item and the 

justification for each user through the calculation of similarity between the user and his 

bicluster: 

sim(u,b) = (1 − a) · simI(u,b)+ a simF (u,b)   (6) 
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simI(u,b): similarity between the user and his item; a[0, 1]; simF (u,b): similarity 

between the user and keyword  

 

 Recommendation and justification generation: the generation of the item to be 
recommended as well as the corresponding keyword is done by simultaneous 

identification of the items in the neighborhood of the bicluster of a user u who : 

 are all preferred by other users according to the scores of the R_B matrix 
 contain the significant keywords of the matrix W_B. 

The generated recommendation is the form, ‘item X is recommended to you because it 

contains the keyword f that you have already evaluated in item Y’. 
 

2.2.2. Approach of Cataldo et al 

 

[7] was interested in building an effective justification designed on the basis of the distinctive and 
relevant terms for the item starting from the users' reviews. For him, the effective justification 

must include the relevant and distinctive terms of the items that are discussed in the reviews. The 

approach of [7] is structured as follows: terms extraction, terms ranking, sentences filtering and 
the text summarization. 
 

 Feature extraction: The first step is to identify the features that deserve to be included in 

the final justification. Thus the strategy of [7] takes as input a set of reviews R = {r1, r2 . 

. . rn} and produces a set of 4 -tuples ((ri, aij , rel(aij , ri), sent(aij , ri)). To extract the 
terms of the critics, [7] used the Kullback-Leibler divergence [8], which is a non-

symmetric measure of the difference between two distributions to construct an algorithm. 

 

 Ranking the extracted terms: [7] proceeded to calculate the score of the extracted terms 

by the following formula: 

s        (7) 

 
At the end, the terms are ranked in descending order and the K-first ones are labeled as 

main terms. 

 

 Sentence filtering: After the identification of the terms, we proceed to a sentence filtering 

with the objective of filtering out the sentences that are considered not necessary in the 

final justification. To do this, we divide the criticisms ri ∈ R into sentences si1 . . . . sim. 

Then we check if the sentences respect in particular the criteria of content of the 

extracted terms. A top k of sentences are selected. 
 

 Text summarization: the summary highlights the main contents of the item's reviews and 

maximizes both the coverage and the diversity of the justification while avoiding 

redundancy. The approach in [7] combines centroid-based text summarization [9], which 

has the advantage of being unsupervised, with a pre-trained neural language model, such 
as Word2Vec [10]. 

 
2.2.3. Approach of Jianmo et al 

 

The generation of justifications for recommendations in [11] is done using a pipeline to identify 

candidate terms for justification and to form the users and item profiles from a corpus of reviews. 
The candidate terms are the reviews that the user had previously written. [11] constructs a dataset 

containing the custom’s reviews for each user. The construction of the pipeline starts with the 
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annotation of the reviews, then the classification of the annotated terms using the calculation of 
the distance between the selected terms and ends with the extraction of the justifications and the 

construction of the user and item profiles. Thus, for each user u we build the pipeline using the 

reference justifications D = (fd1; ...; dlr) consisting only of the justifications that the user had 

written. 
 

Then we have the user profile composed of A = (a1; ... ; aK), we carry the most relevant ones and 

in the same way we build the items profile. For a user u and an item i as well as their reference 
justifications Du and Di, and the user profile Au and Ai of the item; we predict the justifications 

Ju;i = (w1;w2;...;wt) that explain why the item i is important for the user u. [11] identifies the 

terms or phrases using [13] and linguistic analysis. After identification, [11] uses the BERT [14] 
method for automatic classification of justifications and uses Fine-grained Aspect Extraction [15] 

for the extraction and the profile construction. The approach of [11] uses two models in its 

approach which are: Reference-based Seq2Seq Model and Aspect Conditional Masked Language 

Model. The experimentation has shown that the former produces high quality justifications and 
the latter produces diverse justifications. 

 

2.2.4. Approach of Arpit et al 

 

The explanation-based recommendation is a new approach that unifies recommendation and 

explanation. The recommendation is modeled as a path finding problem in the item-item 
similarity graph [12].  

 

Once a chain has been constructed for each candidate item, the top-n chains are iteratively 

selected based on their total coverage of the candidate item terms and their dissimilarities with 
other top-n chains. The approach of [12] is built on the generation of explanation chains and the 

evaluation of this chain. 

 
Generation of explanation chains: 

 

   (8)   

 

Evaluation of explanation chains: 
 

score({C,i}, C*)=     (9)    

 

Then comes the selection of items to be presented to the user. The technique of [12] does not 

compute separately the selection of items and justifications. 

 
2.2.5. Approach of Or Biran et al 
 

[16] proposes an automatic prediction method using machine learning to produce simple, short, 
quality natural language justifications; through the use of application domain critics [8]. This 

approach has a message prediction structure and architecture.  

 
[16] uses the Semantic Template Typed (STT) message structure which is a small semantic 

network of typed entity slots and relationships for prediction. A set of STTs have been created for 

each justification domain and use specific STTs to a domain, as well as template sets, from text 
corpora for words extraction.  
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The template construction architecture of [16] consists of term selection and characterization, 
computation of certain quantities if any, and justification planning.   
 

3. ARCHITECTURE OF RECOMMENDATION JUSTIFICATION IN IAAS 
 

The figure 1 below expresses the idea of how the recommendation justification in IAAS that we 
want to implement works. The diagram shows three main entities which are the users, the 

workstation and the Information Access Assistance Service. 

 
 

 
 

Figure. 1. Description of the recommendation justification in IAAS 

 
Users give their opinions on the documents and at the same time note the justification of its opini

on which is sent to IAAS for processing. In IAAS, we have separated the processing of the 

filtering of the documentary units and the justifications because the justifications are only texts 
that we want to process whereas the mechanism of filtering of the documents already developed 

in [2] is a manipulation of the numbers. After the separate processing of document and credential 

selections we collect them and then customize them to each user as [2] provides. Once a user logs 

in, the system returns his recommendations and it is still possible for him to make a new 
recommendation. In case a user recommends the same document to the same user group, the 

system uses the ranking already obtained to make a new readapatation of recommendation. This 

means that the recommendation is dynamic. 
 

4. SYNTHESIS OF JUSTIFICATION APPROACHES IN RECOMMENDER 

SYSTEMS 
 

The table below summarizes the work already done in the area of justifications in recommender 

systems. The automatic summarization method column was realized after consulting [17]. 
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4.1. Summary table 
 

Table 1.  Comparison of Some Justification Approaches in Recommender Systems 

 

Justifying Methods Justification 

filtering 

mechanism 

Automatic text 

summarization 

methods 

Justification 

style 

User-

evaluated 
data 

[5] 

Creation of 

groups 
Weight of 

terms 

Formation of 

neighbors  [5] 

Features weight 

Features 
frequency 

[5] 

Digital approach: 

Learning-based methods 
 

Keywords 

and influence 
[5] 

Users reviews 

[7] 

Words 

extraction 

Words 
classificati

on 

Sentence 

filtering 
Text 

summariza

tion 
[7] 

Kl-divergence 

Term score 

Term ranking 
Sentences 

extraction [7] 

Digital approach: Methods 

based on statistical 

calculations 
 

Summary of 

reviews 

[7] 

Key words 

written on 

the items 
[11] 

Gn  Extration of 

explanation 

chains 
Evaluation of 

explanatio

n chains 
[11] 

Construction of 

item chains 

[11] 

 

-------- 

 

Keywords 

[11] 

User-

evaluated 

data [12] 

Pipeline 

Dataset  [12] 

Annotation, 

classification 

and extraction of 
terms [12] 

Digital approach: 

Learning-based methods  

Summary of 

reviews [12] 

Corpus of 

texts [16] 

Selection and 

characteriz
ation of 

terms 

Planning of 

the 
justification 

[16] 

STT : it is used 

to predict the 
message [16] 

Symbolic approach: 

Learning-based methods  

Content and 

influence 
[16] 

 

4.2. Positioning for justification in IAAS 

 

Our analysis is conducted based on the IAAS literature review, the definition of recommendation 

justification in IAAS and the summary table of justification approaches. As in IAAS users give 
their opinions on the documents so they must provide their reviews at the same time. Also the 

fundamental concept in IAAS is that the user gives a weight to each item that is used to manage 

and filter documents. So it is better that we use these same weights to add to the user reviews that 
will be used as justification filtering strategy. As filtering mechanisms for existing evidence from 
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the table, only [5] uses the weight of reviews and of the frequencies to filter the justification but 
does not use user reviews as justification. On the other hand, in the case of the approaches studied 

[16], it applies only in expert system, whereas IAAS is not an expert system, so this strategy does 

not interest us in this work. [11] cannot be used because the keywords written on the items are 

used to filter and order the list of recommendations to justify. The approaches of [5] and [12] use 
the evidence already assessed by users to automatically generate new justified recommendations 

using the numerical approach and learning based methods as a text summary tool. 

 
The approach of [7] seems to have a very similarity because for [7], the reviews are entered by 

the users and the system collects all the reviews and then proceeds to process it separately and 

personalizes the recommendations. Only that in [7] the reviews are not accompanied by weight. 
We also have the summary method which is focused on statistical calculations which will be used 

in the case of IAAS since our reviews will carry weights. The test domain of [7] is different from 

that of IAAS because [7] is used in the domain of cinema while IAAS is used on the documents, 

videos, audios and images.  
 

Therefore, of all the approaches that we studied, there is no case for giving weight to reviews. 

Based on this comparison, we are going to set up a new approach of recommendation 
justification which will take into account the opinions of users. Instead of a notice being a triplet 

as proposed by [2], it must be a quadruplet to take the justifications written by the users. Thus for 

the justification in IAAS a notice is now a quadruplet noted A=(UD,G,J,a) where J represents the 
justification. This message is sent to IAAS for processing as shown in figure 1. 

 

This study does not question what is done on IAAS but aims to improve it by adding the 

justification. We will work on keeping the item selection technique and similarly we will develop 
a module for the processing of justifications. 

 

5. CONCLUSIONS 
 
In this paper, a literature review has been conducted on the different approaches to justification of 

recommendations and the Information Access Assistance Service. Then, a comparative study of 

these approaches allowed us to position ourselves on the justification approach in IAAS. Our 

contribution lies in the fact that at the end of our study we propose that the notices in IAAS 
should be a quadruplet instead of a triplet [2]. It also appears from our study that no approach can 

be used properly with IAAS, hence our immediate perspective to propose a specific justification 

approach to IAAS and then implement this approach. 
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