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Preface 
 

7th International Conference on Computer Science and Information Technology (CSTY 2021), 

December 18~19, 2021, Dubai, UAE, 7th International Conference on Signal and Image 
Processing (SIGI 2021) and 7th International Conference of Managing Value and Supply Chains 

(MaVaS 2021) was collocated with 7th International Conference on Computer Science and 

Information Technology (CSTY 2021). The conferences attracted many local and international 
delegates, presenting a balanced mixture of intellect from the East and from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from 

academia and industry to focus on understanding computer science and information technology 

and to establish new collaborations in these areas. Authors are invited to contribute to the 
conference by submitting articles that illustrate research results, projects, survey work and 

industrial experiences describing significant advances in all areas of computer science and 

information technology. 
 

The CSTY 2021, SIGI 2021 and MaVaS 2021 Committees rigorously invited submissions for 
many months from researchers, scientists, engineers, students and practitioners related to the 

relevant themes and tracks of the workshop. This effort guaranteed submissions from an 

unparalleled number of internationally recognized top-level researchers. All the submissions 
underwent a strenuous peer review process which comprised expert reviewers. These reviewers 

were selected from a talented pool of Technical Committee members and external reviewers on 

the basis of their expertise. The papers were then reviewed based on their contributions, technical 

content, originality and clarity. The entire process, which includes the submission, review and 
acceptance processes, was done electronically. 
 

In closing, CSTY 2021, SIGI 2021 and MaVaS 2021 brought together researchers, scientists, 

engineers, students and practitioners to exchange and share their experiences, new ideas and 
research results in all aspects of the main workshop themes and tracks, and to discuss the 

practical challenges encountered and the solutions adopted. The book is organized as a collection 

of papers from the CSTY 2021, SIGI 2021 and MaVaS 2021. 
 

We would like to thank the General and Program Chairs, organization staff, the members of the 
Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 
the event and that the friendships and collaborations forged will linger and prosper for many 

years to come. 
 

David C. Wyld, 
Dhinaharan Nagamalai (Eds) 
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Engineering School, UQAT-LRTCS, Rouyn-Noranda, Canada 

 

ABSTRACT 
 

In wireless sensor networks (WSN) high-accuracy localization is crucial for both of WNS 

management and many other numerous location-based applications. Only a subset of nodes in a 

WSN is deployed as anchor nodes with their locations a priori known to localize unknown 

sensor nodes. The accuracy of the estimated position depends on the number of anchor nodes. 

Obviously, increasing the number or ratio of anchors will undoubtedly increase the localization 

accuracy. However, it severely constrains the flexibility of WSN deployment while impacting 
costs and energy. This paper aims to drastically reduce anchor number or ratio of anchor in 

WSN deployment and ensures a good trade-off for localization accuracy. Hence, this work 

presents an approach to decrease the number of anchor nodes without compromising 

localization accuracy. Assuming a random string WSN topology, the results in terms of anchor 

rates and localization accuracy are presented and show significant reduction in anchor 

deployment rates from 32% to 2%. 

 

KEYWORDS 
 

Wireless sensor network (WSN), anchors, received signal strength (RSS), localization, path-loss 

exponent (PLE), connectivity. 

 

1. INTRODUCTION 
 

Localization in wireless sensor networks (WSN) is anessential and critical issue. Most WSN 

applications necessitate the location of the sensor nodes such as in environment surveillance, 
object tracking, emergency services, asset management, location-based recommendations, and 

geosocial networks [1] [2]. Knowing the location is not only necessary to identify the geographic 

origin of events, for example, the location of a fire or the location of the enemy on a battlefield 
for the deployment of troops, but it can help in various functionalities system, such as geographic 

routing, network coverage, perimeter search, topology control, and location-based information 

polling. Moreover, the availability of cheap wireless networks and the surge in adoption of 
smartphones make the location-based services (LBS) omnipresent. Indoor LBSs promise 

enormous potential for research organizations to adapt to different indoor applications such as 

emergency services and assisted health care systems [2]. 

 
One of the simplest techniques is to locate the nodes manually when they are deployed in the 

environment. However, manual localization is costly in time, due to the large number of nodes to 

be located. Another technique is to use the Global Positioning System (GPS) which provides 
highly accurate location information, but it may not be feasible for most WSN deployments such 

as indoor environment deployment [3]. 

 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N22.html
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Since sensor nodes are energy constrained, solutions like GPS are not recommended, GPS 
components available for WSNs are very costly, exceeding almost three times the cost of a sensor 

node [4]. Likewise, in some hostile or indoor environments, GPS performance will deteriorate 

significantly and therefore will be unreliable for location [5]. Hence, various techniques and 

localization algorithms have been proposed in the literature to localize sensors in WSN [6] [7] 
[8], however, to achieve high accuracy these techniques, a high percentage of anchors whose 

location relative to a global reference axis are known a priori has to be used. Nevertheless, not 

every node of deployed WSN can be equipped with localization components, and that due to cost 
and power consumption reasons. In this work, we present a localization approach aiming to 

decrease anchor density, hence network cost, while maintaining a high localization accuracy. 

This is achieved by using the joint parameter and distance estimation approach based on 
connectivity and received signal strength. 

 

The remainder of this paper is organized as follows: related works and anchor density impact are 

discussed in section 2. In section 3, the joint parameter and distance estimation approach based 
on connectivity- RSS is summarized. Localization and simulations results are analyzed in section 

4, and a conclusion and perspectives are drawn in section 5. 

 

2. RELATED WORKS 
 

2.1. Basic Localization Methods 
 
Localization techniques are classified in different categories. Figure 1 presents the taxonomy of 

localization techniques. An anchor-based localization algorithm uses one or more anchors. These 

nodes provide location information, in the form of beacon messages, to other nodes whose 
position is unknown so that they can be located, forming a global coordinate system where the 

location of each node is estimated, hence the localization is absolute. However, in an anchor free 

technique, the sensors cooperate with their neighbors, without the use of anchors, and form a 

local coordinate system where the location of each node is estimated, hence a relative localization 
is  [7].  

 

In centralized techniques, anchors collect the measurements of the unknown node to localize and 
then send them to a central processor to calculate the position of the unknown node. Usually, this 

type is not very scalable, as the aggregation of required information such as anchor locations and 

metrics can require many node collaborations, causing unnecessary overhead and even 

congestion. While, in distributed techniques the target node can only infer its own location based 
on information collected locally, and independently. 

 

Range-based localization technique uses the measured distance/angle between nodes to estimate 
the location. Common measurements used for localizing nodes in WSNs are the RSS [7], time of 

arrival (ToA) [8], time difference of arrival (TDoA) [9], angle of arrival (AoA) [10]. However, 

range-free localization technique uses the connectivity or pattern matching method to estimate 
the location. Such as the approximate point-in-triangulation test (APIT) algorithm [12], the 

distance vector-hop (DV-Hop) algorithm [13], the centroid localization algorithm [11]. The 

advantage of using range-based techniques is that they have a high accuracy range compared to 

range-free techniques. However, these techniques are limited because they require additional 
hardware, which is expensive for large systems. While in range-free techniques, it is not 

necessary to determine distances directly; instead, they use radio connectivity to calculate the 

number of hops between nodes and estimate the location using geometry methods. Certain 
advantages can be obtained by using these techniques which do not require special hardware 

support; generally, they are cost effective, mainly to the detriment of the level of precision [14]. 
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The fingerprinting technique or scene analysis is another branch of localization technique. It uses 
the signatures, and is based on a study campaign conducted in the environment where the 

location system works. In this method the signal characteristics obtained from a set of locations 

are catalogued in a first phase, called off-line phase, aiming to build the signature database. 

Several types of signatures [23] can be used: the powers, angles of arrival, arrival time, 
broadband parameters such effective delay spread or the number of reflected paths of signals 

received from the fixed base stations. In the second phase called the real time phase, the locations 

of the node are estimated by comparing the nodes current signal characteristics with those 
catalogued previously. However, the requirement for generating a signal signature database 

makes this technique a laborious collection of data during scene analysis or even unachievable 

for the most scenarios of the WSNs especially in complex environments. 
 

RSS-based methods are ideal for low-cost and low complexity networks, since no additional 

hardware is needed. However, the exact knowledge of the propagation model is of greatest 

importance for RSS-based localization or ranging. A previous work presented a hybrid approach 
which uses the information of the range-free technique (connectivity information) in order to 

rectify the errors obtained by the range-based method and that by estimating the parameters of the 

propagation model to better map RSS measurements into inter-node distance estimation [15] 
however, the latter work does not shed light on keeping high localization accuracy with a low 

anchor density.  

 
The accuracy of localization technique is greatly affected by the number of anchors and their 

placement, playing an essential role in the cost of the network. Many studies have investigated 

optimal number and placement of anchors to increase the localization accuracy [16] [17] [18]. 

Moreover, they study optimal anchor placement in area‐based localization algorithms with the 
goal of providing the best placement that maximises accuracy. However, to the best of our 

knowledge, no work has a goal to decrease the number of anchor while keeping high localization 

accuracy. Hence, the aim of this paper is to present a localization approach with a low anchor 
density and a high localization accuracy. 

 

 
 

Figure 1.  Taxonomy of localization techniques 
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2.2. Sensor node location 
 

Given a distance measurement between a sensor node and an anchor node, the position of 

unknown node must be along the circumference of a circle (in two-dimensional space) or sphere 
(in three-dimensional space) centered at the reference node, with the radius representing the 

distance between the reference node and the sensor node. At least two reference nodes in one 

dimension, three non-collinear reference nodes in two dimensions, or four non-coplanar reference 
nodes in three dimensions are required to obtain a unique location. This process is called 

trilateration, which assumes perfect distance measurements, which is not achievable in WSNs 

because of ranging errors.  

 

2.3. Anchor Density Effect 

 

The accuracy of a localization method is governed not only by the efficiency of distance 
estimation between unknown and anchor node, but also by the number (accuracy increases with 

anchor percentage) and the position of the anchors themselves [19]. Researchers working on 

anchor based WSN localization have always been interested in the effect of number and placement 
of anchor nodes in the network [20]. They have focused on reducing the position error introduced 

by placement and percentage of anchor nodes in the network. Localization error decreases with the 

increasing of connected anchor nodes. However, increasing anchor nodes will increase the cost of 
the deployed network. The main aim in this work is to reduce anchor nodes’ percentage while 

assuring a high localization accuracy. 

 

3. CONNECTIVITY-BASED JOINT PARAMETER ESTIMATION 
 
This section summarizes the approach used to reduce anchor density which proposes a joint 

estimation scheme for the range, path-loss exponent (PLE), and inter-node distances based on the 

received signal strength (RSS) and the network’s information [15]. 
 

3.1. Assumptions  

 

Consider a homogeneous Poisson point process (PPP) in a one-dimensional WSN consisting of 𝑁 

nodes placed randomly at positions 𝑥𝑖 for 𝑖 =  1, … , 𝑁 along the deployment segment 

[𝑥𝑚𝑖𝑛 𝑥𝑚𝑎𝑥], with node density 𝜆 =
𝑁

(𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛)
, and having transmission ranges 𝑅𝑖  for 𝑖 =

 1, … , 𝑁. This topology is well-justified in environments that impose one-dimensional 

deployments such as narrow-vein underground mines [21], sewage or water distribution 

networks, etc. The received signal power in 𝑑𝐵𝑚 is modeled as the sum of large-scale path-loss 

and log- Normal shadowing. The received power𝑃𝑟𝑖𝑗at node 𝑖 of a signal emitted from node 𝑗 is 

modeled by [22] as determined in equation 1. 
 

𝑃𝑟𝑖𝑗(𝑑𝑖𝑗) = 𝑃 𝑟(𝑑0) −  10𝛾𝑙𝑜𝑔 (
𝑑𝑖𝑗

𝑑0
) + 𝑋𝜎 (1) 

 

Where 𝑃 𝑟(𝑑0) is the received power from any given node at the reference distance 𝑑0  =  1, 𝛾 is 

the PLE with common values ranging between 2 and 6, 𝑑𝑖𝑗is the distance separating the two 

nodes 𝑖 and 𝑗, and 𝑋𝜎 is the large-scale log-Normal shadowing with variance 𝜎2. 

 

3.2. Poisson Point Process (PPP) 

 

A uniform (homogeneous) PPP is defined in [24] as: 
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“Let 𝛬 be a locally finite measure on some metric space 𝐸. A point processes 𝛷 is Poisson on 𝐸 
if  

• For all disjoint subsets 𝐴1 ,··· , 𝐴𝑛 of 𝐸, the random variables 𝛷(𝐴𝑖) are independent 

• For all sets 𝐴 of 𝐸, the random variables 𝛷(𝐴) are Poisson” 

 

If a Poisson point process has a constant parameter, 𝜆, then it is considered a homogeneous or 

stationary PPP [25]. In fact, the parameter 𝜆 can be interpreted as the average number of points 

per unit of length, area or volume, so it is sometimes referred to as the average density.  
 

If two real numbers 𝑎 and 𝑏, such as 𝑎 ≤ 𝑏, representing points in time, belong to a PPP with 

parameter λ> 0, then the probability of 𝑛 points existing in the interval (𝑎, 𝑏] is given by equation 

2. 
 

𝑃{𝑁(𝑎, 𝑏] = 𝑛} =
[𝜆(𝑏 − 𝑎)]𝑛

𝑛!
𝑒−𝜆(𝑏−𝑎) (2) 

 

3.3. Connectivity Information 
 

Two nodes are neighbors at one hop if they are connected, hence, 𝐶𝑖𝑗  is a random variable 

presenting the connectivity information defined as in equation 3. 

 

𝐶𝑖𝑗  = {
1 𝑖𝑓 𝑃𝑟𝑖𝑗  ≥ 𝑃𝑡ℎ

0 𝑖𝑓 𝑃𝑟𝑖𝑗 < 𝑃𝑡ℎ
(3) 

 

Where 𝑃𝑡ℎ is the power detection threshold. 

 

3.4. Proposed Estimation  
 

3.4.1. PLE estimation 

 

The estimated PLE, �̅̂� , over the entire wireless sensor network will be estimated by equation 4. 

 

�̅̂� =
1

𝑁
∑ 𝛾𝑖

𝑁

𝑖=1

(4) 

 

Where, 𝛾𝑖, �̂�𝑖, �̂̅� are determined in equations 5, 6, and 7 respectively. 

 

𝛾𝑖 =
−𝑃𝑡ℎ + 𝑃𝑟(𝑑0)

10 𝑙𝑜𝑔10(�̂�𝑖)
 (5) 

�̂�𝑖 =
1

2𝜆
∑ 𝐶𝑖𝑗

𝑁

𝑗=1

(6) 

 
And 

 

�̂̅� =
1

𝑁
∑ �̂�𝑖

𝑁

𝑖=1

(7) 
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3.4.2. Distance estimation 

 

Each node 𝑖, for 𝑖 = 1, … , 𝑁, estimates its distances to its connected neighbor nodes 𝑘 ≠ 𝑖 as in 

equation (8). 

 

�̂�𝑖𝑘 = 10
𝑃𝑟(𝑑0)−𝑃𝑟𝑖𝑘

10 �̂� (8) 

 

Where Prik is the received power at node 𝑖 from node 𝑘. 

 

4. LOCALIZATION AND SIMULATIONS RESULTS 
 

4.1. Assumptions and WSN Model 
 

The approach presented in this paper consists in decreasing the numberof anchor nodes. To prove 

its efficiency, a multi-hop linear WSN of 𝑁 nodes is considered, it is deployed in a homogeneous 

environment, i.e., all nodes have a priori the same communication range 𝑅𝑖  =  𝑅 for 𝑖 =
 1, … , 𝑁 with density 𝜆. Nodes are positioned in linear topology, on a distance 𝑑 = 𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛 

as shown in figure 2. However, possible extensions to 2D or 3D network topologies, beyond the 
scope of this contribution, are currently under investigation and will be addressed in future 

publications. Its normalized error (NE), 𝜀𝑥, is assessed as computed in equation 9. 

 

𝜀𝑥 =
|(𝑥𝑖 − 𝑥𝑖)|

𝑥𝑖

(9) 

 

Where 𝑥𝑖 is the position in one dimension of a node 𝑖, 𝑖 = 1, … , 𝑁, and 𝑥𝑖 is its estimated 

position. 

 

 
 

Figure 2.  WSN Topology  

 

4.2. Results and Analysis 
 
Extensive simulations are conducted to show the efficiency of the proposed approach, where 

1000 topology are randomly generated following the Poisson distribution. Moreover, this is done 

for different values of PLE and 𝜎, the log-Normal shadowing standard deviation. Simulations are 

done using MATLAB. All relevant simulation parameters are listed in Table 1. 
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Table 1.  WSN Simulation Parameters Setup 

 
Parameter (Unit) Value (s) 

𝛾: PLE  (3;4) 

N: Sensor set cardinality 100 

𝜆: WSN density (average distance 

between 2 adjacent sensors) (node/m) 
1 3⁄  

𝜎: Log-Normal shadowing standard 

deviation (dB) 

(1;2;3;4;5;6) 

𝑃𝑟 (𝑑0): Received power at reference 

𝑑0 = 1 (dBm) 

-45  

𝑃𝑡ℎ: Threshold power (dBm) -90  

Anchor number (32;8;2) 

Number of topologies 1000 

 

Positions of anchors are chosen to cover the deployed network, with a step 𝜂 such as in equation 

10. 

 

𝜂 =
𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛

𝑁𝐴

(10) 

 

Where 𝑁𝐴 is the number of anchors, unknown position is estimated using multilateration or 

bilateration in a one -dimensional deployment. 

 

Figures 3 and 4 present the cumulative density function (CDF) of normalized localization error 

for 𝛾 = 3 for both unknown homogeneous and known homogenous environment respectively for 

different values of anchor number. With the proposed strategy, until 90% of the sensors could 

estimate their position with a NE less than 0.04 while using 32 anchors which represent 32% of 

total node number in an unknown homogeneous WSN. In contrast, 78% of sensors achieve the 

same accuracy with only 2 anchors, when the WSN is unknown homogeneous a priori. 

However, 90% of sensors estimate positions with NE equals to 0.1 with 2 anchors. 

 

On the other hand, 90% of the sensors estimate their position with a NE less than 0.01 while 

using 32 anchors, while 82% of sensors achieve the same accuracy with only 2 anchors in a 

known homogenous WSN. On the other hand, 90% of sensors estimate the position with an error 

equal to 0.018 with 2 anchors.  
 

Likewise, figures 5 and 6 present CDF of normalized localization error for𝛾 = 4. Results in 

figure 5 where the WSN is unknown homogeneous show that until 90% of the sensors could 

estimate their position with a NE less than 0.012 using 32 anchors, this percentage decreases to 

83% while using only 2 anchors. Moreover, 90% of the sensors could estimate positions with a 

NE less than 0.02 with 2 anchors. Also, figure 6 shows the same results as 90% of sensors 

achieve an error of 0.03 with 32 anchors, and 76% of sensors achieve this error with 2 anchors 
in a known homogenous WSN. 

 

Results obtained show efficiency of the technique in using less anchors while maintaining high 

localization accuracy. In the example used in this case the anchor’s number is passing from using 

32 anchors to only 2 anchors with a little increase in error values, ∆𝑁𝐸 = 0.006 for 𝛾 = 3 in a 

priori unknown homogeneous WSN, ∆𝑁𝐸 = 0.008 for 𝛾 = 3 in a known homogeneous WSN, 

∆𝑁𝐸 = 0.008 for 𝛾 = 4 in a priori known homogeneous WSN and ∆𝑁𝐸 = 0.018 for 𝛾 = 4 in an 
unknown homogeneous WSN. Decreasing anchor nodes will decrease network cost which is an 

important constraint in WSN. In addition to, it can be observed that in homogeneous network the 
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localization errors are less than those obtained in an unknown homogeneous network. This shows 
the advantage of knowing a priori that a WSN is homogeneous., i.e., nodes have a priori the same 

communication range 𝑅𝑖. 

 

 
 

Figure 3.  CDF of Normalized Error for PLE=3 in an Unknown Homogenous WSN 

 

 
 

Figure 4. CDF of Normalized Error for PLE=3 in a Known Homogenous WSN 
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Figure 5.  CDF of Normalized Error for PLE=4 in an Unknown Homogenous WSN 

 

 
 

Figure 6. CDF of Normalized Error for PLE=4 in a Known Homogenous WSN 

 

5. CONCLUSIONS 
 
In this paper an anchor number optimization in localization in WSN is presented. By using the 

approach based on connectivity and network information, the method is able to localize sensors in 

a WSN with a very low number of anchors and with high accuracy. Hence, the efficiency of the 
proposed approach based on estimating channel properties to compensate the anchor number in 
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the localization process is proved. Indeed, in terms of anchor rates results show reduction in 

anchor deployment rates from 32% to 2%. This solution was derived for one-dimensional WSNs 

used in many new applications. However, extensions to two- or three-dimensional network 

topologies are under investigation. Also, other deployment assumptions are under investigation 

such as gaussian deployment. 
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ABSTRACT 
 
Painstaking measures should be taken to determine how federal dollars are spent.  Proper 

justification for allocation of funds rooted in logic and fairness leads to trust and transparency.  

The COVID-19 pandemic has warranted rapid response by government agencies to provide 

vital aide to those in need.  Decisions made should be evaluated in hindsight to see if they 

indeed achieve their objectives.  In this paper, the data collected in the final four months of 

2020 to determine funding for nursing home facilities via the Quality Incentive Program will be 

analysed using data mining techniques.  The objective is to determine the relationships among 

numeric variables and formulae given.  The dataset was assembled by the Health Resources and 

Services Administration.  Results are given for the reader’s insight and interpretation.  With the 

data collection and analytical process, new questions come to light.  These questions should be 

pondered for further analysis. 
 

KEYWORDS 
 

Predictive modelling, Cross validation, Linear Regression. 

 

1. INTRODUCTION 
 

Over the span of approximately a year, severe acute respiratory syndrome coronavirus 2 (SARS-
CoV-2), a virus that has come to be known as COVID-19, emerged as a major health concern for 

people over the entire globe [1]. Oddly, older people are disproportionately affected by its 

adverse consequences.  These devastating effects have placed an inordinate financial burden on 

congregate care facilities for the elderly.  Roughly eighty percent of COVID- 19 deaths in the 
United States have been people ages 65 and older.  A person 85 years of age or older has a rate of 

death 8700 times higher than a person 5 – 17 years of age [2]. For this reason, government 

funding of nursing home care facilities is of vital importance.  The Department of Health and 
Human Services provided $2 billion as incentive payments to nursing home facilities that found 

techniques to lower COVID-19 infection rates and facility mortality.  The Coronavirus Aid, 

Relief, & Economic Security (CARES) Act, a bipartisan group, collaborated with the Paycheck 

Protection Program and Health Care Enhancement Act (PPPHCEA) and the Coronavirus 
Response and Relief Supplemental Appropriations (CRRSA) Act to form an alliance tasked with 

determining a fair method of allocating relief funds to hospitals, nursing homes, and other front 

line health care facilities.  Their express purpose was to assist with coronavirus expenses incurred 
by these facilities.  These procedures would be deemed a success if the facility were able to 

demonstrate reduction relative to their facility’s county infection rate and mortality versus 

national metrics [3][4]. 

 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N22.html
https://doi.org/10.5121/csit.2021.112202
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1.1. The Research 
 

This research will discuss an analysis of the Nursing Home Quality Incentive Program (QIP).  

The program was designed for the purpose of defending nursing home patients across the country 
against severe outcomes due to the ongoing pandemic. The program designed a method of 

allocating funds to facilities based on their performance [3][5].  Mortality rates that significantly 

exceeded the national average in each month could not receive payment for that month. To 
ensure fairness in the process of allocating funds via QIP, the facility needed to meet the 

eligibility requirements for the performance period.  A metric was created that involves infection 

rate and mortality rate to those facilities that followed the guidelines for QIP data reporting [5]. 

The specific data gathered to determine QIP funding will be discussed in detail and relationships 
among data will be presented to detect any anomalies in funding. The evidence presented will 

help to make future decisions about funding patterns and processes more astutely.  

 

1.2. The analysis processes 
 

When data scientists are faced with predicting results for a given dependent variable, the usual 
process is to examine each data variable individually for shape, centre, and variability, noting any 

curious results that may expose themselves. Next, pairing data variables is done to evaluate 

strength of fit, association, and the nature of the relationship. Strength and association can be 
measured using correlation (positive and negative association), but the nature of the relationship 

(linear or non-linear) can be difficult to determine superficially [6]. Multivariate evaluations 

combine the effects of independent variables on a dependent variable, usually for the purpose of 
predicting future outcomes. Multiple independent variable predictions are often made either by 

ordinary least squares or cross validation techniques [7]. Figure 1 depicts this type of process.  

Once an iteration of the process has been completed, further investigation is usually warranted to 

study associations or anomalies detected in the previous cycle. 
 

 
 

Figure 1. A standard evaluation process for critiquing datasets for the purpose of predicting values for a 

dependent variable.  This investigative process can (and is often) repeated as anomalies are discovered. 
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1.3. Dataset information 
 

The data studied in this research has 33,305 entries from across the country.  Among the fifteen 

attributes noted are CCN number, Facility Name, City, State, Zip Code, Total Resident Weeks 
(TRW), Total COVID Infections (TCI), Facility Infection Rate Per 1000 Resident Weeks (FIR), 

County Infection Rate Per 1000 Resident Weeks (CIR), Infection Performance Score (IPS), 

Infection Performance Score Capped (IPSC), Mortality Adjustment (MA), Performance Month 
(PM), and Final Payment (FP) [3].  

 

The CCN number is known as the Centers for Medicare and Medicaid Services certification 

number, sometimes called the Medicare Provider Number. It is a facility identification number 
used by government agencies.  After the identification of the facility and its location, the numeric 

data in the report are a described in further detail. The data value Total Resident Weeks (TRW) is 

the number of residents reported in a performance period using the sum of total beds occupied 
reduced by the number of COVID admissions in each week of the performance period.  A facility 

that meets the requirements will be assigned a performance score for that performance period 

(one month).  
 

1.4. Calculations for Infection Performance Score and Mortality Adjustment 
 
The steps that follow briefly summarize the performance score calculation: 

 

Step 1:  The in-facility infections in a performance period are determined by summing each 
week’s infections as reported. 

Step 2:  The number of resident weeks is the sum of the total beds occupied in a facility reduced 

by the number of reported COVID admissions in each week of the performance period.  

Step 3:  The facility infection rate for a performance period is the ratio of the infections reported 
in a facility to the total resident weeks as calculated in steps 1 and 2. 

Step 4:  The county infection rate is a sum of the ratio of infections reported each week, to the 

total county resident weeks. 
Step 5:  Assuming the facility infection rate mirrors the county infection rate, an expected 

number of facility infections is calculated. 

Step 6:  Finally, the difference between the estimated and the actual infections is calculated.  The 

results are the infection performance score for the given facility in the given county [5].  
Formulae for these calculations can be found in the referenced materials. 

 

The infection performance score provides a metric to determining how well a facility is 
performing versus their county and other facilities throughout the nation. 

 

In much the same way, the mortality adjustment calculates how well a facility performs.  Using 
county mortality estimates, an expected facility mortality is calculated.  A score is then assigned 

to represent the difference between expected and actual deaths. 

 

2. LITERATURE REVIEW 
 
As mentioned, COVID-19 has disproportionally affected the lives of older Americans. Less than 

one percent of the Americans live in what could be categorized as a long-term care facility.  

However, residents and facility employees make up about forty percent of COVID-19 deaths [8]. 
Research about this topic indicates mixed opinions on the effectiveness of formulae applied to the 

data collected for the purpose of assigning funding to long-term care facilities. Usually, flat fees 

are charged, but recently, extra fees for specialty services have changed revenue patterns.  “These 
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performance payments are an important stimulus for nursing homes fighting to improve their 
performance in a dire situation,” Terry Fulmer, president of the John A. Hartford Foundation and 

a member of a commission on coronavirus safety in nursing homes. “As we approach the rollout 

of safe and effective vaccines for our most vulnerable, we continue the innovative program we 

created this year to incentivize and assist nursing homes in battling COVID-19 and applying the 
right infection control practices,” said HHS Secretary Alex Azar. “This half a billion dollars in 

incentive payments will reward nursing homes that have shown results in their tireless work to 

keep their residents safe from the virus.” [9] 
 

States that have controlled the virus well in their communities, however, would typically be 

placed at a funding allocation disadvantage. As a congressional delegation noted, “The fact that 
there is a lower level of COVID-19 spread in the community in New Hampshire does not mean 

that Granite State nursing facilities do not need support. That is why incorporating measures of 

overall community spread of COVID-19 (outside of nursing facilities) into the formula is so 

damaging for states like New Hampshire.” [10] In another example, Wisconsin’s nursing home 
population comprises less than two percent of the nation’s nursing home population but are 

receiving more than four percent of the emergency funds. October saw the state’s positivity rate 

soar, making it easier for facilities to perform well with the QIP metrics [9]. 
 

Mathematicians have attempted to model natural occurring events, such as the spread of disease.  

This pandemic is no exception.  Models can help predict the impact of these events not only by 
estimating cases and mortality, but necessities such as peak need for hospital beds. For a 

prediction to be effective, it must consider infection rate of detected and undetected cases, 

number of susceptible people in a population, along with those who are immune to infection.  

These models need to consider parameters that cannot be practically measured [11]. Predictive 
models should consider how public assistance can be most effectively allocated.  

Prognostications should tie economics to the instance of disease and the extent to which the virus 

has impacted individual’s financial health. Factors should be considered to manage such 
predictions on economic impact include lockdown measures, job loss, health related expenses, 

socio-economic status, ethnicity, loan eligibility, even social distancing [12]. 

 

3. METHODOLOGY 
 
To better understand how Nursing Home Quality Incentive Program funds have been distributed, 

its dataset will be analysed diligently. A summary of the numeric data collected for purpose of 

distributing funds will be organized and evaluated. This will be followed by paired comparisons 
between variables to see if associations exist.  The relationship between pairs of variables will be 

evaluated using correlation as the metric. These relationships will help to narrow the focus of an 

ordinary least squares regression analysis with multiple independent variables. The regression 

equation will help interpret whether funding allocations are justified.  Finally, a ten-fold cross 
validation procedure will be done to test the model created for the final payment of funds.    

 

3.1. Conjectures 
 

A conjecture would be that facility infection rate per 1000 resident weeks would be positively 

related to county infection rate per 1000 resident weeks. Also expected is a positive relationship 
between facility infection rate per 1000 resident weeks and the infection performance score.  

Lastly, a positive association with facility and county infection rate per 1000 resident weeks and 

final payment or infection performance score and final payment should be found. This would 
indicate a justified method for assigning funding to the facilities. High positive correlations 

among any of these variables of interest would not be surprising. One of the most common 
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methods for calculating correlation is the Pearson’s correlation coefficient. It is found by 
summing the distance each data item is from the mean then dividing by the standard deviation 

[6].  For instance, there would be a high degree of positive correlation between overtime worked 

and money earned by an employee.  If hours of overtime worked increases, there should be a 

somewhat predictable increase in money earned.   
 

Equation 1. Pearson’s Correlatioin Coefficient. 
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The variables, however have to have a justifiable linear association for correlation to be relevant.  

Correlation, by nature of its calculation will always be between negative one and one, with 
negative one or one being perfect correlation.  A high positive correlation for this scenario would 

be r = 0.85 or higher, indicating the variables are strongly associated.  The associations will be 

analysed further by taking the data in monthly segments.  If monthly correlations increase or 
decrease, the rationale for these changes will be considered.   

 

3.2. Outline of the process 
 

With these preliminary activities complete, ordinary least squares regression will consider the 

combined effects of the six major independent variables in the dataset:  Total Resident Weeks, 
Total Covid Infections, Facility Infection Rate, County Infection Rate, Infection Performance 

Score, and Mortality Adjustment.  These multiple independent variables will be used to create a 

linear regression model to predict Final Payment, the dependent variable.  The goodness of fit for 
this model will be evaluated using correlation coefficient and probability models.   

 

Next, predictive modelling using cross validation methods will be examined.  K-fold cross 

validation consists of partitioning data into disjoint groups.  One data segment is held out as the 
testing partition, developing the prediction model using the remaining partitions as a training set.  

When the model is trained, it can be compared to the actual data in the unused partition.  

Repeated K times and combined, an overall model will be produced and evaluated.   
 

Other tools used to evaluate the relationship among the variables will include graphical analysis.  

We must look at the data to help understand them.  This will assist in detecting underlying 

dimensions in the data. 
 

4. RESULTS 
 

A summary of the numeric data collected in the last four months of 2020 by the Centers for 
Disease Control and Prevention will be followed by pairing variables with Final Payment.  Linear 

regression analysis with correlation as the metric will be used to evaluate the relationships.   

 

4.1. Univariate evaluation 
 

Figure 2 summarizes the state-by-state frequencies of nursing home facilities involved in the 
Provider Relief Fund COVID-19 Nursing Home Quality Incentive Program.  All fifty states are 

represented as well as the District of Columbia and Puerto Rico.   
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Figure 2. State by state, including District of Columbia and Puerto Rico, enrolment of nursing home 
facilities in the QIP.  Each state with DC and PR listed on the horizontal axis and the number of facilities in 

each state on the vertical axis. 

 

A histogram of the primary numeric variables represented in the dataset can be found in Figure 3.  
Each distribution shows a distinct skew.  The top left, Total Resident Weeks is the least skewed, 

whereas Facility Infection Rate per 1000 Resident Weeks is the most skewed.  The similar shapes 

would lead to the belief that these data are highly correlated. 

 

 
 

Figure 3:  Top left; histogram of Total Resident Weeks (x-axis show TRW raw numbers vs. frequency of 
occurence in the data set on the y-axis), Top middle; histogram of Total Covid Infections (x-axis show TCI 

raw numbers vs. frequency of occurence in the data set on the y-axis), Top right; histogram of Facility 

Infection Rate per 1000 Resident Weeks (x-axis show FIR in rate per 1000 resident weeks vs. frequency of 

occurence in the data set on the y-axis), Bottom left; County Infection Rate per 1000 Weeks (x-axis show 

CIR rate per 1000 resident weeks vs. frequency of occurence in the data set on the y-axis), Bottom middle; 
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Infection Performance Score (x-axis show IPS vs. frequency of occurence in the data set on the y-axis), 

Bottom right; Final Payment (x-axis in Dollars vs. frequency of occurrence in the data set on the y-axis). 

 
A numeric snapshot of each of the variables is provided in Table 1. It depicts in the dataset for 

the Provider Relief Fund COVID-19 Nursing Home Quality Incentive Program. The skewing of 

the data is again evident.  The mean of each data set is larger than the median, except Infection 
Performance Score Capped. The minimum and maximum values for each variable also add depth 

to the variability and amount of skew present. 

 
Table 1. A snapshot of statistics for the variables in the dataset.  Note the mean and median of each.  All 

are skewed to the right except Infection Performance Score Capped. 
 

 TRW TCI FIR CIR IPS IPSC MA FP 

Mean 307.73 0.07 0.20 2.20 0.43 0.73 0.06 57,812.48 

Std 195.50 0.31 0.87 2.02 0.37 0.44 0.09 49,371.35 

Min 1.00 0.00 0.00 0.01 0.00 0.00 -0.2 100.67 

Med 273.00 0.00 0.00 1.48 0.34 1.00 0.00 45,629.29 

Max 2849.00 6.00 14.18 23.78 5.60 1.00 0.20 718,593.32 

 

4.2. Bivariate evaluation 
 

A heatmap of correlations among the numeric variables in the QIP data is shown in Figure 4.  It 

compares the variables two at a time and displays the Pearson’s correlaion coeffeiceient for each 

pair.  The heatmap is symmetric with the diagonal comparing the data variable to itself and thus 
creating a correlation of perfect fit, r = 1.0. It can be disregarded. The calculations shown in 

Figure 4 were done using Jupyter/scipy stats package to calculate the Pearson’s correlation 

coefficient in the standard way.  The formula assumes a linear realtionship between the bivariate 
data and represents the ratio of the covariance of the variables to the product of their standard 

deviations.  The heatmap shows surprising results.  Among them, Final Payment funding is 

almost perfectly correlated with the Infection Performance.  Total Covid Infection and Facility 
Infection Rate per 1000 Resident Weeks ranked a distant second among the relationships 

analysed.  Final Payment vs. Total Resident Weeks, Total Resident Weeks vs. Infection 

Performance Score and County Infection Rate per 1000 Resident Weeks vs. Infection 

Performance Score round out the top five highly correlated bivariate relationships, the last having 
a correlation coefficient of 0.42.  Referring to the original assumptions, facility infection rate per 

1000 resident weeks would be positively related to county infection rate per 1000 resident weeks  

(true, however r = 0.39).  Also expected is a positive relationship between facility infection rate 
per 1000 resident weeks and the infection performance score (true, but r = 0.038).  Lastly, a 

positive association with facility infection rate and county infection rate per 1000 resident weeks 

and final payment (r = 0.058 and r = 0.42, respectively) should be found.  This would indicate a 

justified method for assigning funding to the facilities.   
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Figure 4:  Heat map of numeric data bivariate correlations.  The diagonal shows the variable’s relationship 

with itself (r = 1.0).  Most correlations are not very strong (|r| < 0.50).  However, Final Payment with 

Infection Performance Score (r = 0.99) and Facility Infection Rate with Total Covid Infection (r = 0.87) 

show that these variables could have linear association. 

 

When each of the top five relationships are investigated more closely, the month-by-month 

relationships showed interesting results as captured in Table 2 and depicted graphically in Figure 
5. If compared to the overall correlation, the monthly correlation for final payment and infection 

performance score along with total covid infection and facility infection rate per 1000 resident 

weeks remained consistent. However, there were noticeable increases in correlation between final 
payment and total resident weeks, indicating that facilities with larger populations received more 

funding. Total resident weeks and infection performance score also showed increased correlation 

over the four-month period.   

 
Table 2.  An analysis of related variables separated by month 

 
Relationship Overall Sept Oct Nov Dec 

FP vs IPS 0.99 0.99 0.99 0.99 0.99 

TCI vs FIR 0.87 0.94 0.88 0.85 0.87 

FP vs TRW 0.51 0.36 0.39 0.75 0.83 

TRW vs IPS 0.50 0.35 0.38 0.75 0.83 

CIR vs IPS 0.41 0.74 0.65 0.07 0.02 
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Figure 5. Graphical representation of the analysis of related variables separated by month.  Overall 

correlation is followed by monthly results. 

 
County infection rate per 1000 resident weeks and infection performance score correlation 

weakened significantly, which was a goal of the program.  Recall that performance scores for a 

successful facility is based on having facility infection rates that do not reflect the county facility 

rate.  However, note a decline in facility participation in the QIP over this period due to failure to 
meet program requirements tied to under performance.   

   

4.3. Check for normality 
 

Since each of the data was skewed when analysed graphically and statistically, a logarithmic 

transformation was applied to examine whether the data could be normalized. The results are 
summarized in Figure 6. If the dataset could have zero as a value, it was adjusted so the 

transformation could be performed. The transformation normalizes Total Resident weeks and 

Final Payment quite well and County Infection rate and Infection Performance score reasonably 
well.  Total Covid Infections and Facility Infection Rate were not normalized by the logarithmic 

transformation. If the assumption made previously is correct, there should be a high degree of 

association between TRW and FP, some association between CIR and IPS, and the relationship 
between TCI and FIR should be weak. A formalized hypothesis regarding the relationships found 

in this data set will reflect the assumptions made earlier. 

 

4.4. Formal hypotheses 
 

Each of these hypotheses will be tested against the following two-tailed null hypothesis: 
 

H0:  The relationship expected is not present in the data.     

H1:  County infection rate will have a positive impact on facility infection rate.   

H2:  Facility infection rate will have a positive influence on infection performance score.   
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H3: Facility infection rate and county infection rate will dictate a facility’s infection performance 
score and therefore their final payment.   

 

 
 

Figure 6:  Top left; frequencies vs. log(Total Resident Weeks), Top middle; frequencies vs. log(Total 

Covid Infections), Top right; frequencies vs. log(Facility Infection Rate per 1000 Resident Weeks), Bottom 

left; frequencies vs. log(County Infection Rate per 1000 Weeks), Bottom middle; frequencies vs. 

log(Infection Performance Score), Bottom right; frequencies vs. log(Final Payment).  All figures show a 

histogram with the frequencies on the y-axis and logarithmic transformations to numeric data variables 

found in Figure 2 on the x-axis.  Data sets with a zero element were adjusted to allow a logarithmic 

transformation. 

 

4.5. Multivariate evaluation 
 
Using ordinary least squares regression with multiple independent variables Total Resident 

Weeks, Total Covid Infections, Facility Infection Rate, County Infection Rate, Infection 

Performance Score, and Mortality Adjustment a model to predict the Final Payment was 
produced.  The resulting coefficients and measures of evaluation are found in Table 3. The t-

values help to show the statistical significance of each coefficient.  Probabilities under the 

heading P > |t| give the likelihood of a result of this nature occurring by chance, assuming the 
two-tailed null hypothesis to be true.  If the P-value is less than the confidence level (usually α = 

0.05), it indicates a statistically significant result [13].  Facility Infection Rate has a negative 

impact on the Final Payment.  The t-value of -18 suggests that the assumption that FIR has no 

influence on FP is extremely unlikely. The coefficient for FIR is -990.130, indicating that its 
values detract from the Final Payment prediction. County infection rate also has a negative 

impact (t = -3.153 with coefficient -49.026), but in a much smaller magnitude. Infection 

Performance Score had an extreme positive impact on the prediction of the Final Payment (t = 
1495.260 with coefficient 134,500).  Total Covid Infection also had a positive effect on Final 

Payment (t = 19.867 with coefficient 2945.970), but in a much smaller way, in comparison. The 

coefficient of determination (r2 = 0.993) for the model shows the proportion of the variance in 

Final Payment that can be attributed to the multiple independent variables assessed.  Standard 
errors for each variable were calculated using the basic standard error of the estimate of the 

coefficient as provided by the ordinary least squares regression feature in python.    
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A ten-fold cross validation procedure was applied to the data, partitioning the data into ten 
disjoint segments.  The dependent variable choice for the models was again Final Payment.  The 

independent variables used were the same as in the ordinary least squares calculation.  Models 

were trained on nine of the folds, using the tenth to evaluate the model’s skill.   

 
Table 3. Coefficients of the ordinary least squares regression model with probability values for each 

independent variable 

 

 Coefficient Standard Error t-value P > |t| 

Intercept -2465.098 55.510 -44.408 0.000 

TRW -0.981 0.160 -6.152 0.000 

TCI 2945.970 148.282 19.867 0.000 

FIR -990.130 54.284 -18.240 0.000 

CIR -49.026 15.550 -3.153 0.002 

IPS 1.345e+05 89.920 1495.260 0.000 

MA 5.403e+04 246.312 219.349 0.000 

 

This process was repeated using each of the ten disjoint folds as the test partition. The combined 

validation score for the ten folds was 0.9891. This number estimates the skill of the model in its 
overall performance on the test folds. It is expected that the fitted model will perform better on 

some folds than others. The overall results in this case are very consistent.  Table 4 displays the 

cross-validation score for each of the ten train-test splits. 
 

Whenever regression equations are used, a necessary procedure is to check for interesting 

residual results. In this case, a plot of the predicted final payment versus the residual values 

showed a cone shape, indicating that as payments increased, variability increased. However, 
when examined on a per dollar basis, the smaller final payments showed more variability. 

 

Overall, the ordinary least squares regression and cross validation evaluations show that the 
infection performance score justifies the final payment allocation statistically.  The methodology 

for determining the infection performance score may be a topic for debate for future decision-

makers, but the final payments received by facilities statistically adheres to the infection 

performance scores calculated. 
 

Table 4. Cross validation scores for the ten-fold cross validation procedure performed.  The k-value 

indicates which of the ten disjoint folds was used to test the data, using the remaining nine as the training 

data 

 

k Validation Score 

1 0.9880 

2 0.9857 

3 0.9898 

4 0.9934 

5 0.9938 

6 0.9924 

7 0.9905 

8 0.9934 

9 0.9800 

10 0.9839 

 
When Final Payment is predicted using the variables not contrived via the formulas provided 

(IPS and MA), there is a moderate positive correlation (r = 0.546). The positive contributors to 

Final Payment are Total Covid Infections and Total Resident Weeks with Facility Infection Rate 



24         Computer Science & Information Technology (CS & IT) 

as the largest detractor.  County infection rate was positive, but its coefficient was essentially 
zero.  These results tend to support the design of the infection performance score and the 

mortality adjustment.     

 

5. CONCLUSIONS 
 
This analysis of the Quality Incentive Program’s funding allocation to nursing home facilities 

across the nation examined the numeric variables and formulae involved.  As was demanded by 

the severity of the pandemic, a rapid response was necessary.  Proper evaluation of the response 
measures is always a good practice to help determine whether a program’s goals were met and to 

help with future decisions about funding of this nature. The program goals were to derive a 

system to distribute funding tied to facility’s performance versus infections and mortality in their 

surrounding communities. As seen, the infection performance score and final payment are very 
strongly correlated, providing a transparent method of allocating funds. The data studied for the 

four-month period also showed successful facilities did manage to out-perform their communities 

in disease infection and mortality. To improve the quality of the discussion started in this 
research, data over a longer period would help to determine if trends in funding distributions 

could be noted. Also of interest, would be performance of facilities that were disqualified from 

participation in the program as compared to their counterparts who were able to remain in the 
program. This comparison would shed light on whether the program indeed met the goal of 

assisting facilities through the pandemic.  An extensive inspection from numerous viewpoints is 

necessary when dealing with such a complex scenario. The results are given for the reader’s 

insight and interpretation. As usual in data analytics, more questions are unearthed that may 
pique interest and merit further study. 
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ABSTRACT 
 

Software systems have been under continued attacks by malicious entities, and in some cases, 

the consequences have been catastrophic. To tackle this pervasive problem, the academic world 

has significantly increased the offering of computer security-related courses during the past 

decade. In fact, offering these courses has become a standard part of the curriculum for many 

computing disciplines. While many proposals suggest adding this appealing topic into the non-

security CS courses, many faculties do not entirely support the idea for a convincing reason. 

They rightfully claim that each one of these courses is already packed with concepts and 

materials developed toward that course, leaving not much room for other topics. In this study, 

we show how exposing students to security concepts can be incorporated into upper-division CS 
courses without increasing the normally required efforts needed by students as well as the 

instructor. We show how to develop a project of this nature that can be appended to an already 

existing course project. We have successfully employed our proposed approach in two of our 

core CS courses and present them in this paper as case studies. 

 

KEYWORDS 
 

Computer Science Education, Computer Security, Security Mindset. 

 

1. INTRODUCTION 
 
In recent decades, software has become a critical element in our lives. In parallel, the hackers 

have become increasingly capable of interrupting these technological connections by breaching 

software security. New threats are further emerging as computers become more embedded and 
play more intimately a big role into our environment and daily lives, as for the recent security 

vulnerabilities found in mobile medical devices [1]. In 2017, an attack was reported to a 

connected computer globally for every 39 seconds on average [2]. In the US, the number of data 

breaches increased by 900% in 2019 compared to 2005 [3, 4]. In the past year, over 500,000 
Zoom account credentials were hacked and made available on the Dark Web [5]. In another 

instance, in the past year, a critical security flaw in WhatsApp was exploited, enabling hackers to 

install surveillance software on users' smartphones. This incident may have impacted WhatsApp's 
1.5 billion users [6].  

 

Computer security problems of this kind, and a variety of different ones, support the fact that it is 

critical for our students to gain the necessary skills and knowledge for handling them [7]. With 
this in mind, incorporating security into CS courses would have a positive effect on software 

security vulnerabilities, the most common cause of software security breaches. Consequently, a 

national-scale and critical unmet need exist for including fundamental principles of security in the 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N22.html
https://doi.org/10.5121/csit.2021.112203
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development of algorithms, software system implementation, and networked and mobile systems 
in primary undergraduate instruction. These days, undergraduate computer science students are 

not typically exposed to the rigorous constraints that security must impose in software 

development. The lack of experience and preparedness by students creates an increasing cost to 

the industry for not only training software engineers, also dealing with large risks associated with 
security weakness in their deployed products. Computing security is a central constraint in 

design, implementation, and usage of operating systems, database technology, networking, and 

other disciplines. Therefore, it must be integrated into each component of their curriculum. 
Among the reasons for the absence of security fundamentals in core undergraduate computing 

courses and curricula, one is the fact that there are relatively few faculties who bring a secure 

computing research background to a typical computer science department.  
 

This paper discusses the challenges in teaching computer security and proposes a novel approach 

that can be effectively employed in teaching CS courses. This is a straightforward approach and 

is mainly based on introducing a security addition to an already existing project in non-security 
courses. It is important to note that, while the curriculum may include an elective upper-division 

security course, or have it incorporated in an introductory course, our intention is not to replace 

those courses, but rather to supplement them. 
 

While basic security concepts can be taught in foundational programming courses (CS1), learning 

and absorbing the security concepts creditably requires advanced knowledge of computer 
science. This is why we believe that teaching them in upper-division courses complements what 

has been taught in introductory CS courses. Also, it is important to note that since security is not 

a standalone topic, its concept should be taught in context to be effective. These reasons are 

behind our strong belief that security should be taught in conjunction with the respective primary 
topics in non-security CS courses.  

 

In this study, we show how exposing students to security concepts can be incorporated into 
upper-division CS courses without ever-increasing the efforts normally required by students and 

the actions needed by the instructor. We show how to develop a project of this nature that can be 

appended to an already existing course project. We have successfully employed our proposed 

approach in two of our core CS courses and present them in this paper as case studies.   
 

The paper is organized as follows: Section 2 presents Related Work. Methodology is presented in 

Section 3 followed by Case Studies in Section 4. Section 5 concludes the paper. 
 

2. RELATED WORK 
 

There have been numerous works in literature focusing on computer security education [8-14]. In 

our prior work [8], we pragmatically examined major issues of teaching the security mindset in 
the early stage of programming by demonstrating how to teach the security mindset through a set 

of carefully crafted examples in lectures. Additionally, there have been studies emphasizing 

security concepts incorporation in early computer programming courses [8, 15, 16]. In this 
regard, educators have conducted various studies dealing with the challenge of how to 

incorporate security education into the undergraduate curriculum of the computer science or 

related discipline [17]. While some propose approaches for teaching a single course covering 
security concepts [17], some recommend effective track methods where a sequence of specialized 

security courses is offered [18]. As stated in [19], teaching security concepts and security mindset 

should be emphasized throughout the student's undergraduate program. Authors in [8, 20] and 

others have echoed this view, offering various teaching approaches. 
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3. METHODOLOGY 
 
In this section, we present and discuss the methodology applied for our approach. We show how 

exposing students to security concepts can be incorporated into upper-division CS courses 

without increasing the required efforts normally needed by students as well as the instructor. We 

achieve this goal by developing an additional design phase that is security in nature, to an already 
existing course project. The project design phase is a combination of implementing both attack 

and defense mechanisms to the system implemented by the students in the original project. Since 

the project specification should be self-contained, it must include all the security terminologies, 
definitions, and preliminaries relevant to and required for the project. The main reason behind the 

project specification being self-contained is not requiring in-class discussions on security topics. 

This is because (1) the instructors might not be security experts, and (2), as the instructors 

rightfully claim, each one of these courses is already packed with concepts and materials 
developed toward that course, leaving not much room for other topics. The project specification 

also provides additional resources pertaining to security which enables students to conduct 

independent research in learning additional security concepts they may need in order to complete 
the project. Moreover, by appending a security phase to existing projects, our approach is easily 

adaptable to course projects currently employed in various upper-division courses. 

 
The followings are the underlying rationale behind why appending a design project phase of 

security is naturally effective: 

 

 It allows the students to make design choices. This way, they understand why one 

approach or algorithm is better than the other. For instance, through these projects, the 
students learn that AES encryption is more secure than DES encryption. As another 

example, they learn when to use public-key vs. private key encryption.  

 Most curricula in introductory programming courses give students the impression that 

software is mostly correct, and security needs to be added to systems later, which 
overlooks the ‘secure first’ view. However, in our approach, we have a different 

objective by making the security design phase the last phase. We want the students to 

learn the principle of keeping security in mind from the beginning by understanding the 
complexity of adding it afterward.  

 Design problems naturally lead to various solutions to the same problem based on 

inherently different design choices. Through end-of-semester in-class presentations, the 

students learn about other attack prevention or mitigation approaches presented by their 

classmates. 

 

4. PROJECT DESIGN PHASE EXAMPLES: CASE STUDIES  
 

In this section, we present four design projects that we have developed for the implementation of 
our proposed design project approach. These may be used as examples of how to add security 

components to already existing projects. We have recently incorporated these projects into our 

upper-division courses. We have done it for a senior-level operating system course and a junior-

level computer network course. These courses were selected since they are presented to students 
who will be entering the industry workforce or transitioning to graduate computer science 

programs. 
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4.1. Operating Systems: Shell 
 

4.1.1. Attack and defend your shell 

 
The shell you implemented in the first phase of this project is a relatively functional shell 

compared to bash, but nevertheless has underlying security flaws. Identify these vulnerabilities 

and consequent potential attacks on the system running your shell that can be launched in your 
shell by a malicious user. Find them, identify to what extent these vulnerabilities can harm the 

system, and propose and/or implement a fix or mitigation technique to defend against such 

attacks. Some of these vulnerabilities are rather straightforward compared to subtle ones. For 

instance, use of printf and strcpy in your code already pose risks into your shell. 
 

Extra credit: Exploit the vulnerabilities you have found in your lab1ab implementation to do 

something extremely harmful to the system running your shell (you may want to run it in a virtual 
machine.). 

 

4.1.2. Process-Overload Attack 
 

In an overload attack, a shared resource or service is overloaded with requests to such a point that 

it is unable to satisfy requests from other users. One of the simplest denial of service attacks is a 

process attack. In a process attack, one process or a user makes a computer unusable for other 
processes or users to run. The following program will probably paralyze or crash your system if 

your shell executes it, specially in root. 

 
while(1)  

fork(); 

 
You will need to design a way to mitigate such attacks or perhaps not even let them happen. Find 

a way to secure the system using your shell from such attacks. (Hint: killing the rouge parent 

process will not solve the problem. You can try it). 

 

4.1.3. Code Shell Injection 

 

You will extend your implementation to introduce shell variables arguments to your ./timetrash, 
similar to how shell scripts handle arguments. 

 

In that case, your ./timetrash (without -p or -t options) can have more arguments, which will be 

accessed by some of the commands listed in the script.sh. 
 

Here is an example: ./timetrash script.sh myfile.txt cs 

 

Where the content of script.sh is: cat $1 sort < $1 echo $2 

 

However, this feature can lead to security problems. In fact, a malicious user can inject and 

execute arbitrary commands. For instance, it can do some harm by running ./timetrash with the 
following arguments: 

 
./timetrash script.sh “myfile.txt;rm -f /” cs 

 

Or, 

 
./timetrash script.sh “myfile.txt;mail evil@evilmail.com < /etc/shadow” cs 
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You are to implement variable shell arguments in a safe way to not let arbitrary commands to be 
executed. 

 

4.2. Operating Systems: File Systems 
 

4.2.1. Race Condition Attack 

 
File systems are susceptible to race condition attacks on file systems when the following flaw in 

process behaviour is exploited: when a process performs a sequence of operations on a file, it 

assumes that the file does not change between any two successive operations. In this case, an 

attack can manifest itself by changing the file during the time window between two successive 
operations on it by a victim process. This temporal window is known as race window. There are 

two scenarios in which race condition in file systems may lead to potential damages: (a) the 

victim process operates on the changed file, leading to damage, or, (b) information is 
leaked/written from/into the file illegally if the victim's operations allow the attacker to get 

permissions on the file during the race window. Dictionary redirection attack, filelogger attack, 

and readfile attack are a few scenarios of race condition attacks on filesystems [21]. 
 

One way to prevent race condition is to use locks, which in this case could be called file locking. 

You are to design and implement file locking or any other approach that would prevent the 

attacks presented above in your implemented filesystem. 
 

4.2.2. Filesystem-Level Encryption 

 
As long as the operating system is running on a system without file encryption, access to the files 

will have to go through OS-controlled user authentication and access control lists. If an attacker 

gains physical access to the computer, however, this barrier can be easily circumvented. One way 
would be to remove the disk and put it in another computer with an OS installed that can read the 

filesystem, or simply reboot the computer from a boot CD containing an OS that is suitable to 

access the local filesystem. 

 
The most widely accepted solution is to store the files encrypted on the physical media (disks, 

USB pen drives, tapes, CDs and so on). Recent operating systems have allowed users to store 

data encrypted on the filesystem (e.g., eCryptfs and EFS). Such systems provide both data and 
filename encryption on per-file basis. This is in contrast to full disk encryption where the entire 

partition or disk, in which the file system resides, is encrypted. In filesystem-level encryption, the 

file or folder is readable and writable only if the user provides the right password associated to 

that file or folder when they want to access it. Once implemented, this would enable files to be 
transparently encrypted to protect confidential data from attackers with physical access to the 

computer. By default, no files are encrypted, but encryption can be enabled by users on a per-file 

or per-directory basis. 
 

You may need to add some information to the metadata of files in the underlying filesystem. This 

metadata describes the encryption for that particular file that is to be encrypted. It should provide 
both data and filename encryption on per-file basis. 

 

You should decide which forms of encryption to support. In addition, you should address the 

security problem of keeping the key used for encryption in plain-text format in RAM, and how 
your approach mitigates this problem. In your approach of handling the encryption key in RAM 

problem, you should also consider the usability of your proposed security system. 
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4.2.3. Denial-of-Service Attacks on File systems 

 

Denial-of-Service (DoS) attack is an attempt to make a machine unavailable to its intended users. 

Although the means to carry out, motives for, and targets of a DoS attack may vary, it generally 

consists of efforts to temporarily or indefinitely interrupt or suspend services on that system. One 
class of DoS attacks are those targeted for filesystems, specially that in Unix, files are more than 

just information storage. For instance, devices and sockets are also files. 

 
You are going to propose a design an approach for all of the following particular filesystem DoS 

attacks and show why your design protects against such attacks. 

 

4.2.3.1. Free space illusion attack 

 

Open files that are unlinked continue to take up space until they are closed. The space that these 

files take up will not appear with the du or find commands, because they are not in the directory 
tree; however, they will nevertheless take up space, because they are in the filesystem. 

 

For example:  
 
int ifd;  

char buf[8192];  

ifd = open("./attack", O_WRITE|O_CREAT, 0777);  

unlink("./attack");  

while (1)  

write (ifd, buf, sizeof(buf)); 

 

Files created in this way can't be found with the ls or du commands because the files have no 

directory entries. 
 

Hint: To recover from this situation and reclaim the space, you must kill the process that is 

holding the file open. 

 

4.2.3.2. Deep directory attack 

 

It is also possible to attack a system by building a tree structure that is made too deep to be 
deleted with the rm command. Such an attack could be caused by something like the following 

shell file:  

 
$!/bin/ksh  

$  

$  

Don't try this at home!  

while mkdir anotherdir  

do  

cd ./anotherdir  

cp /bin/cc fillitup  

done 

 

On some systems, rm -r cannot delete this tree structure because the directory tree overflows 

either the buffer limits used inside the rm program to represent filenames or the number of open 
directories allowed at one time. 
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4.2.3.3. Empty file attack 

 

The UNIX filesystem uses inodes to store information about files. One way to make the disk 

unusable is to consume all of the free inodes on a disk, so no new files can be created. A person 

might inadvertently do this by creating thousands of empty files. This can be a perplexing 
problem to diagnose if you're not aware of the potential because the df command might show lots 

of available space, but attempts to create a file will result in a "no space" error. In general, each 

new file, directory, pipe, FIFO, or socket requires an inode on disk to describe it. If the supply of 
available inodes is exhausted, the system can't allocate a new file even if disk space is available. 

 

You can tell how many inodes are free on a disk by issuing the df command with the -i option: 
 
$ df -i  

Filesystem   Inodes   IUsed    IFree  %IUse  Mounted on  

/dev/sdb5  7569408  170084  7399324     3%  / 

 
The output shows that this disk has lots of inodes available for new files. 

 

Now if you run 

 
$ touch empty_file 

 

And run df -i again, you will see that it will increase the number of used inodes, even though it is 

just an empty file. 

 

4.3. Operating Systems: Ramdisk 
 

4.3.1. Encrypted Ramdisk 

 

Recent operating systems have allowed users to store data encrypted on the filesystem. The 

filesystem is readable and writable only if the user provides the right password when they log in. 
Implement a software-encrypted ramdisk, where data is stored on the ramdisk in encrypted 

format. If a user opens the ramdisk normally, they should see encrypted gobbledegook. But if a 

user provides the right password at open time, then read operations on that open file should 
transparently decrypt the disk's data. Furthermore, if the user writes to the file, the data they write 

should be encrypted before it is sent to the ramdisk. 

 

You will need to implement ramdisk-specific read and write operations for this design problem. 
(You probably need to change the osprd_blk_fops structure's read and write operations to point to 

your code.) You should decide which forms of encryption to support. 

 
In addition, you should address the security problem of keeping the key used for encryption in 

plain-text format in RAM, and how your approach mitigates this problem. In your approach of 

handling the encryption key in RAM problem, you should also consider the usability of your 
proposed security system. 

 

4.3.2. Partitioned Ramdisk 

 
RAM was recently shown to be vulnerable to attacks exposing the totality of memory, including 

sensitive user data and encryption keys. 
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One way to mitigate data exposure is to divide the RAM into two partitions: protected partition to 
store sensitive data and a public partition to store everything else. This somewhat resembles 

partitioning a harddisk, with one difference: There is a hard boundary between the two partitions 

such that read and write accesses to the protected partition is only allowed by privileged 

processes. 
 

This does not necessarily mean that the protected partition has to be encrypted. In fact, sometimes 

it is preferred not to be. One reason is that on-the-fly encryption and decryption often slows down 
access to memory (which defeats the purpose of using ramdisk for performance and speed in the 

first place). Also, some sensitive information should not be encrypted when in use anyways, such 

as encryption keys and passwords. 
 

In your design, you should think about where and how in memory the information about the 

partitions you define is going to be kept. You should also not let the protected area of RAM to be 

swapped to disk, since this partition is designed to hold a variety of highly sensitive data, which 
will be exposed if it is swapped to harddisk. Even by adding such security, some form of physical 

attack, called cold boot attack, has proven to expose data in the memory even when the system is 

powered off. 
 

By incorporating your design can we stop unprivileged processes from reading the content of the 

protected memory using “memory viewers”? Is it possible to protect against cold boot attack? 
 

(Hint: One design to mitigate this is to introduce privileged read and write system calls) 

 

4.4. Computer Network: Peer-to-Peer File Sharing 
 

4.4.1. Authentication and Authorization 

 

Authentication is the process carried out by an entity to confirm the identity of another entity or 

to confirm that a data is indeed from whom it claims to be. Passwords, digital signatures or 

message authentication codes are the common techniques of authentication. Authorization on the 
other hand, is the process of granting to the users some privileges on the access to a set of 

resources according to what is permitted to them. The most popular techniques to enforce 

authorization are to maintain access control lists (ACL) listing the access rights of entity. 
 

The peer is happy to serve other peers any data contained in its current directory. Fancier 

programs, such as real web servers, allow users to specify which files in a directory can be 

served. For example, this syntax tells Apache to refuse to serve the osppeer.c file: 
 
<Files "osppeer.c"> Order allow,deny Deny from all </Files> 

 

This syntax would usually go in a file called .htaccess, in the directory containing osppeer.c. 

 
Design access control syntax for our peers. Will you support Apache-style .htaccess files, or 

something else? What type of syntax will you support? For full credit, you should design a very 

flexible access control syntax. Consider such issues as limiting access for some files to limited 
sets of peers, defined based on (say) network address; symbolic links; and so forth. 

 

In addition to authorization, your design should also authenticate the peer via some ACL 
mechanism you will design, so that you serve the file only if the peer is authenticated and is 

authorized to download the file from you. 
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4.4.2. Transmitting Encrypted Files 
 

Extend our current design to allow peers to send encrypted data. You should consider three types 

of encryption. In increasing order of safety: 

 
1. Hiding file contents from network snoopers. 

2. Hiding file contents from unauthorized peers. I.e., if a peer does not know the right key(s), then 

the peer will not be able to understand a download file. 
3. Hiding the existence of a file from unauthorized peers. I.e., if peer 1 does not know the right 

key(s), then peer 1 cannot tell which files peer 2 has made available. (Perhaps peer 1 will be able 

to tell that peer 2 has registered 5 files with weird scrambled names, but peer 1 cannot tell what 
those files' true names are, and peer 1 cannot download their data -- encrypted or not -- from peer 

2.) 

 

For each of the items mentioned above, you should address what key management mechanism 
you put in place in this peer-to-peer network. In doing so, your design should handle scenarios 

such as where the key is compromised or a scenario where peer 1 would like to revoke peer 2's 

access to a particular file it is sharing, while peer 3 and peer 4 would still be able to access the 
file, as they originally have. How would your encryption system differ in such cases? 

 

Extra credit: Confidentiality is reached when data is protected from unauthorized disclosures, 
whereas integrity is means that data is safe from unauthorized modifications. Encryption is a 

powerful guarantee of confidentiality, while data integrity can be achieved using digital 

signatures and message authentication codes. Replay attacks involve a malicious user injecting 

old data on the system. In order to guarantee freshness, timestamps or nonces can be used, but 
these tools require a certain degree of synchronization between the entities. How can you extend 

your cryptographic protocol to ensure authenticity of content? (Hint: one way to achieve that is 

through signed public-key certificates by trusted publishers) 
 

5. CONCLUSIONS 
 

While software has become a crucial element in our lives in recent decades, and consequently, 

software systems have been under continued attacks by malicious entities. As a result, in recent 
years, the offering of computer security courses in universities has increased. While many 

proposals suggest adding this appealing topic into the non-security CS courses, there are several 

challenges in implementing them effectively. We addressed those challenges by presenting a 
novel approach to show how to develop a project of security nature that can be appended to an 

already existing course project. We employed our proposed approach in two of our Operating 

Systems and Computer Networks courses and present the details as case studies.   
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ABSTRACT 
 
One of the first senses we learn about at birth is touch, and the one sense that can deepen our 

experience of many situations is touch. In this paper we propose the use of emotions including 

touch within virtual reality (VR) to create a simulated closeness that currently can only be 

achieved with in-person interactions and communications. With the simulation of nonverbal 

cues, we can enhance a conversation or interaction in VR. Using haptic devices to deliver the 

simulation of touch between users via sensors and machine learning for emotion recognition 

based on data collected; all working towards simulated closeness in communication despite 

distance or being in VR. We present a direction for further research on how to simulate in-

person communication within VR with the use of emotion recognition and touch to achieve a 

close-to-real interaction. 

 

KEYWORDS 
 

Virtual reality, emotion recognition, deep learning, in-personal communication simulation, 

nonverbal communication.  

 

1. INTRODUCTION 
 

To make an impact on social interaction within virtual reality (VR), we need to consider the 
effect of emotions in our in-person communications and their expression within VR [12]. The 

discussion “and theorizing about what makes up a virtual reality or virtual experience” has been 

going on since the 1960s and even further back when it was a dream or a work of fiction [6]. 

Now that virtual reality is a reality and VR headsets have become fixtures in a growing number 
of households, we need to utilize this technology to work towards a more impactful social 

interaction and establishing the connectedness we crave as humans [4]. 

 
One of the drawbacks of current forms of long-distance communication methods is that they lack 

the physical, nonverbal contact and expression that “form an important part of information 

exchange in our everyday interpersonal experiences” [2]. We rely on “realistic sensory 

simulations” for visual, tactile, and audio cues [9]. What we are proposing is simulating this in 
VR with the use of emotions. There are four pieces to the puzzle of making a long-distance 

interaction feel intimate within VR—emotions, voice, facial expressions, and touch. We express 

our emotions in day-to-day communications using the other three pieces. To do the same in VR, 
we need a novel way of implementing touch. Now, the goal becomes making the experience as 

close to the real world as possible, while also keeping it interesting and achievable. 

 
When a person speaks, a lot can be interpreted from the acoustic properties of what they said; 

these can be features that are recorded and used to help interpret their emotional state. This can 

include the pitch at which they spoke and how loud they were. Facial expressions are changes in 

facial muscles that can show emotions, including the basic ones, such as, happy, sad, surprise, 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N22.html
https://doi.org/10.5121/csit.2021.112204
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fear, anger. This happens when “a series of biological events follow that produce changes in a 
person” [1]. You are happy to see the other person on the line and you smile with your whole 

face. That is a favorable reaction but then let us say, you are receiving disappointing news: your 

facial reaction will be quite different.  

 
The sense of touch is one of those senses that a newborn can experience for the first time right 

out of the womb with their mother. It is “the first of our senses to develop, and it provides us with 

our most fundamental means of contact with the external world” making this an important part of 
emotion and the sense of presence in the real world [2]. So, in trying to recreate this in VR, touch 

becomes a critical part of the formula of an immersive experience. Not only does touch affect our 

emotions, but it also affects how we act, make connections to, and interact with others. 
 

During in-person interactions, we use verbal and nonverbal body language cues to communicate. 

Long-distance communication like text messages, phone calls, video calls, and handwritten 

letters will only offer part of the whole experience. Within a virtual environment (VE), we can 
make long-distance communications closer to in-person experiences and add a level of intimacy 

using emotion recognition and touch utilization. We propose “smart clothes” along with head 

mounted displays to create such a virtual environment [3]. At this time, we can only provide 
feedback on the controllers for hand holding and headsets that are currently available. However 

further research is needed for the entire body. Being able to see the face of the person and their 

body movements, along with the added feature of touch, creates a greater degree of intimacy in 
long-distance communication. 

 

“Virtual reality (VR) allows for a close approximation of the real world,” which is what we are 

using to create an intimate long-distance communication within a “controllable approximation of 
the real, physical world” [8]. We propose to use VR for long-distance communications where the 

avatars of the parties reflect their emotions, and each party can touch each other. When they 

touch, they will receive a signal and have an emotional response that will be visible to the party 
initiating the touch. The emotions create a sense of presence that helps with the immersive 

element of this type of communication. 

 

2. OUR APPROACH 
 
We are proposing the use of passive sensors to capture physiological changes during interaction 

in a virtual environment as well as sensors that capture deliberate actions on either party. So, one 

party reaches out to touch the arm of the other party; the sensors would collect data and that data 
would assist in the simulation of the feeling of being touched by the other party. This would 

happen in real time for both parties. When you touch a person’s arm, you feel the arm and at 

same time, you also feel a response. The other party feels this touch and may or may not respond 

actively. So, this is where the passive sensors can be of assistance. An example could be feeling a 
cold object on your arm. One could respond with that was not cold, but the arm shivers a tiny bit; 

and delivers a response that would have been seen if you were next to the person. We are aiming 

towards a more real simulation of touch and emotional interaction in VR. 
 

The idea is to create a complete environment “or world” for the users to experience a close 

interaction with each other even if they are separated by distance [6]. We are proposing “a unique 
interaction space where users can perceive a different reality” than their own, one in which 

distance does not affect the interaction as it does in the real world [6]. The idea is having two 

users interact in real time in VR in a computer-generated VE. Instead of using objects in the 

world to stimulate the user’s emotions and affect their sense of presence, we are proposing the 
capture of their emotions from an evaluation of their speech, facial expression, physical changes 

in their body, body language, and how they are interacting with the world [7].  
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We propose doing this using smart garments and other VR wearable devices that can read input 

and transfer signals to and from the wearer of the garment or device [3], [11], [21]. This is one of 

the goals of this research. While VR can be seen as having a need “to create a sense of 

‘connection’ to evoke feelings of presence and enhance user engagement”, we are aiming for a 
simulation of the physical experience [23]. Current VR experiences “touch illusion relying on 

visuals and sound is thought to increase immersion”, we are aiming at simulating touch which 

will bring us closer to the mark in recreating emotions in VR [21], [23].  
 

One may ask, why touch? Well, it is the first sense that we develop as an infant. Often, our first 

experience in the world is the touch of the mother. Touching an object can make the experience 
more real than simply looking at it; it gives the connectedness that we want in VR which will 

immerse the user in the virtual world. “The sense of touch is a collection of several sensations, 

encompassing pressure, pain and temperature, and touch receptors are stimulated by a 

combination of mechanical, chemical and thermal energy” [11]. By capturing those sensations 
along with the physiological changes in the body, we are aiming to add touch to the experience in 

VR “to deliver something that can approximate to realistic interpersonal touch” [2].  

 
Much of the data collection will need to be evaluated in context since data will be collected from 

multiple sensors because of many changes that occur in our bodies for a single emotion to be 

expressed [17]. To then recreate an emotion such as happiness; the eyes are wide open, there may 
be some excitement, the palms a little sweaty, the face may be smiling, the back may be straight, 

and the upper body may be open and confident, and the voice may be high pitched. All of these 

depend on the baseline of the users. 

 
Data collection could include the use of cameras within the headset and outside to capture facial 

expressions potentially including eye-tracking, movements of the body, and any body language 

cues [16], [18]. Other data collection could include an EEG sensor to capture brain waves, and 
other sensors collecting the temperature of the skin, galvanic skin response (GSR), speech, eye-

tracking, heart rate [13], [18], [19], [20]. Speech can be captured and transmitted but there can be 

patterns in the way things are being said that could give a clearer picture of the emotional state of 

the spoken part. We will use techniques from machine learning to process this data that we 
collect on both parties and recreate each party visually (avatar) as well as the feelings associated 

with touch [18], [22]. The idea will be to produce an avatar that matches the emotional state of 

the person the data was collected from without any input from the person being captured. 
 

One of the techniques that is being considered is a LSTM based deep learning network to assist in 

detecting the emotions, as well as the effect of what one is hearing in the virtual environment, 
such as music, or other sounds including the speech of the other party [14], [15]. 

 
Table 1. Communication options and senses used 

 

Long-distance 

communication Options 

Senses 

Hearing Sight Touch 

Phone calls Yes   

Emails    

Video chat apps Yes Yes  

Handwritten letters    

VR Chat Yes Yes  

Virtual Touch Yes Yes Yes 
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In Table 1 we see communications options and senses that we utilize. Of the senses being 
covered in communication, hearing and sight are the ones covered most, and we are proposing to 

improve communications by adding touch to the mix through indirect observation via the use of 

passive sensors. We will create a VE setting and use emotions to help immerse the user into the 

world and be able to physically feel feedback beyond the feedback of a vibrating controller. We 
propose the use of emotion tracking which is used to interpret what both parties are feeling and 

deliver that to each other along with simulating touch to enhance the experience and what is 

being communicated. 
 

3. RELATED WORK 
 

The closest option to what we are trying to accomplish is the use of virtual interpersonal touch 

with expression and recognition of emotions using force-feedback haptic. Emotions can be 
calibrated from facial expression data detected from facial anchor points using machine learning, 

digitized audio streams, and data collected from virtual interpersonal touch [1]. Emotion data can 

be in the form of a 2D scale of the hedonic valences and intensity. Facial expression shows 
emotion in the form of the facial muscles and change of the heart rate or blood pressure. Voice 

can be gotten from digital audio streams.  

 
Touch tends to increase trust in face-to-face communication, and it usually adds sincerity, 

establishes trust, weight, urgency, marks significance, or with greetings (shake hands). It is used 

in one-to-one interactions, seen as inefficient and inconveniently requiring proximity [1]. It was 

also found that “overly intimate or socially inappropriate for many interactions”, “little is known 
about the psychological effects of haptic communication”, “can create transformed haptic 

communication scenarios that are not possible in the physical world”, and “communication of 

emotion in virtual reality does not necessarily have to copy the real world; instead, it can be 
abstracted” [1]. 

 

This study was found to not be as accurate as interpersonal handshakes and inefficient because 
the experiment required the subject to be connected to multiple devices. Touch was found to be 

too intimate if not socially inappropriate in some cases, but at the same time they were able “to 

convey emotions via a short interaction such as a handshake” [1]. 

 
For our approach, more than a handshake is necessary. We are trying to convey intimacy across 

distance. The idea is to be able to touch the hand of the other person as you would while having 

dinner or touch the arm or shoulder or some other show of affection. 
 

Another paper by Gallace and Spence, talks about interpersonal touch and how it can be used to 

communicate emotion, improve our wellbeing, to share our feelings with others, and to enhance 

the meaning of other forms of verbal and non-verbal communication [2]. They also mention the 
“recent growth of studies investigating the addition of tactile sensations to long-distance 

communication technologies” in the form of “mediated or ‘virtual’ touch” [2]. For our approach 

touch is an integral part that is missing from current virtual and long-distance communication 
options. 

 

Another paper that included experiments (shown below) with the use of facial expressions and 
the use of touch, and in this case, a tactile glove is used for participants to be able to shake hands. 

This study found that “not only does touch affect emotional processes, but the processing of 

touch may also be” altered by other factors and may not be a positive emotion [4]. This does not 

cover what we are proposing in the executing of touch but does cover capturing other emotions. 
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Figure 1. taken from Ravaja, N. et al [4] 

 

We propose to do so using senses versus visual manipulation. As humans we are aware of our 
surroundings based on what we see, touch, smell, and feel. With the ability to touch and feel 

feedback from the virtual environment, we would have a more realistic sense of presence. 

 
Another paper looked at altering the mood of the participants using touch and smell. The touch 

component was objects in the world, such as grass. There was a change to the person in the real 

world that affected their mood in the virtual world. They found that “the more senses stimulated, 

the higher the sense of presence” for the participants in the study [7]. For our approach, we are 
looking at creating the stimulation within the virtual environment. 

 

In [10], Hinkle proposed a machine learning approach to extracting physical measurements “to 
determine emotional state of human test subjects through the non-invasive collection and analysis 

of physiological data during subject interaction virtual reality or other immersive audio/visual 

environments”. Their approach proposes “a circumplex model of affect, more widely known as 
the arousal-valence model” using “image processing and machine learning techniques” where 

they were about to “classify emotion based on facial images and voice recordings” [10]. Our 

approach is to also collect the data with non-invasive means as well as machine learning to 

extract the features. 
 

In [11], the authors discuss a current technology used for enhanced touch, a “skin-integrated 

technology that applies pressure, vibration or motion to the user, enabling communication 
between the user and a machine for virtual and augmented reality,” which “have some 

drawbacks. For instance, each actuator is driven by a set current of about five milliamps, which is 

relatively high compared with that found in other consumer digital electronics” [11]. Each 

actuator is “equipped with embedded sensors that detect and encode the strength, duration and 
location of the touch, together with skin warmth and heart rate of the sender” [11]. This is the 

closest to what we are proposing but further research is needed. 

 

4. POTENTIAL IMPACT ON SOCIETY 
 

This is an opportunity to make social interactions in VR more real since the addition of touch and 

the integration of emotions in the whole experience will add a level of accountability. This could 

make for more honest interaction in VR. This creates a new and viable means to maintain 



44         Computer Science & Information Technology (CS & IT) 

personal relationships when used for communication between parties who are separated by 
distance for extended periods of time. 

 

Other areas that this could be applied to include gaming, prosthetics, and stress management. In 

gaming interactions in VR, it could add to the immersive nature of the technology. This could 
potentially be of a significant help in “prosthetic feedback” [11]. In the case where VR is being 

used to teach emotion recognition, a way to integrate touch could be impactful to the immersive 

requirement of the experience. This can be a tool for stress reduction since a “tender caress from 
a caregiver or spouse reduces stress and promotes emotional well-being” [5]. The stress of 

separation from loved ones can be reduced with the use of touch and emotion recognition in VR. 

 

5. FUTURE WORK 
 
The perceptual immersive nature of VR with the use of voice, face, and touch to execute a long-

distance communication experience could give the illusion of being a step closer towards a 

nonverbal intimacy and a certain degree of emotional warmth. The reasoning for using touch in 
VR is establishing trust in interpersonal interactions gives the illusion of the closeness that is a 

necessary part of maintaining connections when separated by great distances.  

 
VR has been around for some time and now it is becoming a fixture in a growing number of 

households; the next logical step would be to have it evolve into a tool that can help the human 

experience. VR can help communication across continents and great distances, provided the 

necessary power and Wi-Fi is available, and assist with maintaining the closeness that is lacking 
in current video, telephone, email, or text communication—which is all that is afforded in the 

current market. 

 
Its not just VR but simulating touch via electronic technology can have many applications—say a 

visually impaired person can feel the skin of a loved one across the globe, as in: 

 

 In our current normal, holding the hand of a loved one in a situation where physical 
contact cannot always happen, as in a medical facility, during this time of quarantine. 

 Being able to be there for a loved one despite distance or circumstances, as in soldiers 

being deployed or a parent, or loved one away for work being able to experience 

important moments in our lives, such as, birth of a child, or some other special occasion. 

Being able to hold your partner, parent, or child’s hand in those important moments 
despite being separated because of the pandemic or distance. 

 

Granted, this approach requires further research on technology to make touch detection and 
transfer between two parties available to the consumer market, and integration with current VR 

head mounted devices. With all the above, this is still a novel idea to further the human 

experience. 

 

6. CONCLUSION 
 

Our goal is to bring people together despite distance in such a way that replicates and even rivals 

in-person communication. It could be used in video games, to enrich personal relationships, 
virtual healthcare services, virtual education, retail, therapeutic services, and potentially in other 

situations where physical interaction is not possible.  
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ABSTRACT 
  
In the current salient object detection network, the most popular method is using U-shape 

structure. However, the massive number of parameters leads to more consumption of computing 

and storage resources which are not feasible to deploy on the limited memory device. Some 

others shallow layer network will not maintain the same accuracy compared with U-shape 

structure and the deep network structure with more parameters will not converge to a global 

minimum loss with great speed. To overcome all of these disadvantages, we proposed a new deep 

convolution network architecture with three contributions: (1) using smaller convolution neural 

networks (CNNs) to compress the model in our improved salient object features compression and 
reinforcement extraction module (ISFCREM) to reduce parameters of the model. (2) introducing 

channel attention mechanism in ISFCREM to weigh different channels for improving the ability 

of feature representation. (3) applying a new optimizer to accumulate the long-term gradient 

information during training to adaptively tune the learning rate. The results demonstrate that the 

proposed method can compress the model to 1/3 of the original size nearly without losing the 

accuracy and converging faster and more smoothly on six widely used datasets of salient object 

detection compared with the others models. Our code is published in 

https://gitee.com/binzhangbinzhangbin/code- a-novel-attention-based-network-for-fast-salient-

object-detection.git 
 

KEYWORDS 
 
 Salient Object Detection, Optimization Strategy, Deep Learning, Model Compression, Vision 

Attention. 

 

1. INTRODUCTION 
 

Salient object detection plays an important role in many computer vision tasks, such as computer 

vision tracking [1], content aware image processing [2], medical segmentation, robot vision 

navigation [3] and so on. Most of traditional detection methods [4,5,6,7,8,9,10,11] extract handle-

crafted features to capture low-level visual features such as color, intensity and orientation. 
Traditional models are also dependent on the manually designed regional salient descriptors. 

However, low-level semantic information which means local contrast operator has a limited 

spatial neighborhood and large high-level feature information can be easily missed out. With the 
advent of convolution neural network, it can not only capture the low-level semantic information 

but also extract the high-level semantic information, which greatly improves the accuracy of 

significance by fusing the context details features of multi-scale space. 
 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N22.html
https://doi.org/10.5121/csit.2021.112205


48         Computer Science & Information Technology (CS & IT) 

 
 

Figure 1. The pipeline of the proposed approach 

 

Figure 1. The pipeline of the proposed approach. Based on the Edge Guidance Network we 
replace the convolution layers of the decoder of U-shape structure with fire module. Follows we 

use squeeze-and-excitation module to focus more attention on different channel. PSFEM: 

progressive salient object features extraction module. NLSEM: non-local salient edge features 

extraction module. O2OGM: one-to-one guidance module. FF: feature fusion. ISFCREM: 
improved salient object features compression and reinforcement extraction module. 

 

Methods [12,13,14] pointed out that the shape of CNN pyramid structure usually has a larger 
space and contains detailed low-order information in the shallow stage, while the deeper stage 

will contain more high-order information which can accurately highlight the location information 

of the positioning target. The U-shape structure [15,16] is used in the salient object detection 
framework [17,18,19] designed by fusing high-order and low-order information, which has 

caught global low-high level information by uniting different phase features. It constructs the 

feature fusion path from top to bottom in the classification network which means the low-level 

semantic information can better fuse the high-level semantic information so as to build a rich 
feature map. 

 

Recently, based on the U-shape structure designed a new network that is EGNet [20] for salient 
objection detection which benefit from the rich edge information and location information in 

salient edge features. The EGNet can help locate salient objects more efficiently. Most of images 

utilize image blocks as input then using context information and end-to-end deep network 

structure to output salient map based on each pixel in the image region. After fusing edge 
information, the local edge information of the object is more prominent and it is used to refine the 

high-order semantic information. At the same time, the complete consistency between the edge 

information and the object information is highlighted. However, we found that the original 
convolution network can be compressed which received the influence of SqueezeNet [21] 

architecture when fusing the edge information and the salient map information of the context. We 

changed the convolution design on the premise of nearly keeping the receptive field unchanged 
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and used the compressed convolution to reduce the parameters of the model. We also find that on 
the basis of the U-shape structure paying attention to the relationship between the channel can 

automatically learn the importance of different features according to different channel features so 

introducing channel attention mechanism is to make up for the loss of the details of the feature 

map caused by the compression of the model. 
  

We focus the balanced compensation between the model compression of net and the precise of 

feature maps to save storage space on the premise of almost keeping the accuracy of the original 
model unchanged. Then we introduce the attention mechanism to focus on the weight attention of 

the different model channels in order to focus more on salient feature maps and make up for the 

loss caused by compression. In summary, this paper makes three major contributions: 
 

 We design a new model structure with reduced model size which using smaller CNN 

architectures are more feasible to deploy on FPGAs and other hardware with limited 

memory and require less communication across servers during distributed training. 

 

 We introduce the channel attention mechanism to increase the feature focus degree 
between different channels when the high-order semantic information and low-order 

semantic information are fused in the up sampling to improve the focus degree of salient 

map detection offsetting the loss caused by compression. 
 

 We use a new optimization strategy for fast convergence instead of traditional 

optimization strategy which would possibly lead to local minimums only half of the 

training time compared with original model. 
 

On the whole, we introduced the related works of the current development method in Sec 2. Next 

we proposed our network structure and concisely introduced the related modules respectively in 

Sec 3. Sec 4 is the analysis of results compared with others experiments. Finally we concluded 
our work in Sec 5. 

 

2. RELATED WORKS 
 

Recently, benefiting from the powerful feature extraction capability of CNNs, most of the 

traditional salient detection methods based on hand-crafted features [22] have been gradually 

surpassed. 

 
In recent years, the commonly used salient object detection methods based on deep neural 

network are mostly optimized from the following three aspects: the method based on boundary 

enhancement, the method based on semantic enhancement, and the method based on boundary 
with semantic enhancement. Boundary based enhancement is to obtain more boundary 

information by enhancing the low-level features of depth features to better locate the significant 

target boundary. Typical algorithms include ELD [23] algorithm proposed by Tai et al., KSR 

[24] algorithm proposed by Wang et al., DCL [25] algorithm proposed by Li et al., and DSS 
algorithm proposed by Hou et al. Semantic enhancement is to obtain rich semantic information 

from high-level features to better locate the salient target and make the salient target more 

prominent. Typical algorithms include R-FCN [26] algorithm proposed by Dai et al., CPD [27] 
algorithm proposed by Wu et al., and PoolNet [28] algorithm proposed by Liu et al. These 

methods can accurately locate the position of salient object. However, the semantics contained in 

high-level features are enhanced but sometimes the boundary is blurred or multiple salient object 
is overlaid. It is easy to cause ambiguity of salient object while only semantic enhancement or 

boundary enhancement. In order to overcome the shortcomings of the two questions, some 
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researches enhance the boundary and semantics at the same time which obtain good salient object 
information and contour information to improve the performance of salient object detection. 

Typical algorithms include Amulet algorithm proposed by Zhang et al. And BDMPM [29] 

algorithm proposed by Zhang et al. 

 
Compared with the above network structure design, the popular edge information fusion strategy 

of EGNet makes up for the salient graph information. Through an end-to-end model design, we 

can better capture the salient graph information. We explore the model structure 
  

design and use the model compression strategy to reduce the parameters improving the model 

inference speed while maintaining the same sensing field using smaller CNNs. We introduce the 
channel attention mechanism to focus on the focusing degree between different map channels to 

enhance the correlation between channels to better make up for the loss caused by using model 

compression and use a new optimization strategy to converge the global loss minimum more 

quickly. 
 

3. NETWORK ARCHITECTURE 
 

The overall architecture is shown in Figure 1. In this section, we begin by describing the 
compression module in Sec. 3.1, then introduce the channel attention mechanism module in Sec. 

3.2, introduce our improved salient object features compression and reinforcement extraction 

module (ISFCREM) in Sec. 3.3, and finally introduce the new AdaX optimizer in Sec. 3.4. 

 
We also use the VGG [30] network as backbone, followed by the original EGNet we obtain six 

side features extracting Conv1-2, Conv2-2, Conv3-3, Conv4-3, Conv5-3, Conv6-3. Because the 

Conv1-2 is too close to the input and the receptive field is too small, we leverage the widely used 
architecture U-shape from Conv2-2 to Conv6-3 to generate more robust salient object features. 

But we use fire module instead of original up sampling layers to compress the model. Before 

adapt a single convolution layer to convert the feature maps to the single-channel prediction mask 
we use squeeze-and-excitation module [31] (SE module) to study the important weights of 

different channels which will enhance important and restrain unimportant channel features 

automatically. Then use the Conv2-2 which preserves better edge information to guide the Convi-

3, i∈ [3,6]. Finally, after fuse the O2OGM feature maps to use cross-entropy loss to compute the 
final sum loss between PSFEM and O2OGM. More details of these modules can be found in 

original EGNet paper. 

 

3.1. Fire Module 
 

In the model space, we explore the convolution structure and compress the size of the model. The 
purpose is to achieve the compression of the model parameters while maintaining the same 

receptive field with smaller convolution kernel. The core idea of SqueezeNet design is 

introducing the fire module. The design architecture is shown in Figure 2, using 1×1 convolution 
kernel can limit the number of channels and enhance the abstract expression ability of 

convolution network which is equivalent to using line sense machine. A larger activation graph is 

provided for convolution by postponing the down sampling operation which retains more 

information and can provide higher classification accuracy. The design scale is shown in Figure 
3. 
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Figure 2. The squeeze and expand Module architecture 

 

 
 

Figure 3. The detailed proportion of squeeze and expand module. 

 

3.2. Squeeze-and-Excitation Module 
 

We explore the channel attention mechanism in order to improve the focus of the feature graph 

after up sampling on the U-shape structure decoder. We introduce the SE module to allocate the 
available feature resources to the most valuable information in an input semaphore and enhance 

the expression ability of the network by aggregating the attention weight ratio between different 

channels. 
 

3.3. Our Improved Salient Features Compression Reinforcement Extraction 

Module 
 

Our improved module (ISFCREM) use 1×1 convolution kernel on the squeeze portion to reduce 
dimension and combining 3×3 with 1 ×1 convolution kernel of expand portion keep the ratio of 

1:1 to increase dimension which not only decreases the kernel parameters caused by the 3 × 3 

convolution kernel but also retain the same received sensation. The number of input channels in 

the fire module keeps the same receptive field as the original convolution to the greatest extent 
and reduces the count of parameters. 

 

Secondly, concatenate the SE module. SE module first compresses the global spatial information 
by using the global average pooling to generate the statistical information between channels for a 

channel descriptor so that the following network layer can obtain the global receptive field 

information. In the second step, one fully connected layer is used to compress the number of 
channels to reduce the amount of computation and then the second fully connected layer is used 

to recover the number of channels. The two fully connected layers leverage the different channel 

correlation to enhance important features and weaken unnecessary features. Finally, the sigmoid 

activation function is used to enlarge and shrink the range and the scale factor is fused into the 
original feature map as the weight ratio then add directly for enhancing the weight of important 

feature map. 
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Our improved module (ISFCREM) compress the model while maintaining maximum accuracy. 
 

3.4. The Optimizer of AdaX 
 
Compared with the Adam optimizer [32], we use a new optimizer that is AdaX [33] optimizer. 

The main formulation of updating parameters can be seen as Table 1. 

 
Table 1. The different formulation of optimization strategy between Adam and AdaX optimizer 

 

gt = ∇θL(θt) (1) gt = ∇θL(θt) (7) 

mt = β1mt−1 + (1 − β1)gt (2) mt = β1mt−1 + (1 − β1)gt (8) 

vt = β2vt−1 + (1 − β2)g2 
t 

(3) vt = (1 + β2)vt−1 + β2g2 
t 

(9) 

m̂ t  = mt/(1 − βt ) 
1 

(4) v̂t  = vt/((1 + β2)t − 1) (10) 

v̂t  = vt/(1 − βt ) 
2 

(5) 
 

 

θt = θt−1 − αtmt/√v̂t + ϵ (11) 

 
 

θt = θt−1 − αtm̂ t/√v̂t + ϵ (6)   

(a）The mainly updating formula (1-6) of 

AdaX optimizer 

（b）The mainly updating formula (7-11) of 

Adam optimizer 

 

The difference of the two optimizer is that AdaX optimizer remove the offset correction of 
momentum (4) firstly. Secondly, AdaX optimizer can adapt its learning rate by itself with 

exponential longterm memory. As time goes on, the decay strategy of Adam optimizer learning 

rate may not converge a constant but we hope that the learning rate to be a constant because the 
gradient becomes smaller and the training itself tends to be stable in the later stage of training. So 

the significance of correcting the learning rate is not great and the correction strength of the 

leaning rate should become smaller that should be better a constant. As the formulation can be 

seen that AdaX optimizer can better convergence a constant that make the loss convergence 
smoother than Adam optimizer. Our training experiment results using three different optimizer 

for a comparison can be shown as Figure 4. 

 

 
 

Figure 4. The comparison between Adadelta, Adam, Adagrad, Rmsprop, AdamW and AdaX optimizer 

based on Resnet-50 as backbone after training 30 epochs on DUTS-TE salient object detection dataset. 
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4. EXPERIMENTS 
 

4.1. Implementation Details 
 

We train the improved model on DUTS-TS [34] dataset in our device which contains two P40 
GPUs having 24GB video random access memory each other. We also use VGG-16 and Resnet- 

50 [35] as backbone for a comparison respectively. Our code is implied by PyTorch. We set the 

weights of newly added convolution layers are initialized randomly with a truncated normal 
(σ=0.01), and the biases are initialized to 0. We use AdaX as the optimizer. The hyperparameters 

are set as followed: learning rate=5e-5, weight decay=0.0005, momentum = 0.9, loss weight for 

each side output is equal to 1. A back propagation is processing for each of the ten images. We do 

not use the validation dataset during training. We train our model 18 epochs and divide the 
learning rate by 10 after 9 epochs. We apply the official model to train original experiment as 

comparison. The results can be shown as Figure 5. 

 

 
 

Figure 5. The result salient map of improved model based on the Resnet-50 can be seen as a contrast with 
the original net. As we can see, the salient object can be focus more of its construction when we imported 

the SE module in the second line feature maps. 

 

4.2. Datasets and Evaluation Criteria 
 

We test the improved model on six widely public benchmark datasets: DUTOMRON [36], 

DUTS-TE, ECSSD, PASCAL-S [37], HKU-IS [38] and SOD [39] that altogether nearly contains 
30000 meaningful semantic images with various complex scenes. DUTS dataset contains 10553 

original images, saliency images and corresponding edge images. DUTOMRON dataset contains 

5168 original images and salient feature images respectively. Images in this dataset contain one 
or more salient objects with a relatively complex background. SOD, ECSSD, PASCAL-S and 

HKU-IS dataset includes 300, 1000, 850, 4447 original images and salient feature images 

respectively. DUTS-TE dataset includes 5017 original images and salient feature images 

respectively. The dataset of DUTS is the largest salient object detection stand which include more 
challenged images with various locations and scales. 

 

We use four metrics, F-Value, mean absolute error (MAE), S-measure [40] to compare with 
baseline model. F-value is a mean of average precision and average recall, the formula can be 

described as Equation (12): 
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where β2 is set to 0.3 as done in previous work to weight precision more than recall. The MAE 
score indicates how similar a saliency map S is compared to the ground truth G and the formula 

as Equation (13): 
 

 
 
where W and H denote the width and height of S, respectively. The IOU can be described as the 

intersection-over-union between the predicted map S and ground truth G and the formula as 

Equation (14): 
 

 
 

S-measure focuses on evaluating the structural information of salient maps. It is closer to the 
human visual system than F-measure. We include S-measure for a more comprehensive 

evaluation for comparison. S-measure could be computed as Equation (15): 

 

 
 

4.3. Evaluation Results 
 

First of all, we compare the traditional mainstream method with our improved model on ESSCD, 
PASCAL-S, DUTOMRON, HKU-IS, SOD and DUTS-TE databases respectively, and the 

comparison results are shown in Table 2. We draw the PR curve on DUTOMRON, PASCAL-S, 

and DUTS-TE datasets which are shown on Figure 6. Next, we also compared the results of IOU, 

Inference Speed between EGNet and our improved model. The result shown as Table 3 and Table 
4 respectively. 

 
Table 2. Quantitative comparison including max F-measure, MAE, and S-measure over six widely used 

datasets. “-” denotes that corresponding methods are trained on that dataset. “*” means methods using pre-

processing or post-processing. Compared with traditional methods that our improved model evaluation 

result is nearly the same as EGNet but more better than others results. The best results are marked in red 

and the second best results are marked blue respectively. 
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Table 3. The evaluation of IOU between different datasets compared EGNet with our improved model. 

 
 ECSSD PASCAL-S DUTOMRON HKU-IS SOD DUTS-TE 

VGG-based 

EGNet 0.867 0.750 0.697 0.843 0.654 0.767 

Ours 0.846 0.728 0.658 0.828 0.639 0.737 

Resnet-based  

EGNet 0.878 0.755 0.701 0.858 0.692 0.782 

Ours 0.854 0.735 0.654 0.832 0.637 0.740 

 
Table 4. The evaluation of inference speed between different datasets compared EGNet with our improved 

model. The inference speed of our improved model is faster than EGNet. 

 
 PASCAL-S 

(seconds/sheet) 

DUTOMRON 

(seconds/sheet) 

HKU-IS 

(seconds/sheet) 

SOD 

(seconds/sheet) 

DUTS-TE 

(seconds/shee

t) 

VGG-based 

EGNet 0.476 0.126 0.244 0.117 0.113 

Ours 0.448 0.142 0.223 0.090 0.122 

Resnet-based 

EGNet 0.128 0.131 0.270 0.180 0.129 

Ours 0.113 0.076 0.198 0.103 0.078 

 

 
 

Figure 6. The Precision and Recall for PASCAL-S, DUTSTE, DUTOMRON datasets respectively. Our 

improved model is better than others and nearly similar as the state-of-the-art EGNet. 
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5. CONCLUSIONS 
 

In this paper, we use smaller CNNs compressed the model size based on the EGNet structure 

firstly. The parameters are reduced from 108068426 to 30175602 (111692618 to 33799794) and 

the model size from 412MB to 115MB (426MB to 129MB) which computed on linux system 

using VGG-16 (Resnet-50) as the backbone respectively. It is a third of the original size. But we 
found that the accuracy is lower 3.0+ compared with the-state-of-art that is EGNet. For a remedy, 

we introduce channel attention to minimize gaps. The results shown that our improved model is 

close to the-state-of-the-art. We also explore a new optimizer for better and faster convergence a 
global minimum loss. The experiment shown that its test result is crowded on the Adam 

optimizer which is the best optimizer widely used but nearly half of training time. 

 

In the future work, we want to explore a larger proportion of compression models by means of 
model weight pruning and knowledge distillation. In terms of model accuracy, we will continue 

to explore the edge structure extraction of refined feature map to make the segmented region 

more effective. At the same time, we will explore new self-attention structure mechanisms, such 
as introducing the latest transformer mechanism to capture global context information and 

improve segmentation accuracy. 
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ABSTRACT 
 

In this article, we give a new method of multi-focus fusion images based on Dempster-Shafer 

theory using local variability (DST-LV). Indeed, the method takes into account the variability of 

observations of neighbouring pixels at the point studied. At each pixel, the method exploits the 

quadratic distance between the value of the pixel I (x, y) of the point studied and the value of all 

pixels which belong to its neighbourhood. Local variability is used to determine the mass 
function. In this work, two classes of Dempster-Shafer theory are considered: the fuzzy part and 

the focused part. We show that our method gives the significant and better result by comparing 

it to other methods. 

 

KEYWORDS 
 

Multi-focus-images, Dempster-Shafer Theory, local distance, fusion images. 

 

1. INTRODUCTION 
 
Image fusion involves combining images from the same scene to produce a single image 

containing more information and detail found on at least one of the input images. Thus, image 

fusion can reduce uncertainty and minimize redundancy on the output image as well as maximize 
particular relevant information. This paper deals with the fusion of multi focus images caused by 

the limited depth of field of optical lenses in cameras. Thus, it is not possible to obtain an image 

containing all the relevant objects in a scene but with different focusing, one can obtain several 

images where each one contains a clear object and the others blurry. The image fusion method is 
used to get all objects in focus on a single image. 

 

In the literature, we find several methods of fusion of multifocal images. These methods can be 
two types, spatial methods and multiscale methods. Those of the spatial domain directly concern 

the pixels of the source images as well as their neighbourhoods. Moreover, the fusion methods 

such as the mean, the principal component analysis (PCA) [1], the maximum selection rule, the 
methods based on the two-sided gradient [2] and the method based on the filter and Guided 

images (GIF) [3] and the maximum selection rule are considered as spatial approaches. The flaw 

of spatial domain approaches is that they cause spatial distortion in the fused image. On the other 

hand, the fusion by the methods at several scales is carried out on the source images after having 
decomposed them into several scales. As examples of these methods we cite among others:  

discrete wavelet transform (DWT) [4] - [7], the fusion of Laplacian pyramidal images [8] - [14], 

the discrete cosine transform with calculation of the variance (DCT + var) [15], the method based 
on the detection of salience (SD) [16]. 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N22.html
https://doi.org/10.5121/csit.2021.112206
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The paper [17] show that, from the evidence point of view where the fusion decreases the 
imprecision and the uncertainty by using the redundancy and the complementary information of 

the source image. This means that evidence of weak inputs gives the best estimate. Shafer first 

proposed the evidence theory in the 1970s, based on Dempster's research. The advantage of the 

Dempster-Shafer theory (DST) is without a priori and without preference, because of the 
unavailability of information, which implies an indeterminacy, as detailed in [18] and [19 ]. This 

theory is very successful in many applications, including image segmentation [20], [21], pattern 

classification [22], [23], object recognition [24], medical imaging. [25], fusion of sensors [26]. 
 

This paper proposes the fusion of multi-focus images using Dempste-Shafer theory based on the 

following information: the variability between each pixel and its neighbours. This variability is 
calculated from the quadratic distance between the value of the pixel I (x, y) and the value of all 

neighbouring pixels. It is called "local variability". Local variability as a measure can detect the 

sharp intensity of the image such as the edge. This method also takes into account the behaviour 

of neighbouring pixels and preserves the edge. 
 

The organization of this paper is as follows: Section 2 gives details of Dempster-Shafer evidence 

theory. Section 3 gives the definition of local variability and its use. Section 4 presents the 
proposed method in detail. Section 5 provides the definition of the evaluation metrics used in this 

article. The experimental study using different images and the comparison between the proposed 

method and other methods are provided in section 6. The section 7 is reserved for the conclusions 
and perspective of this work. 

 

2. DEMPSTER-SHAFER EVIDENCE THEORY 
 

Define  as the set of hypotheses for a problem domain, called frame of discernment. Let m the 

function defined from  to  where  be the set of all subsets  :  
 

                                                                                                            (1) 

 
 The function m is called a basic probability assignment whenever  
 

                                                                    (2) 
 

Where  is the measure of belief that is attributed to . According to [27],  is the 

degree of evidence supporting the claim that a specific element of  belongs to the set A, but not 

to any special subset of complementary of . If  is a element of  such that  then A 

is called the focal element of . The belief measure is given by using m as follows: 

:  

 

                                                                                                 (3) 

 
The paper [28] define the plausibility measure : 
 

                                                       (4) 

 
 measures the degree of evidence that the element in question belongs to the set  as well 

as to the various special subsets of . An important aspect of Dempster Shafer Theory (DST) is 

the aggregation of evidence given by different sources, see [17]. If two mass function  and  
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applied at distinct items of evidence are such that  and  for some non-

disjoint subsets  and  of , then they are combinable by means of Dempster’s rule. [29], [30]. 

The combination (joint mass) of two sets of masses  and  is defined as follows  

 

                                                                                            (5) 

  

                                                             (6) 

  
Equation (6) becomes  
 

                                                               (7) 

 

 
If the mass on a subset A is zero does not mean that the set is impossible, simply that we are not 

capable of assigning a level precisely to   (see [31]), since we could have non-zero masses on 

subsets of , which would lead us to . 
 

3. LOCAL DISTANCE 
 

This paper considerate the information of the neighbouring pixels of the fixed pixel. Indeed, at 

each pixel , the method uses the quadratic difference called local variability between the 

value of this pixel  and the value of its neighbours. The idea comes from the fact that the 

variability of the value in blurred region is smaller than the variability of the value in the focused 

region, the proof of this assertion is given in [32]. The neighbour of a pixel  used in this 

paper, with the size  is: 

 

  

  
For example the neighbor with the small size  contains: , , 

, , , , ,  as we can 

see in Fig. 1.  
 

 
 

Figure 1. Pixel at (x, y) within its neighborhood,  = 1 

 

Cosider  source images  with same size . Local variability of every 

source image at pixel :  
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                                        (8) 

  
where  is the index of  source image .  
 

 

 

  
  

 
 

 

The following proposition that the local variability is small enough where the location is on the 

blurred area (B1 B2). Indeed, we consider, without loss the generality, that we have a focus 

pixel  in image  and blurred in image  
 

 
 

Figure  2. Two multi focus images, the yellow part is blurred area and the white part is clear(focused) area. 

 

The local variability of image  and image  are respectively:  and , 

where  and  can be written as follow:  
 

                                (9) 

                             (10) 

 

Proposition  
 

Let (x,y) a pixel belongs to blurred area of the image I2 ((x,y) ∈ B2), then the local variability on 
(x,y) in image I2, is smaller that the local variability on (x,y) in image I1, ( . 
 

The proof of this proposistion is given in [32]. 
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4. THE PROPOSED METHOD 
 
The difficulty of merging images using Dempster-Shafer theory is to construct the evidential 

representation of images. In this paper, one information used as the evidential representation 

images is local variability and two classes are used in the Dempster-Shafer theory. Either a pixel 

belongs to blurred part  or it belongs to the focus part . There is also uncertainty  inherent in 

the theory of evidence. All of this forms the framework for discernment in  : 
 

                                                                                                  (12) 

  

For each pixel one value of evidence for information will be obtained, .  

 

                                                                                    (13) 

 

 with the condition . 

 

Suppose there are  original images, , where each image has size  with 

different focus to be fused. The fusion in this work follows 3 steps:  

 
Step 1:  

 

    1.  To calculate mass function: 
 

For each image where we use different values of size of neighbourhood, 

, we define:  

 

                                                               

                                                           (14) 

  

where  is the  source image,  and  is size of neighbourhood of local 

variability. We set the standard deviation of  =  

 

for  belongs to , we calculate:  

 

                                                     (15) 

  

for  belongs to , we calculate: 

  

                                                                                    (16) 

 

 for  belongs to , we calculate:  

 

 
                                                           (17) 

 

This method obtains the information whether or not a pixel belongs to the focus area, for this we 
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use the plausibility of  which is the sum of the masses of the evidence for  and the uncertainty 

:  
 

  

  
For fusion image at the pixel , due to  is a set of pixel on blurred area, we take pixel 

 from image  that assigned to minimum ,  = . 
 

Step 2.   

 

For , we take  as fused image with size of neighborhood =   
 

 
  
Step 3.  

 

The proposed method use different values of size of neighbourhood,  , and 

choose the value of  that corresponds to the minimum value of RMSE, such that our final fused 

image  
 

 

  

5. EXPERIMENTAL RESULT 
 
In this section, we are using images taken from the web page database [35]. We blurred an area 

of each reference image by applying the convolution of the Gaussian filter. The works [33] - [34] 

justify the choice of the Gaussian filter. The reference images contain at least two objects of the 

photographed scene. We have chosen to hide an object from the reference image. Thus from each 
image we obtain multi-focus images whose number is equal to the number of objects belonging 

to the reference image. The size of the blurred areas depends on the size of the masked object. 

We applied the approach on 150 images of the web page [35]. To make this article easy to read, 
we have chosen to present only three reference images that we blurred by masking an object each 

time to extract multi-focus images from each image (figures 4, 5, 7, 8, 10 and 11). Figures 6, 9 

and 12 show the images fused using the proposed method. Visually, the image obtained by the 
proposed method gives a very satisfactory fusion. 
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Fig.4 in focus on the right                            Fig.5 in focus on the left           
 

 
                               

Fig.6 Fused image by proposed method 
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Fig.7 in focus on the left                                  Fig.8 in focus on the right 
 

 
              

Fig.9 Fused image by proposed method 
 

   
                       

Fig.10 in focus on the left                             Fig.11 in focus on the right 
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Fig.12 Fused image by proposed method 

 
To compare the proposed method to other methods, we perform the fusion using methods: PCA 
method [1], discrete wavelet transform (DWT) method [6], Laplacian pyramid LP_PCA [13], 

LP_DWT [14] and gradient bilateral (BG) [2]. 

 

To objectively evaluate these fusion methods, we will use quantitative measurements on the 
fused images. The RMSE evaluation measure was chosen for its efficiency in this comparison 

category. The table gives the mean and standard deviation of RMSE for the methods studied. 

 
Table 1. Statistic parameters of the sample (150 images) 

 
Method LP_AV PCA BG LP.PCA DWT LP.DWT Proposed_method 

Mean 6.351 6.245 7.7375 1.7456 3.0738 1.7841 0.44059 

Standard 

deviation 

2.81099 2.76977 3.77837 0.62897 1.06387 0.638727 0.223299 

 
From the table1. We deduce that the proposed method has a smaller mean of the RMSE.  The 

histograms of RMSE for 150 images by different methods (Figure 14, 15, 16, 17, 18 and 19) are 

for almost method symmetric and centred around the mean value. 
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Figure 13. The histogram of LP. PCA method 

 

 
 

Figure 14. The histogram of PCA method 

 

 
 

Figure 15. The histogram of DWT method 
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Figure 16. The histogram of LP.DWT method 

 

 
     

Figure 17. The histogram of BG method 

 

 
 

Figure 18. The histogram of proposed method 
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Figure 19. The histogram of LP.Average method 

  
An analytic comparison, Analysis of variance (ANOVA) with dependent samples (dependence 

by image), is used. The software R gives the following Anova table:  

 

 
 

As Pr(>F) is smaller than 1% the methods are significantly different. We use now the Newman 

Keuls test to compare the methods two-by-two and make groups having significantly the same 
mean. The software R gives the results below of the test. 

 

 
 

We obtain Four different groups: First Group “a” contains only method BG having the bigger 

mean of RMSE (7.737). The Group “b” contains two methods LP_AV and PCA that have 
significantly the same average. Group “c” contains only the method DWT which better than 

group “a” and “b”. Group “d” contains two methods LP_DWT and LP_PCA which better than 
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group “a”, “b” and “c”. The last group “e” containing the proposed method that the best method 
because his mean is the smallest by comparing with other means. 

 

6. CONCLUSION 
 

This paper, presents a new method to fuse two multi-focus images based on Dempster-Shafer 
theory using local variability. The originality of this method lies in the fact that we use the 

Dempster Shapher theory and the local variability of each pixel according to the quadratic 

distance. The fusion decision is obtained by pixels, which correspond to the minimum of 
plausibility. The experimental study shows that the proposed method gives a significant 

improvement in the result both visually and quantitatively. We extend this method to fuse more 

than two blurred images. We can use it in many applications, such as  

 
   1.  The drone is becoming an essential tool in digital imaging, it offers interesting 

possibilities to improve photography. The drone can capture images on the same scene, which 

zooms in on different objects and at different altitudes. Thus, it will give several images on the 
same scene but with different objects in focus. With the proposed method, we obtain an image 

with all the objects at the point very similar to the real images 

    2.  The method can also be used in medical imaging. In fact, it can be used to detect an 
object or cell anomaly due to the local variability indicating the behaviour of each pixel with its 

neighbourhood. 

    3.  The food industry uses cameras to control the quality of the manufactured product. 

Each camera targets one of several objects to detect an anomaly. We would use the proposed 
method to get a photo containing all the objects in focus with more detailed information. 

 

  This work has several perspectives:   
 

1. Our proposed method is performed on images in gray levels. We plan to extend it to 

colour images that convey important information. 
      2. Encouraged by the fusion of two images we intend to extend the method to more than two 

images by taking into account the local variability in each image (intra variability) and the 

variability between the images (inter variability). This inter-variability can detect "abnormal 

pixels" among images. 
      3. We are motivated to use the proposed method to fuse images containing different objects 

from different sensors (multimodal). 
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ABSTRACT 
 

Due to the shortcomings of acoustic feature parameters in speech signals, and the limitations of 

existing acoustic features in characterizing the integrity of the speech information, This paper 

proposes a method for speech recognition combining cochlear feature and random forest. 

Environmental noise can pose a threat to the stable operation of current speech recognition 

systems. It is therefore essential to develop robust systems that are able to identify speech under 

low signal-to-noise ratio. In this paper, we propose a method of speech recognition combining 

spectral subtraction, auditory and energy features extraction. This method first extract novel 

auditory features based on cochlear filter cepstral coefficients (CFCC) and instantaneous 

frequency (IF), i.e., CFCCIF. Spectral subtraction is then introduced into the front end of 

feature extraction, and the extracted feature is called enhanced auditory features (EAF). An 

energy feature Teager energy operator (TEO) is also extracted, the combination of them is 

known as a fusion feature. Linear discriminate analysis (LDA) is then applied to feature 

selection and optimization of the fusion feature. Finally, random forest (RF) is used as the 

classifier in a non-specific persons, isolated words, and small-vocabulary speech recognition 

system. On the Korean isolated words database, the proposed features (i.e., EAF) after fusion 

with Teager energy features have shown strong robustness in the nosiy situation. Our 

experiments show that the optimization feature achieved in a speech recognition task display a 

high recognition rate and excellent anti-noise performance. 

 

KEYWORDS 
 

Cochlear filter cepstral coefficients; Teager energy features; Linear discriminate analysis; 

Random forest; speech recognition. 

 

1. INTRODUCTION 
 

Speech is the material shell and acoustic representation of language, and is one of the most direct, 

common and convenient carrier of information exchange for humans, and plays an important role 

in human-computer interaction and information transmission. With the advent of artificial 

intelligence (AI), it has always been the ideal of AI researchers to enable computers to simulate 

human consciousness and thinking information, so as to achieve human-computer interaction [1]. 

Speech recognition is equivalent to "machine's auditory system". It takes speech signal as the 

research object, combines signal processing technology and pattern recognition model to 

communicate with a computer, so that the computer can convert the speech signal into 

corresponding text or commands through the process of understanding and recognition [2]. 

Interpretation of human spoken language through technology has a diverse range of applications 

including in air transport, intelligent homes, disaster rescue, medical diagnostics, and other 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N22.html
https://doi.org/10.5121/csit.2021.112207


76       Computer Science & Information Technology (CS & IT) 

human-computer interaction fields [3]. In the aviation transmission industry, speech recognition 

technology is used in the monitoring and response of the aviation air traffic control command, 

which makes the control command automatically respond, and then improves the training 

efficiency of the analog aircraft [4]. In smart home, combining speech recognition technology, 

wireless information transmission technology and embedded mobile computing technology, we 

can design a barrier-free intelligent home environment system for the disabled groups, so as to 

help them improve their quality of life and ability to participate in society [5]. In disaster rescue, 

speech recognition technology is integrated into the design of sensors to detect the calls of the 

victims, realize the auditory navigation of rescue robots, and achieve the purpose of search and 

rescue [6]. In medical diagnosis, according to the relationship between voice and depression, a 

depression recognition model based on voice variables is built to realize the correct diagnosis of 

the disease [7]. All the above studies are the practical application of speech recognition 

technology in social life, which shows that speech recognition technology has high research value 

and significance, and the improvement of the performance of speech recognition system has 

become a research hotspot of researchers. 

 

As an important element of speech recognition, feature extraction has a large influence on the 

performance of the system [8]. Therefore, methods to extract the most information-capable, 

noise-less, easily classified and stable new features from speech must be developed, and integrate 

and optimize the different types of features that have been proposed also require further research 

to establish a speech recognition system with the best classification performance. Currently, the 

most mainstream speech feature is Mel frequency cepstral coefficient (MFCC), and MFCC is 

extracted based on Fourier transform, studies have shown that the Fourier transform is not 

suitable for the processing of non-stationary time-varying signals [9]. In recent years, a new 

method of auditory transformation compensates for the shortcomings of Fourier transform. The 

time-frequency analysis method of introducing auditory transformation into speech signal 

processing has attracted the attention of some researchers, and based on auditory transformation, 

a new feature model which is more in line with human ear auditory characteristics has been 

proposed. For instance, Peter Li try to extract cochlear filter cepstral coefficients (CFCC) features 

for robust speaker identification [10-11], and CFCC features show strong robustness in speech 

signal processing [12]. In [13], Yanyan proposed CFCCIF features based on Cochlear filter 

cepstral coefficients and instantaneous frequency, and combined CFCCIF features with Principal 

Component Analysis (PCA) for speech recognition. Although there are many applications of 

CFCC features, there are very few studies focused on the application of CFCCIF features to 

speech recognition in noisy environments. Hence, we attempt to apply CFCCIF features to noisy 

speech recognition systems. Spectral subtraction is then introduced in the front-end of CFCCIF 

features extraction to enhance features, so as to extract more robust feature parameters. And we 

combine enhanced CFCCIF and Teager energy features to form a fusion feature, and linear 

discriminate analysis (LDA) is used to optimize the fusion feature parameters to obtain the 

optimal feature to improve the recognition accuracy. Finally, random forest (RF) is used as the 

classifier in a speech recognition system. 

 

2. PROPOSED CFCCIF FEATURES  
 

2.1. Cochlear filter cepstral coefficients (CFCC) 
 

The feature extraction procedure for CFCC consists of four parts: a series of cochlear filter banks 

model based on auditory transform, hair cell function, nonlinearity, and discrete cosine transform 

(DCT)[14]. The following subsection briefly describes auditory transform and procedure for 

estimating the CFCC features. 
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2.1.1. Auditory Transform 

 

As a new method of processing non-linear signals, auditory transform is equivalent to converting 

time-domain signals into frequency-domain signals through cochlear filter banks. The cochlear 

filter function is used as the basis function of the wavelet, completing the whole process of sound 

transmission from the outer ear to the basement membrane, with an existing inverse transform 

[15]. 

 

Let  be the impulse response of the basilar membrane of cochlear    2t L R  , in which the 

function  t  satisfies the following conditions: 

 

①. It integrates to zero: 

 

   0t dt




  (1) 

 

②. It is square integrable or has finite energy: 

 

  
2

t dt




   (2) 

③. It satisfies: 
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  (3) 

 

where 0 C   , and 

 

     j tt e d  





    (4) 

 

Let  f t  be any square integrable function. The auditory transform of  f t , with respect to  t  

as the impulse response of the basilar membrane in the cochlea, is defined as: 

 

      ,, a bT a b f t t dt



   (5) 

 

where  ,

1
a b

t b
t dt

aa
 

 
  

 
, ,a b  are real, and a  is a scale or dilation variable. By changing a , 

the central frequency of an impulse response function can be shifted. Subscript b  is a time shift 

or translation variable. If a  is known,  ,0a t  moves a unit along the time axis to get  ,a b t . 

Note that 1 a  is an energy normalizing factor. It ensures that the energy stays the same for all a  

and b , providing: 

 

    
2 2

,a b t dt t dt 
 

 
   (6) 

 

A typical cochlear impulse response function or cochlear filter can be defined as: 
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    (7) 

 

where 0, 0   , parameters   and   determine the frequency domain shape and width of the 

cochlear filter. Subscript   and   are taken as the generally empirical value, 3, 0.2   ,  u t  

is the unit step function, and the value   is the initial phase. The value of a  can be determined 

by the current filter, the central frequency 
cf , and the lowest frequency 

Lf  of the cochlear 

filterbank, which is denoted as: 

 

 
L ca f f  (8) 

 

2.1.2. Other Operations in CFCC Extraction 

 

As an important part of the auditory system, human cochlear inner ear hair cells transform the 

vibration signals transmitted from the basement membrane of the cochlea into analyzable nerve 

impulse signals of the brain, and then transmit them to the auditory nerve fibers[16]. The 

following nonlinear function of hair cell describes this motion: 

 

 2( , ) [ ( , )]Th a b a b  (9) 

 

where ( , )T a b  is the filterbank output of speech signal  f t . 

 

The hair cell output of each filterbank is converted into a representation of the nerve spike count 

density in a duration associated with the current band central frequency, which is computed as: 

 

 
-1

1

1
( , ) ( , ), 1, ,2 ; ,

l d
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  ∀∑  (10) 

 

where 3.5 ,{ }20ia sd m x m  is the window length, 
i  is the period of the i  band. 1i cf  , and L  

is the window shift duration. 

 

The output of the above formula is further applied to scales of loudness functions as logarithmic 

nonlinearity, providing: 

 

    , log ,y i j S i j     (11) 

 

Finally, discrete cosine transform (DCT) is applied to decorrelate the feature dimensions. It 

generates the cochlear filter cepstral coefficients as a new auditory-based speech feature, which is 

computed as: 
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where M  is the number of filters. 
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2.2. Instantaneous frequency (IF) estimation 
 

Let  s t  be speech signal, the IF of  s t  is defined as the derivative of the unwrapped phase of 

the analytic signal derived from  s t . For a real signal  s t , its complex analytic representation 

is given by: 

 

      a hs t s t js t   (13) 

 

where  hs t  is the Hilbert transform of  s t , and the inverse Fourier transform(IFT) of  hs t  can 

be expressed as: 
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Then, the amplitude envelope of  as t  is expressed as: 
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The instantaneous phase is       1tan ht s t s t  , and IF is derived from unwrapped 

instantaneous phase, which can be expressed as: 
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  (16) 

 

2.3. CFCCIF Estimation 
 

Similar to nerve spike density estimation, the IF is obtained as: 
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    (17) 

 

To use both envelope structure and IF information, the IF features (eq.15) are multiplied with the 

corresponding nerve spike density envelope (eq.10). Thus, IF obtained in silence regions will be 

suppressed. To capture the transient information, the change in envelope and IF between 

consecutive frames is estimated through derivative operation followed by logarithm. Finally, 

DCT is applied framewise to get CFCCIF features.  

 

3. PROPOSED EAF FEATURES 
 

3.1. Spectral Subtraction 
 

The principle of spectral subtraction is that the power spectrum of pure speech signal can be 

obtained by subtracting the power spectrum of noise from the power spectrum of speech signal 

with noise [17]. 

 

Let  y n  be speech signal with noise,  s n  is pure speech signal,  d n  is noise, and the 

relationship between them is: 
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      ,0 -1n n n ny s d N     (18) 

 

where n  the data points, and N  is frame length. 

 

Their representation in the Fourier transform domain is given by: 

 

      Y S D     (19) 

 

As speech is assumed to be uncorrelated with background noise, the short-term power spectrum 

of  y n  has no cross-terms, hence:  
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where  S  ,  D  ,  Y   is the short-term power spectrum of  s n ,  d n , and  y n . 

 

For a short-time stationary process in a frame, use: 

 

      
2 2
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in which  d   is the statistical average of silent segment  
2

D  . Therefore, the amplitude of 

the speech signal after spectral subtraction can be expressed as: 
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3.2. EAF Features Extraction 
 

To reduce the influence of noise on the CFCCIF features and further enhance the robustness of 

features, spectral subtraction is introduced in the front-end of CFCCIF features extraction. The 

speech signal is preprocessed first in a process which includes pre-emphasis, endpoint detection, 

and frame windowing. Formula (20) is then used to subtract the spectrum amplitude of noise 

from the spectrum amplitude of the noise signal, providing the spectrum amplitude of pure signal. 

Based on the phase insensitivity of speech, the phase angle information before spectral 

subtraction is directly used to reconstruct the signal after spectral subtraction to obtain the 

denoised speech. Finally, the denoised speech signal is extracted using process of CFCCIF 

features extraction, the enhanced auditory features (EAF)is obtained. The extraction process is 

illustrated in Figure. 1. 
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Figure 1.  Extraction process 
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4. FUSION FEATURES EXTRACTION AND OPTIMIZATION  
 

4.1. Teager Energy Features 
 

Let  x n  be a discrete-time signal, and the definition of TEO is: 

 

        
2

1 1x n x n x n x n        (23) 

 

where  x n     is output of TEO,  x n  is the sampling value of the discrete signal at n point.  

 

Let  x n  be a speech signal with additive noise,  s n  be pure speech signal, and  n  be zero-

mean additive noise. This relationship can be expressed as: 

 

      x n s n n   (24) 

 

The TEF of  x n  is given by: 

 

          2 ,x n s n n s n n                       (25) 

 

where    ,s n n     is mutual Teager energy of  s n  and  n , and  
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Both  s n  and  n  are zero mean and independent of each other, providing: 

 

     , 0E s n n      (27) 

         E x n E s n E n                (28) 

 

Compared with TEF of pure speech signal, the TEF of noise can be neglected, according to: 

 

      E x n E s n         (29) 

 

Thus, TEF can eliminate the influence of zero-mean noise and achieve speech enhancement [17-

17]. The application of TEF in feature extraction can not only better track the non-linear energy 

of speech signal, can reasonably present the transformation of signal energy, but also suppress 

noise and enhance speech signals, achieving good results in speech recognition. 

 

To construct a more effective subset of speech features, this paper combines above EAF features 

and TEF which reflects the change of signal energy. The fusion features not only represent the 

auditory perception characteristics and instantaneous frequency information of human ears, but 

also combine the characteristics of speech energy change, and suppress the zero-mean noise 

effect on speech signal to some extent, so as to more accurately describe the characteristics of 

speech. 
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4.2. Linear Discriminant Analysis (LDA) 
 

To reduce the storage of feature data and further optimize the fusion feature, LDA is used to 

reduce the dimension of the fusion feature and further improve the performance of the 

recognition system. The principle of LDA is to project the high-dimensional pattern samples into 

the optimal discriminant vector space to extract classification information and compress the 

dimension of feature space. After projection, the pattern samples can have the largest class 

distance and the smallest intra-class distance in the new subspace, that is, the pattern has the best 

separability in the space [19-20]. It can transform the original feature set into a new feature 

subspace with a lower dimension, and compress the data while keeping as much relevant 

information as possible.  

 

5. EXPERIMENTAL SETUP AND ANALYSIS OF RESULTS 
 

The isolated words database is used for performing isolated word recognition from speech 

signals. The vocabulary sizes used here are 10 words and 20 words. The corpus consists of 10 

digits and 40 command words. Random forest is used for speech recognition comparison 

experiments, and 10-fold cross-validation method is used to test the performance of feature and 

recognition network. 

 

To verify the validity and robustness of the proposed fusion feature and optimization feature, and 

the optimized feature is defined as LDA-Features, the following experimental schemes are 

designed. 

 
Table 1 Comparison of speech recognition based on five features (%) 

 

Vocabulary Experiment Features 
SNR (dB) 

AVerage 
0 5 10 15 20 

10 

Experiment 1 CFCCIF 80.79 86.63 87.12 90.41 90.96 87.18 

Experiment 2 EAF 82.94 87.38 89.08 91.00 91.80 88.44 

Experiment 3 EAF+TEF 83.48 88.02 89.08 91.80 92.06 88.89 

Experiment 4 LDA-Features 92.40 94.41 96.71 96.32 96.83 95.33 

20  

Experiment 1 CFCCIF 72.76 81.17 85.68 87.61 88.89 83.22 

Experiment 2 EAF 73.16 81.99 86.81 88.68 90.37 84.20 

Experiment 3 EAF+TEF 77.13 82.00 87.28 89.22 90.77 85.28 

Experiment 4 LDA-Features 90.30 94.20 94.27 96.05 95.55 94.07 

 

(1) According to the recognition results of experiment 1 and experiment 2 shown in TABLE I, it 

can be observed that EAF features have a superior recognition effect compared with CFCCIF 

features. The average speech recognition rate under 10 words is increased by 1.26%, and under 

20 words is increased by 0.98 %. This result proves that the feasibility and validity of the 

proposed features EAF in isolated word speech recognition systems. However, it can also been 

seen in TABLE I that the recognition effect of the CFCCIF features in a low SNR environment is 

not ideal. 
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(2) Comparing the recognition results of experiment 2 and experiment 3, it can be seen that after 

adding the TEF feature that embodies nonlinear energy characteristics, the recognition effect of 

the fusion feature is further improved compared to single feature. This result illustrates that TEF 

contains the effective information of speech signal and can be used as an auxiliary feature 

parameter to improve the performance of a speech recognition system. 

 

(3) Comparison of experiment 2 and 3 confirms that after the fusion feature is optimized by LDA, 

the recognition rate have a significant improvement. This is because LDA can reduce dimension 

of feature while retaining important information in feature, thus improving the classification 

performance of speech recognition systems, and further verifying the effectiveness of fusion 

feature optimization. 

 

(4) Figure. 2. depicts the speech recognition results of four groups of experiments in different 

SNR environments intuitively. It can be determined that fusion feature have certain advantages in 

recognition rate and robustness. It further illustrates the fusion feature can be constructed by 

combining auditory features with energy feature, and further verifying the effectiveness of LDA 

optimized feature method. 
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Figure. 2. Comparison of experimental results 

 

6. CONCLUSION AND FURTHER STUDY 
 

In this paper, CFCCIF features were extracted based on CFCC and instantaneous frequency 

information, and this feature was applied to speech recognition system in noisy environment. 

Spectral subtraction was then introduced into the front end of CFCCIF features extraction to 

improve the robustness of the feature to noise, and the extracted EAF features and TEF was 

combined in a fusion feature. It is proved that the fusion feature can effectively improve the 

recognition rate of speech recognition compared with the single feature. Finally, a feature 

optimization method of linear discriminate analysis was proposed, and its effectiveness was 

verified. In future research, we would like to consider finding a better speech enhancement 

method combined with feature extraction to achieve better speech recognition performance. In 

addition, the study of more better feature optimization are also the future research direction that 

needs to be further explored. 
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ABSTRACT 
 
The fundamental motivation for enterprises to build a standard system is to meet the subjective 
needs of the unique use nature of standards, such as benchmarking and criteria, from input to 
output in the baseline relationship of all their business processes. How to guess the credibility 
and value of the standard system requires collaborative and mature processes to mediate 
cognition. Firstly, this paper clarifies the philosophical relationship between standard system 
construction and process management by using the general system structure theory. Secondly, it 
systematically summarizes the interaction mechanism between the two from the perspective of 
methodology. Finally, it designs a conceptual model with the "human regulation" composite 
system as the core and the coupling between standard system construction and the outer edge of 
process management, and combed the three mechanism characteristics that affect the fit of the 
coupling model. In order to provide a new integration idea for enterprise standardization 
management and process management to jointly realize the optimal value utility. 
 
KEYWORDS 
 
Standardization Discipline, Construction of Standard system, Process Management, Coupling 
Model. 

 

1. INTRODUCTION 
 
The fundamental motivation for an enterprise to build a standard system is to meet the subjective 
requirements for the unique use of standards, such as benchmarking and standardization, from the 
input end to the output end in the baseline relationship of all its business processes. The 
traditional standardization system is structured based on the function as the core, that is, through 
the in-depth exploration of the manager’s management experience and the staff’s work 
experience, the establishment of a corporate standardization system provides a systematic 
standardization management method and management platform for the realization of corporate 
strategies (Mai, 2018). This design method will inevitably be affected by the subjective role 
consciousness of the experience provider and the ideology of standardism, which strengthens the 
autonomy of the experience provider. It is unavoidable that some experience providers seek to 
maximize their personal interests or demonstrate their personal indispensability (Wang & Zhao, 
2021). Conceal the individual's unique experience that should be accurately and unreservedly fed 
back to the standard-setting department as a "secret", or secretly lower the explicit truth threshold 
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of standard items that matches the job ability to invisibly encroach on job resources. This 
subjective behavior of the experience provider deviates from the original intention of the 
company to precipitate and reproduce its "skills" when constructing the standard system. At the 
same time, because internal control is essentially dependent on people, it is difficult to detect and 
control the scope of the "secret". So that no amount of PDCA cycles in the standardization work 
will eventually become ineffective consumption. At the same time, if the experience provider 
suddenly resigns and the successor performs the task with reference to its solidified experience 
standards, it will be difficult to implement the guidance of the standard, fail to achieve the 
expected work efficiency, produce repetitive technical labor and knowledge labor, and damage 
the existing the value utility of the standard system (Krislov & Samuel, 2020). 
 
How to estimate the credibility and value of the standard system, reduce the risk of enterprise 
employment, and reduce the degree of dependence on special talents? This requires the 
introduction of the concept of process management. Process management is a systematic method 
centered on the standardized structure of end-to-end excellent business processes, and 
continuously improving the business performance of the organization as the value goal, 
emphasizing that the content, methods, and responsibilities of the process should be strictly 
prioritized and statistically controlled. The state is only affected by random factors (Harm 
Schepel, 2017). Only by controlling the input and process, the quality of the output can be 
guaranteed, which dilutes the subjectivity and spontaneity of people at work. 
 
In essence, the enterprise standard system is a scientific and organic whole formed by 
summarizing various standards formulated and implemented around various business processes 
such as production, operation and management according to their relevance and internal relations 
(Jaesun Wang & Seoyong Kim, 2016). Therefore, the effective operation of the enterprise 
standard system depends on the normal operation of various business processes. This article 
intends to use general system structure theory to clarify the philosophical relationship between 
standard system construction and process management, and try to systematically summarize the 
interaction mechanism between the two from the perspective of methodology. Secondly, the 
design is based on the "human-regulation" composite system as the core, standard system 
construction and process. The conceptual model of external coupling of management is expected 
to provide new integration ideas for the joint realization of enterprise standardization 
management and process management to achieve the best value and utility. 
 

2.  THE PHILOSOPHICAL RELATIONSHIP BETWEEN STANDARD SYSTEM 

CONSTRUCTION AND PROCESS MANAGEMENT 
 
A feasible and effective model must be based on the correct philosophical relationship. The 
correct philosophical relationship between the construction of the standard system and the 
process management should be recognized as: the construction of the standard system provides a 
theoretical basis for the effective operation of the process. The standard organization behavioral 
cognition view provides the source of feedback reform (Smith G, 2015). Go back to GB/T 
20000.1's definition of standardization: in order to obtain the best order within the established 
scope, promote common benefits, establish common use and repeated use clauses, and compile, 
publish and apply documents for actual or potential problems. At the same time, as mentioned in 
the previous article, process management is based on the guidance of the logical thinking mode 
of the enterprise and the existing resource capabilities, and the control of the interconnected or 
interactive activities that transform input into output (Lawrence Busch, 2011). 
 
From the comparison and analysis of the relationship between the generation and application of 
the two, the purpose of the construction of the standard system is to provide evidence-based 
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guarantees for the consistency of the continuity and quality of the production or service provided 
by the company. It is not an original factor for the company to generate value-added benefits, but 
it is an indispensable enhancement factor or improvement factor. Its benefit contribution is 
attributed to the multi-dimensional influence of standardization in improving enterprise 
technology, work, management, and hardware. At the same time, it can basically only evaluate 
the input and output factors related to benefit through the black box method. In addition, the total 
benefit of the construction of the standard system is the result of the full life cycle time 
integration of the standardization work; the purpose of process management is to improve the 
compliance and operability of all management objects in the enterprise that have the ability to 
execute unified behavior instructions, and the transmission of their behavior directly affects the 
operation results. Therefore, it is the original factor for the enterprise to generate value-added 
benefits. It is necessary to carry out internal restraint control and benefit evaluation in a white box 
manner to ensure that the results of the same behavior awareness are unified within the specified 
tolerance, and the total benefit is equal to the company's production of products or services. The 
overall value generated. From this analysis, it is concluded that the construction of the standard 
system and the process management both contribute to the benefits of the enterprise, and the two 
overlap in the affected objects. They complement each other in the evaluation of the benefits of 
the enterprise, and they are in a mutually dependent relationship. 
 
Analyzed from the logical relationship between the outlines of the two expressing corporate 
management concepts, the construction of a standard system is the "donor" of standardization, 
and it is a process of subjectively studying standardization theories to arrive at a universally 
applicable method. The focus is on achieving excellent production with a unified and recognized 
characteristic relationship. The solidification of formal channels and procedures, the standard 
system is the standard sub-cluster, which is the objective relationship of enterprise management 
established based on the subjective recognition of the standardization discipline theory. Once the 
subjective establishment process is completed, it becomes an objective relationship that cannot be 
changed at will. The rigid rules consciously abided by within the enterprise are the "theoretical" 
representatives of the enterprise management philosophy; the process management is the 
"acceptor" of standardization, which is the objective application of the "benchmark" compliance 
relationship between the standardized objects in the input and output process. In the process of 
testing and inspection, a set of processes has a variety of standardized implementation methods 
and procedures. When carrying out process management, each manager will independently select 
and sequence the originally independent and uncoordinated sequence activities according to his 
own experience and background, so that the process management is flexible in operation and is 
the "practical" representative of corporate management concepts. The outline of the standard 
system construction is the standard system table, and the outline of the process management is 
the process operation manual. From this analysis, it is concluded that the standard system 
construction and process management are the standardized "active side" and the standardized 
"passive side" respectively, which are opposite to each other. 
 
In summary, it is established that the construction of the standard system and the process 
management are mutually dependent and opposed to the unity of philosophy (Figure 1). 
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Figure 1. Philosophical relationship between standard system construction and process management.  
 

3. THE INTERACTION MECHANISM OF STANDARD SYSTEM CONSTRUCTION 

AND PROCESS MANAGEMENT 
 
3.1.  The impact of standard system construction on process management 
 
To know the skill is to be round, but to do it straight. Summarizing the role of standard system 
construction on process management, we might as well express the role of standardization on 
process management. At the vertical level, because the construction of the standard system is the 
necessary way and procedure for the implementation of the standardized method of process 
management, its essence is a standardized application process; in the horizontal scope, the 
purpose of the construction of the standard system is to organically integrate the standards of the 
various processes within the enterprise together, to achieve the coordination and unification of 
process standards and scientific integration, the ultimate goal is to establish the best order of 
process management for standardization and obtain the "absolute core" service with the best 
benefits. In summary, the construction of a standard system and standardization have the same 



Computer Science & Information Technology (CS & IT)                                              91 

vertical measurement concept in summarizing the effect of standardization on process 
management, and the horizontal constraint relationship is consistent. Therefore, the effect of 
standardization on process management can be extended to express the effect of standard system 
construction on process management (Figure 2). 
 
First, the role of standardization. When standardization makes the space and time of the process 
management in a unified state, this unified state makes the process management in a time-
invariant relationship or/and a space-invariant relationship, thereby forming a standardized role in 
process management or/and a standardized role in space . Timely unification of static process 
procedures and dynamic process order guarantees the standardized value of process recurrence. 
The spatial unification of the process constitutes the mutual standardization of different positions 
in the process. Standardization includes order, and the construction of a recursive standard system 
plays a role in ordering process management. Ordering includes a spatial order arranged 
according to the size of the space and a temporal order arranged according to the time sequence. 
For example, enterprise business processes are staggered, and at the same time, each business 
process cycle involves the joint participation of more departments, formulating interaction rules 
that are compatible with the business process and global integration capabilities, which regulates 
the flow relationship of the process; for complex processes, using standardized modularization 
concepts to decompose and extract functional programs, unify them into reusable process 
modules, and then unify the internal logic, status, and functions of the process modules, as well 
as the external characteristics of the corresponding interfaces, and so on. Standardize the quality 
behavior of the process module. 
 
Second, the protection function. The safeguard function is a protection and defense function. 
After the implementation of standardization of process management, the unified state produced 
will make the specific effects of process management not change with the operator, work time, 
and location. The maintenance of this state plays a role in protection and defense for the input 
and output of process management. Therefore, the construction of the standard system has a 
safeguarding effect. For example: unifying the manufacturing process of products so that the 
manufacturing process of each product conforms to the unified eligibility requirements can 
guarantee the quality of each product output; unifying the process of implementing occupational 
hygiene control can help Different working hours and locations provide equivalent guarantees for 
the occupational health of the workers. 
 
Third, saving effect. The saving effect of standardization comes from the saving effect brought 
by the unification of the process. This saving effect has economic saving effect and time saving 
effect respectively. The economic saving effect is the function of saving process management 
costs, and the time saving effect is the function of shortening the process time period. 
 
For example, in the relationship between product development and production, the standard 
system is constructed to unify the specific attributes of similar products, so that products 
produced according to the same process have a wide range of generalization, thereby increasing 
the scope and quantity of the same products, and the number of products required. The increase 
in the production process has led to an increase in the number of applications of the production 
process, which in turn shared the process design cost and other sunk costs. Therefore, the 
construction of the standard system has played a cost saving in process management in terms of 
economic effects. 
 
The saving effect of standardization has also played a driving effect on the efficiency increase of 
process efficiency. Efficiency is dependent on time, that is, the workload per unit time. The 
construction of the standard system fixes the best action of production labor. Repetitive labor will 
drive the improvement of proficiency, shorten the labor time under the same workload and 
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improve labor efficiency. Similarly, the increase of process application times in the same time 
will inevitably improve process application proficiency and process output efficiency. Therefore, 
the construction of standard system has shortened the process time cycle in terms of time effect.  
 
3.2. The influence of process management on the construction of standard system 
 
Process management pursues strict sequence limitation and statistical control from the input end 
to the output end. It is a continuous activity with a clear starting point and end point to achieve 
the optimal allocation of scarce resources. The standard system is the top-level design of the 
standard development, and the expression of the standard relationship system. The construction 
process of the standard system itself needs to reflect the systematic nature of the standard 
composition, matching coordination, forward-looking positioning, and advanced content from the 
input end. Therefore, process management can not only guide the construction of the standard 
system, but also check the purity of the state of the standard system. The following three points 
explain the driving effect of process management in promoting the construction of standard 
systems to realize value: 
 
First, optimize the management of the standard system. Primarily, solve the problem of the 
integrity and uniformity of the standard. Through process management, all the activities of the 
production and operation management of the enterprise are determined, the activities and 
requirements of each node in the entire process are clarified, and the problems of standard-setting 
departmentalism and multiple issues of the same thing are solved, and it can ensure that the 
standard is in operation. The division of labor is implemented; secondly, the problem of poor 
standard coordination is solved. Through process management, the main responsible departments, 
participating departments, and implementation departments of each node of the process are 
clarified, and the responsibilities are stipulated in a standard form, which can effectively solve the 
problem of out of control and control of the joint. Finally, solve the shortcomings of standard 
compliance and operability. Through process management, all activities from the beginning to 
the end of each work and business process are defined in the form of flow chart. At the same 
time, the main responsible departments and personnel, participating departments and personnel, 
implementation departments and personnel of each node activity, as well as the documents to be 
executed and the records generated are specified, which can not only meet the requirements of 
superiors and actual work, And it is easy for the executor to implement. 
 
Second, solve the "systematic degradation" of the standard system. Any standard system is 
designed based on the development environment, model and technical level at the time. After a 
period of development, it will become more and more exposed that the structure is not advanced 
and incomplete, and the standard age is too long, which leads to inapplicability and imprecise 
standard formulation work. This leads to systemic problems such as duplication, overlap, and 
contradiction among standards, and process management can reconstruct and optimize them. First 
of all, process management emphasizes timeliness and conveys a sense of crisis. Process 
management will monitor the output characteristic deviations in real time during the 
implementation of the standard. The external influences of the company, such as changes in 
regulations and policies, and the application of advanced technologies, will obviously lead to a 
mismatch in the process output interface. Process managers will find out and update the standard 
system in the first time. Secondly, the process management will review and reflect on the process 
regularly or irregularly, sort out, collect and rectify the problems encountered in the operation: 
whether the boundary of the process interface is clear, overlaps or cross-process simplification is 
feasible, the operability of the process, etc. The regulatory sub-cluster, risk sub-cluster, index 
sub-cluster, and post sub-cluster of the system are timely perfected and effectively combined. 
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Third, realize the flexible allocation of standard system construction resources. The fundamental 
motivation for the construction of the standard system is to meet people's subjective needs for the 
unique use nature of the standard. The subjective needs can be divided in order. At the same time, 
the construction resources of the standard system are scarce and constrained. It is biased to 
evenly allocate the resources to each module of the construction process of each standard system. 
Process management will give priority to the process modules that directly or indirectly 
contribute to the realization of the organization's strategic objectives under the coordination of the 
different, clear and implied needs and expectations of relevant stakeholders. At the same time, it 
will respond quickly according to environmental changes and prioritize according to the standard 
value demand relationship, so as to realize the flexible and reasonable allocation and supply of 
limited resources.

 
 

Figure 2. The mutual influence of standard system construction and process management 
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4.  MODEL OF INTERACTION AND COUPLING RELATIONSHIP BETWEEN 

STANDARD SYSTEM CONSTRUCTION AND PROCESS MANAGEMENT 
 
4.1. Definition of coupling theory 
 
Coupling theory is used to describe and measure the mutual affinity between two (or more than 
two) systems with similar properties, which promotes coordination, common development, and 
dynamic evolution of the systems. 
 
The coupling relationship has three basic characteristics: self-organization, synergy, and 
measurability. Self-organization means that the coupled system can form a certain structure or 
function according to a certain rule among the various subsystems in the system without external 
instructions, so that the system as a whole changes from a chaotic and disordered initial state to a 
stable and orderly state. Final state evolution; synergy emphasizes the pulling effect of the 
cooperation between the coupled subsystems and coordination on the formation of the coupling 
as a whole, that is, in the evolution process of the mutual cooperation and harmonious 
development of the system, the cooperation of the subsystems makes the overall benefit index of 
the system "quantitative expansion" , subsystem coordination makes the overall structure of the 
system upgrade "quality improvement"; measurability refers to the orderly development process 
of the coupled system, the manager can use the data and information that can be obtained to 
describe the degree of phase change of the coupled structure and the order parameters. The 
strength and measurability of the synergy between each other enables verification and evaluation 
of the coupling level among the various subsystems within the system. 
 
4.2. Standard system construction and process management interaction coupling 

relationship model composition 
 
The expression of the coupling relationship between the construction of standard system and 
process management is different from the expression of the traditional relationship model, 
because the two are the organic sub-parts of the comprehensive management of the enterprise. 
The command and coordination of the "platform" of enterprise integrated management, so the 
expression of the coupling relationship between the two requires a comprehensive and 
comprehensive analysis of the coordinated changes between standard system construction and 
process management based on system theory, and the introduction of integrated enterprise 
management as the third provide the source of the coupling framework. 
 
This paper divides the standard system construction and process management interaction 
coupling relationship model into a core system with a "people-regulation" composite system as 
the core, and a supporting platform provided by enterprise integrated management, standard 
system construction to standardize operating standards, and process management to stimulate 
endogenous motivation. The external system composed of the three, the components of the core, 
the external system, and the internal and external systems coordinate and respond to each other, 
and jointly drive and realize the interaction and coupling of standard system construction and 
process management (Figure 3). 
 
4.2.1. Kernel system 
 
The core system of the standard system construction and process management interaction 
coupling relationship model is a "human-regulation" composite system. Among them, "human" is 
the behavior subject of coordination and coupling, and "regulation" is the behavior object, which 
represents the management system to be optimized. 
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Acting subject-the participant and beneficiary of the standard system construction and process 
management. The behavior subject composed of the senior management team, project group, key 
experts and employees, is in the active position in the "people-regulation" relationship and runs 
through the transformation process. Motivation acts on "standardization" and "proceduralization", 
forming a direct driving force for coupling and interaction. Limited by the differences in 
willingness, resource shortage, and ability range, different actors play different roles in the 
coupling interaction model: the senior management team coordinates the direction of the 
coupling strategy through top-level design, path selection and resource allocation; As the basic 
work group of the enterprise, the project group uses its own cohesion and execution to guide the 
model coupling interaction and the realization of potential value through organization and 
coordination. The backbone elites often have a lot of management resources and can provide 
technology, intelligence and funds for the coupling interaction. Employees are the group most 
closely connected with the coupling interaction model. They have different requirements for the 
standard system structure and process maturity at different stages of enterprise development, and 
their decision-making willingness plays a decisive role in the coordination and interaction of the 
coupling model. In the process of coupling interaction, the degree of participation of different 
actors is different, and all parties jointly promote the construction of the standard system and the 
interaction of process management through the game of interests. 
 
Behavior object-management system to be optimized. The object of behavior to be optimized is 
not suitable for the current corporate strategic needs or the current use of basic and reasonable 
institutional documents with potential disadvantages: On the one hand, there are problems such 
as inefficient use and passive management, and its original normative functions are gradually 
weakening or even declining. On the other hand, it has good corporate resources and value-added 
potential, but has not derived other functions through optimized configuration to meet the needs 
of corporate development. 
 
The core system composed of "people" as the subject of behavior and "regulation" as the object 
of behavior is functioning well, realizing the dual-driven development of efficient teamwork and 
excellent systems within the enterprise. 
 
4.2.2. Outer marginal system 
 
The outer edge system is composed of many external factors that affect the operation of the core 
system. In view of the fact that the standard system construction and process management 
interaction coupling relationship model core system is guided by the integrated management of 
the enterprise, and there is an intersection of management behaviors between the integrated 
management of the enterprise and the process management, and the construction of the standard 
system, it should be placed in the coupling model. The top level of governance, process 
management, and standard system construction are placed at the grassroots level of policy 
management. 
 
In the external system, the integrated management of the enterprise is the basic platform for the 
enterprise to maintain order. It first acts as a medium to realize the connection of resources for 
the market, upstream suppliers, and downstream distributors, and secondly promotes the quality 
characteristics of products or services and sustainable production. The organic coordination of the 
two benefits will finally realize the integration and development of advanced production 
technology and concepts, and guide the development direction of the internal source system of 
the coupled interactive model. 
 
Process management is the subsystem that stimulates the endogenous power of the coupled 
system. It highlights the following three points: First, the redesign of process activities, which 
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realizes the reallocation and directional flow of limited resources, promotes the integration of 
enterprise processes and advanced technologies, and induces the core The behavior subject in the 
system acts on the driving force of the behavior object to achieve efficient management; the 
second is the optimization and standardization of process procedures to ensure that the same 
program is in different time relationships, different spatial relationships, and different operating 
objects, and can maintain the same presentation of idealized results; The third is the reshaping of 
the process system, which has caused many changes and transformations in the corporate quality 
management structure, environmental management structure, and occupational health protection 
structure, thereby inducing spontaneous changes in the coupled interaction model to a higher 
level. 
 
As a subsystem of the coupling model, the standard system construction itself has standardization 
and standardization factors, and has long-term and stability. It is the norm and guarantee for the 
long-term stable operation of the coupled interactive model. At the same time, the standard 
system is constructed to build a bridge of mutual trust between the "customer" and the "business". 
The standard provides the supplier with the product quality requirements that the user expects, 
and the standard also provides the user with the quality that the supplier provides requirements, 
provide a basis for inspection and acceptance for both supply and demand parties, provide a basis 
for supervision of product market management, and realize the integration of mutual trust 
resources; secondly, the results of the standard system construction are implemented in the 
standard system table of the text, which is to understand and reproduce the production function of 
the enterprise The basic roots, and at the same time, it has learned the lessons from the previous 
enterprise operation and management process, so it is an explicit expression of the precipitation 
of enterprise experience; in addition, the construction of the standard system has always 
maintained the basic orientation of continuous optimization and dynamic development, ensuring 
the coupling model at this stage stability, while promoting the coupling model to a more 
scientific and efficient stage of improvement. 
 
At the same time, due to the openness of the system, each factor of the subsystem can directly 
exchange material flow, value flow and information flow with the core system, and indirectly 
control the interaction direction of the coupling model by influencing the willingness, resources 
and capabilities of the actors. 
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Figure 3. Model of interaction and coupling relationship between Standard system construction-Process 
management 

 

5.  THREE COUPLING MECHANISM CHARACTERISTICS 
 
Analyzed from the perspective of management practice, the construction of standard system is 
the process of "realizing the unified state of the agreed scope", and the process management is the 
process of "guaranteeing the value reproduction of the forming sequence module". How to make 
the two coordinate in the coupling model It is more compatible and the coupling evolution 
process is smoother. The following is a list of three coupling mechanism characteristics that need 
attention: 
 
5.1. The coupled system must be compatible with the dynamic deduction of the 

subsystem 
 
Viewing the subsystem as a single system, the construction of the standard system itself is a 
complete standardization cycle, which is in a state of standardization and optimization at all 
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times; process management standardizes and systematically reorganizes and improves the 
process, while continuously improving the business performance of the organization , that is, it is 
in a state of process optimization. Both of them are in the process of their own dynamic 
deduction from this perspective, which also promotes the coupling model to spontaneously 
transition from a low-level stable stage to an unstable stage, and then develop into a higher-level 
stable stage. 
 
5.2. The coupling effect has inertia 
 
The coupling effect has the nature of state preservation, that is, the preservation ability of 
coupling "reform". The inertial nature of the coupling effect is embodied in two aspects. On the 
one hand, the coupling state is not easy to disappear; on the other hand, the coupling state is not 
easy to establish. The characteristics of the inertial nature of the coupling effect are: the inertial 
nature of the coupling effect is universal. As long as it is the state of the coupling effect, it must 
be a state of inertia; the magnitude of the coupling effect inertia is proportional to the coupling 
range and the time period of the coupling. The larger the coupling range and the longer the 
forming time period, the greater the inertia of the coupling state, and vice versa. 
 
5.3. Use "system effect" to evaluate coupling benefits 
 
First of all, the coupling benefit is the benefit produced by the application of the coupling 
concept. Coupling benefit is not the input and output relationship of the economic value of the 
coupling model, but the input and output relationship of the coupling concept. The benefit of the 
coupling model is not actually the contribution benefit of the model itself, but the benefit of 
applying the coupling concept and bringing about changes. The establishment of a coupling state 
requires all-round investment in personnel training, equipment, equipment, environment, and 
materials. From the perspective of knowledge, the coupling concept is a body of knowledge, not 
an economic reproductive body. It is not appropriate to use investment standards to evaluate the 
benefits of coupling; do not think too much about the best indicators of the sub-system, because 
the view of system science believes that the best sum of the sub-systems is not equal to the best 
total system, because the realization of the overall goal will bring "system effect", that is, the 
effect generated by the system as a whole exceeds the sum of the effects of various parts of the 
system. 
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ABSTRACT 
 

Based on the Horizons Scan Report 2021 by BSI, the top 6 threats to organizations today are 

pandemics, health incidents, safety incidents, IT and telecommunications outages, cyber-
attacks, and extreme weather. Universitas Indonesia (UI), as a modern, comprehensive, and 

open campus, strives to become a leading research university globally. As the IT service 

manager at UI, the Directorate of Information Systems and Technology (DSTI) has the task of 

strengthening service management by implementing risk management and security management 

in line with relevant laws and policies. The main problem for DSTI as an IT service at UI is that 

there are no documents related to risk management and information security management, 

resulting in IT services’ failure. This year, there have been four data center failures due to 

power and UPS problems. DSTI wants to improve IT services at UI by implementing risk 

management and Business Continuity Management System (BCMS). This study aims to conduct 

a risk analysis to design a Business Continuity Plan (BCP) for IT services at the University of 

Indonesia. The research was conducted using mix method. The OCTAVE qualitative method 
was carried out in finding a list of risks on critical assets in IT services at UI. A quantitative 

approach is needed to rank the risk list using a questionnaire and FMEA calculations to get a 

risk priority number. This study separates the risk of general assets and information system 

assets. For critical assets, it is generally found that two are at a very high level, one is high, 

eight risks are at a low level, and 12 are at a very high level, for information system assets 

found 12 assets with very high risk, three medium and one low. 

 

KEYWORDS 
 

Risk Analysis, OCTAVE, FMEA, ISO 22301:2019, Business Continuity Plan. 

    

1. INTRODUCTION 
 
Universitas Indonesia, abbreviated as UI, is a modern, comprehensive, open, multi-cultural, and 

humanist university. UI simultaneously and continuously trying to become the world's leading 

research university. The vision stated in the statutes [1] is: "To become a center of science, 
technology, and culture" superior and competitive, through efforts to educate the nation's life to 

improve the welfare of the community, thereby contributing to Indonesian development people 

and the world. UI has developed three strategic goals that are expected to realize the goals of UI 
2024. The three strategic targets in internal business processes are relevant and high-quality 

education, research-based Tridharma, and effective governance [2]. The Directorate of 

Information Technology and Systems, abbreviated as DSTI, is a directorate entrusted with being 

a trusted institution in the management of information technology infrastructure and data 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N22.html
https://doi.org/10.5121/csit.2021.112209
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processing to support the implementation of the Tridharma of Higher Education and the 
achievement of the UI development trilogy.  

 

DSTI has a vision "To become an information system management institution with excellent 

service quality to support the achievement of a world-class UI, which is comparable to the 
management of information systems at other leading universities in Asia." DSTI has three 

missions: fostering reliable, integrated, secure, and information-rich information technology 

infrastructure from, by, and for the entire University of Indonesia academic community; realizing 
mature IT Governance for the University of Indonesia towards a world-class university; building 

and ensuring the realization of IT-based application system services and infrastructure that can 

assist management at UI by UI's strategic plan [2]. 
 

Based on a survey conducted by the British Standard Institution [3], the COVID-19 pandemic is 

the highest disruption compared to other incidents that occur in organizations; this is due to the 

organization's lack of preparation in dealing with this pandemic. Health incidents, another 
category considered low risk for 2020, ended the year as the second biggest nuisance. Many of 

these health incidents are not from pathological causes but from mental health difficulties 

experienced by staff due to COVID 19. Cyberattacks and IT/telecommunications outages are also 
causing high levels of disruption in 2020 due to increasing cybercrime. Criminals seek to exploit 

security loopholes while staff works remotely, and unexpected network outages are caused 

primarily by issues with internet latency. Based on the list, the first and second ranks are threats 
caused by COVID-19, followed by work safety incidents, IT and telecommunications blackouts, 

cyber attacks, and extreme weather in the top 6 positions. 

 

 
 

Figure 1. List of Threats to Organizations [3] 

 

In a study conducted by Vasquez and Ortega, the loss of business-critical data and system 
downtime are two of the most significant risks faced by those in charge of information 

technology in the IT department [4]. And in other studies, it was found that the design of the 

Business Continuity Plan (BCP) serves to maintain the continuity of the company's business so 
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that it continues to run when the company's information technology experiences disruption,, 
where the research uses an international standard organization framework ISO 22301 [5]. 

 

Based on the results of interviews with the Information System Development Manager, there was 

a problem with the UI data center service, namely the server shutting down caused by damage to 
the Power Supply Unit and power generator failure for two days. The effect caused by the power 

failure was the data damage in the Storage Access Network which resulted in the blackout of 

several information systems for seven days. 
 

From the analysis of the fishbone diagram, five domains affect the continuity of IT services at the 

University of Indonesia data center, namely: Currently, DSTI does not have a business continuity 
plan document, DSTI has two SysAdmins and two NetAdmin with levels competencies are in 

different level so that for disaster recovery DSTI is very dependent on individual staff, In 

pandemic conditions SysAdmin and NetAdmin often don't be at the data center location when a 

disaster occurs, so that data center recovery be disturbed, no backup or swap implementation yet 
to the main applications such as the academic system, financial system, staffing, and others to 

anticipate failures in the primary system or data center, The loss of the power source and the 

unavailability of a disaster recovery center are some infrastructure problems, company policy of 
25% to 50% presence during a pandemic has a significant impact on disaster management. 

 

This study aims to conduct a risk analysis to prepare a Business Continuity Plan (BCP) on IT 
services at the University of Indonesia. This research hopes that a list of risks needed to prepare 

the BCP will be obtained with this research. 

 

2. LITERATURE REVIEW 
 

2.1. Risk 
 

Paul Hopkin defines risk as the possibility of harm, loss, or an accident that may occur [6]. Darril 
Gibson defines risk as a possible loss of a vulnerability that can threaten an organization [7]. 

 

2.2. Risk Management 
 

Risk Management according to Darril Gibson is the practice of identifying, assessing, controlling, 

and reducing risk [7]. 
 

2.3. Business Continuity Management System 
 

Business Continuity Management System or BMCS is the whole process managerial skills that 

can predict threats and their impacts on the organization if the hazard occurs and provide a 

framework and blueprint complete set of tools to build organizational resilience with relevant 
responses to protect key stakeholders, reputation, brand, and business process activities [8]. 

BCMS emphasizes the importance of understanding the organization's need to conclude policies 

and objectives, implement controls and estimates for the management of disturbing incidents, 
observe performance, and carry out sustainability efforts. 
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Figure 2. Plan, Do, Check, Act cycle in BCMS process 

 

2.4. Business Continuity Planning 
 

BCP is a document that contains instructions or procedures for how the organization ensures 

business processes during and after interruptions [9]. BCP is defined as a procedure document of 
organizational implementation guidelines to restore, repair, and restart basic operations in a state 

of disturbance [8]. The latest, according to Darril Gibson, BCP is a document used to help a 

company plan to disaster or emergency. The goal is to ensure that the operation critical 
organization continues to function. BCP consist of procedures and instructions used to restore 

operations in the event of a disaster. 

 

2.5. Previous research 
 

2.5.1. Business Continuity Plan in IT Solution Company (PT. ABC) Using ISO 22301:2012 

[10] 

 

This study aims to design BCP for companies engaged in solutions IT. This company has two 

data centers and a DRC. This study conducts a Risk Analysis in designing BCP using a 
framework work ISO. 

 

2.5.2. Design of a business contingency plan. Case study: Municipality of Cantón  Suscal. 

[4] 

 

This study aims to communicate the results of the BCP design in the technological innovation 
(DIT) for the City of Cantón Suscal (MCS). This research analyses IT areas where the loss of 

business-critical data and system downtime are two risks biggest challenges faced by those in 

charge of information technology in the department of technological innovation (DIT) for the 

City of Cantón Suscal (MCS) (Vasquez & Ortega, 2020). 
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2.5.3. Business Continuity Plan Design and Technology Disaster Recovery Plan and 

Information Systems Using ISO 22301 [5] 

 

This study conducts a risk analysis in the design of BCP with the framework ISO 22301 

combined with BS 25999-1 and BS 25999-2. 

 

2.5.4. Risk analysis on the development of a business continuity plan [11] 

 
This research is about designing a business continuity plan that functions to maintain the 

continuity of the company's business so that it continues to run when technology information on 

the company is disrupted. This study uses international standard organization framework 22301 
(I. Setiawan et al., 2019). 

 

2.6. Risk Analysis Method 
 

2.6.1. OCTAVE Method 

 
OCTAVE (Operationally, Critical Threat, Asset and Vulnerability Evaluation) is a risk-based 

strategic assessment and planning technique for effective security developed at the Software 

Engineering Institute (SEI) [12]. OCTAVE is a framework that organizations can use to identify 

information security risks and help organizations develop risks qualitatively and identify critical 
assets to the organization's mission. OCTAVE targeted organizational risk and focused on 

strategic issues related to University of Indonesia practice. OCTAVE is a flexible evaluation that 

can be adapted to most organizations. 
 

 
 

Figure 3. OCTAVE Method Process Flow 
 

2.6.2. FMEA Method 

 

FMEA (Failure Modes and Effects Analysis) is a systematic method used to identify the 
consequences or consequences of potential failures systems or process and reduce the chance of 
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failure [13]. FMEA is one of the reliable tools to minimize losses that occurred as a result of this 
failure. The 10 steps of the FMEA are; Identify the components and their related functions, 

Identify failure modes, Identify the impact of the failure mode, determine the severity of the 

failure, Identify the cause of the failure, Determine the frequency value of the occurrence of 

failure, Identify the necessary controls, Determine the effectiveness of the current control 
(detection), Calculate the RPN (risk priority number) value, and Determine actions to reduce 

failure. 

 
In order to produce accurate output of risk analysis using the FMEA method, Firstly there must 

be some determination of the value of severity, occurrence, and detection. In the FMEA method, 

the final risk priority number is called the RPN or risk priority number. RPN is a mathematical 
result of the impact (Severity), the probability of occurrence of the risk that will lead to failure 

(Occurrence), and the ability to detect failures (Detection). The following equation shows the 

RPN value: 

 
RPN = Severity x Occurrence x Detection 

 
Table 1. Risk Level 

 
Risk Level RPN Value 

Very High >200 

High <200 

Medium <120 

Low <80 

Very Low <20 

 

2.7. Comparison of Risk Analysis Methods 
 

In this section, the differences in risk analysis methods between OCTAVE and NIST SP 800-30, 

the OCTAVE method of evaluating organizations, focuses on security practices within the 
organization, focusing on the organization's strategic issues and Self directions. the following 

table shows the difference in methods: 

 
Table 2. Comparison of Risk Analysis Method 

 
Method OCTAVE NIST SP800-34 Rev.1 

Evaluation 

Subject 

Organization Information System 

Focus Security Practices Technology Used 

Issue Organization Strategic Organization Tactic 

Direction Self-Direction Expert-Direction 

 

3. ANALYSIS  
 
This section discusses the stages of performing a risk analysis based on the method OCTAVE 

and FMEA 

 

3.1. Asset Identification 
 

At this stage, asset information is collected, grouped into 4 categories: Hardware, Software, 
Information, and Personal. 
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Table 3. Assets 

 
Asset 

Code 

Criteria Asset Name 

H1 
Hardware Server 

H2 
Firewall 

H3 
Laptop 

H4 
Monitor 

H5 
PC Unit 

H6 
Router 

H7 
Switch 

H8 
CCTV 

H9 
Electric Generator 

H10 
UPS 

H11 
Precise Air Conditioner 

H12 
Fire Distinguisher 

H13 
Cabel 

I1 
Information Student 

I2 
Staff 

I3 
Finance  

I4 
Vendor 

I5 
Assets 

S1 
Software OS 

S2 
LDAP 

S3 
SSO 

S4 
Ms. Office 

S5 
Database Tools 

S6 
App Dev Tools 

S7 
Academic  

S8 
Humar Resource  

S9 
Finance 

S10 
Logistic and Procurement 

S11 
Asset and Facilities 

S12 
Research 

P1 
Pegawai Director 

P2 
Development Manager 

P3 
Operational Manager 

P4 
IT Gov Specialist 
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Asset 

Code 

Criteria Asset Name 

P5 
Solution Design Specialist 

P6 
App Dev Specialist 

P7 
App Operation Specialist 

P8 
Infra Dev Specialist 

P9 
Infra Operation Specialist 

P10 
Administration 

  

3.2. Risk Assessment 
 

Table 4. General Asset Risk Assessment 

 
Category Critical 

Asset Name 

Threat S O D RPN Risk Level Risk 

ID 

Hardware Server Hardware 

Failure 

8 2 3 48 Low 1 

  Run Out 

Resources 

8 1 2 16 Very Low 2 

  configuration 

crash 

8 1 6 48 Low 3 

 PC/ Laptop Hardware 

Failure 

5 1 1 5 Very Low 4 

  Virus 5 1 1 5 Very Low 5 

  Software 

Damage 

5 1 1 5 Very Low 6 

 UPS Hardware 

Failure 

8 1 1 8 Very Low 7 

  Loosing Power 8 6 1 48 Low 8 

 Electric 
Generator 

Hardware 
Failure 

8 1 6 48 Low 9 

  Run Out of Gas 8 1 1 8 Very Low 10 

Networking Router & 

Switch 

Hardware 

Failure 

5 1 10 50 Low 11 

  Configuration 

crash 

5 1 10 50 Low 12 

 Cable Physical Damage 6 1 10 60 Low 13 

 Firewall Hardware 

Failure 

2 1 10 20 Low 14 

  Configuration 

crash 

5 1 1 5 Very Low 15 

Software LDAP Power Down  8 6 5 240 Very High 16 

 SSO Power Down 8 6 5 240 Very High 17 

Data Student  Inconsistencies 

Data 

1 1 1 1 Very Low 18 

 Human 

Resource 

Inconsistencies 

Data 

1 1 1 1 Very Low 19 

 Finance Inconsistencies 

Data 

1 1 1 1 Very Low 20 

 Research Inconsistencies 

Data 

1 1 1 1 Very Low 21 
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Category Critical 

Asset Name 

Threat S O D RPN Risk Level Risk 

ID 

Human 

Resource 

Staff Resign 5 1 1 5 Very Low 22 

  Work From 

Home 

8 9 2 144 High 23 

 
Table 5. Information System Risk Assessment 

 
No. Information System Name Business 

Categories 

S O D RPN Level RPN 

1 emas2.ui.ac.id Main 9 7 5 315 Very High 

2 idols.ui.ac.id Main 9 6 5 270 Very High 

3 rima.ui.ac.id Main 5 8 6 240 Very High 

4 scele.ui.ac.id Main 7 6 5 210 Very High 

5 pra-registrasi.ui.ac.id Main 5 4 10 200 Very High 

6 bp.ui.ac.id Main 6 3 10 180 High 

7 edom.ui.ac.id Main 7 5 5 175 High 

8 evisem.ui.ac.id Main 7 5 5 175 High 

9 emas.ui.ac.id Main 9 6 3 162 High 

10 academic.ui.ac.id Main 7 2 10 140 High 

11 beasiswa.ui.ac.id Main 5 5 5 125 High 

12 pdf.midearth Main 9 1 10 90 Medium 

13 pjj.ui.ac.id Main 6 5 3 90 Medium 

14 ovis.ui.ac.id Main 6 5 2 60 Low 

15 Lontar (Perpustakaan) Support 7 6 8 336 Very High 

16 Remote-Lib Support 7 6 8 336 Very High 

17 Unggah.ui.ac.id Support 7 6 8 336 Very High 

18 Assets and Facilities Support 5 6 10 300 Very High 

19 Mailing Support 7 7 6 294 Very High 

20 Redmine Support 7 5 8 280 Very High 

21 Finance Support 7 6 5 210 Very High 

24 Human Resource Support 5 5 5 125 High 

25 HRIS Support 5 5 5 125 High 

26 UI Archive Support 5 4 6 120 High 

27 Vehicle Loan Support 5 6 4 120 High 

28 Arsip Support 5 4 5 100 Medium 
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4. CONCLUSIONS 
 
This study aims to conduct a risk analysis in designing the BCP Business Continuity Plan to be 

implemented in IT services at the University of Indonesia. The conclusion obtained is as 

following: At the beginning of 2020, the threat of COVID-19 emerged as a global threat that 

affect the list of threats and risks to business services in IT services; DSTI UI has not conducted a 
comprehensive risk assessment related to hardware, software, information, and employees asset; 

OCTAVE method is suitable for identifying all critical assets, critical asset components, threats, 

vulnerabilities to key components, practices security, and organizational vulnerabilities; The 
FMEA method is suitable for measuring the value of risk if it already exists standard 

measurement methods for the impact, incidence and detection of each risk profile; Found several 

threats of power source failure such as UPS and Genset have a high and systemic impact on other 

assets. On system assets information there are 12 SI with very high risk level, 12 high risk, 3 
medium and 1 low; the final conclusion is that the risk analysis process in this study has produced 

a list of risks needed in the preparation of the BCP which contains IT management policies in 

disaster preparation and management. 
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