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Preface 
 

9th International Conference on Computer Networks & Communications (CCNET 2022), 

February 19~20, 2022, Dubai, UAE, 2nd International Conference on NLP & Text Mining 
(NLTM 2022) and 10th International Conference on Instrumentation and Control Systems (CICS 

2022) was collocated with 9th International Conference on Computer Networks & 

Communications (CCNET 2022). The conferences attracted many local and international 
delegates, presenting a balanced mixture of intellect from the East and from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from 

academia and industry to focus on understanding computer science and information technology 

and to establish new collaborations in these areas. Authors are invited to contribute to the 
conference by submitting articles that illustrate research results, projects, survey work and 

industrial experiences describing significant advances in all areas of computer science and 

information technology. 
 

The CCNET 2022, NLTM 2022 and CICS 2022 Committees rigorously invited submissions for 
many months from researchers, scientists, engineers, students and practitioners related to the 

relevant themes and tracks of the workshop. This effort guaranteed submissions from an 

unparalleled number of internationally recognized top-level researchers. All the submissions 
underwent a strenuous peer review process which comprised expert reviewers. These reviewers 

were selected from a talented pool of Technical Committee members and external reviewers on 

the basis of their expertise. The papers were then reviewed based on their contributions, technical 

content, originality and clarity. The entire process, which includes the submission, review and 
acceptance processes, was done electronically. 
 

In closing, CCNET 2022, NLTM 2022 and CICS 2022 brought together researchers, scientists, 

engineers, students and practitioners to exchange and share their experiences, new ideas and 
research results in all aspects of the main workshop themes and tracks, and to discuss the 

practical challenges encountered and the solutions adopted. The book is organized as a collection 

of papers from the CCNET 2022, NLTM 2022 and CICS 2022. 
 

We would like to thank the General and Program Chairs, organization staff, the members of the 
Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 
the event and that the friendships and collaborations forged will linger and prosper for many 

years to come. 
 

David C. Wyld, 
Dhinaharan Nagamalai (Eds) 
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ABSTRACT 
 
Recognizing the fact that autistic kids usually have troubles socially and focusing on academic 

studies, this research attempts to give a more insightful perspective on the ethnic way of helping 

autistic kids through technologies [4]. The core idea of this paper is to find a way of helping the 

autistic kids to maximize their potential instead of accommodating this society using assistive 

tools. Holding the responsibility of sharing the advantages in this society, this application is 

built to the end of using a general value to connect level of focus to level of reward. This 

solution is achieved by three steps: Designing a text box with different variables that evaluates 

focus level, calculating the level of reward based on achievements on the variables, and the 

game begins with different hardness according to the level of reward. The results show that the 

designed application increases the focus level of the kids and their willingness to communicate 

surprisingly. 

 

KEYWORDS 
 
Python, Computer Science, Autism 

 

1. INTRODUCTION 
 
There are 1 in 44 children who are struggling with autism in the United States [5]. Autistic kids 

usually struggle in focusing, communicating, and socializing with others [6]. The goal is to 

design an application to help autistic kids to focus. Since autistic children are born with a certain 
level of disadvantage in society, sharing our advantage with them through the present technology 

is demanded in present days [14]. To this end, this application is attempting to give an intriguing 

solution to help the autistic kids through games. 

 
Nowadays, there are many assistive technologies for autistic kids [7]. For example, there are 

augmentative and alternative communication (AAC), non-verbal people to robots built to 

increase social skills in children on the spectrum, and picture boards. Even though all of them 
may have their intention of helping autistic kids in a variety of ways, it is also true that there are a 

few problems with these assistive technologies [8].  

 
Admittedly, augmentative and alternative communication is a high technology tool for autistic 

kids to use to improve their social performance. It is true that it has the potential that autistic kids 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N03.html
https://doi.org/10.5121/csit.2022.120301
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will spend more time in the process of learning how to use it than using it to improve their skills. 
Also, it is too expensive to produce widely to allow all the autistic to use it.  

 

Secondly, even though non-verbal people can train the autistic kids according to their own 

personality, it should be heavily doubted by the practicality of this robot for all autistic kids since 
the huge population. 

 

Last but not least, paint boards may seem to be a solution to the large population of autistic kids, 
but its problem is that it never treats the autistic kids equally according to their own 

circumstances. It is obvious that it is incorrect to use one tool to help all of the kids with 

completely different demands and personality. 
 

My method is to find a way to encourage their focus by giving awards to evoke their internal 

motivation to strive [9]. Since the level of focus can be evaluated differently under different 

situations, I define it as the number of characters that the kid enters in a certain amount of time. 
So, this tool itself should be used for writing. However, this tool is designed as modularized that 

could eventually link different applications that evaluate focus levels differently and different 

games according to individual’s demand in future development. This makes my tool easily usable 
to different individuals, which makes it better than a picture board. It is better than AAC since it 

is easily usable. Moreover, it is cheaper and allows more autistic kids to use it. 

 
I will give this application to a number of different autistic kids as users to let them use it for a 

while. Then, I will give them a survey that rates certain aspects of it from 1 to 10. After they 

answer the questions, I will see if the result is significant enough that I can conclude this 

application will help them in focusing and studying using the reward system. 
 

The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we 

met during the experiment and designing the sample; Section 3 focuses on the details of our 
solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the 

relevant details about the experiment we did, following by presenting the related work in Section 

5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this 

project. 
 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. Identifying the Problem and the Righteous Way to Solve it 
 

Going back to the basics of this problem, these children were born with autism. Then, what 
should be our proper approach to help them? The moral problem is equality or equity. If we help 

the autistic kids who were born wealthy, then what about those kids who were born normal but 

poor. Who should we help to achieve real justice? Taking this problem into consideration, I apply 
the idea from John Rawls that we should bring the exceeding advantage from us to those people 

who were born demanding help. Instead of forcing the autistic kids to accommodate the normal 

way of socializing or giving them assistance to help them communicate, which might eventually 
be considered as deviant to others, I regard designing a tool that allows the autistic kids to use it 

according to their free will is more vital [10]. 
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2.2. Difference Between Individuals 
 

Taking an individual's difference into consideration, I recognize the problem that this application 

should not simply divide human beings into autistic and unautistic because this is not treating 
each individual as themselves. To this end, I regard a modularized design is vital that allows 

more kids with different demands in games and focus areas to use. Even though the application 

itself is not designed with different choices of games and assistance tools for focus, it generalizes 
the idea of using a general value to connect the reward and assistance tool to approach this 

problem. This could be used for future research. 

 

2.3. Games available and reward level 
 

There are very few attractive games that will provide their codes to the public. To find a game 
that is both satisfying having a variable that could change accordingly with level of focus and 

public is not easy. In addition, to determine the level of reward according to focus to make the 

game not too easy or too hard is a vital process to make the reward attractive. 

 

3. SOLUTION 
 

This application is designed in three major steps. They are input, transfer, and reward. This first 

step is to give the user an interactive surface to ask for their goal. According to this input value, a 

timer is going to be set. All the inputs will be calculated after the user clicks. Secondly, the user's 
performance is going to be evaluated by calculating wpm and checking the time requirement. 

Through comparison between the time requirement that the user inputs initially and wpm’s 

calculation, the reward is going to be determined as negative reward, positive reward, or normal 
reward. Lastly, different rewards are going to determine the level of hardness for tetris that 

changes the speed of blocks falling downward. 

 

 
 

Figure 1. The user interactive surface 

 

The figure above demonstrates the user interactive surface of the text box that constantly updates 
the user's level of focus in the format of WPM and IPM. Both start and end button were used to 

confirm the goal of focus level and the concluding time for the application to decide the level of 

reward. 
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Figure 2. Screenshot of the reward 

 

The above figure demonstrates the reward that is Tetris. The game has almost exactly the same 

rules as the official game of tetris. To the end of giving users rewards based on their performance 
during writing, the speed of blocks that were falling has a negative relationship with the 

achievements on wpm and time requirements. 

 

 
 

Figure 3. Code of the level of focus 

 

This is a piece of the code that asks the user for the level of focus in a period of literary writing 

on the computer they are aiming for. Before they start writing, they must input the time limit and 

wpm goal into the text box; Then, they can click the button to start. In the figure, the user was 

asked to enter the correct input in order for the application to run successfully by checking if 
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there are only two arguments that are both numbers. If not, they must re enter until the 
application could run successfully. 

 

 
 

Figure 4. Code of variables 

 

The figure above shows variables that were recorded during the user’s input. Wpm is defined as 

word per minute and Ipm is defined as input per minute. Normally, other applications that assess 

the level of focus will use the mean of wpms. However, this application uses median to assess a 
more constant focus. For example, if the user did not write anything in 9 minutes, but copied and 

past 500 words in the last minute, the mean will demonstrate that he has a 50 wpm, which 

obviously did not truly demonstrate the user’s level of focus. Indeed, a median is used to prevent 

any false interpretation on the user's focus level in this application. 
 

 
 

Figure 5 (1). Transfer the variables of level of focus to variables for rewards 
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Figure 5 (2). Transfer the variables of level of focus to variables for rewards 

 

The above figures demonstrate statements that transfer the variables of level of focus to variables 
for rewards. Through the comparison between median wpm and goal wpm, and time written and 

time requirement goal, the users will have four different results. Giving more weight on the 

median wpm than time requirement, taking that time requirements could be easily met without 
achieving productivity, the level of reward will be negative if the median wpm does not meet the 

goal. If the wpm goal is met, according to the achievement on time requirement, positive and 

normal rewards will be given accordingly. 
 

4. EXPERIMENT 
 

To prove our solution, multiple experiments are run, each with multiple trials. Each experiment 

alters one part: algorithm parameters, volunteer autistic kids groups from 7 - 12, and training data 
sizes. Through these experiments, we will be able to determine if an algorithm depends on certain 

factors to produce the best results. Each algorithm is then tested and scored to find the most 

accurate prediction model. And we will also decide if the solution has an effective influence on 
autistic kids based on different group-level. 

 

4.1. Experiment 1 
 

For the first experiment, the goal is to verify at what age group our application works the best for 

children with autism. Through sampling 5 groups of children of different ages and letting them 

use the application from the same time, the result is collected by surveying the parents and 
counting how many children had significantly improved. Experiments have shown that all 

children in different age groups show a certain level of interests. Age group 8 and 10 showed the 

largest interest among all.  
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Figure 6. Result of Experiment 1 

 

4.2. Experiment 2 
 

The second experiment is to track to what extent the game was able to increase the desire to 
communicate in children with autism since this is also a part of autistic kid’s disadvantages. 

Surprisingly, this produces a positive result that this paper did not expect initially. By selecting a 

group of students of the same age and giving a survey to their parents to see if they demonstrate 

an increase in willingness to communicate after shortly using the application, this experiment 
demonstrates more than 50% of kids showed an increase in willingness to communicate.  

 

 
 

Figure 7. Result of Experiment 2 

 

4.3. Experiment 3 
 

The third experiment evaluates the original goal of this paper: the level of increase in focus level. 

By using the same method of giving surveys to the parents after the last question of assessing the 
willingness of communication, this question was asked if the kid showed an increase in ability to 

focus. Indeed, the results demonstrate a positive impact from the application to the autistic kids. 
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Figure 8. Result of Experiment 3 

 

5. RELATED WORK 
 
This paper demonstrates a reevaluation of the previous inventions that were used as assistive 

technologies for autistic children [1]. After having the result of understanding the application of 

previous technologies, this paper gives deep insights into limitations of these tools and future 

directions for these technologies. By interpreting the content while holding the end to develop a 
better tool for autistic children, this research follows the direction that was summarized from 

previous tools by combining the advantages and taking the limitations into consideration [15]. 

 
This research developed a word processing and organization as an assistance tool to assist 

students with disabilities to type or increase their performance on computational literature writing 

[2]. This application provides a similar goal as this paper that is to provide a more equal 

opportunity for people who were born with disadvantages. The difference between this 
application and the goal of this paper is that this paper holds the belief that the children could 

improve their skill under the proper circumstances, but this application could be used more as 

part of their input process instead of maximizing their own potential. To achieve a better tool for 
the autistic kids, it might be more helpful for them if this application’s design could be 

incorporated with this paper’s design in order to maximize children’s potential more efficiently.  

 
This paper analyzes the impact of literature writing on computers to paper and pen writing [3]. 

Through a demonstration of a positive effect, this analysis inspires the idea of this paper that to 

design a writing assistive tool for autistic children by strengthening the idea that this application 

might not only evoke their motivation to write using a reward system, but it may also improve 
their performance on paper and pen writing, which may eventually help them in social 

circumstances in reality [12]. 

 

6.  CONCLUSIONS 
 

The purpose of this research is to develop an assistive technology as a tool for autistic kids who 

lack the ability to focus and socialize to perform better in literature writing and ability to focus 

[11]. To the end of creating a more equal competing environment for everyone, this paper holds 
the belief similar to John Rawls that people with advantages have the responsibility to share them 

with people who don’t. Indeed, through a platform utilizing a general variable that connects the 

basic reward theory and literary writing input surface, this application was formed. After doing 
experiments and taking other researchers' results into consideration, this research paper did reach 

its basic goal of assisting the autistic kids. 
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However, there are several improvements that could be made to increase the performance of this 
application regarding the limitations. First, there is a limit on the users for the present design 

since it only allows users to focus on inputting words, and playing tetris as a reward. However, 

taking other situations into consideration, this application will not be useful if the autistic kids 

were given homework to read. Also, tetris may not inspire all autistic kids’ internal motivations. 
Moreover, this application could only help kids with a slight autism who could focus more easily 

than those with more severe symptoms. 

 
As this paper had mentioned in the beginning, these limitations were already taken into 

consideration when this research was initialized. The idealized way to approach these limitations 

was to use a modularized design to reach the goal of individualizing this application for each user. 
This goal could be reached by developing more tools like linking to specific web pages or as a 

google extension that assist the autistic kids to focus using other ways. In addition, connection to 

more games is imperative as well to satisfy different autistic children's demands on games to 

evoke each of their internal motivation to maximum. For more severe autistic children, further 
investigation is required to find the way to help them. 
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ABSTRACT 
 
Wireless Sensor Network (WSN) comprises of cheap and multifunctional resources constrain 

nodes that communicate at a fair distances through wireless connections. It is open media and 

underpinned by an application scenario for data collecting and processing. It can be used for 

many exclusive applications range from military implementation inside the battlefield, 

environmental tracking, fitness quarter as well as emergency response of surveillance. With its 

nature and application scenario, protection of WSN had drawn an attention. It is understood 

that the sensor nodes are valuable to the attacks because of the construction nature of the 

sensor nodes and distributed network infrastructure. In order to ensure its capability especially 
in malicious environments, security mechanisms are essential. In this paper, we have discussed 

the challenges and the viability of the blockchain to implement in the WSN in order to protect 

WSN from the attacks.   

 

KEYWORDS 
 
Wireless Sensor Network, Security, challenges, blockchain. 

 

1. INTRODUCTION 
 
Wireless sensor networks (WSNs) and their applications are becoming part of our daily life, they 
have a great advantage for various applications in our real life [1], such as habitat monitoring, 
battlefield surveillance, intelligent agriculture, home automation, etc. However, the properties of 
WSN inevitably have the natures that are extremely restricted by their resources, including 

energy, memory, computing complexity, bandwidth, and communication capacity. Normally the 
base station is a more powerful node, which can be linked to a central station via satellite or 
internet communication to form a network. There are many deployments for wireless sensor 
networks depending on various applications, such as, environmental monitoring, volcano 
detection [1-3], distributed control systems [4], agricultural and farm management [5], detection 
of radioactive sources [6], and computing platform for tomorrows’ internet [7]. However, the 
open nature of the wireless medium therefore offers chances for an adversary to easily eavesdrop 

information from the sensors, or actively do something such as replay or inject fabricated 
messages. A Typical WSN is shown in Figure 1. 
 
In all communication network including WSN, Security provisioning is a critical requirement. 
Security in the wireless sensor network is challenging and important task because of its 
characteristics that includes, open nature of wireless medium, unattended operation, limited 
energy, memory, computing power, communication bandwidth, and communication range. So, it 

is more susceptible to the security attack compared to the traditional wired network. It is well 
known that for the protection from the some WSNs attacks, various cryptographic methods are 
widely used but sometimes are not very efficient and effective [8-9]. 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N03.html
https://doi.org/10.5121/csit.2022.120302
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Figure 1. A typical WSN [1] 

 
Blockchain is a method that lets the transmission of data securely based on an incredibly complex 

encryption mechanism. In this mechanism, each block includes records about its advent time and 
is related to the previous block by using hash code and transaction information. When the data is 
recorded in the blockchain, there's almost impossible to change it [10]. Blockchain is designed to 
resist fraud and alteration of facts. Implement blockchain into WSNs will deliver few 
advantages:[11] 
 

a. The distributed nature of blockchain will allow a large number of sensor node connection 
easily 

b. Computing and storage needs are distributed to all devices in the network, this will 
reduce the cost of the large central data  

c. Centralized Server and Client Model will be eliminated when peer-to-peer messaging, 
file distribution, and automatic coordination between devices in the network are used 

 
In this paper, we are focusing on investigating the possible viability and major challenges to 
implement the blockchain to secure WSN.   

 
This paper consists of five sections. A brief discussion of the characteristics of WSN is in  
Section II. Section III describes the architecture of WSN. Section IV describes the blockchain 
structure. A brief discussions of WSN security with blockchain is given in Section V.  conclusion 
is in Section VI 
 

2. CHARACTERISTICS OF WSN 
 
WSN is currently used for real-world unattended physical environment to measure numerous 
parameters. So, the characteristics of WSN must be considered for efficient deployment of the 
network. The significant characteristics of WSN are described as follows [12]: 

 
Low cost: in the WSN normally hundreds or thousands of sensor nodes are deployed to measure 
any physical environment. To reduce the overall cost of the whole network, the cost of the sensor 
node must be kept as low as possible.  
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Energy efficient: energy in WSN is used for different purpose such as computation, 
communication, and storage. Sensor node consumes more energy compared to any other for 
communication. If they run out of power, they often become invalid as we do not have any option 
to recharge. So, the protocols and algorithm development should consider the power consumption 

in the design phase.  
 
Computational power: normally node has limited computational capabilities as the cost and 
energy need to be considered.  
 
Communication Capabilities: WSN typically communicate using radiowaves over a wireless 
channel. It has the property of communicating in short range, with narrow and dynamic 
bandwidth. The communication channel can be either bidirectional or unidirectional. With the 

unattended and hostile operational environment, it is difficult to run WSN smoothly. So, the 
hardware and software for communication must have to consider the robustness, security, and 
resiliency. 
 
Security and Privacy: Each sensor node should have sufficient security mechanisms to prevent 
unauthorized access, attacks, and unintentional damage of the information inside of the sensor 
node. Furthermore, additional privacy mechanisms must also be included.  

 
Distributed sensing and processing: the large number of sensor node is distributed uniformly or 
randomly. WSNs each node can collect, sort, process, aggregate and send the data to the sink. 
Therefore, the distributed sensing provides the robustness of the system. 
 
Dynamic network topology: in general, WSN a dynamic network. The sensor node can fail for 
battery exhaustion or other circumstances, communication channel can be disrupted as well as the 

additional sensor node may be added to the network that result the frequent changes in the 
network topology. Thus, the WSN nodes must be embedded with the function of reconfiguration, 
self-adjustment. 
 
Self-organization: the sensor nodes in the network must have the capability of organizing 
themselves as the sensor nodes are deployed in an unknown fashion in an unattended and hostile 
environment. The sensor nodes have work in collaboration to adjust themselves to the distributed 
algorithm and form the network automatically. 

 
Multi-hop communication: a large number of sensor nodes are deployed in WSN. So, the 
feasible way to communicate with the sinker or base station is to take the help of an intermediate 
node through routing path. If one need to communicate with the other node or base station which 
is beyond its radio frequency it must be through the multi-hop route by intermediate node. 
 
Application oriented: WSN is different from the conventional network due to its nature. It is 

highly dependent on the application ranges from military, environmental as well as health sector. 
The nodes are deployed randomly and spanned depending on the type of use. 
 
Robust Operations: Since the sensors are going to be deployed over a large and sometimes 
hostile environment. So, the sensor nodes must be fault and error tolerant. Therefore, sensor 
nodes need the ability to self-test, self-calibrate, and self-repair. 
 

Small physical size: sensor nodes are generally small with the restricted range.  Due to its size its 
energy is limited which makes the communication capability low.  
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3. ARCHITECTURE OF WSN 
 

WSN is dynamic which can consist of various types of sensor nodes. The environment is 
heterogeneous in terms of both hardware as well as software. The sensor node construction 
focuses to reduce cost, increase flexibility, provide fault tolerance. Improve development process 
and conserve energy. The structure of sensor node consists of sensing unit (sensor and analog to 
digital converter), processing unit (processor and storage), communication unit (transceiver), and 

power supply unit. [13] The major blocks shown in Figure 2. A concise description of different 
unit is as follows [13-17]: 
 

 
 

Figure 2. Structure of a sensor node 

 
Sensing unit: it is composed of collection of different types of sensors which is needed for 
measurement of different phenomenon of the physical environment. Sensors are selected based 
on its application. Sensor out is electric signal which is analog. So, analog-to-digital converter 
(ADC) is used to transform the signal to digital in order to communicate with the microcontroller. 
 

Processing unit: it consists of a processor (microcontroller) and storage (RAM). In addition, it 
has operating systems as well as timer. The responsibility of the processing unit includes 
collecting data from various sources than processing and storing. Timer is used to do the 
sequencing for the sequence.  
 
Communication unit: it uses a transceiver which consists of a transmitter as well as a receiver. 
The communication is performed through the communication channels by using the network 
protocol. Based on the application requirements and relevance to communicate it normally uses 

suitable method such as radio, infrared or optical communication.  
 
Power unit: the task of the power unit is to provide the energy to the sensor node for monitoring 
the environment at a low cost and less time. The life of the sensor depends on the battery or 
power generator which is connected to the power unit. Power unit is required for the efficient use 
of the battery.  
 

WSN communication architecture is a bit different from the conventional computer 
communication and computer network. The communication architecture can be classified in 
different layers. To get the maximum efficiency with limited resources and low overhead WSN 
does not adhere as closely to the layered architecture of OSI model of conventional network.  
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Nevertheless, the layered model is useful in WSN for categorizing protocols, attacks and defence. 
So, in contrast to the traditional seven layers it is reduced to the five layers [13] that include 
physical layer, Data link layer, network layer, transport layer and application later. The advantage 
of the layered model is conceptually similar functions are combined at one layer. Figure 3 shows 

the communication protocol model of wireless sensor network. 
 

 
 

Figure 3. Protocol Stack of WSN [13] 

 
The physical layer addresses the hardware detail of wireless communication mechanism. This 
layer is responsible for frequency selection, carrier frequency generation, signal detection, 
modulation, and data encryption. The data link layer is concerned with the media access control 
(MAC) protocol. Since the wireless channel is susceptible to the noise and sensor nodes may be 
changing the location MAC protocol at the data link layer has to be power-aware and should have 

the capability of minimizing the collisions.[4] The network layer manages the routing the data 
supplied by the transport layer or between the nodes. Whereas the transport layer can maintain 
the data flow if the WSN application requires that. Various type of application can be 
implemented in the application depending on the physical environmental sensing.  
 
Orthogonal to the five-layer Akyildiz et al. [13] defined three management plan named power, 
mobility and task management. These plans are responsible for monitoring the power, movement 
and task distribution among the sensor nodes. These management plans help the sensor nodes to 

coordinate sensor tasks and minimize the overall power consumption font.  
 

4. BLOCKCHAIN STRUCTURE 
 
Blockchain technology allow untrusting parties with common interests to exchange the 
information without relying on the external entities. Core characteristics of blockchain is 
decentralization, accountability, and security. This technique can improve operational efficiency 
and save costs of the network significantly. In order to achieve the decentralization blockchain, it 
uses the peer-to-peer (P2P) network architecture [18]. Early blockchain technology based on P2P 
networking has improved the decentralized network architecture. Figure 4 shows decentralized 

blockchain. it consists of three important concepts [19]:  
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1. Blocks,  
2. Nodes and  
3. Miners. 

 

 
 

Figure 4. Decentralized Blockchain 

 
Blocks: Each chain consists of several blocks and each block has information data, a nonce and 
the hash. Whenever the primary block of a chain is formed, a nonce then creates the 
cryptographic hash. The information data within the block is considered signed and for all time 
tied to the nonce and hash except it's far mined. 

 
Nodes: Every node has its specific copy of the blockchain and the network have to 
algorithmically approve any newly excavated block for the chain to be up to date, trusted and 
verified. Since blockchains are transparent, so it is easy to check and verify each action and 
record within the ledger. Each node is given a unique number that shows their transactions. 
 
Miners: Miners normally use specific program to solve the extremely complex mathematical 
problem of finding a nonce that generates hash which can be accepted.  

 

5. DISCUSSIONS OF WSN SECURITY WITH BLOCKCHAIN  
 

The security provisioning in WSN is a critical task. Several works has been done by researchers 
to secure the WSN. Recently, the focus was given to blockchain for the data security, 
management and storage of WSN. Moinet et al. proposed a blockchain based multi sensor 
technique [20]. This technique collects and verify the information data gathered by the sensor. 
Casado vara et al. proposed stochastic model of blockchain [21]. This can do the early prediction 
of the degeneration of the sensor accuracy from the current state of the sensor. Cui et al. proposed 
a hybrid blockchain model [22]. This method, realize the authentication from different 

communication scenarios. The previous studies mentioned have several constraints. Moreover, 
they did not consider the decentralized model of blockchain. A Comparison is drawn in the Table 
1. To compare the WSN with the blockchain implementation and without the blockchain. 

 

 

 

 

 
Table 1.  WSN with and without Blockchain 
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Attributes Without Blockchain With Blockchain 

Architecture  It is centralised with client-server 

architecture  

Based on the distributed ledger 

architecture with decentralization  

Power consumption Low High 

Security Low High 

Device Requirements It requires limited processing 

capability with low storage 
capacity  

It requires high processing 

capability with high storage 
capacity 

Implementation  Simple  Difficult 

Maintenance  Easy  Difficult  

 
Considering the current architecture of WSN, sensor nodes are normally with the low capacity, 
low possessing power, limited storage, and limited battery capacity. Blockchain technology will 
bring a new arena of the WSN security as it has decentralised capacity and it can give better 
security. To implement Blockchain in WSN it requires high configuration sensors with high 
processing capability and high storage and high battery support. Moreover, WSN with the 
blockchain is difficult to implement and maintain. As a result, there are few challenges to 
implement blockchain for WSN security. Blockchain distributed character will be lost if the 

WSN need to be extended. So WSN will loss the scalability. Current sensor nodes do not have 
the high power and processing time. So, implementing Blockchain with current sensors will face 
difficulties with the processing speed and battery power. Blockchain requires to store transection 
and device ID. So, it requires high storage. Moreover, implement and maintain blockchain need 
highly skilled professionals.  
 
It is difficult to implement blockchain in current resource constrain WSN, the technology 

requires huge resources. In order to incorporate blockchain in WSN and make it reality, we need 
to look forward for advancement of microelectronics to make the sensors resourceful. As the 
microelectronics is evolving very fast, so the blockchain soon will become the reality for WSN 
security . With the current infrastructure of WSN, blockchain is possible to implement but it will 
not be able to support the voice and video data because of storage and battery life of the sensor 
node.  
 

6. CONCLUSION 
 
Currently, the implementation of blockchain in WSN is challenging task as blockchain is still in 

early stage in implementing in engineering applications. The main challenge is the requirement of 
higher memory in each node in the network with blockchain as it does not use central server. The 
distributed the nature of blockchain require high memory and hardware in each node. However, it 
is believed that the current trend of advancement in memory technology will provide the high 
memory capacity with very small size in very near future. Some of the research is showing 
promising result which can fulfil this requirement. However, the distributed and secure 
architecture of blockchain will fulfil the challenges currently facing in WSN network. In future, 
we would like to implement blockchain for WSN security utilizing the text data transmission.   
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ABSTRACT 
 
Currently, thousands of free K-12 educational videos exist online with the aim of trying to help 

young students learn outside of the typical scholastic environment. However, most of these 

videos are in English, so without subtitles it may be difficult for non-native English-speaking 

students to fully understand them. These students may need to spend time searching for 

translations and understanding content, which can distract them from grasping the important 

concepts within the videos. The state-ofthe- art of speech-to-text and NLP techniques might help 

this group digest the content of instructional videos more effectively. This paper proposes an 

application that uses speech-to-text, machine translation, and NLP techniques to generate 

translated subtitles and visual learning aids for viewers of instructional videos. This video 

application supports more than 20 languages. We applied our application to some popular 

online educational videos and conducted a qualitative evaluation of its approach and 

effectiveness. The results demonstrated that the application could successfully translate the 

English of the videos into the viewers’ native language(s), detect keywords, and display relevant 

images to further facilitate contextual understanding. 

 

KEYWORDS 
 
Educational videos, mobile applications, language translation applications. 

 

1. INTRODUCTION 
 

Many instructional videos for language learning do not provide an ideal interface for second 

language learners, and this is particularly true when it comes to younger students. While at 

school, teachers often have students watch videos. Since these videos are often shown within a 

short amount of time, second language learners may not be able to learn new vocabulary words or 

phrases or understand content, placing them at a disadvantage. Now, students who do not 

understand all the information they are presented in class can watch online learning videos while 

at home, usually for free, through sources such as Khan Academy [1]. By using sources such as 

this, students can review instructional content they missed in class. However, since there are 

often still no translated subtitles available within these videos, second language learners may still 

have difficulty digesting the material. With our application, second language learner students can 

better understand these (video) course materials and their content, and even provide feedback to 

teachers. 

http://airccse.org/cscp.html
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With the aid of artificial intelligence (AI), the technologies that turn the spoken word into written 

text (speech-to-text) are developing at a pace once thought unimaginable. Recently, Google’s 

speech recognition model broke the 95% threshold for human accuracy, meaning that it has 

officially become better at recognizing spoken words than most humans [2]. Dating back to the 

1950s, the first speech recognition systems were used for translating numbers into text [3]. In 

1952, Bell Laboratories designed a system called “Audrey,” which could recognize some spoken 

digits (the names of numbers) when using a single voice. Ten years later, “Shorebox” was able to 

understand 16 words in English. In the 1980s, the number of words that could be understood 

using AI went from hundreds to thousands. While the accuracy has been slowly improving, little 

progress was made until Google launched Google Voice Search. Voice Search was an important 

milestone for Google’s ML-driven voice recognition model, which has so far collected over 230 

billion actual voice recordings from users. For now, many of these technology components are 

shared through Google’s publicly accessible library, “Speech-to- Text,” e.g., Global vocabulary, 

Noise robustness, and Speech adaptation, all of which help make transcribing the spoken word 

possible [4]. These technologies are also applied to Google’s popular video uploading site, 

YouTube, where viewers can turn on “CC subtitles” for most videos to get transcriptions 

displayed at the bottom. This library of technologies, alongside Google's Cloud Translation [5], 

serve as the foundation for our application’s development. 

 

YouTube’s CC subtitles depend on Google’s latest speech-to-text technologies to auto-generate 

English subtitles. However, this approach assumes viewers understand English, since it only 

provides English subtitles or sometimes, though not often, no subtitles at all. YouTube’s 

implementation is also limited by the fact that videos only auto-generate subtitles within the same 

language used in the videos, with few other languages being supported. Other video transcription 

sites such as “Rev” [6] and “Scribie” [7] provide a sophisticated level of translation, but require 

user registration and membership fees that potentially make them less accessible to younger 

students. One could argue that it is reasonable to charge transcription fees since longer videos 

would require lots of computational resources [8]. However, most educational videos are short, 

so it may be beneficial to have a service that offers the transcription of shorter videos (of less 

than ten minutes) via upload for students only. In addition, other sites do not provide images to 

help with context. When students need to learn a new word, visual assistance has proven to be an 

efficient learning tool to understanding and memorization [9]. Science videos frequently use 

unfamiliar words or technical jargon that students find difficult to visualize. Even if students use 

a dictionary, this requires additional time, and definitions may still be still be too short or obscure 

to grasp the required context. If the transcription includes images, however, students don't have to 

go out of their way to search for meanings and can immediately get a mental picture of the 

concepts being explained. Image insertion technology is in high demand, and as a result is also 

very accessible. Currently, there are many video editing sites (e.g., “Kapwing” [10] and “Pixiko” 

[11]) as well as applications that allow users to insert images at a specified time during viewing. 

Unlike these sites, our application automatically searches for meaningful words and inserts them 

into videos to provide visual aids for students, quickly and conveniently. 

 

Our application’s main function is to take a short video as input and generate a streamlined final 

product consisting of three parts: a video transcription, a video translation, and key images for the 

video. First, we used speech-recognition technology to transcribe existing videos in English. 

Secondly, we translated the videos into users’ native languages and embedded subtitles relevant 

to these languages. Then the videos were successfully translated into various languages of choice 

using speech-to-text and machine translation technologies. As previously mentioned, there are 

several existing services that may also produce video translations, but very few are free and focus 

exclusively on short, educational videos for students. Finally, we used NLP techniques to analyze 

the English transcripts and extract keywords and phrases based on a certain set of algorithms that 

are empirically proven to be the most accurate for this purpose. 
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After these keywords were found, we inserted related images back into the original videos. This 

will allow these images to appear briefly whenever the relevant word(s) are spoken to help 

students clarify meanings and generate mental images of whatever is being discussed. In order to 

evaluate the performance of our application, we believed it best to conduct experiments arising 

from two angles: (1) the accuracy of speech-to-text and translation done by our system and (2) 

user experience. First, we tested the accuracy of speech-to-text for our application. We expected 

the best metric for this to be numeric accuracy and the gold standard method to be human 

(speech). For a selection of educational short videos, we let native speakers watch and record 

what they heard, since humans are very accurate in terms of identifying the words they hear in 

their own language. We then fed the video into our application and compared our transcription 

with the human’s, word for word, and recorded the accuracy of each. We also conducted similar 

experiments to test the accuracy of our translation and the combination of both. Since our 

application is made to serve young English learners, their progress in learning was an important 

metric of success for us. We invited primary school students who do not speak English well to 

watch a selection of educational videos in English that they would normally encounter in either a 

home or school environment. Afterwards, we put the same videos through our translation system 

and let students re-watch them. We then surveyed the students about their comparative 

experiences, specifically asking how our embedded images might have helped their 

understanding of unfamiliar words or contexts.  

 

To outline the rest of this paper, Section 2 provides details on the challenges we met during the 

experiment and while designing the sample; Section 3 focuses on the details of our solutions 

corresponding to the challenges mentioned in Section 2; Section 4 presents details relevant to our 

experiment, followed by related work in Section 5. Finally, Section 6 provides concluding 

remarks, as well as possible directions for this project in the future. 

 

2. CHALLENGES 
 

In order to devise an application that uses speech-to-text, machine translation, and NLP 

techniques to generate translated subtitles and visual learning aids for viewers of instructional 

videos, a few challenges were identified as follows. 

 

2.1. Challenge 1: Inferring Sentence Breaks within Transcribed Text 
 

The first challenge we faced was how to yield an accurate translation of our English transcripts 

into our user’s native language. Specifically, there is the difficulty of inferring the meaning of a 

given sentence, since text created from speech-to-text is oftentimes just a continuation of words 

instead of naturally segmented sentences. Inferring the breakpoint of sentences from a sequence 

of words without punctuation is a known difficulty surrounding NLP. First, one has to infer the 

correct number of breakpoints given a sequence of words. Second, one has to find the probability 

of a breakpoint being inserted between word $w_i$ and word $w_j$ for all $i$ and $j$. There 

have been few studies done on this topic [12], mainly because it is rare for people to have to 

break up a sequence of words without punctuation or capitalization. 

 

2.2. Challenge 2: Extraction of Keywords 
 

The second challenge we faced was the extraction of keywords from the transcripts. This task had 

two goals: (1) extracting keywords relevant to the videos, and (2) extracting keywords related to 

the key concepts of the videos that students are likely encountering for the first time. The first 

goal can be achieved through established NLP techniques [13], but when combined with the 

second goal, the problem becomes more difficult to solve. For example, for a video providing a 
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biological explanation of how a human body works, although the word “human” might appear 

multiple times and would be a sensible guess as to the topic of the video, key scientific words like 

“heterozygous” or “oligosaccharide” that only appear once or twice would likely be neglected by 

traditional NLP methods of choosing keywords or key phrases. 

 

2.3. Challenge 3: Selection of Images 
 

The third challenge we faced was the selection of images. Because we intend for our application 

to insert images into videos as a fully automated process, the selection of images must also be 

automated. This means that we could only use keywords extracted from the videos themselves to 

conduct the selection and searching process. This process can be tricky as a simple word like 

“market” can have different meanings. Even if we know the implied meaning within the context 

is “economy,” it would still be impossible to identify this meaning through images and pick the 

correct one. To solve this challenge, more pre-processing needs to be done before the searching 

phase, e.g., adding the word “grocery” before “market” to emphasize one meaning over another. 

 

3. SOLUTION 
 

3.1. Overview of the Solution  
 

 
Figure 1. Overview 

 

The application initializes itself and internally creates a Cloud Manager that controls the 

connection with several third-party APIs (firebase, speech-to-text, translation, image search). 

After the video is uploaded, it is first processed with audio extraction through efficient video 

editing tools such as ffmpeg. Then, the audio is uploaded to cloud storage through Cloud 

Manager to do speech-to-text transcription using Google’s library. During the transcription phase, 

three types of data are stored: (1) the transcript of the video in English, (2) the “srt” format of the 

transcript where “srt” is a human-readable file format that stores text sequentially, along with the 

timing information [14]. In our case, the text we store is the original transcript after getting 

translated into the user's native language using machine translation provided by a third-party tool. 

(3) We also store the timeline of the video during the processing phase. The timeline of the video 

is stored as a dictionary object in our Python implementation, where keys are words spoken 
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during the video and values are a list of timestamps during which such words appear. This 

dictionary becomes useful later on, when we need to insert images back into the video at the 

time(s) they appear. At this point, the transcription of the video is already complete. Next, the 

system analyzes the English transcripts using NLP technologies and extracts the keywords and 

phrases that are both representational of the video and add values to the user’s knowledge base. 

We then search the web to find related images for these keywords and insert them back at the 

time they appear, using the timeline dictionary we generated earlier. After the video’s subtitles 

and images are both embedded back into the original video, we upload the video to the cloud 

using Cloud Manager and return the cloud link to the user.  

 

3.2. Component Breakdown 

 
3.2.1. Speech-to-Text Transcription and Translation 

 

These two components are the foundation of our application and are done sequentially in the 

same iteration using Google’s Speech-to-Text and Translate APIs. After the API starts running 

and listening to the audio, it generates a streamline of results. For every ten words spoken in the 

stream, we first transcribe the original English words, then translate and record the translation in 

“srt” format. Meanwhile, the exact timeline of the video is also recorded. The code snippet shows 

the nested “for” loop where we process each word and store its timestamp to our dictionary for 

future processing, as mentioned in the previous section. Figure 1 shows where in the sequence the 

video is regenerated with subtitles and images using tools like ffmpeg to insert “srt.” 

 

3.2.2. Transcripts Analysis  

 

For transcripts analysis, our goal is to extract the most relevant and valuable words that will help 

users both learn new concepts and expand their vocabulary or knowledge base. We perform basic 

text processing techniques such as stopwords removal, tokenization, and tagging sequences with 

part-of-speech tags all using Python’s nltk library. We discovered that words with tags such as 

“NNP” and “NNPS” (proper nouns) tend to be more valuable and represent the video better, 

since they are less likely to be generic. Therefore, we applied more significance to these words. 

Also, we used a sublinear term frequency approach to normalize frequent words, meaning that 

instead of using the raw count of the terms, we instead used a logarithm of the count plus one. 

This helped us prevent words that are not stopwords but common within the video, such as 

“human,” from taking too much significance. The number of keywords also depends on the 

video’s length, since we output a number of keywords based on a 1:2 ratio, meaning one minute 

of a video equals 2 keyword outputs. 

 

 
 

Figure 2. Video frame showing an embedded image 
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3.2.3. Image Selection and Insertion 

 

After retrieving the important vocabularies from performing text processing, we use Google’s 

search API to search for the most relevant images and download them. We then use our timeline 

dictionary to construct an inverted dictionary where each key is the time an image should appear 

on the screen and the values are the corresponding images. We experimented with various 

durations of time for images to remain on the screen and settled on three seconds as our final 

implementation. We also took into consideration the possibility of image overlap, and instituted a 

minimum one second gap between image displays. After these steps are completed, we insert the 

images back into the original video using openCV. Depending on the original video frame rate 

and dimensions, these images will appear with modified heights and widths such that they always 

only occupy at most . of the screen. After the images and subtitles are both embedded into the 

original video, we upload the video back to firebase storage and return the publicly accessible 

link to the user. 

 

4. EXPERIMENT 
 

4.1. Experiment 1 
 

To evaluate the accuracy of speech-to-text, we used three scientific videos which do not have 

English subtitles provided and let our application do the transcriptions. Then we invited five 

teachers to write down the text spoken in the videos. We summarized and unified the data of 

several teachers, and regarded this as the correct transcript. We then compared this data with the 

computer speech-to-text transcriptions. We counted all the words that had appeared in the videos, 

and extracted the words that were different from the teachers’ transcriptions and our application 

had transformed. We then counted the words that were different between the application and the 

teachers and divided this number by the total number of words to calculate the rate of error. One 

hundred minus the rate of error number is the accuracy rate of our application. With this margin 

of error, the application is able to effectively interpret the verbal context of the videos. 
 

Table 1. Deviation rates for accuracy (application versus human) 

 

Video name Number of participants 

who viewed 

Rate of deviation between 

application and participants 

Crash Course 

  

Organic Chemistry Preview 

5 

 

5 

3.1% 

 

1.7% 

Psychological Research: Crash 

Course Psychology #2 

5 5.2% 

Biology: Cell Structure | 

Nucleus Medical Media 

5 3.9% 

 

4.2. Experiment 2  
 

We showed three children who don't speak English a scientific video containing a lot of jargon 

and no subtitles. We chose videos that were less than three minutes long and only explained the 

basic concepts. We allowed the children to take notes while watching the video so that they might 

memorize the content. After this, we asked the children to give us a brief summary of the video, 



Computer Science & Information Technology (CS & IT)                                    25 

which they were unable to do. We then played the same video using our application. After 

viewing, all three children were able to provide a brief summary of the video. When evaluating 

these summaries, we used three standards of ability: clarity, understanding of key concepts, and 

ability to reiterate. The range of marks given were between 0-5. For clarity, 0 meant that the child 

had no idea of the main topic, while 5 meant that they could explain the main topic well. For 

understanding of key concepts, 0 meant that the child could not explain the key concepts, while 5 

meant that they could explain them well. For ability to reiterate, 0 meant that the child could not 

explain the video without notes, while 5 meant that they could explain the video well to others. 

 

Table 2. Respective scoring for clarity, understanding of key concepts, and ability to reiterate 

 

Name of video Average scores before use 

application 

Summary after use application 

Photosynthesis: 

Crash Course 

Biology #8 

● clarity: 1.2 

● understanding of key 

concept: 1.53 

● ability to reiterate: 0.24 

● clarity: 4.76 

● understanding of key 

concept: 4.87 

● ability to reiterate: 3.98 

Simple Harmonic 

Motion: Crash 

Course Physics #16 

● clarity: 2.87 

● understanding of key 

concept: 0.77 

● ability to reiterate: 0.2 

● clarity: 4.85 

● understanding of key 

concept: 4.67 

● ability to reiterate: 4.01 

 

4.3. Analysis 
 

The result of the first experiment shows that there is a high degree of overlap between what 

people hear and what our application processed, which shows that the speech-to-text feature of 

our application has an acceptable rate of error. In the second experiment, by contrasting the input 

from children using the application versus the control group, we can see that our application 

greatly improved the understanding of the video for non-native English speaking children. 

 

5. RELATED WORK 
 

The paper, “Review of Speech-to-Text Recognition Technology for enhancing learning” [15] 

introduced how speech-to-text technology applies to enhanced learning, especially for nonnative 

English speakers. Shadiev [16] has shown that non-native English speakers take advantage of 

nineteen strategies in using STR-generated transcripts. As a result, participants are able to use 

them to study, compose summaries, and generate their own ideas, which helps them receive 

higher scores.  

 

The paper, “Review of studies on recognition technologies and their applications used to assist 

learning in instruction,” [17] reviews and summarizes studies on recognition technologies within 

the last ten years. Technologies using haptic input were employed mostly within science based 

education [18]. Students use this technology to take notes during lectures and enhance 

understanding when information is missed or misunderstood, or for completing homework  

assignments. 

 

The paper, “Investigating the effectiveness of speech-to-text recognition applications on learning 

performance, attention, and meditation” [19] examines the effectiveness of speech-totext 

recognition technology as a learning and concentration aid to encourage a calm state of mind. In 

this experiment, students who do not have STR (speech-to-text recognition), when unable to 
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understand their lectures, feel stressed and lose concentration. Meanwhile, students who used 

STR felt less pressure while trying to learn, since they could properly read and understand texts. 

 

Our goal is to make an application that helps children who don’t understand English well to be 

able to understand and summarize videos presented in English. Speech-to-text technology can 

help children understand the content of instructional videos in English with less pressure so they 

can enhance their learning skills. 

 

6. CONCLUSION AND FUTURE WORK 
 

In this paper, we proposed an application that automatically transcribes online educational videos 

and provides contextual visual aids to help K-12 non-native English speakers understand the 

content better and faster. With the help of speech recognition technology, we built this 

application’s foundation using advanced speech-to-text and machine translation technologies 

provided by Google. For visual aids, such as images, we effectively applied text processing 

techniques to first extract key information from the transcript(s), then embedded these images 

back into the videos to help students obtain a visualization of the video’s important concepts. 

During the implementation phase, we met with a few challenges, including translation inaccuracy 

and the unpredictability of the image contents as mentioned in Section 2. We were able to 

eliminate some of the effects these issues had on our application by modifying the system to 

avoid them. In the end, our evaluation results indicate that the application is effective. In our first 

experiment, we observed that the error rate of our speech-to-text transcription is negligible and 

did not seem to affect people’s ability to understand the content of the video(s). In our second 

experiment, we observed that non-English speaking children were better able to summarize 

videos when using our application versus a control group that viewed the videos without it. This 

is a good indication that our application does in fact help non-English speaking viewers better 

understand instructional videos presented in English.  

 

Our application cannot guarantee complete accuracy, however, when generating subtitles for 

medium to longer-length videos. In addition, many English words have more than one meaning, 

so there will almost always be errors in translation. While our application also adds images to 

help understand the most important keywords of the videos, we couldn’t predict what these 

images would be, since the application chooses the first image found by Google and inserts it into 

the video. While testing the application, some images would appear with strange words or 

pictures. Although this doesn’t affect the aid provided by the images, overall, it doesn’t provide a 

perfect watching experience.  

 

We hope we can further adapt and evolve our application to reduce such errors. We would like 

our application to be able to differentiate which images are valid and which are not, e.g., which 

images best illustrate the context and subject matter of the videos. The accuracy of the machine 

translation could also be improved so that non-native English speakers can understand the videos 

even more clearly. 
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ABSTRACT 
 
The request for precise text mining applications to extract information of company based 

automotive warranty and goodwill (W&G) data is steadily increasing. The progress of the 
analytical competence of text mining methods for information extraction is among others based 

on the developments and insights of deep learning techniques applied in natural language 

processing (NLP). Directly applying NLP based architectures to automotive W&G text mining 

would wage to a significant performance loss due to different word distributions of general 

domain and W&G specific corpora. Therefore, labelled W&G training datasets are necessary to 

transform a general-domain language model in a specific-domain one to increase the 

performance in W&G text mining tasks. 

 

The article describes a concept for adapting the generally pre-trained language model BERT 

with the popular two-stage language model training approach in the automotive W&G context. 

We plan to use the common metrics recall, precision and F1-score for performance evaluation. 

 

KEYWORDS 
 
Natural language processing, Domain-specific language models, BERT, Labelled domain-

specific datasets, Automotive warranty and goodwill. 

 

1. INTRODUCTION 
 
In the automotive W&G sector, an unprecedented number of written feedback texts are generated 

by global workshops and customer studies every day, making the manual analysis of these texts 

and the extraction of actionable insights from them an extremely difficult task for individuals. 
Various of such customer feedbacks are used to analyze and predict current and future product 

weaknesses. Both for the resulting failure elimination and for internal reporting, the mining of 

customer feedback plays a crucial role in product warranty. A large part of the written feedbacks 

are “not in a [directly] machine-processable [...] data [form]" available, which can be made 
usable for decision-making by text mining approaches [2]. Due to this, the demand for accurate 

text mining tools to extract information of company based W&G data is steadily increasing. The 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N03.html
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analytical competence of text mining methods for information extraction is among others based 
on the developments and insights of deep learning techniques applied in natural language 

processing (NLP) [3, 4]. Current deep-learning language models are trained on general text 

corpora (e.g. Wikipedia). Especially in domains such as medicine [5], biology [4, 6], finance [7], 

common science [8] and W&G, word distributions of general and specific corpora are different, 
which can be a significant performance problem for NLP-based text mining models [4]. 

Therefore, the application of generally trained language models to W&G tasks is only suitable to 

a limited extent [9]. Labelled W&G training datasets are necessary to transform a general-domain 
language model in a specific-domain one to increase the performance in W&G text mining tasks. 

To the best of our knowledge, there are not any existing labelled training datasets in the W&G 

domain public available. 
 

In this paper, we describe the concept of creating a pre- and fine-tuned W&G-specific language 

model BERT [1]. Therefore, in Section 2 we briefly describe the already published articles in the 

area of language models with a deep dive in their domain specific adaptations. In section 3, we 
describe the creation of suitable training datasets for the following pre-training and fine-tuning 

activities of a W&G-specific context-dependent language model. Finally, in section 4 we give an 

outlook on the overall text mining architecture in which a W&G specific language model can be 
integrated. 

 

2. RELATED WORK 
 

Silvestri et al. [10] describe in their publication the significant performance improvement of NLP 
tasks through the use of the word embedding language models word2vec and GloVe. The basis 

for the word2vec language model is a continuous skip-grams (SG) or a continuous Bag-of-Words 

(CBOW) architecture. The SG architecture predicts the context of an entity based on the entity, 
whereas the CBOW approach predicts a missing entity based on the immediate context [11, 12]. 

In contrast to Mikolov et al. [12], Jeffrey Pennington et al. [13] developed GloVe as a global log-

bilinear regression model for unsupervised word representation learning that outperforms SG- 
and CBOW- models on word analogy, word similarity and named-entity recognition tasks. Onan 

[14] increases the potential of the word2vec language model in the topic extraction domain by 

developing a two-stage architecture using an improved word embedding model and a cluster 

ensemble framework. The improved word embedding model consists of the fusion of 
conventional word embedding architectures (word2vec, pos2vec, word-position2vec and 

LDA2vec). In addition, the well-known clustering algorithms K-means [15], k-modes [16], k++ 

[17], self-organising maps [18] and DIANA [19] are combined specifically unweighted into a 
cluster ensemble framework. In the word2vec and GloVe language models, emergent entities in a 

different context are characterised with the same word vector (context independent language 

models). Since the same entities take on a different meaning in a different context, the results of 

the already discussed language models can be improved. The context-based consideration of 
entities is taken into account in the model Bidirectional Encoder Representations from 

Transformers (BERT) [1]. The pre-training of the language model BERT is realised with the help 

of the static Masked Language Model (MLM) [20] and the Next-Sentence-Prediction (NSP). In 
contrast to Devlin et al. [1], Liu et al. [21] chose a dynamic masking approach in their 

robustness-optimised language model RoBERTa without implementing the NSP task. BERT by 

Devlin et al. [1] provides the basis for multi-layered applications in the fields of medicine, 
biology and finance. The simple adaptation of the word2vec, ELMo [22] or BERT language 

models would yield weak results in domain specific Named Entity Recognition (NER) and 

Relation Extraction (RE) metrics in domain-specific application case, as they were pre-trained on 

general input data. The authors Lee et al. [4] developed the BioBERT language model which was 
pre-trained on bio-medical data. The superiority of a specifically pre-trained xBERT language 

model over conventional language models was also confirmed by Peng et al. [23]. Furthermore, 
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Beltagy et al. [8] present the potential of their pre-trained SciBERT language model in their 
publication. By implementing a sentence-piece library based on unsupervised tokenisation of the 

scientific corpus using WordPiece, this generates a performance advantage in the F1 score 

compared to the BioBERT. In addition, Zhuang Liu et al. [7] designed the FinBERT language 

model. FinBERT is characterised by a parallelised pre-training approach modelled on the 
Horovod architecture [24] using a mixed-precision training approach [25] on general and finance-

specific corpora. The language model developed by Zhuang Liu et al. shows not only an 

improved performance compared to BERT, but also considerable success in the common quality 
validation metrics for a small pre-training corpus (20% of the original corpus). In addition to the 

context-dependent architecture BERT and the specific language models derived from it by Lee et 

al., Peng et al., Beltagy et al. and Zhuang Liu et al., the language model ERNIE 1.0 developed by 
Sun et al. [26] is based on a masked language models approach. However, Sun et al. 

differentiates itself from the general BERT approach by extending the MLM approach in terms of 

basic-level, phrase-level and entity-level masking. Furthermore, ERNIE 1.0 differs from BERT by 

a five-stage pre-training phase and the application of the Dialogue Language Model (DLM) to 
improve the learning ability of semantic representations. In contrast to ERNIE 1.0, its extension 

ERNIE 2.0 [27] is based on a continuous multi-task learning pre-training architecture. Here, 

lexical, syntactic and semantic information are learned by using several word-aware, structure-
aware and semantic-aware tasks. This allows Sun et al. [27] to ensure that the learned parameters 

encode the previously learned knowledge. The evaluation of the continuous multi-task training 

method using defined training tasks which demonstrates the potential of this approach. 
Furthermore, the ERNIE 2.0 language model represents a considerable increase in performance in 

the common metrics of the GLUE benchmark compared to XLNet [28] and ERNIE 1.0.  

 

3. APPROACH 
 
As shown in Figure 1, we develop our W&G-BERT model based on the architecture of BERT, 

which was elaborated as one of the state-of-the-art language representation models in section 2. 

Furthermore, we use the popular two-stage language model training approach, which consists of a 
pre-training and fine-tuning phase to increase the performance of its application on domain 

specific tasks. Subsequently in this section, we describe the proposed BERT model and the 

planned pre-training and fine-tuning activities of W&G-BERT.  

 

3.1. BERT: Bidirectional Encoder Representations from Transformers 
 
The process of learning word representations in an unsupervised way from a great amount of 

unannotated semi and unstructured data is a well-known and long-established method. Developed 

models in the past such as word2vec and GloVe are focused on learning context independent 

word representations [4]. To improve the performance of language models, more recent ones like 
ELMo, XLM [30], XLNet, ERNIE1.0 and ERNIE 2.0 are focused on learning context dependent 

word representations. 

 
BERT is a context dependent word representation language model which is based on a masked 

language model and a next sentence prediction pre-training architecture by using bidirectional 

transformer encoder [31]. BERT uses the MLM approach by predicting randomly masked tokens 
in given sentences, while the NSP approach guarantees the sentence-relationship understanding 

between different sentences in the same corpus. This allows Devlin et al. to ensure that the inputs 

are represented efficiently as the sum of token-, segmentation- and position embeddings. 



32         Computer Science & Information Technology (CS & IT) 

3.2. Pre-Training W&G-BERT 
 

Authors like Alsentzer et al., Beltagy et al., Gu et al.[6], Lee et al., Peng et al. and Zhuang Liu et 

al. provided in their results that general pre-trained models usually achieve poor results in 
common performance metrics on domain specific text mining tasks. Similar to biomedical or 

scientific texts, automotive W&G texts contain of a huge amount of domain specific terms and 

expressions, which requires expert knowledge of the corresponding researcher (e.g. condensation 
water drain hose, center fill or open pore wood trim). In the planned work, we pre-train W&G-

BERT on English automotive specific customer surveys and workshop complaints in an 

unsupervised way with the MLM-approach in addition to the already pre-trained general corpora 
and initially weighted BERT model (see Table 1). 

 
Table 1.  Pre-training corpora 

 

Domain Corpus type English (approx. tokens) 

General[1] 
Wikipedia 2500M 

BookCorpus 800M 

Auto. warranty and goodwill 
Customer survey ~50M 

Workshop complaints ~200M 

 

3.3. Fine-Tuning W&G-BERT 
 

With manageable architectural modification, W&G-BERT can be successfully applied to several 

text mining tasks. Therefore, we plan to fine-tune W&G-BERT on two self-constructed 
supervised automotive W&G specific datasets and their related text mining tasks: NER and RE. 

 

W&G Named entity recognition is one of the most important W&G text mining tasks, which 
deals with the identification of domain-specific automotive W&G expressions and terms. BERT 

and its specifications [4–8] are build up on a multi-layer transformer encoder. Therefore, the 

simple specification process will be adapted to generate a BERT based W&G-BERT-language 
model. To the best of our knowledge, no specific fine-tuning datasets exist in the NER area for 

the English automotive W&G sector. Therefore, it is up to us to create a suitable annotated 

dataset, which is in the range of already annotated domain specific datasets [4, 7]. For 

performance evaluation, we will use the common metrics recall, precision and F1-score. 
 

W&G Relation Extraction is a task to predict and classify the relationship between named entities 

in a corpus. Similar to the named entity recognition task, there are no suitable fine-tuning datasets 
available. Therefore, we will annotate on ourselves English automotive W&G datasets to fine-

tune our language model in the specific context. Furthermore, we are planning to anonymize 

target entities in a sentence by using pre-defined tags like “@failure location#” or “@failure 

type#” [4]. For example, an annotated sentence with two target entities is represented by “The 
customer claims that the @failure location# has @failure type#.” Similar to the utilisation of the 

planned performance metrics for the NER task, we will use the same performance metrics for the 

RE task. 
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Figure 1. Pre-training and fine-tuning procedure of W&G-BERT 

 

4. OUTLOOK 
 

Based on the planned scientific contributions in the field of language models (W&G-BERT) and 
in agnostic sensitivity-based explanatory models (xLIME survey), we design a holistic approach 

to identify similar unstructured and semi-structured datasets in large domain specific corpora (see 

Figure 2). Therefore, we plan to map given data sets into vector representations using the context-
dependent domain-specific language model W&G-BERT. After vectorization, the data will be 

presented in a high-dimensional numeric format. Due to this, the implementation of a dimension 

reduction algorithm may be necessary (this will be evaluated during the overall implementation). 

With the help of the context-based vector representations, semantic similarity values are to be 
calculated with the help of the cosine distance. Based on these, a state-of-the-art community 

detection algorithm can be selected and used to identify homogeneous network patterns in a 

heterogeneous data environment. After detecting communities in the network, we use the 
automatically labelled data set in means of the detected communities and the manually annotated 

clusters. Finally, a classifier will be trained with the help of the (un-) supervised clusters to 

recognise the identified clusters in future datasets. To ensure the acceptability with regulators and 

the general need for human understandable Blackbox predictions in sensitive areas, we plan to 
apply the best performing LIME-based explainability method to the domain-specific language 

model based classification model. 
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Figure 2.  Overall approach with contributions in domain specific language model and performance based 

xLIME survey 
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ABSTRACT 
 
In the elevator industry, reducing passenger journey time in an elevator system is a major aim. 

The key obstacle to optimising elevator dispatching is the unpredictable traffic flow of 

passengers. To address this difficulty, two main features must be optimised: waiting time and 

journey time. To address the problem in real time, several strategies are employed, including 

Simulated Annealing (SA), Genetic Algorithm (GA), Particle Swarm Optimization Algorithm 

(PSO), and Whale Optimization Algorithm (WOA). This research article compares the 
algorithms discussed above. To investigate the functioning of the algorithms for visualisation 

and insight, a case study was created. In order to discover the optimum algorithm for the 

elevator dispatching problem, performance indices such as average and ideal fitness value are 

generated in 5 runs to compare the outcomes of the methods. The goal of this study is to 

compute a dispatching scheme, which is the result of the algorithms, in order to lower the 

average trip time for all passengers. This study builds on previous studies that recommended 

ways to reduce waiting time. The proposed technique reduces average wait time, improves lift 

efficiency, and improves customer experience. 

 

KEYWORDS 
 
Stochastic Optimization, Elevator Dispatching Systems, Meta-Heuristics Optimization 

Techniques. 

 

1. INTRODUCTION 
 

Elevators are designed to transport passengers safely, comfortably, and efficiently from their 
initial floors to their destinations. The use of elevators has been increasing throughout the years, 

as more construction is happening. An important concern for elevator producers is the importance 

of elevator efficiency, the reduction of passenger waiting time, and reducing the time to the 
destination. People prefer to use elevators rather than stairs to reach the upper levels of a 

building. People experience various challenges with the traditional elevator management system 

with just one operating lift, such as long wait times for the lift and long trip times since several 
passengers share a single lift and installing another lift might be highly expensive.  

 

The Elevator Dispatching Problem (EDP) has become a popular research topic in both academia 

and industry as it is an excellent example of a stochastic optimal control problem of economic 
importance that is too large to solve using traditional techniques such as dynamic programming. 

Several studies use optimization techniques to improve the performance of the controller or 

elevator. The research gap of this research is the need for a comparative study to assess the 
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optimality and efficiency of the elevator dispatching system. Several studies were conducted on 
the EDP offering multiple solutions to this problem, such as the use of algorithms and 

dispatching scheduling, the use of multiple elevators, and finally, the assistance of optimization 

techniques. These solutions were introduced for the purpose of optimizing the journey time, to 

achieve higher efficiency of lift transportation. 
 

This paper gives a comprehensive literature review of several strategies used to improve the 

efficiency of the Elevator Dispatching Problem. Optimization Techniques algorithms are some of 
the strategies used to optimise elevator operation. 

 

The rest of this paper is organized as follows: in Section 2, we review appropriate literature on 
stochastic and dynamic vehicle routing as well as on elevator dispatching. We formulate the EDP 

in Section 3. Section 4 describes and presents the algorithms that were utilised to solve the EDP. 

Section 5 shows the output of the algorithms which is the elevator routes to be taken. Finally, in 

Section 6, we finalise this study and outline future research options. 
 

2. LITERATURE REVIEW 
 

M. Latif, M. Kheshaim, and S. Kundu proposed EDP algorithms such as Estimated Time to 
Dispatch (ETD), Destination Control System (DCS), and Compass Plus Destination System 

(CDS) in 2016. The ETD algorithm uses destination-based dispatching system, which asks users 

to register their destination floor, thus assigning them to an elevator car. The DCS algorithm 

groups users according to their registered destinations and integrates artificial intelligence, travel 
forecasting, fuzzy logic and genetic optimization and continuously monitors the traffic behaviour 

at all times to avoid malfunctions. The CDS algorithm introduces the conventional smart 

grouping concept. Passengers with similar destination is assigned the same elevator car, and 
elevators are assigned to specific floors, leading to fewer stops being made thus reducing time to 

reach the destination. [1]  
 

M. Sale and V. Prakash mentioned in 2019 that the optimization strategies of Elevator 

Dispatching Systems may be classified as fuzzy based algorithms, genetic algorithms, neural 
network algorithms, artificial intelligence algorithms, and zoning algorithms. The Fuzzy 

Algorithm reduces waiting time and improves the service quality and performance however it is a 

robust method. The memory may face faults which affects the performance of fuzzy controllers. 
The Artificial intelligence, Neural Network have a very optimal dispatching policy but needs 

expert experiences and training efforts to achieve good results and are difficult to understand and 

implement. Zoning algorithms have reduced energy consumption and have an optimal 

dispatching policy but it becomes robust and less flexible in heavy traffic. [2] 
 

In a paper conducted by Sorsa, J., et al. that studied the EDP by solving a snapshot optimization 

problem. Passengers register their destination floors in elevator lobbies, after which the elevator 
group control system (EGCS) completes the assignment immediately and cannot be changed 

afterwards. A Poisson and a geometric Poisson process are used to describe stochastic requests 

and consumers. This leads to improved forecasting accuracy than the Poisson process and several 
scenarios that closely match the variable realisations. As a result, the scenarios may be utilised as 

the foundation for a robust EDP that minimises both a passenger service quality criterion and its 

volatility owing to variable demand. [3] 

 
A. So and L. Al-Sharif, considered the Idealized Optimal Benchmark concept used in various 

engineering projects like in thermodynamics to produce the most efficient heat engine possible, 

so this concept can be used in the traffic elevator design by calculating the value of the round-trip 
time which is the time taken by the elevator to complete the task of transporting and picking up 
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the passenger to the desired destination to produce the maximum performance of an elevator 
system. Number of stops and highest reversal floor are important parameters that should be at the 

minimum possible values and these values can be done by specific formulae. The number of the 

elevators are sequenced to the virtual sectors in the building to equalize the handling capacities of 

the sectors. [4] 

 

An EGCS is one of the important matters in vertical transportation systems in buildings, it is 

required to tackle some optimization problems. It dispatches the elevators under its control to 
perform each passenger’s call. While the elevators are fulfilling their present calls, more 

passengers may emerge. This makes the control problem dynamic. Its solution defines complete 

elevator route by minimizing passengers’ waiting or journey times. Janne Sorsa [5] considered 
the EDP as a bi-level, dynamical, stochastic, multi-objective optimization problem. Since the 

EDP is a difficult optimization problem, its solving time using an exact algorithm increases 

exponentially with respect to the problem’s size. The main effective solution approach shall be 

based on a genetic algorithm suitable for real-time optimization. Tartan et al. [6] used a Genetic 
Algorithm that has attracted researchers to study the suggested optimization of waiting time. The 

suggested solution minimises average passenger waiting time and employs a simpler encoding 

methodology, resulting in computational cost efficiency. 
 

In 2018, A. Vodopija, J. Stork, T. Bartz-Beielstein, and B. Filipic discussed the S-Ring based 

elevator and its operation on the principle of a normal ring road. It is usually used in the elevator 
group control. The system works on the principle of neural network, at each state it is checked 

whether a new customer arrived. The controller then decides whether the elevator car should stop 

or continue to the next state if the current state is an active elevator state. Finally, the active state 

indicates whether the customer has been served or not. [7] 
 

In addition, in 2019, Bapin, Y., and Zarikas, V. created an algorithm that employs an image 

collecting and processing system to make use of information regarding passenger group sizes and 
waiting times. The study aimed for the construction of a decision engine capable to control the 

elevators actions in order that improves user’s satisfaction. The data is utilised by the 

probabilistic decision-making model to perform Bayesian inference and update variable 

parameters. The results demonstrated that the suggested algorithm demonstrated the intended 
behaviour in 94% of the circumstances examined. [8] 

 

Z. Yang and W. Yue investigated Elevator Traffic Pattern Recognition Using Fuzzy BP Neural 
Network with Self-Organizing Map (SOM) Algorithm in 2017. SOM is a form of unsupervised 

learning network method that operates on the premise of grouping comparable inputs on the same 

output in order to find a better clustering centre after a sufficient number of repetitions. 
Alongside with the fuzzy logic theory that provides a working algorithm to solve the control 

system. With the help of the neural network technique that features a stronger self-learning ability 

which is helpful when dealing with a nonlinear and uncertain dynamics and changes of the 

elevator traffic. When placing both theories together, each one covers for the drawbacks of the 
other to obtain the best results. [9] 

 

M. Sale and V. Prakash discussed the design of an elevator system has many factors that should 
be took in consideration like managing time and money. EGCS is responsible for making several 

efficient elevators in carrying passengers. EGCS is a solution by reducing the waiting time during 

the peak time where all passengers need to use the elevator, this system uses fuzzy algorithm. 
Fuzzy system is a problem-solving rule based. It mainly consists of four blocks: fuzzy rule for 

applying on data, fuzzifier to accept input values, DeFuzzifier for generating output and inference 

engine for operations. There are two modules in the system: Hall call module which is 
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responsible for sending the calling floor id to the controller and car call module which is 
responsible for sending the destination floor id to the controller. [10] 

 

3.  PROBLEM STATEMENT AND FORMULATION 
 

The main objective of this problem is to provide passengers with the shortest waiting and 
destination time. Thus, this can be considered as multi-objective optimization problem. Both 

parameters can be combined into one parameter; journey time, thus, the objective is to minimise 

the average journey time for all passengers. The model should have some parameters that should 
be specified. These parameters are then used to evaluate the two main equations for the waiting 

and destination time. 

 
Table 1. Table of Fixed parameters of the elevator 

 
Fixed Parameters Time 

Opening Time (OT) 2 Seconds 

Closing Time (CT) 2 Seconds 

Passengers Load Time (PLT) 5 Seconds 

Between Floors (BFT) 5 Seconds 
 

 

Load Time (LT) = OT + CT + PLT      (1) 
N1 = |FN – CN|         (2)  

N2 = |FN – DF|         (3) 

 

N1 is defined to be the number of floors between the passenger and the elevator, FN is the floor 

the elevator is at and CN is the call floor number. N2 is defined to be the number of floors 

between the passenger and the elevator, and DF is the destination floor number. 

 

CB is defined to be the number of calls made before the current passenger, CA is defined to be the 

number of calls made after the current passenger and DB is defined to be the number of drops offs 

before the current passenger. 

 
Thus, the first objective function equation for calculating the waiting time of a passenger is 

defined to be: 

 

Waiting Time (WT) = BFT * N1 + LT * CB + LT * DB + OT   (4) 

 
Thus, the second objective function equation for calculating the destination time of a passenger is 

defined to be: 

 

Destination Time (DT) = CT + LT * CA + BFT * N2 + LT * DB + OT  (5) 

 
Finally, the objective of the EDP is the summation of equations (4) and (5): 

 

JT = DT + WT (6) 

 

Where JT, DT, and WT denote journey, destination and waiting times respectively. 
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The average journey time is the output of the algorithms, also known as the fitness value, which 
is the parameter desired to be minimized and it presents the average journey time for all 

passengers. Where n represents the number of passengers. 

 

Average Journey Time=         (7) 
 

In order to compare the algorithms, a case study was created to analyse the functioning of the 

algorithms and to produce a plausible answer. The decision variables of the EDP are the floor 

numbers, which is represented in an array, presenting the route that the elevator will follow in 
order to reach the average journey time or for all passengers.  

 

A building was selected for a case study serviced by a single elevator. The floors of the building 
start from the ground floor, and end in the 20th floor (20). Thus, the building has 21 floors in 

total. The case is studied on 10 passengers in total. The initial floor of the elevator is the 4th 

floor. 
 

Table 2. Case study 

 
 Case Study Scenario 

Passenger 1 5 → 9 

Passenger 2 6 → 7 

Passenger 3 3 → 15 

Passenger 4 11 → 0 

Passenger 5 20 → 8 

Passenger 6 10 → 17 

Passenger 7 13 → 19 

Passenger 8 1 → 14 

Passenger 9 16 → 2 

Passenger 10 18 → 12 

 

4. METHODOLOGY 
 

In this paper, four optimization techniques are discussed and implemented on the EDP. This 

section presents the algorithms; Simulated Annealing (SA), Genetic Algorithm (GA), Particle 

Swarm Optimization Algorithm (PSO), and Whale Optimization Algorithm (WOA). 
 

The EDP is a permutation problem; thus, the output of the algorithms will be the route that the 

elevator must follow to reach the desired objective function. 
 

4.1. Trajectory based Stochastic Technique 
 

4.1.1. Simulated Annealing (SA) 

 

One of the most used heuristic approaches for tackling optimization problems is the SA 
algorithm. The annealing technique describes the ideal molecular configurations of metal 

particles in which the potential energy of the mass is reduced, and it refers to progressively 

cooling the metals after they have been exposed to high heat. In general, the SA algorithm 

employs an iterative movement based on a changeable temperature parameter, simulating the 
annealing transaction of metals. A basic optimization technique compares the outputs of the 

objective functions running with the current and neighbouring points in the domain repeatedly, so 
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that if the neighbouring point produces a better result than the current one, it is saved as the base 
solution for the next iteration. Otherwise, the algorithm quits the operation without attempting to 

search the larger area for better results.  

 

Parameters Ti (initial temperature), Tf (final temperature) and im (maximum number of iterations) 

are first initialized. The change in energy ∆E is then computed for the feasible solution. If this 
value is less than 0, the solution is then accepted and the best solution is also updated. If the 

solution is greater than 0, this solution is first evaluated by 2 parameters, r and P. r is a random 

number initialized between 0 and 1. 
 

If the value of r is less than P, the solution will be accepted, updating the current value, however, 

the best solution so far is not updated and the temperature value is then updated. This loop is 

repeated while the stopping criteria has not been met; the temperature value is greater than the Tf 

value, and as long as the iterations is less than the im value. [11] 

 

 
 

Fig. 1. Pseudo-code of the SA algorithm 

 
Table 3. Used Parameters on the SA algorithm 

 

Parameter Value 

Population size 1 

Initial Temperature 200 

Final Temperature 0.01 

No. of iterations 100 

No. of iteration per 

temperature 

1 

 

4.2. Population based Stochastic Technique – 1/2 
 
In the population based stochastic techniques, the loop is operating while the stopping criteria has 

not been reached, which are: 1) current number of iterations is less than the im value, 2) when the 

objective function value has reached a certain pre-defined value 3) when there has been no 

improvement in the population over a number of iterations. 
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4.2.1. Genetic Algorithm (GA) 
 

Genetic algorithms are randomised search algorithms designed to mimic the mechanics of natural 

selection and natural genetics. Genetic algorithms work on string structures, which, like 

biological structures, evolve over time according to the rule of survival of the fittest through a 
randomised yet organised information exchange. Thus, in every generation, a new set of strings is 

created, using parts of the fittest members of the old set. At first, the coding to be used must be 

defined. Then using a random process, an initial population of strings is created. Following that, a 
series of operators is employed to take this initial population and construct consecutive 

populations that should improve with time. The genetic algorithms' core operators are 

reproduction, crossover, and mutation. Reproduction is a process that is based on each string's 
goal function (fitness function). This objective function identifies how “good” a string is. Thus, 

strings with higher fitness value have bigger probability of contributing offspring to the next 

generation. Crossover is a process in which members of the last population are mated at random 

in the mating pool. So, a pair of offspring is generated, combining elements from two parents 
(members), which hopefully have improved fitness values. Mutation is the random (but 

infrequent) modification of the value of a string position. Mutation is, in reality, a random walk 

across the coded parameter space. Its goal is to prevent essential information contained inside 
strings from being lost prematurely.  

 

The Genetic Algorithm (GA) is a population based stochastic technique. Xprev is the previous 

values of X from the previous loop. 

 
Parameters m (population size) of size 4, pe (Elite members survived from Xprev) 1 Elite member, 

pc (Cross-over best members survived from Xprev) 2 Cross-over member, and pm (mutant worst 

members survived from Xprev) 1 Mutant member are first initialized. A new set of feasible 
solutions (chromosomes) are generated, and depending on the fitness value of each chromosome, 

it is categorized to either elite, cross-over or mutant. For the cross-over and mutant members, 

operations must occur on these members in order to generate a new child from its corresponding 
parents. Davis-order crossover is used for the cross over members and swap mutation is used for 

the mutant members. Post the operation, the fitness values are then computed once again for all 

the chromosomes and the iteration is repeated until reaching the stopping criteria. [12] 

 

 
 

Fig. 2. Pseudo-code of the GA algorithm 

 

 

 

 

 



44         Computer Science & Information Technology (CS & IT) 

Table 4. Used Parameters on the GA algorithm 

 
Parameter Value 

Population size 4 

No. of iterations 100 

Elite member 1 

Crossover member 2 

Mutant member 1 
 

4.3. Population based Stochastic Technique – 2/2 
 

The PSO and WOA deals with arithmetic problems and the EDP is a permutation problem, thus, 
a space transformation must be done to use this algorithm in order to use the algorithms on the 

EDP. 

 

4.3.1. Particle Swarm Optimization Algorithm (PSO) 
 

The particle swarm optimization (PSO) is a randomized, population-based optimization method 

that was inspired by the flocking behaviour of birds or fish schooling. In PSO, each single 
solution is a “bird” in the search space. We call it a “particle”. A swarm of these particles moves 

through the search space to find an optimal position. PSO is initialized with a group of random 

particles (solutions) and then searches for optima by updating generations. During every iteration, 
each particle is updated by following two “best” values. The first one is the position vector of the 

best solution (fitness) this particle has achieved so far. The fitness value is also stored. This 

position is called pbest. Another “best” position that is tracked by the particle swarm optimizer is 

the best position, obtained so far, by any particle in the population. This best position is the 
current global best and is called gbest. After finding the two best values, the position and velocity 

of the particles are updated.  

 
Parameters m (Population size), w (Inertia weight), c1 and c2 (cognitive factor and social factor) 

and im (maximum number of iterations) are first initialized. Initial Velocity is an array, initialized 

at 0 for all elements. New population of random feasible solutions are generated, and for every 

particle, the velocity is first updated using its equation, then the position is then updated. The 

fitness values of all populations are then computed followed by updating the personal and the 
neighbourhood best. A previous study [13] is followed to convert the solution representation of 

the PSO to a permutation one. This modified algorithm is implemented using the smallest place 

value rule, which finds the permutations between continuous positions Xkj. A new sequence 
vector is generated and represented by Skj The values inside the continuous position’s (X) vector 

are arranged in their ascending order, then the reflecting indices of this order are added in the S 

vector by the order of presence the corresponding arithmetic value in the original (unchanged) X 
vector. [14]  
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Fig. 3. Pseudo-code of the PSO algorithm 

 
Table 5. Used Parameters on the PSO algorithm 

 
Parameter Value 

Population size (m) 4 

No. of iterations 100 

inertia weight (w) 0.792 

Cognitive and Social factor (c1, 

c2) 

1.4994 

 

4.3.2. Whale Optimization Algorithm (WOA) 

 

Whale Optimization Algorithm (WOA) is a recently proposed optimization algorithm mimicking 

the hunting mechanism of humpback whales in nature. The WOA algorithm starts with a set of 
random solutions. At each iteration, search agents update their positions with respect to either a 

randomly chosen search agent or the best solution obtained so far. The ‘a’ parameter is decreased 

from 2 to 0 in order to provide exploration and exploitation, respectively. A random search agent 
is chosen when A>1, while the best solution is selected when A<1 for updating the position of the 

search agents. Finally, the WOA algorithm is terminated by the satisfaction of a termination 

criterion. 
 

5 Parameters are being updated at the beginning of each iteration, which are a, A, C, l and p. l and 

p are random numbers generated from 0 to 1, while the remaining parameters are updated using 

their corresponding equations. 
 

Depending of the values of the above parameters, the corresponding operation is executed. If P < 

0.5 and A < 1; the Encircling Prey method is used. If P < 0.5 and A >= 1; the Search for Prey 
method is used. If P >= 0.5; the Spiral Update method is used. The fitness value of all agents is 

calculated and the agent that has the best fitness value is compared to the overall reached best 

agent, and is updated if it is better than it. [15] 

 
A space transformation used to implement a permutation problem using the WOA. The great 

value priority rule was used to transform the arithmetic solution to a permutation solution. This is 

done by sorting the elements of the solution in descending order, then taking the indices of these 
elements and use them as the solution of the WOA. Also, in order to improve the performance 
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and quality of solutions, local search was applied by selecting 2 elements at random to swap if a 
better tour is found. 

 

 
 

Fig. 4. Example of the great value priority transformation 

 

 
 

Fig. 5. Pseudo-code of the WOA algorithm 

 
Table 6. Used Parameters on the WOA algorithm 

 
Parameter Value 

Population size (m) 4 

No. of iterations 100 

 

5. RESULTS AND DISCUSSION 
 

The case study is tested on all four implemented algorithms. Each case study’s result is plotted on 

a convergence plot graph, where the X axis is the number of iterations and the Y axis presents the 

fitness values. 
 

For the studied case implemented on the SA, the simulations best solution (route to be taken) is 

[4,1,3,5,16,10,9,14,20,13,6,18,15,11,12,19,7,8,17,2,0]. The average journey time of the 
optimized solution is approximately 472.3 seconds. 

 

For the studied case implemented on the GA, the simulations best solution (route to be taken) is 
[4,3,1,5,6,7,9,10,11,13,14,15,16,17,18,19,20,12,8,2,0]. The average journey time of the 

optimized solution is approximately 222.3 seconds. 
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For the studied case implemented on the PSO, the simulations best solution (route to be taken) is 
[4,20,18,13,11,10,12,8,1,16,0,2,3,19,5,17,15,14,6,9,7]. The average journey time of the 

optimized solution is approximately 553.3 seconds. 

 

For the studied case implemented on the WOA, the simulations best solution (route to be taken) 
is [4,5,9,10,16,18,12,1,13,2,14,19,6,20,17,3,8,15,11,7,0]. The average journey time of the 

optimized solution is approximately 541.3 seconds. 

 
It is observed, that with the increase of the number of iterations, the solution converges to the best 

possible fitness value of the algorithm, with respect to the case study. It is also observed during 

trial runs, that the more the passengers in a case study, the more iterations needed to reach an 
optimal solution, as there are several combinations of solutions possible.  

 

 
 

Fig.  6.  Convergence Plot of SA (Blue), GA (Orange), PSO(Green) and WOA (Red) respectively 

 

5.1. Performance Comparison 
 

Table 7. Performance Comparison of the algorithms 

 
Performance Index SA GA PSO WOA 

Avg. Fitness value in 5 runs 531.4 s 279.1 s 600 s 620 s 

Optimal Fitness Value 472.3 s 222.3 s 553.3 s 541.3 s 

 

As per the data shown in Table 7 and Figure 6, we can see that the genetic algorithm has the best 
fitness value over the period of 100 iterations, while the simulated annealing algorithm is 

fluctuating between the fitness values. As for the PSO and WOA, the algorithms are reaching the 

optimal solution over the number of iterations and it is expected that if the number of iterations is 

increased, based on the graphs of both algorithms, it will reach an optimal solution. Both 
algorithms are affected by the space transformation, thus this is why both algorithms are 

preforming similarly and their fitness values are not so far from the GA and SA. The GA 

performs best over the remaining algorithms and over 5 runs as well, while the WOA preforms 
worst. This could be caused by the random variables that are in algorithm. 
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6. CONCLUSIONS AND FUTURE RECOMMENDATIONS 
 
In conclusion, because of the growth of large buildings and the increased demand for more 

sophisticated elevators, elevator dispatch systems are always being enhanced and evolving. These 

upgraded methods are designed to reduce wait times. 

 
This current research work evaluates the usage of four different optimization algorithms to 

provide a solution for the Elevator Dispatching Problem. The algorithms, Simulated Annealing 

(SA), Genetic Algorithm (GA), Particle Swarm Optimization Algorithm (PSO), and Whale 
Optimization Algorithm (WOA) are implemented using Python programming language and 

tested on a case to solve the Elevator Dispatching Problem in order to improve lift efficiency and 

provide a better user experience. To evaluate and test the performance of the four algorithms, 

performance indices are computed such as average and optimal fitness value in 5 runs to consider 
which of the algorithms is best to use in the industry. Based on the testing and findings, the 

Genetic Algorithm performed better than other algorithms. Our future recommendation is to use 

the Genetic Algorithm (GA) in the practical and dynamic elevator dispatching systems. We also 
highly recommend using adaptive optimization techniques. Further research is required to 

develop, implement and evaluate the use of multiple elevators. We advise that this study be 

improved further by collecting elevator traffic data throughout the course of a complete working 
day, running the algorithms at different periods of the day using different case studies, and taking 

the average of the results. A limitation that could improve the study is the inclusion of same floor 

calls from different passengers. 
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