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Preface 
 

9th International Conference on Artificial Intelligence and Applications (AIAP 2022), February 

26~27, 2022, Vancouver, Canada, 11th International Conference on Information Theory (IT 
2022), 11th International Conference on Mobile & Wireless Networks (MoWiN 2022), 12th 

International Conference on Computer Science, Engineering and Information Technology 

(CCSEIT 2022), 15th International Conference on Network Security & Applications (CNSA 
2022) and 9th International Conference on Bioinformatics and Bioscience (ICBB 2022) was 

collocated with 9th International Conference on Artificial Intelligence and Applications (AIAP 

2022). The conferences attracted many local and international delegates, presenting a balanced 

mixture of intellect from the East and from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from 

academia and industry to focus on understanding computer science and information technology 

and to establish new collaborations in these areas. Authors are invited to contribute to the 
conference by submitting articles that illustrate research results, projects, survey work and 

industrial experiences describing significant advances in all areas of computer science and 

information technology. 
 

The AIAP 2022, IT 2022, MoWiN 2022, CCSEIT 2022, CNSA 2022 and ICBB 2022 
Committees rigorously invited submissions for many months from researchers, scientists, 

engineers, students and practitioners related to the relevant themes and tracks of the workshop. 

This effort guaranteed submissions from an unparalleled number of internationally recognized 

top-level researchers. All the submissions underwent a strenuous peer review process which 
comprised expert reviewers. These reviewers were selected from a talented pool of Technical 

Committee members and external reviewers on the basis of their expertise. The papers were then 

reviewed based on their contributions, technical content, originality and clarity. The entire 
process, which includes the submission, review and acceptance processes, was done 

electronically. 
 

In closing, AIAP 2022, IT 2022, MoWiN 2022, CCSEIT 2022, CNSA 2022 and ICBB 2022 

brought together researchers, scientists, engineers, students and practitioners to exchange and 
share their experiences, new ideas and research results in all aspects of the main workshop 

themes and tracks, and to discuss the practical challenges encountered and the solutions adopted. 

The book is organized as a collection of papers from the AIAP 2022, IT 2022, MoWiN 2022, 
CCSEIT 2022, CNSA 2022 and ICBB 2022. 
 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 
success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 

the event and that the friendships and collaborations forged will linger and prosper for many 
years to come. 
 

David C. Wyld, 

Dhinaharan Nagamalai (Eds) 
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LIGHTBLUE: NURTURE YOUR  

PERSONAL CHATBOT 
 

Xiang Zhang1, Yan Liu1, Gong Chen1 and Sheng-hua Zhong2 

 

1Department of Computing, The Hong Kong Polytechnic University,  

Hong Kong, China 
2College of Computer Science and Software Engineering,  

Shenzhen University, Shenzhen, China 
 

ABSTRACT 
 

Chatbot has long been an important research topic in artificial intelligence and attracts lots of 
attention recently. Despite significant advancements in language ability, the interactions 

between users and chatbots are rather generic, short-term, and transnational. It has always 

been challenging to develop truly personal chatbots and even more difficult to establish long-

term, affective connections. This paper first brings up “nurture” as a new interaction mode with 

chatbots. We introduce the nurture framework and accordingly design the learning algorithm 

and nurture functions. Then we present LightBlue – a platform that allows non-professionals to 

nurture personal chatbots from scratch. Experiments on both closed- and open-domain tasks 

validate the proposed framework and demonstrate a promising method for facilitating long-term 

interaction between users and chatbots. 

 

KEYWORDS 
 

Personal Chatbot, Conversation Agent, Nurture, Human-chatbot Interaction, Long-term 

Relationship 

 

1. INTRODUCTION 
 

Chatbot, a computer program which can communicate with humans in natural language, has been 

put into study since the birth of Artificial Intelligence (AI) [1]. It is also called as machine 
conversation system, virtual agent, dialogue system, and chatterbot [2]. A chatbot can be 

programmed to mimic humans, answer questions, serve as a personal assistant, and so on [3]. In 

recent years, the applications of chatbots boom in industry, emerging in many fields including 
education, social media, finance, catering, etc [4,5,6]. Siri as one of the most representative 

chabot products, has attracted billions of users [6,7,8]. 

 

The work on chatbots can be divided into two groups: task-oriented chatbots and general 
chatbots. Task-oriented chatbots are designed to serve specific task, such as a hotel booking or a 

technical support service, and the conversation cannot go beyond the topic scope of the system. 

General chabots are designed to pass the Turing test, or engage in social chit-chat with users [9], 
with no specific target or topic scope. They can be also used to engage users in open-domain 

human-computer conversations for entertainments or emotional companionship [10]. However, 

the current communication with chatbots are superficial and generic; users are more likely to 
regard them as tools or strangers [11]. 

 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N04.html
https://doi.org/10.5121/csit.2022.120401
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Personal chatbots begin to receive the public attention in recent years. Rather than serving a 
broad audience, personal chatbots cater to a specific user, aiming to conduct a personal and in-

depth conversation: with intimate knowledge of the user's preferences, needs, and habits, it 

provides necessary information and assistance [12]. This direction, which provides end-users 

with increased flexibility and control over their own personal chatbots, is yet to be explored. For 
example, companion chatbot, a kind of chatbot pursues long-term interaction and affectional 

connections with specific users, is still in its infancy [5,11]. 

 
The inherent difficulty in developing personal chatbots is balancing generality and specificity. On 

the one hand, it should be sufficiently flexible to be customized by all users; on the other hand, it 

should know the specific user to a certain degree to facilitate long-term and cumulative 
communication. 

 

To provide a flexible conversation mechanism with both generality and specificity, the 

prerequisite is to be aware of the user's personal information. However, collecting user’s 
information for each conversation not only requires a huge amount of work, but also is 

unavailable in many cases. Recently, many efforts have been put into building datasets providing 

users’ information for dialogue samples. For example, PERSONA-CHAT dataset from Facebook 
AI research [13] contains over 10,000 dialogs on more than 1,000 different personas. However, 

the dialogs are collected from crowd-sourcing workers, thus can not fully represent real user-bot 

interaction. And the designed personas are hard to address the massive number of user profiles in 
real world. 

 

User-specific conversation requires every sentence to be processed in a specific context, while 

the diversity of end-users makes the content of conversations unpredictable. The answers cannot 
be prepared in advance, as different users may interpret the same sentence differently. 

Furthermore, people would change their identities, preferences and status with time and the 

environment. Instead of preparing massive amounts of conversation samples, we emphasize the 
learning ability of a personal chatbot -- A personal chatbot should be able to continuously learn 

and grow from the interactions, and adapt to new changes after deployment. 

 

Alan Turing has once raised the question in his proposal “Computing Machinery and 
Intelligence” – “Instead of trying to produce a programme to simulate the adult mind, why not 

rather try to produce one which simulates the child’s?” [14]. The nature-versus-nurture debate 

concerning the development of human intelligence has lasted for a long time [15]. However, 
“nurture” hasn’t received enough attention in today’s data-driven machine learning methods. 

Inspired by Turing’s “children and education” viewpoint, we propose to nurture a chatbot by 

users. That is, we first create a simple and general chatbot model. After deployment, it can be 
nurtured by end-users to become a personal chatbot. We define “nurture” as a new interaction 

mode with chatbots, which differentiates from traditional interactions in the following aspects: 

 

 The learning algorithm grows gradually during the nurture process. 
 Users can guide the algorithm to develop in a particular direction through the nurture 

process. 

 
In this way, the learning algorithm is able to learn about the particular user and grow after 

deployment. By considering the end-users’ initiative to engage in a cumulative and in-depth 

conversation, “nurture” contributes to the development of personal chatbots in the following 
aspects: 
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 In biological and social sciences, it is assumed that intelligence develops through learning 
culturally valued knowledge and skills in a human, social environment [16]. There are also 

powerful evidences showing the critical role of nurture in cognitive development [17]. 

 Nurture can be helpful to develop a close, interpersonal relationship, such as social bonds, 

between users and chatbots. 
 Nurture plays a significant role in how humans learn to converse. In addition to passively 

observing others' conversations, we also actively adjust and correct our speech in response 

to feedback woven throughout our own conversations [18,19]. It has been proved that 
interaction, rather than exposure, is necessary for successful language acquisition [20,21]. 

 

In this paper, we define the nurture framework in detail and design the corresponding learning 
algorithm for nurture. Then we integrate the learning algorithm and nurture functions into a 

chatbot nurture platform called LightBlue, which enables nonprofessional users to nurture 

personal chatbots. There are three main contributions of this work: 

 
 This paper is the first work of introducing the nurture framework as a new interaction mode 

between users and chatbots. 

 Under the nurture framework, we further propose a corresponding learning algorithm for 
nurture and design a bunch of nurture functions. 

 In this paper, we develop LightBlue – a chatbot nurture platform, integrating the learning 

algorithm and nurture functions. 
 

The rest of the paper is organized as follows. We start by reviewing related work. Then we 

describe the nurture framework, the learning algorithm, nurture functions and the LightBlue 

chatbot nurture platform. Two experiments are conducted to verify the effectiveness of the 
nurture framework and we report the results in the following section. We visualize and analyze 

our experimental results and then discuss the features of the proposed framework. Finally, we 

conclude this paper. 
 

2. RELATED WORK 
 

In this section, we review the chatbot applications and technologies. There are several studies on 

learning after deployment and user-chatbot interactions that are related to our nurture framework 
design. 

 

2.1. Chatbot Applications and Technologies 
 

Following the first chatbot ELIZA [22] in 1960s, researchers have devoted to the study on 

chatbots. Many of the early works aimed to pass the Turing test [14]. For example, PARRY 
simulated paranoid behaviors and successfully fooled its judges [23]. In 1995, the Loebner 

Competition held its first unrestricted Turing test with no limits on the topics discussed. More 

general-purpose chatbots have been developed, such as MegaHAL [24], CONVERSE [25], 
ELIZABETH [26], A.L.I.C.E [27] and Mitsuku (Loebner prize winner in 2013, 2016, 2017, 

2018) [28]. With the emergence of messaging platforms, not only have chatbots for socializing 

and small talk (e.g. A.L.I.C.E, Cleverbot, Simsim, Tay) gained popularity, but task-oriented 

chatbots have also attracted a lot of attention [29]. Bagousse estimates that chatbots in customer 
service will save businesses up to 11 billion dollars by 2025 [30]. Chatbot bot has never been so 

popular as recent days. 

 
During the last half century, chatbot technologies have varied from keywords matching, rule-

based models, retrieve-based models, to generative models [31]. With the advancement of 
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computational power and the availability of big data, the current trend is to use neural networks 
to generate responses. One of the largely used structure in neural language generation is 

Sequence-to-Sequence (Seq2Seq) [32] model, adopted from machine translation. For example, 

[33] uses Sina Weibo dataset to train a neural responding machine based on Seq2Seq framework; 

Neural attention (or alignment) are then proposed to improve the Seq2Seq models by associating 
salient items in the source sequence with the generated item in the target sequence [34,35,36]; 

Zhou et al.[37] adds memory mechanism to address the emotion factor in large-scale 

conversation generation. 
 

Deep learning has contributed a lot to develope intelligent chatbots in the sense of generating 

more human-like sentences and talking in a natural way [31]. However, these models are usually 
developed in the laboratory by professional engineers. No matter targeting a specific task or 

open-domain conversation, they’re usually trained using large corpora of crowd-sourced or 

scraped conversations [38]. Thus, there are two common limitations: First, they tend to give 

generic answers – some “Jack of All Trades”-type answers will be applied to a different question, 
such as “I don’t know.” [7,10]; Second, they usually lack consistent personality due to the large 

amount of mixed training data. And we wouldn’t call these chatbots truly “understand” the 

dialogue but rather create an illusion of intelligence and empathetic understanding [39]. Since 
they lack the ability to further develop or learn about the user during interaction, it is hard to have 

long-term and deep conversation. Due to the same reason, users often lose interest after a short 

interaction [40]. 
 

2.2. Learning After Deployment 
 
For personal chatbots, it’s not feasible to collect a large amount chatting data between one 

particular user and the chatbot. Since users are free to communicate with the system in any way 

they wish, it is impossible to pre-plan the interaction logic and domain knowledge in advance 
[41]. A simple intuition is to allow chatbots to develop after deployment. For example, Huang et 

al. [42] proposes Evorus, a crowd-powered chatbot with can automate itself during deployment. 

Though Evorus learns to automatically select high-quality response over time, it learns from paid 

crowd workers rather than end-users. In another word, it can not learn or update without crowd 
oversight, which is not only labor-extensive, but also involve privacy issues. 

 

A common way to learn from users is to require user’s feedback during the interaction [13,43]. 
Typically, existing methods require paid annotators to provide scalar rewards or to use particular 

templates to so that the feedback can be used by the model [44,45,46]. For example, some 

chatbots learn actively during conversation in the question answering (QA) setting [47,48]. Some 

works also allow chatbots to learn directly from the natural dialogues, e.g., Hancock et al. [19] 
proposes the self-feeding chatbot capable of extracting new training examples from the 

conversations in which it participates. However, most of the work are targeting task-oriented 

chatbots or a specific scenario, but not designed for a general setting. And none of them allow 
users to develop chatbots from scratch, meaning that they still need large dataset to pre-train the 

model before deployment. 

 
While learning from multiple paid workers or crowd-sourcing feedback may be effective for a 

specific task, the feedback can be chaotic and even conflicting when applied to a broader context. 

Tay, Microsoft’s Twitter-based chatbot which learned from massive Twitter users, was forced to 

shut down for being incredibly racist [49]. 
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2.3. User-Chatbot Interactions 
 

Learning from a particular user can be very different from learning from crowd users in terms of 

data volume, dialogue content, interaction depth or consistency. Additional modes of interaction 
for efficient learning should be investigated. Current research on user-chatbot interactions 

focuses primarily on interface design in order to facilitate usage or improve the user experience. 

Jain et al. [50] provides a context view for chatbots to address a mismatch between the chatbot’s 
state of understanding (also called context) and the user’s perception of the chatbot’s 

understanding. It also supports intuitive interactions with context values, allowing users to 

modify them simply and efficiently. Candello et al. [51] studies the influence of typefaces on the 

perception of humanness in chatbots. There’s also an increasing interest in multi-modal 
interaction, such as combining visual information [52,53,54]. Some work also considers the 

interaction in special cases. Seering et al. [55] study chatbots supporting or engaging in group or 

multiparty interactions. And [56] explores the repair preferences for conversational breakdowns. 
Luger et al. [8] reveals a number of design challenges arising from the gap between user 

expectations and actual experience, such as how a chatbot can reveal its current state, or how to 

design system feedback and clearly communicate the goal of the system. However, the 
interaction between users and the underlying learning algorithm is still underexplored. 

 

Though personal chatbots are not designed for specific tasks, the conversations will become 

specific and personal when deployed to the end-users. Thus, we introduce a new interactive mode 
– nurture, which enables non-professional users to train the learning algorithm using simple 

functions and to obtain personal chatbots. 

 

3. SYSTEM DESIGN 
 

In this section, we first define the nurture framework as a new interaction mode between users 

and chatbots. Following the nurture framework, we propose a novel computational model - 

pattern matching model for nurture, along with a set of simple yet effective nurture functions. 
Algorithms of those functions are explained formally. Finally, we put the proposed framework 

into practice by creating the LightBlue chatbot nurture platform, which can be directly used by 

non-professional end-users. 
 

3.1. Nurture Framework 
 
The basic idea of “nurture” is to allow end-users to guide the development of the intelligent 

algorithm and help it adapt to a new environment. Intuitively, it can be conducted in the same 

way that humans provide feedback, such as correcting incorrect responses, indicating a 
preference for certain actions, and awarding rewards. As a new interaction mode, “nurture” 

allows end-users to participate in the development of intelligent algorithms and enables joint 

development of engineers and non-professional users. In contrast to conventional user-chatbot 

interaction, which views chatbots as the interface to other functions, “nurture” goes beyond the 
interface and emphasizes interaction with the underlying learning algorithm. We define the 

nurture framework by three key components: 

 
 Learning algorithm: an algorithm with a simple and general initial state, and can be nurtured 

in an open and dynamic environment through long-term interaction. 

 Nurture functions: functions that can be used by nonprofessional users to guide the 
development of the learning algorithm. 

 Feedback information: feedback from the chatbot that enables users to monitor the effect of 

nurture actions and the chatbot's state, and adjust their nurture strategy accordingly. 
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3.2. Pattern Matching Model for Nurture 
 

Following the nurture framework, the learning algorithm should be able to grow in the open and 

dynamic environment. Specifically, in the application of personal chatbots, the algorithm should 
be able to adapt and grow through the interaction with unfamiliar users. Meanwhile, users can 

guide the development of the algorithm on a long-term and open-ended scale. 

 
Here we adopt the classical idea of the pattern matching method used in chatbots, and develop it 

into a pattern matching model for nurture. The pattern matching technology can be traced back to 

the first chatbot ELIZA [22], which matches responses to pre-defined keywords. Based on this 

simple idea, we further develop heuristic pattern generation and update methods, allowing the 
chatbot to learn from new data incrementally. Its simplicity and transparency allow us to see how 

the new growth characteristics affect the original algorithm and to observe the role of nurture. 

 

3.2.1. Basic concepts and symbols 

 

Figure 1 shows the important components in the pattern matching model. The following are 
detailed explanations of basic concepts in the model: 

 

 Message: the user’s input utterance. 

 Response: the chatbot’s output utterance to the user. 
 Basic unit: word or punctuation. 

 Pattern: a basic unit or a concatenation of basic units. 

 Goodness: the degree to which a response is considered to be a good one. 
 Link: the weighted edge between a pattern and a response.  

 Link activation: the process by which the weight of a link is increased. 

 Number of activation(s): The number of link activation(s).  
 Dialog turn: a message from the user and a following response from the chatbot. 

 

 
 

Figure 1. The architecture of pattern matching model for nurture. 

 
Table 1 contains a list of frequently used notations in this paper. 

 
Table 1. Summary of frequently-used notations. 

 

Symbol Definition 

𝑃 A set of patterns 

𝑝𝑖 The pattern 𝑖 in set 𝑃 

𝑅 A set of responses 
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𝑟𝑗 The response 𝑗 in the set 𝑅 

𝑙(𝑝𝑖) Length of 𝑝𝑖 (i.e. the number of basic units it contains) 

𝑔(𝑟𝑗) The goodness of response 𝑟𝑗 

𝑤(𝑝𝑖 , 𝑟𝑗) The weight of the link between 𝑝𝑖and 𝑟𝑗 

𝑠(𝑝𝑖, 𝑟𝑗) The strength between 𝑝𝑖 and 𝑟𝑗 

𝑡 The dialog turn index 

 

3.2.2. Chatting 

 
Chatting is the most fundamental function of a chatbot model, which outputs in the form of 

natural language based on the dialog history. Figure 2 illustrates the workflow of the chatting 

function using the example input message “What is chatbot?”. The chatting function can be 

divided into two sessions: response retrieval and update process. 
 

 
 

Figure 2. The workflow of the chatting function, illustrated with the input message "What is a chatbot?". 

The sentence is first divided into four basic units (words and punctuation). Following that, these basic units 

are used to generate related patterns. And links of those generated patterns are used to retrieve response*, 

which is also the output of the chatbot. The links between generated patterns and response* will be 

strengthened in the final stage. 

 
In the response retrieval session, the user’s input message is first decomposed into basic units. 

Then we define a heuristic function to generate patterns based on the basic units: 

 
1. Each basic unit is a pattern. 

2. If two patterns are adjacent to each other in the message, they are concatenated to form a 

new pattern. 

 

Thus, for an input message, we can generate a set of patterns 𝑃 =  {𝑝𝑖}(𝑖 = 1, … , 𝑛) according to 

the above rules. Then through the links between patterns and responses, we can get a set of m 

related responses 𝑅 =  {𝑟𝑗}(𝑗 = 1, … , 𝑚) from the response pool. For the link between pattern pi 

and response 𝑟𝑗  at dialog turn 𝑡, we represent its weight by 𝑤𝑡(𝑝𝑖, 𝑟𝑗). Besides, we define the 

strength between pattern 𝑝𝑖 and response 𝑟𝑗 as follows:  

 

𝑠𝑡(𝑝𝑖 , 𝑟𝑗) =
𝑤𝑡(𝑝𝑖,𝑟𝑗)

∑ 𝑤𝑡
𝑚
𝑘=1 (𝑝𝑖,𝑟𝑘)

× 𝑙(𝑝𝑖)  (1) 

 

where 𝑙(𝑝𝑖) is the number of basic units in 𝑝𝑖. Then, we define the goodness of response 𝑟𝑗 at 

dialog turn 𝑡 as follows: 
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𝑔𝑡(𝑟𝑗) = 𝑚𝑎𝑥
𝑖∈{1,…,𝑛}

 𝑠𝑡(𝑝𝑖, 𝑟𝑗)  (2) 

 
Based on the goodness 𝑔𝑡(𝑟𝑗), the best response 𝑟∗ is recognized as follows: 

 

𝑟∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑟𝑗∈{𝑟1,…,𝑟𝑚}𝑔𝑡(𝑟𝑗)  (3) 

 
Then, the best response 𝑟∗ is selected as the output response to the user. 

 

After retrieval, here comes the update process session. When the response 𝑟∗ is approved by the 

user, all patterns in set 𝑃  and responses in set 𝑅  will be linked. Then the link activation is 

performed for all links of 𝑟∗ by updating the weight 𝑤𝑡(𝑝𝑖 , 𝑟∗)(𝑖 = 1, … , 𝑛) as follows: 

 

𝑤𝑡+1(𝑝𝑖 , 𝑟∗) = 𝑤𝑡(𝑝𝑖 , 𝑟∗) + 1,  (4) 
 

The weights of links between all patterns and responses are initialized as follows: 

 

𝑤0(𝑝𝑖 , 𝑟𝑗) = 0    (5) 

 
where 𝑖 = 1, … , 𝑛  and 𝑗 = 1, … , 𝑚 . By the update process, the algorithm continues to self-
renewal during chatting which enables self-learning without supervision. 

 

3.2.3. Nurturing Functions 

 
Based on social scientists' research on learning in human communication [57], we further 

designthree nurturing functions for the proposed nurturable pattern matching learning algorithm: 

Change, Like, and Analysis. This section discusses the details. 
 

Via the Change function, users can override the chatbot's response 𝑟∗ with a preferred response 

𝑟′. If  𝑟′ is a new response that is not in the current response set 𝑅 the chatbot will add 𝑟′ into 𝑅. 

The change function will increase the link weight associated with the preferred response 𝑟′ 

iteratively until the goodness of 𝑟′ exceeds that of 𝑟∗. The algorithm of the change function is 

provided in Algorithm 1.  

 

Algorithm 1 Change function Algorithm 2 Like function 

Input: 𝑟∗, 𝜓, 𝑓(⋅), 𝑤𝑡(𝑝𝑖 , 𝑟′) 

Output: 𝑤𝑡
′(𝑝𝑖 , 𝑟′) 

  1:  if 𝑟′ ∉ 𝑅 then 

  2:  𝑅 = 𝑅 ∩ {𝑟′} 

  3:  end if 

  4:  compute 𝑔𝑡(𝑟∗) by Eq. (2) 

  5:  compute 𝑔𝑡(𝑟′) by Eq. (2) 

  6:  while 𝑔𝑡(𝑟′) ≤ 𝑔𝑡(𝑟∗) do 

7: for i = 1, … , n do 

  8:  𝑤𝑡(𝑝𝑖 , 𝑟′) = 𝑤𝑡(𝑝𝑖 , 𝑟′) + 1 
  9: end for 

10:  compute 𝑔𝑡(𝑟′) by Eq. (2) 

11:  end while 

12:  for 𝑖 = 1, … , 𝑛 do 

13: 𝑤𝑡
′(𝑝𝑖 , 𝑟′) = 𝑤𝑡(𝑝𝑖 , 𝑟′) 

Input:𝑟∗, 𝜓, 𝑓(⋅), 𝑤𝑡(𝑝𝑖 , 𝑟∗) 

Output: 𝒘𝒕
′(𝒑𝒊, 𝒓∗) 

  1:  for 𝑣 = 1, … , 𝜓 do 

  2:  for 𝑖 = 1, … , 𝑛 do 

  3:   𝑤𝑡(𝑝𝑖 , 𝑟∗) = 𝑤𝑡(𝑝𝑖 , 𝑟∗) + 𝑓(𝑣) 

  4:   end for 

  5:  end for 

  6:  for 𝑖 = 1, … , 𝑛 do 

7:   𝑤𝑡
′(𝑝𝑖 , 𝑟′) = 𝑤𝑡(𝑝𝑖 , 𝑟′) 

  8:  end for 

  9:  return 𝑤𝑡
′(𝑝𝑖, 𝑟′) 

Algorithm 3 Analysis function 

Input: response of ChatBot 𝑟∗ 

Output: pattern 𝑝∗ that results in 𝑟∗ 
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14:  end for 

15:  return 𝑤𝑡
′(𝑝𝑖, 𝑟′) 

  1:  for 𝑖 = 1, … , 𝑛 do 

  2:  compute 𝑠𝒕(𝑝𝑖 , 𝑟∗) by Eq. (1) 
  3:  end for  

  4:  𝑝∗ = argmax
𝑝𝑖∈{𝑝1,…,𝑝𝑛}

𝑠𝑡(𝑝𝑖 , 𝑟∗) 

  5:  return 𝑝∗ 

 
Via the like function, user can encourage the good response of the chatbot. If a response is liked 

by the user, the link weight associated with that response is increased, and the chatbot is more 

likely to output that response in the future when a similar message is given. The like function can 

be used multiple times to enhance its effectiveness. The algorithm of the like function is provided 

in Algorithm 2. The weighted function 𝑓(∙) in Algorithm 2 can be determined by the user. For 

example, a simple case is linear weighting: 𝑓(𝑣) = 1 for 𝑣 = 1, … , 𝜓, which means that every 

like is equally important.  
 

Analysis is a function used to provide the explanation of the chatbot’s response. The user can 

viewthe pattern that results in the output response 𝑟∗ via the analysis function. The algorithm of 

Analysis is provided in Algorithm 3. 
 

3.3. LightBlue – Chatbot Nurture Platform 
 

In this section, we describe how we integrate the learning algorithm and nurture functions into 

the nurture platform – LightBlue. The details of implementation are explained, including its 

interface, interaction process and the process of user nurturing. With LightBlue end-users are able 
to nurture the chatbot while chatting with it.  

 

3.3.1. Interface 
 

Figure 3 shows the interface of the LightBlue platform, which includes the chatting window, 

function buttons, chatbot image, and vocabulary. It can be mainly divided into two parts. On the 
left is the user-chatbot conversation interface, including the conversation history, the chatting 

box, nurture functions and common operation buttons. On the right shows the state of the 

learning algorithm, including the chatbot image and learned vocabulary. As users nurture the 

chatbot, we visualize the evolution of the learning model through the chatbot's image and 
vocabulary repertoire. 
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Figure 3. The interface of LightBlue. The left part contains the chatting window and functional buttons; 

and the right part contains an image of the chatbot and its vocabulary, which visualizes the progress of the 
nurture. 

 

3.3.2. Interaction Process 

 
This subsection describes how users interact with the underlying algorithm through the LightBlue 

platform. When the program is launched, a new initialized chatbot is automatically created. 

TheSave and Load buttons allow you to save the current chatbot model and load an existing 

chatbot model. Users use the chatting box to send messages, and the chatbot responds using the 
chatting function described previously. The new dialogs will then be included in the 

conversation's history.As the conversation goes, the algorithm will learn and grow. And the right 

anthropomorphic chatbot image reflects the changing state. The right lower box contains more 
specific information. 

 

3.3.3. Nurture Functions 

 
We design three buttons to assist users in nurturing the chatbot based on the nurture function 

defined in the previous section. Users can click like button to express their preferences for the 

chatbots' responses. After receiving likes from users, the chatbot uses Algorithm 2 to increase the 
link weight of the preferred response. To change a response, the user can enter a preferred answer 

in the chatting box and click the change button. Then Algorithm 1 will be performed to revise the 

response. The Analysis button allows the user to determine why the chatbot provides a particular 
response. An example result of the analysis are showed in Figure 4, explaining the relevant 

information leading to the response.  
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Figure 4. An example of the analysis function in LightBlue. The feedback from analysis shows the most 

contributing pattern “can we talk about” that leads to the retrieved response “sure”. 

 

4. RESULT 
 

We conduct experiments in both closed-domain and open-domain settings to demonstrate the 
feasibility of the nurture framework for developing personal chatbots. In the closed-domain 

experiment, non-professional users are required to communicate with chatbots about a given 

topic and material.  After verifying the effectiveness of the nurture framework, we further design 
an open-domain experiment to test if chatbots can adapt to different users and be applied to 

different task scenarios through nurture.  

 

4.1. Initialization  
 

As showed in Figure 5, every chatbot is initialized with three patterns (i.e. period, exclamation 
mark, and question mark), three responses (i.e. “Ok, I got it”, “Hello, I am a chatbot”, and “I 

don’t know”) and corresponding links between them. Initially, all links have a weight of 1. Thus, 

in the initial state, the vocabulary contains only three words: period (.), exclamation mark (!), and 
question mark (?).  

 

 
 

Figure 5. The initial state of Pattern Matching Model. It contains three patterns, three responses, and 

corresponding links between them. 

 

4.2. Closed-domain Experiment 
 

In this experiment, we selected “A brief history of artificial intelligence” as a specific topic, and 

provided all participants with a 2,000-word article and a 1,000-word vocabulary. Participants 
were asked to nurture their chatbots to use words in the vocabulary to answer questions related to 

the content of the article. After two weeks of training, 34 chatbots were collected. The 
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conversation history between users and chatbots is typically measured in thousands of turns, with 
a vocabulary ranging from hundreds to thousands. 

 

4.2.1. Response Quality 

 
To determine whether the chatbot is capable of accurately answering questions, we invite three 

volunteers to read the article and then pose questions about the content. According to the content 

relevance, grammar correctness, and vocabulary, we finally screen 132 questions and randomly 
assign three chatbots to answer each question.  

 

To grade the quality of the chatbots’ responses, three categories are used: correct, partly correct 
or relevant to the question, and not relevant to the question. Three volunteers are assigned to 

categorize each response. To avoid ambiguity, we count only the responses that were assigned to 

the same category by all three volunteers. 

 
Then we define the correct rate as the proportion of correct responses to all responses, and 

relative rate as the proportion relevant responses (including correct responses) to all the 

responses. The evaluation results of all 357 responses are shown in the Figure 6, where 83.5% 
responses are related to the questions and 66.4% responses correct with the best chatbot has the 

relative rate of 91.7% and correct rate 83.3%.  

 

 
 

Figure 6. 66.4% of responses from 34 chatbots to 132 questions are correct, are 83.5% are related to the 

questions. 

 

4.2.2. Growth 

 
To examine the growth ability of chatbots, we choose a chatbot with an average performance and 

also an average length of dialog history (about 3500 turns) from the 34 collected chatbots. Then 

we replicate the nurture process and test it with the same questions across time periods. With the 
increase of chatting dialogues, the chatbot's performance has improved (see Figure 7). 

 

Due to the fact that users place a different emphasis on nurture, the growth rates of chatbots may 
vary at different stages. However, there is no obvious bottleneck of the growth, which 

demonstrates the robustness of our algorithm to different nurture methods and the characteristics 

of sustainable growth.  

 

 
 

Figure 7. The response quality of the chatbot as nurture process goes. 
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4.2.3. Diversity 

 

Even when the topic and content are the same, people's expressions vary widely due to the 

diversity of human language. We calculate the average rate of overlap between the conversation 

histories of each chatbot. Figure 8 shows the result, with an average overlap rate of 8.03%. And 
the overlap rate between conversation corpus and testing questions is even lower (less than 1% on 

average). Achieving high response quality, our proposed nurture framework demonstrates its 

prominent superiority in dealing with various conversational styles. Table 2 shows several 
examples where chatbots give diverse but reasonable responses to questions with objective 

answers in the material. These two questions are basic and simple questions which have clear 

answers in the article, and chatbots give out diverse responses. It’s also an important observation 
that the same chatbot maintains a consistent conversational style. For example, Chatbot 14 tends 

to answer the question in a more casual manner, using examples or descriptions.  

 

 
 

Figure 8. Overlap rate of chatbots’ conversation history; and overlap rate between chatbots’ conversation 

history and testing question set. 

 

4.3. Open-Domain Experiment 
 
In the open-domain experiment, we distribute LightBlue platform to 101 participants (mean age = 

20.7, 36 females) for 21 days. The participants can nurture chatbots according to their preferences 

with unlimited topics, while basic greeting skills are required for all chatbots. To test the nurtured 
chatbots fairly and easily, we also provided a restricted vocabulary of 2024 words drawn from the 

common English vocabulary. After the experiment, we collected 98 chatbots, with conversation 

histories ranging from hundreds to tens of thousands turns.  

 
Table 2. Diverse answers to the same questions related to the material. For the question with a clear answer 

in the article, human-nurtured chatbots are capable of providing diverse yet reasonable responses. 

 

Question What is a virtual assistant? 

Chatbot 10 Virtual assistant is capable of accessing data and answering questions. 

Chatbot 9 Serving as virtual assistants, the majority of these chatbots perform 
customer service or customer engagement functions, answering questions 

or offering suggestions for purchase. 

Chatbot 14 Siri 2010, Google Now 2012, Alexa 2015, Cortana 2015, and Google 

Assistant 2016. 

Question What is AI? 

Chatbot 8 It is the theory and development of computer systems able to perform tasks 

normally requiring human intelligence, such as visual perception, speech 
recognition, decision-making, and translation between languages. 



14         Computer Science & Information Technology (CS & IT) 

Chatbot 21 Artificial Intelligence: a.k.a machine intelligence, is intelligence 
demonstrated by the machine to display human behaviour. 

Chatbot 14 If the user doesn’t know they’re speaking to a bot. 

 

4.3.1. Diversity 

 

We test 98 chatbots using six commonly used English greetings. The results in Table 3 shows 
that,on average, 85% of responses are appropriate, and the average overlap rate of responses is 

about 14%. This reflects the diversity of training data and training methods from different users, 

which results in the diversity of chatbots.  
 

Table 3. Correct rate and overlap rate of responses to common greetings. 

 

Greetings  Correct rate  Overlap 

rate 

Hello! 0.88  0.32  

Good morning! 0.88  0.18  

Nice to see you.  0.79  0.07  

How are you?  0.93  0.06 

How’s everything?  0.86  0.04  

Have a nice day!  0.77  0.21  

Average 0.85 0.14 

 

4.3.2. Consistency 

 

Nowadays, one of the most common challenges or complaints about chatbots is their lack of 

consistency. That is, responses to different questions may be inconsistent. We select 8 common 
topics which may result in inconsistency, including food, education, weather, mood, hobbies, 

color, living information and friends. We ask more than ten questions about each topic, and the 

same questions may be repeated to the chatbot if they yield different responses. If all of the 
responses to a specific topic are consistent, the chatbot is considered consistent in that topic. 

Given that not all chatbots are capable of discussing the eight topics, we only examine those 

reasonable and related responses.. It is worth noting that for LightBlue, we test all the nurtured 

chatbots, and the consistent answers are those consistent within one chatbot. We regard LightBlue 
as a consist chatbot on one topic if all answers are consist (which can be different for different 

chatbots). For the chatbot from the Internet, we only test the model once.  

 
Table 4 summarizes the results of the consistency evaluation, demonstrating that human-nurtured 

chatbots (LightBlue) always provide consistent responses, whereas the average consistency rate 

for general Internet chatbots is low (below 50%). As a task-oriented chatbot, Siri also maintains a 
consistent personality. However its topic scope is somehow limited compared to others since it is 

not designed for general chatting. And in many cases, especially unrelated to pre-defined tasks, it 

tends to respond with “I’m sorry, I’m afraid I don’t have an answer to that.”. 

 
Table 4. Consistent rates of responses to contextual topics. 

 

Chatbot Topics Consistent Answers Consistent Rate 

LightBlue 8 8 1 

Mitsiku [58] 8 3 0.38 

Cleverbot [59] 8 3 0.38 
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Eviebot [60] 8 4 0.50 

SimSimi [61] 8 1 0.13 

Siri [62] 5 5 1 

 

4.3.3. Adaptability to different task scenarios 

 
In addition to basic greetings, users can train chatbots to perform a variety of tasks based on their 

preferences. By their self-feedback after the experiment, the application scenarios designed for 

personal chatbots include domain knowledge (e.g. math), entertainment (e.g. playing games, 

telling jokes), personal assistant (e.g. notes), adviser (e.g. career advice), customer service (e.g. 
booking tickets), chit-chat, and emotional companions (see Table 5). The majority of users 

expressed satisfaction with their chatbots' performance in the designed scenario. This again 

demonstrates the robustness of the nurture framework in adapting to a variety of tasks, corpora, 
and users. 

 
Table 5. Customized tasks in open-domain experiment. 

 

Customized tasks Number of chatbots Average history length (turns) 

Chit-chat 50 1020 

Personal assistant  4 2613 

Emotional companion  11 4978 

Domain knowledge  15 5038 

Entertainment  4 1198 

Adviser 5 1969 

Customer service 6 3104 

 

4.3.3. Social Bond 

 

While it is difficult to quantify the social bond directly, it is reflected in the depth, quantity, and 
sentiment of dialogues. To better explore the connections between users and chatbots, we 

examine only chatbots that have been nurtured for more than two weeks. 

 

Throughout the experiment, users are asked to record a new session whenever they change the 
subject or end the conversation. During two or three weeks of nurturing, our chatbots averaged 21 

conversation-turns per session (CPS), which is larger than the CPS of most chatbots 

conversations between users and nearly equal to the CPS of the 6th generation of XiaoIce [63]. 
For comparison, the CPS of the 1st generation of XiaoIce is 5. Because each session's 

conversational content is focused on a single subject, the large CPS indicates that the 

conversation has progressed to a certain level of depth. 
 

We further examine how the amount of conversation changes throughout the nurture process. To 

eliminate the influence of start and end periods, we take a week in the middle as the observation 

window. Figure 9 shows the daily conversation turns between users and chatbots during 19th Nov 
to 25th Nov. With the process of nurture, the conversation between users and chatbots increases 

gradually. It also indicates that the users’ interests are gradually increasing and their bonds are 

getting tighter.  
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Figure 9. The number of daily conversation turns between users and chatbots from 19th Nov to 25th Nov. 

 

To analyse the sentiment of the conversation, we examine the frequency with which positive and 

negative words are used. As a reference, the Sentiment Lexicon [64] is used, which contains a list 

of approximately 6800 positive and negative opinion or sentiment words in English. For 
simplicity, we refer to the conversation history of all chatbots nurtured on the LightBlue platform 

as the LightBlue Corpus. As shown in Table 6, we compare the positive and negative word 

frequencies in the LightBlue Corpus to those in other commonly used datasets for chatbot 
training. The result shows that datasets containing human-chatbot dialogues (LightBlue and 

ConvAI) have a lower Negative-Positive ratio, implying a higher level of positivity. And 

LightBlue has the highest Positive Frequency and the lowest Negative-Positive ratio. It is 

noteworthy that for both positive frequency and negative frequency, LightBlue Corpus is higher 
than other datasets. The high frequency of positive and negative words indicates that users are 

more emotionally engaged when interacting in a nurture-based context. 

 
 
Table 6. The frequency of positive words, the frequency of negative words, and the Negative-Positive ratio 

in LightBlue and public datasets. 

 

Dataset Positive Frequency Negative Frequency N/P Ratio 

LightBlue 0.244 0.039  0.159 

Corpus ConvAI [65]  0.051 0.012  0.233  

Twitter [66]  0.038 0.028  0.734  

Cornell movie dialogues 

[67]  

0.019 0.017 0.896 

Open subtitles [68] 0.028 0.020 0.724 

 

5. DISCUSSION 
 

This chapter summarizes the features of LightBlue and discusses its limitations. 
 

5.1. Features of LightBlue Chatbot Nurture Platform 
 
Through LightBlue chatbot nurture platform, non-professional users can easily nurture and 

customize a chatbot. Despite of the simple design of the learning algorithm and small amount of 

dialogues, human-nurtured chatbots achieve satisfying performance in both closed-domain and 
open-domain experiments. Below we further summarize the features of LightBlue and how the 

nurture framework benefits developing personal chatbots. 
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1. Adaptability and Growth 
 

Users can nurture chatbots to perform a variety of tasks via the LightBlue platform, with 

application scenarios ranging from entertainment to personal assistants. The learning algorithm 

also demonstrates growth characteristics during the nurturing process. And there’s no obvious 
bottleneck of the growth trend as the conversation corpus grows. The capacity for sustained 

growth will also facilitate long-term interaction between users and chatbots. 

 
2. Robustness 

 

Through the two experiments (closed-domain and open-domain), we find that LightBlue is robust 
to a variety of tasks, nurture corpora, nurture methods, and end-users. That is, it does not require 

professionals or particular process to nurture a chatbot.  

 

3. Diversity and Consistency 
 

The main challenges faced by nowadays general chatbots are uniform answer and inconsistent 

personality. Our chatbots, when nurtured by different end users, can be naturally personalized 
and maintain diversity, overcoming the uniform responses caused by big data. Additionally, 

because the conversation corpus originates from a single user, it naturally has a distinct style and 

is less prone to inconsistencies. 
 

4. Social functions 

 

According to statistics, the public will lose interest in a general chatbot after a short interaction. 
However, the participants in our two experiments continue to communicate with their chatbots 

for 2-3 weeks, with conversations ranging from hundreds to tens of thousands of turns. Not only 

does their conversation frequency increase over time, but they also maintain a high CPS (around 
21), which is significantly higher than the average user-chatbot conversation on the Internet. And 

the interaction involves more emotion than common dialogues. This suggests a new social role 

for chatbots in our lives, lays the groundwork for long-term user-chatbot relationships, and even 

facilitates emotion functions such as affective bonding. 
 

5.2. Limitations 
 

In this work, we only implement one learning algorithm – the pattern matching model for nurture. 

As a retrieval algorithm, It has inherent limitations such as the inability to generate new questions 

and answers. At the same time, the hyperparameters and initialization of the model may influence 
the experimental results. Further investigation of experimental environments is necessary. 

 

Because the experiment participants are all college students who are reasonably familiar with 
computer operations and share similar cultures and habits, the experiment results may be 

influenced by group characteristics. Additional subjects with diverse backgrounds, such as 

middle school students, workers, and the elderly, will be needed to evaluate the robustness of the 
LightBlue platform. 

 

6. CONCLUSION 
 

This work introduces “nurture” as a new mode of interaction between humans and chatbots, and 
defines the nurture framework for developing personal chatbots. We further propose a novel 

learning algorithm and design nurture functions accordingly. Then we implement the LightBlue 
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chatbot nurture platform and distribute it to non-professional users. Experiments in both closed-
domain and open-domain are designed to verify the effectiveness of the nurture framework. 

Through the LightBlue platform, non-professional users can develop diverse and personalized 

chatbots. They’re able to perform diverse tasks with small amount of training data while 

remaining robust to end-users, application scenarios, and nurture methods. Nurture, as an 
interaction mode, demonstrates a new way for chatbots to perform social functions and promotes 

long-term connections between users and chatbots.  
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[36]   A. Parikh, O. Täckström, D. Das, and J. Uszkoreit, “A decomposable attention model for natural 

language inference,” in Proceedings of the 2016 Conference on Empirical Methods in Natural 

Language Processing, pp. 2249–2255, 2016.  

[37]   H. Zhou, M. Huang, T. Zhang, X. Zhu, and B. Liu, “Emotional chatting machine: Emotional 

conversation generation with internal and external memory,” in Thirty-Second AAAI Conference on 

Artificial Intelligence, 2018.  

[38]   I. V. Serban, R. Lowe, P. Henderson, L. Charlin, and J. Pineau, “A survey of available corpora for 
building data-driven dialogue systems: The journal version,” Dialogue & Discourse, vol. 9, no. 1,pp. 

1–49, 2018.  

[39]   M. Dibitonto, K. Leszczynska, F. Tazzi, and C. M. Medaglia, “Chatbot in a campus environment: 

Design of lisa, a virtual assistant to help students in their university life,” in International Conference 

on Human-Computer Interaction, pp. 103–116, Springer, 2018.  



20         Computer Science & Information Technology (CS & IT) 

[40]   J. Zhang, N. M. Thalmann, and J. Zheng, “Combining memory and emotion with dialog on social 

companion: A review,” in Proceedings of the 29th international conference on computer animation 

and social agents, pp. 1–9, ACM, 2016.  

[41]   R. Yan, Y. Song, and H. Wu, “Learning to respond with deep neural networks for retrieval-based 

human-computer conversation system,” in Proceedings of the 39th International ACM SIGIR 
conference on Research and Development in Information Retrieval, pp. 55–64, 2016.  

[42]   T.-H. K. Huang, J. C. Chang, and J. P. Bigham, “Evorus: A crowd-powered conversational assistant 

built to automate itself over time,” in Proceedings of the 2018 CHI Conference on Human Factors in 

Computing Systems, p. 295, ACM, 2018.  

[43]   J. Li, A. H. Miller, S. Chopra, M. Ranzato, and J. Weston, “Learning through dialogue interactions by 

asking questions,” arXiv preprint arXiv:1612.04936, 2016.  

[44]   V. Rieser and O. Lemon, Reinforcement learning for adaptive dialogue systems: a data-driven 

methodology for dialogue management and natural language generation. Springer Science & 

Business Media, 2011.  

[45]   H. Zhang, H. Yu, and W. Xu, “Listen, interact and talk: Learning to speak via interaction,” arXiv 

preprint arXiv:1705.09906, 2017.  

[46]   B. Liu, G. Tür, D. Hakkani-Tür, P. Shah, and L. P. Heck, “Dialogue learning with human teaching 
and feedback in end-to-end trainable task-oriented dialogue systems,” in NAACL-HLT, 2018.  

[47]  J. E. Weston, “Dialog-based language learning,” in Advances in Neural Information Processing 

Systems, pp. 829–837, 2016.  

[48]  J. Li, A. H. Miller, S. Chopra, M. Ranzato, and J. Weston, “Dialogue learning with human-in-the-

loop,” arXiv preprint arXiv:1611.09823, 2016.  

[49] R. Price, “Microsoft is deleting its AI chatbot's incredibly racist tweets,”  Business Insider, 2016.  

[50]  M. Jain, R. Kota, P. Kumar, and S. N. Patel, “Convey: Exploring the use of a context view for 

chatbots,” in Proceedings of the 2018 CHI Conference on Human Factors in Computing Systems, p. 

468, ACM, 2018.  

[51]   H. Candello, C. Pinhanez, and F. Figueiredo, “Typefaces and the perception of humanness in natural 

language chatbots,” in Proceedings of the 2017 CHI Conference on Human Factors in Computing 
Systems, pp. 3476–3487, ACM, 2017.  

[52]   B. Huber, D. McDuff, C. Brockett, M. Galley, and B. Dolan, “Emotional dialogue generation using 

image-grounded language models,” in Proceedings of the 2018 CHI Conference on Human Factors 

in Computing Systems, p. 277, ACM, 2018.  

[53]   Y. Matsuyama, A. Bhardwaj, R. Zhao, O. Romeo, S. Akoju, and J. Cassell, “Socially-aware animated 

intelligent personal assistant agent,” in Proceedings of the 17th annual meeting of the special interest 

group on discourse and dialogue, pp. 224–227, 2016.  

[54]   D. DeVault, R. Artstein, G. Benn, T. Dey, E. Fast, A. Gainer, K. Georgila, J. Gratch, A. Hartholt, 

M. Lhommet, et al., “Simsensei kiosk: A virtual human interviewer for healthcare decision support,” 

in Proceedings of the 2014 international conference on Autonomous agents and multi-agent 

systems,pp. 1061–1068, International Foundation for Autonomous Agents and Multiagent Systems, 

2014.  
[55]  J. Seering, M. Luria, G. Kaufman, and J. Hammer, “Beyond dyadic interactions: Considering 

chatbots as community members,” in Proceedings of the 2019 CHI Conference on Human Factors in 

Computing Systems, p. 450, ACM, 2019.  

[56]   Z. Ashktorab, M. Jain, Q. V. Liao, and J. D. Weisz, “Resilient chatbots: Repair strategy preferences 

for conversational breakdowns,” in Proceedings of the 2019 CHI Conference on Human Factors in 

Computing Systems, p. 254, ACM, 2019.  

[57]   E. A. Schegloff, G. Jefferson, and H. Sacks, “The preference for self-correction in the organization of 

repair in conversation,” Language, vol. 53, no. 2, pp. 361–382, 1977.  

[58]   mitsuku, “mitsuku.” Web Program, Sep 2019. Retrieved Sep 21, 2019 from 

https://www.pandorabots.com/mitsuku/.  

[59]   Cleverbot, “Cleverbot.” Web Program, Sep 2019. Retrieved Sep 21, 2019 from 
https://www.cleverbot.com/.  

[60]   Eviebot, “Eviebot.” Web Program, Sep 2019. Retrieved Sep 21, 2019 from 

https://www.eviebot.com/en/.  

[61]   simsimi, “simsimi.” Web Program, Sep 2019. Retrieved Sep 21, 2019 from 

https://www.simsimi.com/Home.  



Computer Science & Information Technology (CS & IT)                                    21 

[62]   J. R. Bellegarda, “Spoken language understanding for natural interaction: The siri experience,” in 

Natural Interaction with Robots, Knowbots and Smartphones, pp. 3–14, Springer, 2014.  

[63]   L. Zhou, J. Gao, D. Li, and H.-Y. Shum, “The design and implementation of xiaoice, an empathetic 

social chatbot,” Computational Linguistics, vol. 46, no. 1, pp. 53–93, 2020.  

[64]   B. Liu and M. Hu, “Opinion mining, sentiment analysis, and opinion spam detection,” Dosegljivo: 
https://www. cs. uic. edu/ liub/FBS/sentiment-analysis. html# lexicon.[Dostopano 15. 2. 2016], 2004.  

[65]   V. Logacheva, M. Burtsev, V. Malykh, V. Polulyakh, and A. Seliverstov, “Convai dataset of topic-

oriented human-to-chatbot dialogues,” in The NIPS’17 Competition: Building Intelligent Systems, pp. 

47–57, Springer, 2018.  

[66]   C. Tan, L. Lee, and B. Pang, “The effect of wording on message propagation: Topic- and author-

controlled natural experiments on twitter,” in Proceedings of ACL, 2014.  

[67]   C. Danescu-Niculescu-Mizil and L. Lee, “Chameleons in imagined conversations: A new approach to 

understanding coordination of linguistic style in dialogs.,” in Proceedings of the Workshop on 

Cognitive Modeling and Computational Linguistics, ACL 2011, 2011.  

[68]   P. Lison and J. Tiedemann, “Opensubtitles2016: Extracting large parallel corpora from movie and tv 

subtitles,” 2016.  

 
 

 

 

© 2022 By AIRCC Publishing Corporation. This article is published under the Creative Commons 

Attribution (CC BY) license. 

 

 

http://airccse.org/


22                                             Computer Science & Information Technology (CS & IT) 

 



David C. Wyld et al. (Eds): AIAP, IT, MoWiN, CCSEIT, CNSA, ICBB - 2022 

pp. 23-38, 2022. CS & IT - CSCP 2022                                                          DOI: 10.5121/csit.2022.120402 

 
AI-ENABLED CYBERNETIC ANALYTICS OF 

SECURITY MODELS FOR SMART SERIOUS 

GAMES-BASED MOBILE OPERATING SYSTEMS 
 

Abid Ali1, Faisal Jamil2, Taegkeun Whangbo1 and Shabir Ahmad1* 

 

1Department of Computer Science,  

University of Engineering and Technology, Taxila, Pakistan 
2Computer Engineering Department, Gachon University, Korea 

 

ABSTRACT 
 

Smart serious games are games which are primarily designed for a serious job such as 

education and training rather than entertainment. Mobile Phones are an essential enabler of 

smart serious games. Over the past few years, there has been an exponential growth in the 

security of the cyber-physical system of multiple operating systems. Security challenges have 
emerged from access scenarios in conventional operating systems. However, in Mobile 

Operating Systems, there is a lack of systematic study about mobile security measurement. 

Artificial Intelligence (AI) is one of the critical features which exists inside mobile operating 

systems. AI enhances the working of Mobile OS functionality by providing thinking on user 

behavior and extending the functionality. We explore some key security models for different 

mobile Operating System providers. In particular, the comparison of security policies 

implemented by multiple mobile operating system vendors. It's challenging to deal with and 

study the related data models and measurements for mobile operating system platforms. This 

paper collects, analyzes, and provides effective decisions about the existing research on 

multiple mobile operating systems. We consider the built-in security, Authentication, Data 

Protection, Device protection, Application Security, Device Wipe, Mobile Device Management, 

Cooperate Managed e-mail, Active Sync Support, Device Firewall, Security Certifications, and 
Virtualizations. AI supports all these features to help OS to extend its functionality for effective 

game management. We have focused on these components that clearly understand the Mobile 

operating system structure and support services. General, as well as specific features, are 

explored about the different platforms of the operating systems. The systematic research study is 

applied to these platforms to capture the response, and based on these responses, and we 

developed results based on the feedback and research responses. This comparison aims to make 

the right choice for mobile users to device the best mobile with a high-security Operating 

System installed for mobiles partaking serious games in cyber-physical environment. 

 

KEYWORDS 
 

Serious Games, Mobile OS, Symbian OS, Android OS, Windows OS, Blackberry OS, iOS, 

Artificial Intelligence. 

 

1. INTRODUCTION 
 

Serious games have been evolved with the recent advances in internet of things (IoT) and Cyber-
physical systems (CPS). The collection of sensors data and consume it to make informed 

decisions during a gameplay has taken the serious games into a whole next level, which in 

literature often known as smart serious games [1-2]. The use of IoT nodes, instead of 
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sophisticated controller offer a variety of advantages, such as context-awareness, pervasiveness, 
to name a few [3]. However, due to limited computational abilities, they suffer from security 

challenges. Recently, mobile operating systems are more common for personal and other uses 

like banking, office, and many other purposes. These devices are commonly known as 

smartphones. These devices are more generally used today in almost all platforms like social 
websites, banking, personal information keeping, and others [4]. When people try to access 

different personal information on their pocket phone, there is an issue discovered that each device 

is manufactured by other mobile companies like Apple, Samsung, Blackberry, to name a few. 
Each vendor and smartphone device uses a different operating system for its use. For instance, 

android operating systems used by Samsung, LG and HTC[5,6]. Windows operating systems are 

also optimized to use on various smartphones such as Nokia. Apple and Blackberry uses their 
own operating systems [7]. Rasberry PI, acting as IoT nodes in modern-day CPS uses a variant of 

android named AndroidThings. However, the optimization of size which is the focus of IoT 

devices leads to security challenges. For instance, a user using a smartphone, its device's video 

calls, GPS, Wi-Fi, and many more services are running almost all the time, and due to the 
internet's openness, the security of these devices is an issue. In the first quarter of 2018, a report 

issued from McAfee labs showed several malware attacks on smartphones that targeted the 

Android operating system [8]. When the number of attacks increases, there is a lot of effect on 
users' data and applications [9]. Different sophisticated security protocols are deployed but it has 

an associated overhead which at times degrade the performance of IoT nodes due their 

constraints abilities. Therefore, different sets of security protocols need to considered if the target 
devices are smart phones or IoT devices.    

 

To this end, we investigate security models used by different operating systems in the context of 

smart serious games. We also discuss various techniques provided by the operating systems for 
ensuring the security of personal data and information. Each category of operating system has its 

security mechanism and thus reviewing the user's knowledge of recent smartphone operating 

systems' dangers, threats, vulnerabilities, and what exists is fundamental when choosing a 
smartphone for gameplay. In other words, the paper focuses on optimizing the existing security 

models in different operating systems to be used in smart serious games devices.  

 

The rest of the paper provides: Section 2 provides the security models implemented in major 
mobile operating system. Section 3 defines the AI features in the context of Mobile OS. Section 4 

describes the comparison based on the security vulnerability of these equipped security models. 

Finally, Section 5 provides a suitable operating system based on our findings from the study 
which can be a potential candidate for devices participating in smart serious games. 

 

2. SECURITY MODELS DISCUSSION 
 

2.1. Android Security Model 
 

Since 2008, Android OS has been one of the most used operating systems around the globe. The 
reason behind this use is its application-free availability and ease to use interface. Despite it has 

been the leading OS in the market for terminal devices being used in games, according to some 

data sources from 2011, the security threats on these devices has increased significantly over 

time, leading to the amount of new malware/hackers [10, 11]. Android is an OS developed for 
smartphone us and can be used by different vendors. As depicted in Figure 1, the Android OS 

provides a boxed application and data execution environment. A well customized and groomed 

embedded Linux kernel system interacts with the smartphone hardware and other hardware 
equipment. The middleware includes Android RT, libraries, and VM, application's Application 

Programming Interface runs on top of Linux Kernel [12]. To simplify the running and execution 
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environment, an application's management interface is used via APIs. Each application executes 
itself under the supervision of a Dalvik Virtual Machine (DVM) that is running under the control 

 

 
 

Figure 1.  Android Application architecture [13] 

  

of a unique UNIX user id (UID) [14]. The smartphone comes with a pre-installed applications, 

such as address book, call dialer, messenger for SMS and MMS, etc. When a user chooses the 
device based on the Android operating system for the applications and their data usage, the user 

does not know what type of attacks they can suffer while using this operating system platform. 

The user does not need to perform the security arrangements on these terminal devices. 
 

The security is purely based on the operating system structure in which structure it is used for 

security permission. Android OS provides two different levels of security, i.e., application-level 

security and kernel-level security [15]. 
 

Application permissions in android OS only check and set the security and check license at the 

install time of the application after the install application on an android user does not change the 
application permission on these devices. App of the authorization are set at the install time of the 

application, so the user needs to keep a check on all of permission access levels at the install time 

when its application wants to check all of the applications needs to set the app permission when 
the user chooses the application at from the Android play store and wants to install that 

application on the device. Figure 2 shows some at from the Android play store and wants to 

install that application on the device. Figure 2 shows some of the access permissions on the 

Android OS [12-15]. Android OS provides the component level security that the whole 
application on the Android should be designed on these four components [16, 17]. 

 

First off, the activity component defines the application user interface; each screen of the android 
application defines an activity. One activity on the screen can cause the start-up of other events 

and for returning the fundamental values. One of the significant activities of the android 
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operating system is its phone dialer activity in which the user dials the call to other android 
devices. The service component performs the background processing. When the user interface 

disappears from the current interface, but the application is still running on the back, that activity 

is provided by the services component (like when users download a file). Services are the way of 

communication between different components and application interaction via some form of 
Remote Procure Call (RPC). Data is collected back with the help of this application and call-back 

services. The content provider provides the facility for database handling and stores and retrieves 

data by using the relational database. Every type of content provider has different authorities that 
describe which kind of content it takes during its execution. Some of the components need to 

handle the SQL queries on the database like (INSERT, UPDATE, and DELETE) for content 

reading and writing. Content provides stores all the activities in the database record. 
 

The broadcast receiver component acts as the main box for sending and receiving messages from 

different applications, commonly in the Android OS application code broadcast messages to the 

intended receivers. The broadcast receivers thus subscribe to the procedures to receive the 
messages sent to them. 

 

 
 

Figure 2.  Android Application Permission [18] 

 

2.2. iOS Security Model 
 

Today iOS is also an effective and most widely used mobile operating system in the smartphone 

market. In the initial years of iOS, apple products were mainly used in Europe. Still, nowadays, it 
is also one of the widely used operating systems all around the globe, especially in Asia and 

Africa [19, 20]. If we talk about the security point of view, this mobile operating system provides 

security at the component and application levels. iOS offers one of the most robust security 
technology and features [21]. Apple iOS provides two types of security, both at the hardware and 

OS levels [22]. At the Low level of the operating system, firmware security features protect from 

viruses and malware attacks. High-level OS levels provide security of information at the app's 
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level access. That leads to preventing unauthorized use and helping thwart attacks provided on 
iOS. 

 

In Figure 3, the iOS operating security model secures information while mobile usage is enabled, 

other installed apps from different sources, and synchronization. The complete design is based on 
the international standard procedure—and an apple a lot of time for enhancing the security of its 

products and improving the plan without any effect on the security precautions. Apple strongly 

focuses on having done additional design work to improve its safety. The iOS security model 
consists of the following architectural design [23-27] 

 

System Architecture apple iOS is one of the best operating systems in terms of the boot loading 
process. Each step in the booting ensures the system is trusted cryptographically and signed by 

Apple itself. When the iOS is turned on the device, the application processor on the device loads 

the executable code from read-only memory called Boot ROM. The Boot ROM code has Apple 

Root CA public key, and this public key is used to authenticate Boot loader at the low level 
(LLB). Apple iOS assign this boot loader. It is the first step for the security measure by Apple 

iOS.  

 
When the Boot Loader for the low-level completes its assigned task, this loader has the built-in 

functionality to load the next stage of the iOS booting process, iBoot, which then loads the final 

set of the booting process book kernel. This whole boot process allows iOS to load on only 
validated apple devices. 

 

 
 

Figure 3.  The security architecture of iOS [25] 

 

Once the apple kernel is loaded, its next responsibility is to start and control all the user iOS 

processes and applications. Ensure that all of the apps need to be approved by the Apple iOS-



28         Computer Science & Information Technology (CS & IT) 

issued certificate [26]. Applications from the other sources must also be run and started by using 
the apple issue certificate.    

 

Encryption and Data Protection On iOS, the encryption and protection facilities are based on 

hardware and software technologies. Every iOS has a path between the phone's main memory 
and the ROM-based storage with the help of a crypto-based key called AES 256 based key to 

achieve a high level of encryption and security [27]. This SHA-1 cryptographic algorithm is 

implemented at the hardware level to improve safety for implementing the security overhead. 
When the Apple mobile processor is manufactured, this 256-bit key cryptographic algorithm is 

fed unique ID and group ID in this hardware device. There is a unique ID and a standard group 

ID for all the Apple products used in the market on every Apple device.  
 

Data protection is also an essential consideration in iOS, where all the user data is secure using a 

crypto key technology that is only used in the iOS platform. Whenever iOS need to secure users' 

data, it assigns a class to each segment. These class keys ensure when data needs to be accessed, 
and the key will unlock when information is accessed. When a new fine is created for the data 

protection, this data protection makes a unique key 256-bit in length; this key is based on a per-

hardware basis and then forwarded to the AES engine. This AES engine uses a key to encrypt the 
file for storing it on the flash memory by sing CBC coding scheme [28]. When the file is 

encrypted with the SHA-1 encryption scheme, an output file is created that is Initialization Vector 

(IV) and stored in the shift register. iOS device passcode is one of the data protection 
mechanisms and for accessing the device. Every iOS device is equipped with a four-digit 

passcode that the user device needs to enable on its mobile platform. The whole iOS device is 

protected when the passcode is enabled on the device. This passcode interacts with the UID. The 

start screen passcode security is to make the iOS much more secure, and when a user attempts a 
passcode, then every time makes it safe. If a user attempts all the password combinations, then it 

will take approximately 80 for each attempt [29]. Using this speed, users need to try all the 

passcode combinations for about five and a half years. There is a six-character passcode that will 
take, and for the nine characters, it will take two and a half years. If the user attempts all these 

combinations, they will make it more secure because no one can try all the combinations. So, it is 

tough to break the security of the iOS passcode with encryption mechanism.  

 
Network security including all other services iOS also provides network security services to its 

users. iOS provides authenticated, authorized, and encrypted communication between different 

devices over Wi-Fi and cellular internet services. iOS is less target for network attacks because of 
the limitations of ports and unavailability of the network firewall and other network utilities such 

as web servers, telnet, and shells. iOS uses its built-in encrypted apps for communication and 

other entertainment activities because these applications are very encrypted and authenticated by 
iOS users. These communication apps include FaceTime, iMessage, and iTunes. All the iOS 

devices are equipped with SSL and TSL layers for encryption of their data. iOS operating system 

supports three types of security measures [25]; Transport layer security, Secure socket layer and 

STLS. On iOS, all its internet-related applications like mail cylinder internet services and Safari 
use these types of encrypted communication mechanisms to ensure security between devices and 

the network. 

 
Device access, one of another iOS security parameters is device access, and every smartphone 

has its optionality to active passcode to access the User Interface (UI) of that particular device. 

iOS is built-in with a four-digit passcode to access its first UI interface. This four-digit passcode 
is highly encrypted, and hard to guess such type of encrypted passcodes. Users can also set long 

alphanumeric passcode from 4 digits to longer passcode because this longer passcode is hard to 

guess. Every iOS device has a configuration file called XML. This XML file is based on all 

system configuration settings like passcode policies, Wi-Fi settings, VPS settings, e-mail settings, 
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exchange settings, web clips, credentials and keys, and a lot more. If a user comes and deletes 
this configuration XML file, all system settings will be removed and need to re-establish all 

locations. 

 

2.3. Blackberry RIM (Research in Motion) OS Security Model 
 

One of the Operating systems for mobile platforms is Blackberry. This blackberry operating 
system is specially designed for the enterprise's use, and individual users in terms of 

confidentiality, integrity authenticity Blackberry operating system is developed by Blackberry Inc 

and called it Blackberry RIM (Research in Motion) for their Blackberry devices. It is not a multi-

platform operating system; it is only installed on Blackberry phones and smartphones [30].  
 

Blackberry operating system is an ultimately end-to-end platform for mobile devices [31]. Here 

we now discuss the security model used by the Blackberry operating system. It encompasses the 
following subcategories; protecting data, protecting work data on personal use devices, enforcing 

strong access control and managing devices 

 
Protecting data:  The fundamental component of the blackberry data transection is its security 

for both enterprise and individual use. Blackberry provides a built-in data encrypting mechanism 

that provides robust data security policies. It also protects and manages the applications and 

devices from end-to-end security of data. Fig 4 shows the blackberry enterprise security and 
application access from the blackberry enterprise servers. This US-based company protects 

against all types of illegal entry. Data using Blackberry is strongly encrypted, and corresponding 

encrypted key is also used within these [32]. 

 

 Messages and e-mail encryption are also handled by the Operating system using industry-

standard S/MIME encryption. This operating system uses the concept of tunnelling in which 
multiple encryptions are done during the transmission over the network, which leads to achieving 

a higher level of security for these devices [33] 

 

Enabling Work Data on Personal Use devices  

 

Protecting users' data is the critical and comprehensive part of mobile devices, but the device's 

operating system only provides this protection. Blackberry allows the user to establish a quick 
setup for password creation to secure the data from illegal access. In Blackberry OS, the 

Blackberry Balance is a registered application that provides the control employee's data, 

companies data security, control network connection, and many more features that this 

application contains to process [34].   
 

Enforcing Strong Access Control 

 
Blackberry OS provides multiple control access features like authentication, anti-counterfeiting 

manufacturing, and device protection. Authentication is also taken place in blackberry devices for 

minimum chances for data loss [35]. 
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Figure 4.  Blackberry enterprise security [36] 

 

This authentication is key based, where all of the keys are kept private and secure for data 

protection. Fig. 5 shows the Blackberry 10 operating system application and data access 
mechanism. Whenever a blackberry device is activated, this device has a built-in tool that is first 

generated and key. It then sends this key to the operating system's server for creating and 

authenticating by the OS Server. Then this server sends back a certificate for authenticating the 
client device. Blackberry uses the management root certificate for authenticating the certificate 

for accessing the web services and their contents. 

 

Managing Devices: Blackberry operating system is also one of the devices that can manage other 
devices like iOS, Android, and Windows phones. It has a built-in administration console to 

handle such a type of system. App of the managed application and data is secure from all the data 

and personal information applications. A trusted blackberry security model provides built-in 
security for blackberry devices apps developed to secure their private Virtual Private Network 

(VPN) [37]. Blackberry mobile device management is software used to connect and provide data 

sharing in a security manager for other operating systems.  

 

 
 

Figure 5.  Application and data access mechanism in blackberry OS [38] 
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2.4. Windows Operating System Security 
 

Windows operating system gained popularity from its desktop operating system, which provides 

a productive operating system for its users, and it is also now on the mobile platform [39]. At the 
start, Microsoft brought forward and developed windows seven operating systems for the Nokia 

smartphones. Later, they enhance user experience and get a new UI for their windows operating 

system, consisting of a 'Metro' based design. This new type of operating system supports the new 
kind of experience, which is multi-core processor support, high-resolution screen support, and 

also, most but not least, their more significant storage [40]. And the latest operating system is 

currently in use which is Windows 8.1 for mobile users [41]. 

 
The windows 8 phone consists of the following security measure taken by the windows 8 phone 

from a security perspective [42, 43]. 

 
Device Encryption: Windows phone provides complete internal protection against different 

attacks. Windows built-in BitLocker architecture gives full device encryption. 

 
Data Encryption: Data encryption is another security measure in windows eight phones which is 

very important from the data point of view. When data is encrypted in the device, no other device 

can collect that data because it does not support it. It also helps to provide authentication between 

communicating parties. 
 

Data Leak Prevention: Windows 8 phone has a built-in mechanism to prevent its data from 

leakage. So, Information Right Mechanism (IRM) is a way to avoid this type of information. 
IRM also protects e-mail and phone contents from illegal access from other devices and other 

applications on another phone. 

 
Digital Signature: Windows 8 phones also provide security from other applications using a 

digital signature. It also helps to authenticate the information from another party. 

 

 
 

Figure 6.  Windows 8 phone Application security model [41] 
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3. ARTIFICIAL INTELLIGENCE IN OS 
 
Recent developments in AI and electronic technology raised the demand for these technologies in 

a modern OS. All current OS have AI in their User Interfaces, Human Machine Interaction 

features, Hardware Technology, Communication, Application support, etc. Machine to Machine 

Communication is possible through global services such as Internet services and other related 
platforms. In Modern OS, the AI component have become necessary partly because it controls 

the user actions, change working with the incomplete scenario, control user actions, and work 

with unsatisfied, incomplete, and noisy input values [43, 42]. All modern OS contains the user 
interface with a compelling voice as an AI feature to process and respond without typing a single 

word.  

 

Besides all these, the advanced level of hardware technology also supports the next generation 
OS with AI features. The modern hardware contains new technology called AI on Chip (AI 

SOC). It includes AI sensors that effectively control the multi-user tasks with an effective 

computation environment [44]. Figure 7 contains such OS AI-enabled features. 
 

AI controls user Interfaces to enhance the working of the OS for users and interactive user 

programming and other related facilities. Different OS platforms govern the inputs for practical 
reasoning and system analysis, and good communication level features. There are several 

reasonable devices which enhance the total working performances [45]. Figure 8 shows the AI 

features for the Human User interface for handling all such types of interfaces. In figure 8, CLI is 

Command Line Interface, GUI is Graphical User Interface, AUI is Audible User Interface, and 
UGI is User Gesture Interface. 

 

 
 

Figure 7.  Operating Systems with AI features 
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Figure 8.  Evaluation of AI in OS User Interfaces 

 

4. DISCUSSION 
 

Every mobile operating system focused on Security, Data Protection, Authentication of users, 

Device Protections, Wipe of Device, Mobile Support, Concurrent E-mail management, Mobile 
Firewall Capabilities, Security Certifications, and Virtualization Security Certification based on 

descriptive technology.  Every mobile device manufacturer wants appropriate mobile operating 

systems for their mobile devices. Figure 7 shows the usage statistics of mobile phone operating 
system users around the world. This gives us a clear picture that active mobile users using mobile 

operating systems. Based on the analysis found in the study, we announced that the most 

significant number of users using Android. But based on the evaluation in figure 7, according to 

the security, the Blackberry mobile operating system is best suitable for users. On the second, the 
security of the iOS for Apple mobile devices takes the second number with the second number on 

the mobile device selection procedure. According to the report, the most number of attacks are 

found yet on android devices [46]. 
 

 
 

Figure 9.  Mobile Operating Users Statistics 
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We have four primary Mobile Operating systems that have existed till now for most smartphones. 
Descriptive research is applied to the gathered data from multiple online and offline sources. 

Based on the analysis and data collected from different sources, we conclude that every type of 

mobile operating system has its own security mechanism for its users to secure their data from 

different malware and attacks either from the internal system or from the external system.  
 

 
 

Figure 10.  Mobile Phone Operating System attacks 

 

Figure 7 describes the results based on our research. Based on our results, as Android is a free 

open-source mobile operating system, most of the data is handled by different programmers, 
changing its security. Apple iOS is, on the other hand, is another OS for mobile users, and it 

provides better security measures than Android because it is not open source. It offers better 

security as internal data, applications, as well as online security measures.  Few other operating 

systems give other security measures and provide a better user experience as Blackberry uses its 
type of security measures. We must assign parametric values to the data gathered. Figure 8 shows 

a complete descriptive research result that shows the security according to multiple parameters 

listed below. 
 

We compare our comparison based on the following security measures 

 
1. Built-in security 

2. Authentication 

3. Data Protection 

4. Device protection 
5. Application-level security 

6. Device Wipe 

7. Mobile device management 
8. Cooperate managed e-mail 

9. Support for active sync 

10. Device firewall 
11. Security certifications 

12. Virtualizations 
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Figure 11.  Cybernetic Comparison of Security Tools 

 

5. CONCLUSIONS 
 
Mobile Devices are remarkable inventions with more advanced Operating Systems with the most 

outstanding features for users to use in their daily and work purposes. Multiple applications on 

mobile phones extend the functionality of mobile phones. Technological advancements bring 
more elements to the smartphone with the penalty of features. This paper focuses on major vital 

points that are very helpful for the organization to adapt to the secure and well-groomed 

operating system from all of the operating systems in the market. Users of the operating system 

choose the best features of mobile devices with highlighted parts. All Operating systems of 
mobile devices effectively manage the processing power, unit of processing (processor), data 

storage and processing capabilities, network selection, and internet resource allocations. In 

support of security, the AI also enables multiple intelligence features in Mobile Operating 
Systems. AI controls the working of Mobile OS with its numerous features to get practical and 

under control. Users have some priority features when choosing the operating system from all 

operating systems in their interest. It's like an easy interface (user-friendly), secure, professional 
motions, multiple functionalities, official activities, entertainment, financial research, news. The 

priority of the OS design is to provide faculty to the users, so it controls and AI coordinates the 

user values and provides adequate user interface coordination. User priority is significant for 

choosing the best operating system for their personal use and their business purposes.. 
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ABSTRACT 
 

In the past few years, the internet and online social networks developed drastically, promoting 

the development of online learning programs. These programs provided opportunities for a 

digital learning experience that allows students to explore beyond what's taught in school. 

However, having a clear understanding of what topic might interest the user and motivate the 
user to further explore that topic is hard for both the user and the learning program. This paper 

proposes to create one centralized method of predicting what the user would be interested in 

and provide them with educational content recommendations. Our design builds upon the eye-

tracking techniques, which allows us to capture users’ eye movements, and object recognition 

achieved by machine learning, which allows us to examine the specific object that the users are 

looking at and provide data for the users’ interest analysis [3]. Our results show a success rate 

of 90% of analyzing what the user is truly looking at. We used our decision heuristic, etc. 

 

KEYWORDS 
 

Eye Tracking, Deep learning, computer vision. 

 

1. INTRODUCTION 
 

Moving into the next decade, individual interest and the inclusion of various communities 

became increasingly important when companies are designing products [1][2]. Content 

recommendation based on the analysis of these individual interests, as a result, grows more and 
more popular in many fields [3]. In the industry of entertainment, various companies use content 

recommendations to attract their users and keep them entertained [6]. In the industry of online 

shopping, content recommendations are utilized to help the customers discover their favorite item 
and increase the likelihood that an item is going to be purchased. In the advertisement industry, 

content recommendation has become one of the most important aspects to attract users to their 

potential interests. However, in the field of education, the potential of content recommendation 

has not yet been fully developed. While a person might not be fully aware of what they are 
interested in the most during their learning process, wandering on learning platforms aimlessly 

and browsing content from various topics is very time-consuming and not helpful in determining 

their path of interest. Analyzing their interest throughout their learning process by tracking their 
behaviors and recommending them on more topics based on the analysis, can direct the users to 

their interest and speed up the exploration process drastically. This project, therefore, attempts to 

build a content recommendation system based on analysis of users’ interests, aiming to provide a 
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learning experience that is intriguing to the users and allows them to further study and exceed on 
topics they are truly passionate about. 

 

Before the existence of the internet, advertisements, commercials on televisions and radios, and 

billboards were the only access companies had to market their products [7]. To improve its 
efficiency while bound by the technological limitations at the time, people started to deliver those 

advertisements by geographical interests, the first form of a content recommendation system 

based on users’ interests. Several decades later, some of the most popular methods of creating 
such a system focus on the analysis of users’ social networks and the construction of an 

evaluation system that categorizes different products for different needs [8]. These methods are 

heavily implemented in real life, making impacts daily. Entertainment platforms such as 
YouTube and Netflix rely heavily on their evaluation system that categorizes movies and videos 

into different genres, which in turn allows them to recommend to users similar products that they 

have been previously enjoying. On the other hand, social media such as Twitter and Instagram, 

while also implementing an evaluation system, also analyzes its users’ social network 
information. By portraying a social network graph, social media can capture users’ connections 

with each other, similar interests among a group of users. However, these techniques are never 

used alone. Companies such as amazon utilize a combination of the two, recommending users 
similar products they have previously bought based on their evaluation metrics of the products, 

and products favored by similar users through their analysis of the user's social network graph. 

These techniques are relatively cheaper and practical yet consist of disadvantages too. Programs 
utilizing these techniques, at best, can only give estimations of a user’s potential interests, 

because the data it is processing are all secondary data that does not directly represent users’ true 

intention, and sometimes waste time and effort marketing the wrong product to the wrong group 

[9]. 
 

In this paper, we follow the same line of research to construct an evaluation metric that can help 

us categorize our products and better deliver them to our users of similar interests. However, the 
process of determining the users’ potential interest is different from the existing ways elaborated 

in the former paragraph. Here, we took a more direct approach, extracting information regarding 

the users’ eye movement utilizing eye-tracking equipment, and a video that the users are 

watching [4]. We then process the video through a machine learning model, recognize the objects 
occurring in the video, and analyze the objects that the users’ eyes are focusing on, in turn 

predicting the users’ potential interest. As human eye movement is a way to express their 

emotion, this method is a more direct way of predicting users’ potential interest and delivering 
them similar products. In the future, there are many ways in which this concept can be put into 

practical use and benefit our community. In the field of education, this technique can help 

children develop their interest and explore their topics of interest at a young age and help them 
learn about vocabularies by staring at different pictures corresponding to different words. 

 

In two application scenarios, we demonstrate the practicality and accuracy of the model in terms 

of predicting the user's interest after watching a video. In the first experiment, we tested our 
model after adjusting the parametric to analyze its performance at recognizing objects in the 

video. We make amends to the number of batches the model is trained on, the number of epochs 

the model will iterate through, and train the model with a dataset with different sizes [10]. Its 
accuracy is shown by the graphs and data collected after the experiment. In this case, the model 

yielded a result of over 80% of accuracy and around 90% of precision. In the second experiment, 

we tested the practicability of the model when analyzing the users’ interest through the data 
collected when they are watching the video. A questionnaire to the users is performed after the 

model makes its prediction, to reflect on the percentage of error between users’ intended interests 

and the prediction. By linking the program to the Google search engine, the program reached a 

considerable amount of accuracy at predicting users' interest and recommending them further 
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content of interest. The model indeed exhibits a percentage of error that is not negligible, and 
future adjustment of the evaluation metric will likely solve this problem. Through the above two 

experiments, we can show the accuracy and practicality of the program, given its performance on 

object recognition and user interest analysis. We are also aware of the necessary future 

improvement to withstand every scenario. 
 

The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we 

met during the experiment and designing the sample; Section 3 focuses on the details of our 
solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the 

relevant details about the experiment we did, following by presenting the related work in Section 

5. Finally, Section 6 gives the concluding remarks, as well as points out the future work of this 
project. 

 

2. CHALLENGES 
 

To build the project, a few challenges have been identified as follows. 

 

2.1. Implementing/combining the YoloV5 established model into the rest of our 

codebase can often lead to issues 
 

Integrating other pre-developed programs into our code can be both very time-consuming and 
troublesome. The YoloV5 libraries that we are using have pre-built programs that perform object 

detection. To extract information for our use in the eye-tracking system, it is necessary to make 

adaptations to both systems, which requires a lot of work [5]. Generally, the solution is to write 

the program around the libraries that we intended to integrate into our system. In our case, 
however, the eye-tracking program that we built is a new system. Our solution to this problem 

then is to scan through the YoloV5 library, interpret the functions of its code, and make changes 

to its scripts to integrate it into our eye-tracking system. 
 

2.2. Designing a content viewing tracking system with the mouse and human eyes is 

tough to do without it being slow/hard-to-use 
 

Building a real-time content viewing tracking system is very hard because object detection 
consumes a lot of time and that leads to a sub-optimal user experience. Real-time object detection 

is often too slow for proper viewing experiences due to constraints in hardware. If a real-time 

tracking system is implemented, frames of the videos will drop significantly, leading to negative 

user experiences. Generally, there are several solutions to the problem. On one hand, we can add 
more computational power, such as multiple processors, to the system to support the calculation 

needed for object detection or find better algorithms that improve the efficiency of the program. 

On the other hand, we can pre-process the video to not cause the slow-down from real-time 
object detection. Due to our limitation in hardware resources and the intended purpose of this 

program to be publicized, we decided to pre-process the videos and implement a real-time eye-

tracking system, so that the user is ensured fluency in their experience without requiring too 

much computational power. 
 

2.3. Designing a decision heuristic network requires a lot of training and 

adaptations to accurately analyze the user's interests 
 

Due to the inconsistency of Users’ behavior, decision heuristic networks will need a lot of data to 
adapt to various conditions. In our real-time eye-tracking system, data regarding users’ eye 

movement must be captured in real-time and analyzed. It imposed a challenge for us to grasp the 
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data and analyze it in a way that is not too time-consuming to affect user experiences. Generally, 
to solve the problem the data of users’ eye movement are recorded and analyzed at the end of the 

video, so the analysis will not affect the user experience. In addition to the collection of the data 

and an overall analysis of the data at the end of the video, we built a user interface using Tkinter 

that allows us to create a display right next to the video, displaying the result when the program 
performs real-time interest analysis. 

 

3. SOLUTION 
 
The system is a user interest analysis system based on object recognition and eye-tracking 

techniques. The system integrates the yolov5 machine learning model to perform object detection 

on the videos and output the video’s corresponding data. The model is trained on various topics 

of interest, to perform accurate object detection on videos regarding those topics. This object 
detection is then pre-run before creating the system to decrease real-time object recognition 

delays. When the users begin to interact with the video and give input with their eyes or the 

mouse, the system then retrieves the corresponding datasets of the video acquired during the pre-
running process and monitors the users’ eye or mouse movements. While the user is watching the 

video, the system will be responsive to the user’s eye movement/mouse movements, the objects 

they are currently looking at by referring to the corresponding datasets and giving real-time 
recommendations to articles and web links based on the objects. In addition to the real-time 

recommendations, the system also records users’ eye or mouse movements and performs overall 

analysis at the end of the video, to give more accurate suggestions based on a heuristic network. 

The system also provides a modern user interface and convenient function for users to manipulate 
the system and grant them a great user experience (See Figure 1 for the system’s overall 

structure). 

 

 
Figure 1. An outline of the Interest Analysis System 

 
To train the model, we searched for videos of different topics of interest such as biology, 

astronomy, rocket science, and extracted frames out of those videos as our training set using 

OpenCV libraries. We also added additional distorted versions of the images to create a stronger 
dataset using a tool called Roboflow. We then hand-labeled the images, generated a yolov5 file, 

and trained the model with it. To output the video’s data during the pre-running process, which 

contains the bounding box information of the objects, we made changes in the yolov5 file and 
extracted that information to a separate text file. To achieve real-time interaction between the 

user and the system, we built a python application using Tkinter and OpenCV, which provided 

convenient library features to track the user’s eye or mouse movements and integrated the Tobii 

eye-tracking system into the application, which allows us to access data regarding the users’ eye 
movements. We also made adaptations in the yolov5 files so that every time the system detects a 

change in the users’ eye or mouse movements, it refers back to the text file generated during the 

pre-running process, access the bounding box information, and determine the objects the users 
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are currently looking at. To achieve real-time recommendation, we integrated google search into 
the function so that when the program receives data of the objects that the users are looking at, it 

looks for information regarding the objects on google and shows five web links, based on their 

popularity, in the application. The links are integrated into a clickable label and the user will be 

able to access the web link instantly as they are looking at the object. To make this process more 
efficient, we also built a dictionary that keeps track of searched items, and their corresponding 

search results, and make sure that no repeated work has been done to interrupt the users’ 

experience. The program also stores the data to the end of the video and performs more 
sophisticated analysis on the users’ eye movement, in terms of the percentage of the time the 

users are looking at a specific object, or how many consecutive seconds the users are looking at a 

single object. The users will be able to access such data through a stats button. This information 
is also utilized by the recommendation system to produce a more personalized recommendation 

regarding the users’ major interests. Finally, to make the UI modern and convenient to use, we 

designed the layout of the application, so the widgets are aligned with each other to bring comfort 

to the users aesthetically. The media player occupies most of the screen space in the application, 
and the real-time recommendations and the data appear on the right column of the application. 

There is also a list of videos the users can play at the bottom of the application. These features 

add to the simplicity of the application and make it easier to interact. 

 

 
 

Figure 2. A screenshot of the application 
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Figure 3. A segment of the code that allows the program to track users’ eye and mouse movements 

 

 
 

Figure 4. A segment of the code that streams the video 
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4. EXPERIMENT 
 

4.1. Experiment 1 
 

 

 
 

Figure 5. Result of the experiment 

 

After adjusting the parameters multiple times, the results show that a relatively lower number of 

batches and a higher number of epochs will result in the most optimally trained model for our 
experiment. We initially started training the model on only 1 batch and 10 epochs, yielding an 

accuracy of at most 10%. When we tried to train the model with over 16 batches, the program 

crashed due to the limitations of our hardware. Eventually, we decided to increase the number of 
epochs and keep the number of batches around 16. As the number of epochs increased, accuracy 

and precision improved and when the number of epochs reached 100, the model yielded a result 

of over 80% of accuracy and around 90% of precision, which is a major improvement over our 

initial trial. The accuracy and precision of the model only showed slight improvement when the 
number of epochs increased over 100. 

 

Finding training metrics that result in the most optimally trained model allows us to train our 
model with more unique objects with higher object recognition accuracy, eventually improving 

the overall accuracy at analyzing users’ interests. We trained on the model with a specific dataset. 

We adjust the parametric regarding the number of epochs and batches we are training the model 

on and analyze the performance of the model when the training is complete, and tests are 
performed on the model. Tests are performed multiple times each time we adjust the parametric, 

to ensure that the outliner will have a lesser impact on the overall result. 



46         Computer Science & Information Technology (CS & IT) 

4.2. Experiment 2 
 

With higher accuracy at analyzing users’ interests, the system will be able to produce more 

sophisticated and personalized recommendations, improving users’ experience when interacting 

with the system and having a further understanding of their interests. 
 

To measure the system’s extent of success in analyzing the users’ interests, we run the system 

and record how accurate the program is at tracking users’ eye or mouse movements and 
recognizing the objects they are focused on. Analyzing the program’s success at cultivating 

interest and the relevance between the system’s recommendations and the users’ real interests is 

done by user feedback. 
 

When interacting with the system, the program shows major success at tracking the users’ eye or 

mouse movement quickly and accurately, in turn allowing successful object recognition. The 

program’s interpretation of the users’ interests, however, wasn’t as successful. At the end of each 
video stream, I usually found 40% of the suggestions that the program interpreted as my interests 

corresponding to my real interests, partly since the correlation between what the users are looking 

at and their real interests aren’t always stable, and people’s interests can be affected by measures 
other than their vision. The weblinks that the program provides also show low relevance between 

the links and the users’ real interests, primarily because we are choosing the most popular web 

pages that have low correspondence to personal background. 
 

Based on the two experiences we have done; we can prove that our solution has both stable 

performance and high accuracy. 
 

5. RELATED WORK 
 

In this article, the team utilizes SNS (social network service) data and eye-tracking data to create 

a preference metric, and yield user preferences for categories [11]. While this research leans more 

on the analysis of SNS data using eye-tracking techniques, my work focuses primarily on the 
eye-tracking data extracted directly from the media by detecting the objects the users are looking 

at using machine learning. Compared to their work, my research proposed a more direct approach 

toward user preference analysis but overlooks the effect of SNS on user preference analysis. 

 
In this article, the team attempts to achieve accurate event detection, that is, the process of 

analyzing event streams to recognize the event types [12]. They implemented machine learning to 

train the classifiers and performed event detection based on the classifier. Compared to their work, 
my research approaches event detection by pre-training the media that the users are looking at, 

and yielding results based on their eye-movement data. My work is more efficient in terms of 

time, however, less flexible when performing live updates. 
 

In this article, the team utilizes analysis on the shape and the color features of the objects to 

achieve object detection [13]. The team extracts the length=width ratio as the shape information 

of the object and extracts the color histogram to determine the color of the object. Eventually, a 
video surveillance system is implemented. While they focus on the color and shape of the objects 

to achieve object detection, my project focuses on the heaving training and the large dataset built 

into the system, which allows it to extract features itself and classify the object based on those 
features. My work is more accurate and more flexible, however, requires a lot of data training 

[14]. 
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6. CONCLUSIONS 
 
In this project, we proposed a way of analyzing users’ interest while browning videos and articles, 

by constructing a program that can analyze users’ eye movement on the screen and recognize the 

objects their eyes are focusing at through implementation of the Yolov5 machine learning model 

and the use of eye-tracking equipment. Through real-time recommendations and post-video 
analysis, we intend to provide the users with a comfortable and personal entertainment 

experience while exploring their field of interest. The program will also implement a modern user 

interface, so it is suitable for everyone. In this project, we designed two experiments to evaluate 
the success of our program. We tested its accuracy at recognizing objects in the video by training 

the model with different parametric, specifically the batches the model is running with and the 

number of epochs the model will be trained on. We also managed to measure the margin of error 

between the model’s prediction of the user’s interests and the user's real interests by performing a 
set of questionnaires to the users after the program delivered them recommendations. The result 

of these two experiments proved the effectiveness and the practicality of the program. The 

program was able to recognize objects at a precision of over 90% and an accuracy over 80%, it 
also predicts users' interests at a considerable accuracy, over 50% accuracy on average.  

 

However, current limitations of the program exist and are not negligible in the future 
development of the program. Due to hardware limitations, the machine learning model is not able 

to train on many batches, which in turn undermines its accuracy at performing object recognition 

[15]. The program is also limited in its current prediction of user’s interest, and with the 

percentage of error displayed from the experiments, The program will not exceed other measures 
to analyze users’ interest. Currently, there still exists a gap between what the user's real intentions 

are when watching the video and what the program interprets the users’ eye movement as an 

indicator of their preference. 
 

To make sure that the application’s hardware requirement is comfortable and affordable to the 

majority, we will tackle the technical limitations by controlling the quality of the training dataset 
and possibly replacing our current machine learning model to reach a higher accuracy when 

recognizing objects from the video. We will also begin to construct evaluation metrics using 

machine learning in the future to process users’ eye movement data and give them more 

reasonable recommendations based on the processed data. 
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ABSTRACT 
 

Many times when we create any design or drawing on a digital platform, we face the problem 

that lines we created couldn’t close up the shape correctly [1]. When we use the paint bucket 
tool, it fills the whole screen up with one click, and we need to re-look through the whole design 

again to find where it wasn't closed up correctly, not only taking up much of our time, but it’s 

also very annoying. By determining a rule for whether or not a shape is completely closed or 

open, this application checks whether the shapes we created were closed by going through each 

pixel and detecting if there are holes around it [2]. The application could be provided for 

anyone creating 2d designs on a computer whether for hobby or job, to save the time looking 

through the whole design again and find the errors with much time are really tiny. 
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1. INTRODUCTION 
 

As using any designing app that includes a tool to select or fill an area, the tool such as paint 
buckets often would take account of any tiny holes on the outline. This, in return, messes up the 

whole design by filling up or selecting not only the area wanted, but also the whole opening area 

connected to that tiny opening. When this occurs, you need to adjust it by hand, whether through 
erasing or finding and closing up the opening yourself, as it’s more annoying to fill in the area 

using a pen tool which may draw on top or over the outlined shape [3]. And because of this, you 

often have to look through everything in the image to find the location of the problem, a process 

that could be even more difficult when the complexity of the design increases [4]. This is 
opposed when people have to look through the whole canvas and in the end find the opening at 

the smallest tip over, for example, the character’s hair.  Maybe over time people could get better 

at making designs to make no holes on the outline, but it’s a common problem for most people 
who weren’t trained for years, and they often thought they have completed their design, only to 

find that when filling in the desired color, the whole page is filled up with the color, and possibly 

covering other work they have already done. This can speed up the process of creating designs by 
letting people not put too much of their mind on finding problems in the closure of their design, 

and allow for more advanced novice design [5]. 

 

Some of the techniques and systems that have been proposed until now repeat and draw out 
existing shapes that allow the user to input their drawing into the program and draw the shape 
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out, providing a canvas that allows the user to edit [7]. However, this implementation was limited 
as the user could only see the shape they drew. Furthermore, various other software applications 

only assist the process further by giving the user the tools to manually fix the problems with the 

image. This doesn’t actually help the user with the original problem they had of wanting to fix 

their shape, but instead just draws what the user gives and asks the user to fix and find the 
problems themselves [8]. Tools such as Onshape and Goodnotes provide these useful tools, but 

do not provide fixtures to incomplete shapes. They only support fully closed shapes. 
 

In this paper, we follow the same idea that helps the user make their shape more complete for 
further steps in creating their art. In this case, we have decided to utilize pixel art, or art that is 

drawn using single pixels that connect to form a complete image, for the drawings that are 

checked in the program. Instead of providing tools for users to manually do the drawing 
themselves, we first check their image for pixels in the shape that do not connect to other pixels, 

forming an incomplete shape. We implement a steady algorithm to check eight different 

directions that adjacent pixels can be from any given pixel in the image. Second, we tell the user 
where the problems are located in their image. In other words, we describe which pixels are not 

connected to other pixels in the image that cause our shape to be incomplete. Third, we help them 

fix their problem by filling in any gaps that they missed in their pixel drawing. We implement a 

similar algorithm to the one that determines completeness or incompleteness of a shape; however, 
we use this algorithm to now determine a start point and an end point to which a line will connect 

the two incomplete pixels from. 
 

We used the graphing calculator to plot out all the coordinates that our program went through that 
determined the shape’s pixels in a given image. With this graph, we saw what pixels were 

analyzed and how they were interpreted, and how closely it was to our predicted result. In terms 

of how the pixels were interpreted, we were using the graph to see if the program could extract all 
the colored pixels that we were supposed to analyze (this could be easily proven to be correct 

with closed images, since any gaps would prove an incorrect analysis and/or extraction in the 

program). If the plots on the graphing calculator are the same shape from the original picture (i.e. 

the coordinates on the graphing calculator match given coordinates extracted from the image in 
the program), we have proven that we can determine whether the shapes were closed or opened. 
 

The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we 

met during the experiment and implementing solid tests that check for the overall correctness of 
our project; Section 3 focuses on the details of our solutions corresponding to the challenges that 

we mentioned in Section 2; Section 4 presents the relevant details about the experiment we did, 

following by presenting the related work in Section 5. Finally, Section 6 gives the conclusion 
remarks, as well as pointing out the future work of this project. 
 

2. CHALLENGES 
 

In order to build the tracking system, a few challenges have been identified as follows. 

 

2.1. Avoid Confusion 
 

When implementing file-opening components in a program, we want to make sure that the file 
we open is the one we desire to check its shape for. To omit this confusion, we name our files 

specifically beforehand, naming them “complete”/open or “incomplete”/closed [6]. In real-world 

terms, the user will not know whether or not their shape is open or closed, and they are going to 

want the confidence of knowing that it is their shape that is being checked (not some other file); 
that is why they will use our application to check their shape. However, we use the os Python 



Computer Science & Information Technology (CS & IT)                                    51 

 

library, which guarantees file safety measures to ensure 100% accuracy regarding opening the 
correct file. 
 

2.2. Identify the Pixel 
 

For the Pixel Fixer design we made to close the opened shapes, we wanted to make sure that 

there are no pixels in the shape that do not meet the adjacency requirements (2 pixels adjacent). 

To identify a pixel to be an open pixel, the program checks for an adjacent pixel in eight different 

directions; if the number of adjacent pixels is less than two, the pixel was identified as an 
incomplete (or open) pixel. To make sure the pixels that were connecting are the incomplete 

pixels, we initialize an empty list and append each pixel that is identified as incomplete pixels 

into this list. When the user clicks to complete the image, the turtle object is placed at the first 
pixel in the list within the GUI and the program will go to the closest pixel. Once the turtle pen 

finishes its job of drawing, the program indicates a complete drawing in the GUI (there are no 

gaps in coordinates, and this is where incomplete images are most prominently indicated). 
 

2.3. Make Sure the Image is Complete 
 

In the program, we must make sure that an image that was identified as complete is actually a 
complete shape. The program will scan and record the coordinates of each pixel into an empty list 

that has a color that isn’t white (this is supposed to be the color of the canvas). The program will 

go through every pixel in the list and check for the eight adjacent directions and see if these 

pixels are in the list of colored pixels. The pixel could only be identified as a closed pixel if two 
or more pixels adjacent were colored, and a shape will only be identified as closed if all pixels 

were identified as closed [9]. And when the shape was identified as closed, the program will then 

go on and display that the shape is a closed shape. 
 

3. SOLUTION 
 

Pixel Checker is an application that utilizes python libraries including turtle and tkinter. The Pixel 

retrieving component includes implementation of the PIL library, which is an image-based library 

used for photo-related data retrieval. The program, after retrieving the file in jpg format, goes 
through each pixel in the image using a for loop, and if a pixel’s color isn’t equal to white, or 

0,0,0,0, the program will append the coordinate x and y of the pixel into a list for other parts of 

the program to use (this means that every coordinate in the list is represented as a tuple). Once all 

pixels have been retrieved, the program goes through a pixel checking process, which goes 
through each pixel to see if there are two pixels that are adjacent to the current pixel in the list. If 

a pixel has less than two colored pixels adjacent to it, it will be identified as an open pixel, and 

will be handled accordingly to fix the shape. The program only indicates a shape to be closed if 
and only if all of it’s pixels are closed pixels; otherwise, the program indicates that the shape is 

open. The shape drawing component implements the turtle library, where the turtle will draw out 

lines when it’s commanded to put it’s pen down, it is implemented so that it puts its pen down as 
the first pixel of the list of colored pixels, and goes through all the pixels that were colored. Each 

pixel that was drawn was appended into another separate list to ensure the turtle didn't go on to 

redraw any pixel that was drawn. The shape fixer is similar to the shape drawer, in the sense that 

it goes through a list of pixels to move the turtle to its indicated location. Only in this component, 
however, the program goes through the list of opened pixels and draws it to the closest colored 

pixel to close up the shape. While there is a small portion of information being displayed onto the 

Console after drawing the image, the visual parts of the program that displays the drawing were 
put together with the GUI using the tkinter library (from a turtle screen).The GUI utilizes the 

screen with buttons for the user to interact with. The user can upload and select an image from a 

drop down menu. When the user clicks on the check image, the check image and draw image 
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functions will be enacted to check the image for its closeness, and send an error message when 
there wasn’t an image chosen. The program will draw out the image first, and if the shape is not 

closed, a pop up window will appear to tell the user that the shape isn’t closed, and the user can 

click on the fix image button to fix and redraw a complete shape. Once the shape was identified 

as completed, a button will appear and show how the program goes through and check all the 
pixels of the image. After this, the program resets, the user can select another image to check. 
 

 
 

Figure 1. Overview of the system 

 

 
  

Figure 2. Code of class GUI 

 

 
  

Figure 3. Code of draw shape 
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Figure 4. Code of enumerate 

  

 
 

Figure 5. Code of pixels that make up shape 
 

4. EXPERIMENT 
 

4.1. Experiment 1 
 

We check for every pixel in the picture that was colored (a pixel with a different RGB color value 
than the background’s RGB color value). The program will go through each one of the shape 

pixels, and for the current pixel that we are checking, we check for the adjacent pixels around it 

(8 different directions). If there are two adjacent pixels to the current pixel that are in the shape 

pixels list (and thus meet the RGB value specification), we continue to check the next pixel in the 
list of shape pixels. If there is a pixel in the list of shape pixels that does not have two adjacent 

pixels to the current pixel that are in the shape pixels list, we end the function and the shape is not 

complete. If all of the pixels in the list of shape pixels meet the specified requirements, we can 
indicate that the shape is complete. 

 

Using a professional graphing website: Desmos, we can specify all of the coordinates from the 

shape pixel (after projecting the coordinates in the program) to prove that there are two adjacent 
pixels in the direction. In the graph, the distance from each adjacent pixel should be no greater 

than 1 coordinate point away from each other. 

 
That is, for a pixel, pixel1 that is adjacent to the pixel, pixel2, we expect that the distance 

equation below should follow for all of the pixels in the list of shape pixels: 
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Distancei ≤ 1,  or: 
|pixel1(x) - pixel2(x)| ≤ 1 or |pixel1(y) - pixel2(y)| ≤ 1  

Coordinates from square_complete.py that are in shape_pixels list: 

[(20, 20), (20, 21), (20, 22), (20, 23), (20, 24), (20, 25), (20, 26), (20, 27), (20, 28), (20, 29), (20, 

30), (20, 31), (20, 32), (20, 33), (20, 34), (20, 35), (20, 36), (20, 37), (20, 38), (20, 39), (20, 40), 
(21, 20), (21, 40), (22, 20), (22, 40), (23, 20), (23, 40), (24, 20), (24, 40), (25, 20), (25, 40), (26, 

20), (26, 40), (27, 20), (27, 40), (28, 20), (28, 40), (29, 20), (29, 40), (30, 20), (30, 40), (31, 20), 

(31, 40), (32, 20), (32, 40), (33, 20), (33, 40), (34, 20), (34, 40), (35, 20), (35, 40), (36, 20), (36, 
40), (37, 20), (37, 40), (38, 20), (38, 40), (39, 20), (39, 40), (40, 20), (40, 40), (41, 20), (41, 21), 

(41, 22), (41, 23), (41, 24), (41, 25), (41, 26), (41, 27), (41, 28), (41, 29), (41, 30), (41, 31), (41, 

32), (41, 33), (41, 34), (41, 35), (41, 36), (41, 37), (41, 38), (41, 39), (41, 40)] 
 

 
 

Figure 6. Square 

 

For every pixel in the graph, there are two pixels in an adjacent direction with a distance (based 

on the formula above) of exactly 1; and thus, we have proven that the shape is complete [10]. 
 

4.2. Experiment 2 
 

If the shape was identified as incomplete, (in other words, there is one pixel that did not have two 

adjacent pixels that were in the shape), a method in the shape checker known as draw_pixel is 

called. In this method, we start by storing all of the incomplete pixels to a separate list (this step 
is very similar to the is_complete_shape method; except now we are taking into consideration the 

incomplete pixels rather than the complete pixels). Using the GUI, the method will go to the 

specified coordinate of the first pixel in the list. Using a turtle, the turtle object goes to this 
coordinate. Next, the method moves onto the second pixel (the last pixel that is incomplete in the 

image), along with the turtle object moving forward to the specified coordinate in the GUI (it’s 

important to note that the pen is down (turtle.pendown(), so there is a line being drawn from the 
first pixel in the list of incomplete pixels to the second pixel in the list of incomplete pixels). 

Once this line connects the two pixels together, we can then identify the shape as being complete. 

We know this to be true because for every x-y coordinate in the path of the line that was drawn, 

we assume there to be a coordinate in place so long as there are no gaps in the GUI within the 
shape’s figure at this point. 
 

Using a professional graphing website: Desmos, we can specify all of the coordinates from the 

shape pixel (after projecting the coordinates in the program) to prove that we have properly 
identified the two pixels that are open (incomplete). Open pixels are specified by the following 

requirement: 

For every open pixel i in graph G: 
∑(adjacent pixelsi)≤ 1, 

(Distancei  from any non adjacent pixel) > 1 
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[(34, 25), (34, 26), (34, 27), (34, 28), (34, 29), (34, 30), (34, 31), (34, 32), (34, 33), (34, 34), (35, 
34), (36, 34), (37, 34), (38, 34), (39, 34), (40, 34), (41, 34), (42, 25), (42, 34), (43, 25), (43, 34), 

(44, 25), (44, 26), (44, 27), (44, 28), (44, 29), (44, 30), (44, 31), (44, 32), (44, 33), (44, 34)] ; 

coordinates for the line: (34, 25), (42, 25) 
 

 
 

Figure 7. Desmos graph (screenshot after the line is drawn) 

 

 
 

Figure 8. Desmos graph 2 

 

We wanted to prove for the pixels that met the adjacency requirement, and based on the graphs 
for the image, that you can see these pixels have two other pixels adjacent with a distance on the 

graph next to each other equivalent to 1. For the pixels that did not meet the adjacency 

requirement, we can see that they have only one adjacent pixel with a distance of 1. The program 

identifies the two incomplete pixels, and it will draw a line between them (in the GUI we draw a 
connecting line between them). We have proven the summations of adjacent pixels for open and 

closed pixels, the distances for adjacent pixels for open and closed pixels (and how they 

determine a closed shape overall). 
 

Through the experiment, we have proven that the program succeeds in determining whether the 

shape is closed or open, and how it could identify which pixels need to be connected with a line 

to close up the shape. The program will identify whether two of the pixels adjacent with a 
distance of 1 were colored to determine the pixel to be closed.  

 

For example, the completed square could be identified correctly when every pixel in the shape 
has two adjacent pixels with a distance of 1; this requirement means that all of its pixels were 

complete. 
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In the incomplete square the program can identify the incomplete pixels (i.e. with only one pixel 

adjacent to it with distance of 1), and can draw a line from both pixels to connect them. The line 

drawn has no gaps (because a line is simply one solid shape that connects to the shape). And 

because a shape connects to another shape to close any gaps (and thus create another adjacent 
pixel with a distance of 1), our shape is complete after the line is drawn. 

 

5. RELATED WORK 
 

Utilizes previously written data to fill in image gaps [11]. As stated in the article, “Based on the 

assumption that the same-class neighboring pixels around the un-scanned pixels have similar 

spectral characteristics, and that these neighboring and un-scanned pixels exhibit similar patterns 
of spectral differences between dates, we developed a simple and effective method to interpolate 

the values of the pixels within the gaps”. They are attempting to fill in image gaps by selecting 

certain pixels. Given that they are searching for a similar pattern to fill in image gaps (scanned 
and unscanned pixels), we are searching for a similar pattern to fill in image gaps (pixels that 

meet a specific adjacency requirement to be determined as closed or open pixels). They are using 

a different form of technology to retrieve the pixels (they use Landsat ETM+, while we used a 

method of pixel extraction). And the images that they are testing are quite different as well (they 
use SLC-off ETM+ images, while we use .jpeg images created from a individualized pixel-focus 

drawing platform: pixlart). We can assume that they possibly used thousands of pixels, while our 

implementations, while they can handle this quantity of pixels, only used a few dozen. 
 

The research tests how open and closed shapes affect the trend of judgement regarding the 

processing of shapes [12]. This research determines open and closed shapes for parts of their 
experiment. Rather than judging on whether the shape is open or closed, this tests how the open 

or closed shape affects the running time of finding a target that is a particular open or closed 

shape. 

 
A method in Java attempting to extract edge end pixels for further image analyzing to link two 

edges together [13]. The research extracts pixels from images through methods focused on 

direction sensitives, as well as linking edges together from 2-d images (the edge segmentation on 
theirs, the line drawn on ours). The research was based on Java, while ours is based in python. 

This research focuses on analyzing the directions that the two edges are facing from each other, 

while our research gathers the information regarding the two edges without further analysis 

(simply draws a connecting line between the two). 
 

6. CONCLUSIONS 
 

The pixel checker utilizes a method to extract all colored pixels in a shape, and then holds on to 
certain pixels (the ones that make up the shape we are checking for) based on their RGB value 

[14]. The program will append all pixels into a list, and check through each of them. If each pixel 

has two pixels adjacent to it in any of the eight different directions horizontally, vertically, or 

diagonally (up, down, left, right, up-left, upright, down-left, or downright). If all the pixels in the 
shape meet this requirement, it will be identified as a closed pixel; otherwise, the pixel will be 

identified as open. The program will tell the user whether the shape is closed or not (using the 

specified method), and close the shape when it isn’t. The program will close an open shape by 
appending all the open pixels into a separate list (in our experiments, there is a total of 2 pixels in 

the simple pixel-art based images). Then, we use a turtle.pen object to draw through all open 

pixels in the shape by going from the first pixel to the second pixel, which results in a line being 
drawn. Once the line is drawn, we have no pixels without two adjacent pixels in our shape, and 
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thus we can conclude that we have closed an open image. Using images drawn on pixlart, we 
used the shape’s pixels and plotted them on a graphing calculator. If the adjacency rules specified 

above in the experiments are met in the plotted points on the graph and in the coordinates in the 

program, we expected the results for both to determine closed shapes (our program would 

indicate this, while we would investigate every coordinate manually on the graphing calculator). 
For open shapes, we wanted to compare the two edge points (the two points that did not meet the 

adjacency requirement). If these two points did not meet the adjacency requirement manually by 

checking the graphing calculator and in the program, we can determine that our program 
correctly checks for both open and closed shapes. 

 

For now, our program only draws lines through the pixels that are open, and cannot go back to 
check if the shape could be completed correctly. Our current program can only run simple pixel 

art images (our pixel checker’s adjacency requirements allow us only to check for images with 

shapes that have two pixels adjacent to them without the possibility for more than this amount 

with complete accuracy). The current fixing method only closes up the shape by drawing a line 
that connects the two points together that are open. In terms of optimizing our program, we 

currently use brute-force to check for all of the given coordinates in our list of shape pixels. We 

have not implemented a dynamic-programming related concept nor a recursive algorithm to work 
our way through all of the pixels in the shape [15]. Doing so would drastically reduce the overall 

running time of the algorithm for the shape checker. 

 
In the future, we could implement machine learning into the program to allow more advanced 

techniques to draw the pixels in our image and allow for more optimized solutions to fix open 

shapes. This will allow our program to handle more complex images, and to further our 

adjacency requirement for a higher accuracy rate on more complicated images (and hence we 
could possibly run this program on images that are not just single-pixels). 
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ABSTRACT 
 

Artificial intelligence technology is based on design of machine or computer application that 

mimic human intelligent. Use of artificial intelligence in teaching and learning in civil 
engineering is a welcome development. This paper presents a conceptual framework of 

Artificial Intelligence Systems for Teaching, Learning, and administration of in Civil 

Engineering education. The proposed system is to be designed using the following tools: 

Extensible Markup Language (XML) to develop the GUI, Hypertext Pre-processor (PHP) for 

the web user interface (WUI), APACHE for middleware, MYSQL for database design, and UML 

will be used to visualize the design of the system. If the system is developed and implemented, it 

will go a long way to advance teaching and learning, and educational administration in civil 

engineering profession. 

 

KEYWORDS 
 

Artificial Intelligence, learning management system, Civil Engineering, MYSQL, Genetic 

algorithm. 

 

1. INTRODUCTION 
 

Artificial intelligence (AI) has been developed through research since 1956 and was firstly used 

at the meeting held in Dartmouth College United State of America [1]. This was developed as a 

comprehensive discipline based on the teamwork of various kinds of disciplines, such as 
computer science, cybernetics, information theory, psychology, linguistics, and neurophysiology 

and civil engineering. It can also be refereed as a branch of computer science involving research, 

design and application of intelligent computer [1], [2]. Technological development products and 
establishment of relevant theories where people can progress is the aim of (AI) while its objective 

is to explore how to imitate and execute some of the intelligent function of human brain and other 

relevant technologies [3] Artificial intelligence is playing a critical role in civil engineering 

allowing for substantial increases in automation, directing digitalization and intelligence, 
reliability and performance by establishing an active connection between physical and digital 

construction [4], [5]. AI rise and fall in the 1950s before making great progress with the 

development of the fifth-generation computer in the 1980s. AI research by a single intelligent 
agent began to turn to the study of distributed artificial intelligence based on network 

environment in the 1990s where new upsurge of the research of artificial intelligence: with the 

development of network technology especially at the establishment of international internet 
technology [1], [6] Civil engineering industry as a large economic sector can influence national 

progress and growth as well as term development growth [7]. A projected amount of 15% of 

global gross domestic product (GDP) was on the rise in 2020 compared to 13% of global GDP in 

2017 which was gotten from the global construction industry surveyed by McKinsey Global 

http://airccse.org/cscp.html
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Institute survey during their conducted exercise in 2017 [8]. Considering construction sector as 
one of the major contributor to the world economy representing 13% of the global GDP with a 

promising 85% to $15.5 billion globally by the year 2030 with three leading countries – China, 

the United States and India – contributing 57% of its global demand [9]. Moreover world’s 

technology leaders and governments around the world should continue to put in more effort into 
the implementation of AI in order to gain a competitive advantage [10]. The United Kingdom for 

example, recently signed an agreement by investing an additional €1.8 billion to make the 

country more creative and innovative putting the country at the forefront of the AI industry [11], 
[12]. Likewise, France proposes to spend €1.5 billion on AI science. 
 

AI became more practical because society study not only the same goal-based distributed 

problem solving, but also the multiply intelligent agent’s problem solving. Additionally, a 
thriving scene of artificial neural network research and application emerged and it had been deep 

into all areas of life including civil engineering learning program [1]. The experience and 

knowledge are unscientifically incomplete and inaccurate, and they cannot be handled by 
traditional procedures. However, artificial intelligence has its own superiority. It can solve 

complex problems to the levels of authorities by imitating the professionals. All in all, artificial 

intelligence has a broad application prospect in the practice of civil engineering learning. 

 
The main theories and methods of artificial intelligence can be described as a distributed, 

statistical, symbolic, behaviorism and connectionism technique that focuses on simulating human 

functions before moving on to understanding impressionist acceptability in communication 
focusing on intellectual responsibilities before moving into the field of earlier approaches such as 

modelling and analytical representation [13]–[15]. In 1950s, AI had lots of anticipations and 

visions about it have been generated. Let us now elaborate the modern progress of artificial 

intelligence technology in all aspects of civil engineering learning and their relationship. 
 

First, such technology provides advanced methods of learning with a competitive advantage at 

the tertiary level; however, they can have a positive effect on the globalization of education and 

researches [16], [17]. Application of this technology nowadays in many fields is fast approaching 
such as such as expert system, knowledge base system, intelligent database system, and 

intelligent robot system [1]. The decision-making and the knowledge management of the 21st 

century is the expert system, which is widely acceptable as the earliest, most extensive, most 
active and most fruitful area in learning process. In the field of civil engineering, many problems, 

especially in engineering design, program decision-making and construction management were 

influenced by many reservations which could be solved not only in need of physics, mechanics, 
and mathematics calculations but also depend on the experience of experts.  

 

Progress report were presented in the field of adaptive civil-engineering structures by Adam and 

Smith in 2008 describing how Self-diagnosis, multi-objective shape control, and reinforcement-
learning processes were implemented within a control framework on an active tensegrity 

structure [18]. The suitability for modelling complex systems with known input-output data sets 

were among the usefulness of artificial intelligence-based computational techniques and adaptive 
neuro-fuzzy inference systems. Such systems can be efficient in modelling nonlinear, complex, 

and ambiguous behavior of cement-based materials undergoing single, dual, or multiple damage 

factors of different forms in civil engineering.  
 

Recently, the development of the genetic algorithm presented many new mathematical tools and 

engrossed civil engineering learning as the latest achievement of applications. Due to a lot of 

undefined and complicated influence factors in civil engineering, each project has its individual 

character and generality; function of expert system in the special links and cases is a notable 
effect [1], [19]. We can expect, along with the computer technology, the genetic algorithm in 
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civil engineering application will be more general and more effective. Over the past 20 years, in 
the civil engineering courses and profession, progress and application of the expert system have 

made a lot of accomplishments, mainly used in decision-making and prediction, building design 

and optimization, project evaluation, diagnosis, the construction technology and project 

management of roads, rails, bridges including health detection and some special field, and so on.  
 

In recent time’s artificial intelligence have been widely used in many relevant civil engineering 

courses such as geo-technical engineering, structural engineering, water resource engineering and 
so on. In the field of civil engineering, many problems, especially in engineering design, 

construction management and decision-making program were influenced by many doubts which 

could be solved not only in need of mathematics, physics and mechanic calculations but also 
depend on the experience of professionals. Civil engineering students need to learn how to 

deliver practical sustainable solutions for the engineering projects [19]. Applied assessment and 

award techniques was established by Thompson [20]saying it can be usefully used as teaching 

tools. Construction courses based on enhancing virtual computing technologies using agent-based 
techniques can be deploy for an e-learning environment conditions [21]. 
 

The aim of this study is to introduce AI as an auspicious administrative and learning tools that 

can enhance current learning efforts in the civil engineering courses including its application in 
construction management, geo-technical engineering, highway engineering, structural 

engineering, traffic engineering, water engineering and so on. The objective will be focusing at 

the contributions in the direction of AI in civil engineering learning in all tertiary institution. This 
will provide theoretical foundation or may play an important role in the development of artificial 

intelligence in civil engineering courses; would represent the echelons of current research of 

artificial intelligence in civil engineering and facilitate sustainable research efforts.  
 

2. LITERATURE REVIEW 
 

Artificial intelligence (AI) has a subfield known as Evolutionary computation (EC) which uses 

iterative process (often inspired by biological mechanisms of evolution) to evolve a population of 

solution to a desired end [1]. The application has been in existence for quite a long time within 

the arena of civil engineering with an effective usage for solving complex optimization problems.  
 

The first journal article published on neural network application in civil/structural engineering 

was in 1989 by Adeli since then the article reviewing neural network articles published in 

archival research journals [22]. The great majority of civil engineering applications of neural 
networks are based on the simple backpropagation algorithm. AI was applied to stimulate interest 

within the civil engineering research community for developing the next generation results in 

learning. 
 

Hayes-RothFrederick [23] in his earliest research described Genetic algorithms (GAs) as one of 

the renowned evolutionary algorithms which simulate the Darwinian principle of evolution and 

the survival of the fittest in optimization. It needs to be improved and further studied due to its 
extensive application in civil engineering field. A lot of improvement needed to be done in terms 

of technological usage of (GA) including the hybrid genetic algorithm, the dynamic adaptive 

technology, using nonstandard genetic operators, and the parallel genetic algorithm and so on. 
 

Various types of Machine Learning (ML) such as (GA), Neural Network (NN), Linear 

Regression, Logistic Regression, Nearest-Neighbor Mapping, Decision Trees, K-Means 

Clustering, Random Forests, and Support Vector Machines exist for ML model implementation 
[9]. Several factors needed to be considered when choosing ML to be used in training time, 
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accuracy, and so on. AI and ML algorithms have been attempted for use in civil engineering 
fields by some researchers [24] 
 

The application of (GA) in civil engineering will be more effective and efficient if multi-

objective optimization model for the scheduling of linear construction projects are implemented 
[25]. This model permits construction planners to appraise and generate optimal/near-optimal 

construction scheduling plans that minimize both project time and cost. Recently, introduction of 

(GA) improve many new mathematical tools and absorbed civil engineering as the latest 

achievement of applications. 
  
Adaptation of immune system of a living creature was stimulated by Artificial immune system 

(AIS) which unravel the various complexities in real-world of engineering optimization problems 

[26]. Blending of the genetic algorithm and the least-squares method was used to find feasible 
structures and the appropriate constants for those structures in this system.  
 

The shortcomings of the traditional and artificial neural network-based methods were disabled by 

the new approach which was presented in the literature for the analysis of civil engineering 
systems. The algorithm design has many aspects for improvement since the immune system 

characteristics of the application exploration is still in its initial stage, and the immune system in 

civil engineering application, still needing further development with the realization of the 
algorithm, parameter selection, the theory discussion [1]. 
 

Electimize novel evolutionary optimization algorithm was developed by Khalafallah & Abdel-

Raheem [27] for solving nonlinear construction optimization problems in engineering. Another 
population-based global optimization technique called Particle swarm optimization (PSO) which 

enables a number of individual solutions, called particles, to move through a hyper dimensional 

search space to search for the optimum. This PSO algorithm was used to calculate the final value 

of every joint point in civil engineering jobs There are many ill factors impact on the quality 
control that are environment interference, drive saturation, measurement error, rounding error and 

sampling delay, in the actual operating work of the concrete pump truck [28]. The group control 

was used to overcome disadvantage, prove mathematical model accurate and identify parameters 
in full. In order to improve the joint operation real-time and accuracy, using cubic polynomial 

interpolation method described trajectory; adaptive robust PD control for concrete pump truck 

boom was used, the advantage of control law are simple and easy to implement and can guarantee 
a good dynamic and static quality [28]. Through the simulation examples analysis, the conclusion 

is that the method of combination PSO and adaptive robust PD method is suitable for concrete 

pump truck boom control in civil engineering works Particle Swarm Optimization (PSO) 

application was adopted to design and optimize the parameters of the Tuned Mass Damper 
(TMD) for achieving the best results in the reduction of the building and bridges  response under 

earthquake excitations [29]. The analysis results shows that the designed PSO based TMD 

controller had an outstanding performance in reduction of the seismically excited example 
building. 
 

A method that combines the metaheuristics Particle Swarm Optimization (PSO) with the Rough 

Set Theory (RST) was proposed by Filiberto et al., (2010)   in order to carry out the prediction of 
the resistant capacity of connectors (Q) in the branch of Civil Engineering. The k-NN method is 

used to calculate this value. Similarly, a mathematical model of schedule control based on the 

quantitative description of the relationship between impact factors with the schedule control of 

the project was analyzed by [31] developing the various impact factors of project progress. 
Authors used the particle swarm algorithm to solve the model in order to improve the speed and 

accuracy of solving civil engineering learning outcomes. The empirical research showed that the 

method is effective in the field of project schedule control in civil engineering works. 
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A novel approach based on multi-robot cooperation for inspection and repair of dome structures 
in civil engineering was introduced by [32]. The results of the simulations show there exists a 

stable path to fully sweep the surface of a dome. Small scale prototype that was experimented 

validated the results of findings. Finite difference method (FD) was used for the development of 

dynamic model of flexible beam structure in civil engineering [33]. The simulated model was 
validated by comparing the resonance modes with the theoretical values. 
 

The vibration control of the beam was established through nature inspired intelligence method, 

the Particle Swarm Optimization (PSO), showing comparison of results with (GA) approach. The 
numerical simulation demonstrates that sufficient vibration suppression can be realized by means 

of these methods. An improved ant colony optimization (1ACO) was proposed by Kaveh & 

Talatahari [34] for constrained civil engineering design problems, and applied to optimal design 
of different engineering problems.  
 

Pareto Ant Colony Optimization was introduced as an especially effective meta-heuristic for 

solving the portfolio selection problem and compares its performance to other heuristic 
approaches by means of computational experiments with random instances. An efficient 

approach to estimate the friction coefficient via an artificial neural network was introduced as a 

promising computational tool in civil engineering [35]. The estimated value of the friction 
coefficient was used in one of the civil engineering courses in order to carry out a comparison 

between the proposed neural networks-based approach and the conventional ones in Manning 

Equation to predict the open channel flows (water engineering and fluid mechanics). 
 

Another adaptive neural network composed of Gaussian radial functions for mapping the 
behavior of civil structures controlled with magnetorheological dampers was proposed for 

effective usage in civil engineering learning [36]. Using three types of earthquakes the proposed 

controller is simulated.  
 

An AI was used as a technique of back-propagation neural networks to assess the slope failure 

[37]. The effectiveness of artificial neural networks in the evaluation of slope potential failure 

demonstrated the numerical results in civil engineering (water engineering) on five major factors, 
such as the slope gradient angle, the slope height, the cumulative precipitation, daily rainfall, and 

strength of materials.  
 

The model of cost estimation of highway engineering was set up based on the back- progression 
(BP) neural network [38]. To come true quick cost-estimating the BP neural network model is 

trained by a sample data obtained from some performed typical engineering. According to lots of 

examples, it is sure that the method is practical and the estimating results are reliable. Expression 
has shown that BP Neural Network in cost estimate of construction engineering has a promising 

perspective [38]. 
 

An application of Neural Network (NN) simulation in civil engineering science was presented by 

Alacali et al.   [39]. Predicting the lateral confinement coefficient in reinforced concrete columns 
is a very important issue in structural engineering [40]. Therefore, prediction have been 

developed through several experimental formulas. The confinement coefficient has been 

predicted recently using soft computing tools for artificial neural networks. 
 

Researchers have realized that solving complex problems and analysis especially in the nonlinear 

problem in engineering and information technology, neural network potentiality is an important 

tool. The neural network will be broadly used in the civil engineering field application prospect 

[1]. The neural network still belongs to the new cross science, itself not perfect. Improvement 
research of neural network structure and algorithm still in progress where its application studies 

still have some problems especially in the combination method of the neural network, fuzzy logic 
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genetic algorithm, and expert system. This will be a striking tool in continuous research field of 
civil engineering learning with the help of artificial intelligence networking 
 

3. METHODOLOGY AND DESIGN 
 

Our methodology and design will be built on the flaws from analysis of the existing system used 

during COVID-19 pandemic and subsequent lockdown. 
 

3.1. Analysis of the Existing System 
 

As at the time of venturing into this research work, there was no customize e-learning system for 

teaching and learning TVET. Majority of the institution that engaged their students virtually used 
social media platform like Facebook, WhatsApp, Zoom, Telegram etc.  We conducted an 

interview for assessment of the adopted/improvised e-learning system during COVID-19 among 

the students and teachers in Yaba College of Technology and Lagos State Polytechnics Ikorodu. 
Out of two-hundred and fifteen (15) circulated to each category of the sampled population, only 

199 were returned among the students while 201 were returned among the lecturers. Data 

collected were tabulated as in Table 1 and 2. 

  
Table 1.  Responses from Students. 

 

QUESTIONS 

    RESPONSE 

  
YE

S 
% NO % 

UNDECIDE

D 
% 

Did your school engaged Students virtually during 
covid-19 lockdown? 

A 189 95.0 3 1.5 7 3.5 

Did your school has its own eLearning platform B 0 0.0 188 94.5 11 5.5 

If YES to question 1, did the platform used facilitate 
the availability of course materials? 

C 179 89.9 13 6.5 7 3.5 

If YES to question 1, did the platform used promote 
autonomous learning? 

D 191 96.0 6 3.0 2 1.0 

If YES to question 1, did the platform enhance the 
mastering of the course? 

E 39 19.6 149 74.9 11 5.5 

eLearning platform fosters didactic interaction 
between the students and lecturers. 

F 176 88.4 12 6.0 11 5.5 

There is need to design a robust eLearning platform 
that will take into consideration the needs of the 
Polytechnic educational sector. 

G 199 
100.
0 

0 0.0 0 0.0 

The overall rating/assessment of eLearning platform 
adopted by your institutions is satisfactory with 
curriculum requirement of your course/s. 

H 12 6.0 181 91.0 6 3.0 
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Figure 1.  Student response 

 
Table 2.  Responses from the Lecturers 

 

QUESTIONS 

    RESPONSE 

  YES % NO % UNDECIDED % 

Did your school engaged Students 

virtually during covid-19 lockdown? 
A 201 100.0 0 0 0 0.0 

Did your school has its own 

eLearning platform 
B 0 0.0 201 100 0 0.0 

If YES to question 1, did the 

platform used facilitate the 

availability of course materials? 

C 63 31.3 37 18 101 
50.

2 

If YES to question 1, did the 

platform used promote autonomous 

learning? 

D 89 44.3 112 56 0 0.0 

If YES to question 1, did the 
platform enhance the mastering of 

the course? 

E 21 10.4 171 85 9 4.5 

eLearning platform fosters didactic 

interaction between the students and 

lecturers. 

F 181 90.0 20 10 0 0.0 

There is need to design a robust 

eLearning platform that will take 

into consideration the needs of the 

Polytechnic educational sector. 

G 201 100.0 0 0 0 0.0 

The overall rating/assessment of 

eLearning platform adopted by your 

institutions is satisfactory with 

curriculum requirement of your 

course/s. 

H 13 6.5 187 93 1 0.5 
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Figure 2.  Lecturer response 

 

Our findings from the analysis of data collected showed that majority of sampled population were 

not comfortable with e-learning platform adopted during COVID-19 pandemic in polytechnics 
sector. 100% of the sampled population were of opinion that there is need e-learning platform.  

 

As mentioned in the well written and formatted introduction and review literature sections of this 

research work, artificial intelligence main objective is to encapsulate human intelligent in 
machine and it is applicable in all area of human endeavor where intelligent is needed to do one 

thing or the others, civil engineering profession inclusive.    

 
In this section we present conceptual framework of cloud-based artificial intelligence learning 

management systems for the purpose of automation of civil engineering curriculum in Nigeria 

polytechnics sector. 

 

3.2. Design Tool 

 

The proposed system will have three categories of users, Administrator, Students, and Instructors 
(Lecturers and Technologists), and it will provide access to the students and other users through a 

secure Graphical User Interface (GUI). The proposed tools for the design are Extensible Markup 

Language (XML), Hypertext Preprocessor (PHP), APACHE, Unified Modelling Language 
(UML), and MYSQL. Area of the application of each tool in the design of the proposed tools are: 

Extensible Markup Language (XML) will be used to develop the GUI, Hypertext Preprocessor 

(PHP) to be used for the web user interface (WUI), APACHE will be used for middleware, and 

MYSQL to be used for database design, UML will be used to visualize the design of the system.  
 

3.3. Data Collection 

 
The main data required for the purposed of this research is the curriculum for teaching and 

learning of Civil Engineering, which will be obtain from NBTE.  

 

3.4. Users and their roles 

 

The roles of each user are as stated below. The basic activities of the proposed system will be 

centered on Course Registration, Audio Visual Learning Platform, and Tutorial (Attendance and 
grading). 
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 Administrator shall perform the following roles: manage other users (Students and 

Instructor), backup database, maintain database etc.  

 Instructors (Lecturers and technologists): manage student’s account, setup virtual classes, 
upload curriculum, deploy learning materials, upload student’s attendance, anchor virtual 

classes, attend to student’s complaint/question, and grading of the students.  

 Learners (Students): view timetable, download courseware, download result, join virtual 

class, make complaint, attend examination/test, view account status, and playback the 

previous lecture.  
 

Access to the system will be through internet enabled mobile phones, desktop computer systems, 

Laptops and other handheld devices, for security of the system and data, all users will have to 
login before accessing the system. Figure 1, 2, 3, and 4 represents the flowchart of user’s 

activities, and architecture of the proposed system.  

 

4. WORKING OF THE PROPOSED SYSTEM 
 
The GUI will welcome the users to the proposed system, the users ought to have been enrolled 

and approved by the administrator before getting access to the system. Each user can then 

proceed to use the system after authentication. If authentication fail the users will not be allow to 
proceed in using the system. 

  

It worth mentioning that the system will used supervised machine learning to perform some of it 
functions, consequently may have to submit query that needs to be match with the knowledge 

base term in the database and the provide solution or responses. 
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Figure 3.  Administrator roles for the proposed system 
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Figure 4.  Instructors’ roles for the proposed system 
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Figure 4.  Student’s roles of the proposed system 
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Figure 5.  Architecture of the proposed System 

 

5. CONCLUSIONS 
 
This paper recapitulates and presents the relevance of artificial intelligence as an administrative 

and learning tool in civil engineering education. This research work presents a conceptual 

framework for effective online learning environment using knowledge based and supervised 
machine learning approach. The implementation and adoption of the proposed system will allow 

users access lessons, presenting lectures, grading student’s exam/tests. It will also prevent niches 

where training is carried out completely through physical face-to-face method. Hence improve 

teaching and learning, and educational administration in civil engineering profession. It can be 
concluded from the study that artificial intelligence has a great potential to revolutionize the 

delivery experience of civil engineering programs at higher institutions. Future studies should 

look to implement the provided framework. 
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ABSTRACT 
 
How did image recognition and object analysis function to bring convenience to people’s lives? 

Within this question I bear in my mind, I started to explore and build this Automatic Car 

License Plate Detect and Analyze Project. Since cameras are being widely used for recording 

and analyzing vehicle information, it has been a great cost to buy such intelligent devices. 

Guided by recent research on machine learning approaches , we solve this financial problem by 

designing and implementing a mobile phone application that automatically utilizes the camera 

installed on the phone to analyze the information of the car license plate. Our design is built to 

provide users with an accessible way to analyze license plates in complex environments. 

 

KEYWORDS 
 

Machine learning, LPR, OCR libraries. 

 

1. INTRODUCTION 

 

The License Plate Recognition (LPR) System is an important study of public transportation in 

modern society [6][7]. The LPR System is used in many fields such as traffic law enforcement, 

toll road payment, community security, in the long decades of study and experiments. It benefits 
society by substituting a learning-based system to do the work used to be done by the human 

labor force. For example, a security guard would need to be present at a parking lot to record 

guest vehicles’ information and time parked to tax. However, the LPR System automatically does 

those vehicle identifications that used to be done by humans, which have greatly increased the 
efficiency and accuracy of this job [8]. Although a few techniques have already been developed 

to fulfill these various situations, a unique camera is necessary to be installed in a fixed position 

to function properly. So we discovered that it is possible to implement a new LPR system that 
could adapt into mobile phone cameras based on an object-recognition model. This challenge is 

revolutionary in that we use another way to accomplish the same task of the traditional LPR 

System but without any expenditure (as long as a mobile phone with a camera is acquired to run 
the program). 

 

As said above, an LPR camera is used in most situations for detection, which is a specialized 

camera that is designed to capture characters on the license of a car in motion [9]. A common 
feature of them is that they are bought as a unique device, and their price could be $100 to $800 
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or more. Compared to a free phone application, these equipment are much more expensive for the 
task they are to complete - car license detection. On the other hand, the LPR System, though is 

used nationwide in many different forms, has the same basic technique - license detection, image 

fragmentation, and character recognition. However, the accuracy can be interrupted under 

extreme environments because the algorithm produces results based on the similarity of pixels. 
For example, the LPR camera might be blurred or covered in weather like rain or snow, and the 

results of detection are not desirable anymore for either government use or business.  In fact, the 

first LPR System was implemented in the 20th century which means the same technology has 
been used for more than 40 years. Thus, another practical problem of the current LPR System 

contains a much more complex algorithm (probably the reason for using a specialized camera) 

than a trained machine learning model, which also solves the task efficiently with a simpler 
approach [3]. 

 

In this paper, we follow the same line of research by the LPR System using machine learning. 

Our approach is based on an automatic object-detection model YOLO-V3 to handle the tasks of 
detecting car licenses in pictures or videos. After training the machine learning model with 

datasets, it recognizes licenses that have different plat formats in nonuniform outdoor 

illumination. While the other two parts of the new LPR System in this project are also 
implemented using machine learning, we built a web server for the LPR System adapted into a 

phone application. Our goal is to abridge the process of car license recognition, and this step 

provides the user a simpler way by using a phone application rather than buying an LPR camera, 
which could be lavish. Mobility is an important feature of this project that the analysis can be 

done at any location with an internet connection, while the same result could only be resolved by 

taking pictures at a fixed camera position. Therefore, we believe that this proposed application 

can be a reformation to the original LPR System and bring benefits to the users. 
 

In the two application scenarios in part 4, we demonstrate how the above solution is carried out 

and the accuracy of the algorithm we implemented. First, we design an experiment to test 
different machine learning models for their accuracy in detecting the license plate in the image 

[4]. In fact, Yolo-V3 is the model that provides a better result of detecting US license plates 

within 300 test images. while comparing to Yolo-V4 which has only 50% accuracy. Second, we 

did another experiment regarding different libraries that contain specific functions to recognize 
text in the image. The results indicate that Easy-OCR is the one that has the highest accuracy of 

88.26% with 50 test images. Although the percentage isn’t perfect among these experiments, it 

demonstrates our project could provide usefulness to the app users with its mobility and 
compatibility. Further modification to the algorithm and libraries is possible to be implemented to 

enhance the accuracy of the analysis. 

 
To conclude, the rest of the paper is organized as follows: Section 2 gives concrete details on 

challenges within this project such as picking a specific OCR library, implementing camera 

function inside phone application, and fixing code compatibility. Section 3 focuses on the details 

of our methodology to solve the challenges mentioned in Section 2. The solution walks through 
the entire process of code implementation and compiled together into one LPR System; Section 4 

presents the experimental data that was produced during the implementation, followed by the 

related document on this technology from different scholars; Section 6 gives the conclusion and 
possible future work that is yet to be done for this project. 
 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 
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2.1. Picking A Specific Image Recognition and OCR Library is Difficult 
 

Choosing a properly working and high accuracy OCR library is the core part of this type of 

project. For instance, there are specific issues within the Pytesseract Library that we could not 
implement the trained model on Google Colab. On another hand, we also tried KerasOCR 

Library which has low accuracy in recognizing the characters on the license plates. Having a high 

accuracy model is mandatory for this type of user experience. Thus, I picked EasyOCR Library 
as the final solution to this challenge. It is perfectly compatible with Google Colab and has 95% 

accuracy on overall detections. Moreover, the algorithm being used within this library is designed 

better than the previous two so much so that it took less processing time to do more analysis. 

 

2.2. Installing and Implementing Camera Functionality for our App can Potentially 

Pose A Problem 
 

Enabling the camera function is necessary for the mobile phone application to take pictures of car 

license plates. But getting permission to use the camera installed on the phone physically and 
testing this function on a virtual phone open in a computer is complicated. We specifically need 

to allow not only photos to be taken, but also access to the camera roll on most phones. As a 

result, the camera and mobile app are implemented with Flutter using Dart as the coding 
language as they have pre-built libraries for this solution. Also, setting up the camera in the 

virtual testing machine. requires some modification on the CPU of the computer through BIOS 

since it is tested on a virtual phone model instead of an actual phone. So I switched the setting of 

the CPU on my laptop and finally got the camera to work. 
 

2.3. Due to the Multi-Faceted Nature of the Project, Integrating Multiple Libraries 

in Python can Lead to General Problems 
 

It is difficult to adapt different libraries into this image-recognition project, especially using 
python and dart as main languages because I am more confident coding with java [11]. For 

instance, libraries that contain machine learning algorithms such as Pytesseract update their 

syntax periodically. So it is hard for programmers like me to implement functions with those 
syntaxes changing over time. By looking up relative resources, a variety of syntax errors are 

solved through debugging. It takes time and patience to go through each line of code to find out 

those “off by one” errors. Moreover, libraries' syntax changing over time also slows the process 

development of this project. With 6 months of effort in debugging, I was able to run through the 
whole project without any syntax error. 

  

3. SOLUTION 
 

This project is built based on YOLO V3 (You Only Look Once), which is a specific machine 
learning algorithm that is very efficient at analyzing pictures in real-time [10]. We used this 

advantage to train its function of recognizing license plates based on its function of detecting cars 

in the pictures. On the other hand, the phone application functions to bring the entire project 

together as it allows for ease of access to the research and program we have created. “What’s My 
License”, the APP written for this project, is implemented via Android Studio using the 

programming language Dart. 

 
Once the object is detected from the picture taken from the mobile application, the program will 

send the image data through a web-based Python flask server to develop a machine-learning 

model [12]. Then, by utilizing the cropping function to separate the character-contained license 
plate from the rest of the image, we used tools implemented in Easy-OCR(Object Character 
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Recognition) library to analyze the picture. This library looks into the similarity of characters that 
need to be recognized in the picture and returns texts that are successfully detected and the 

confidence. Finally, the program would send the license plate information back to the user’s 

phone through the Python Flask Server and display it on a separate application page. 

  

 
 

Figure 1. Overview of the APP 

 

The APP that users download and install from google PlayStation / Apple App store is a Flatter 

application written in the programming language DART. By using dart, we can customize the 
theme colors, UI pages design, and App logos to produce a more efficient phone APP. The app 

“What’s my license” uses the “Camera” tool to access the camera function on the phone to take 

desired images. It is adapted to mobile platforms to have easier access and experience of using 

this project in some real cases. 
 

The user can take a picture of the license plate by clicking on the button, and the image data 

would be sent back to this project’s local storage through a Web-Request of Python Flask Server. 
The Python Flask Server is a library that allows functions to turn locally running code into a 

server application that is accessible via HTTP request [13]. Thus, the image taken by the 

application is sent to the server through our web API, then the picture can be analyzed by the 
machine learning model by just calling the HTTP request on the server [5]. Once the analysis is 

done, the Python Flask Server would send a string response that contains the license number 

being detected back to the mobile application. After the whole process is done, the app would 

display the information on a separate screen. 
 

As for how the analysis is actually done, that is done in the Python back-end code that is called 

through the Flask HTTP request. To begin, the original model is trained using 100s of photos of 
license plates. This data set is trained on the YOLO-V3 machine learning library/model for object 

recognition. We chose this specific library because its feature set is useful for license plate 

detection as it has some partial training with vehicle image detection already. We also utilized 
Tensorflow while training the model. Both of these in tandem allowed us to fully train the model 

and isolate license plates within any image. We then saved those weights to be utilized later on. 

(Something like ... now that this code has isolated the license plate, we move on to extract the 

text from it). Furthermore, Easy-OCR is another library we use for character/text recognition 
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after the actual license plate is cropped out of the rest of the image. The function, which is 
implemented for this project, matches similarities of possible characters in the picture and returns 

the results in string variable: the model can complete this task by taking in a specific training data 

set that contains pictures already analyzed and determine new data results by the machine 

learning algorithm. 
  

To conclude, this LP-Detecting project was achieved by a mobile phone application that can take 

image data. By implementing a Python Flask Server, this application transfers images to be 
analyzed by a license-recognition HTTP request and displays the detected information back to the 

users. 

 

4. EXPERIMENTS 
 

4.1. Experiment 1 
 
Data (Accuracy) Yolov3/Yolov4  

Training on 100 images (US) - 61.22% 

Training on 300 images (US) - 81.54% 

Training on one type of license plate but detecting multiple - 54.70% 
Training on multiple state license plates and European license plates - 72.31% 

 

Experiment 1 is designed to test different machine learning models' efficiency in detecting 
different types of license plates. By implementing a generator using Python, the model can 

process a large number of test images. The accuracy of the analysis out of this experiment is 

more accurate than doing tests with single or multiple images manually. On the other hand, 
Yolov3 provides us the best result of an 81.54% accuracy in the training on 300 images that 

contain US license plates. In fact, images that failed to be analyzed by Yolov3 mostly have low 

quality because the learning algorithm cannot function properly while the picture is too blurry. 

 

 
 

Figure 2. Result of experiment 1 
 

4.2. Experiment 2 
 

Experiment 2: Which machine Learning Model is most efficient for text recognition? 
Data 

TensorFlow Keras - 82.33% 

Pytesseract - 79.01% 
EasyOCR - 88.26% 
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Figure 3. Result of experiment 2 

 
Experiment 2 is to test several machine learning models running text-recognition algorithms on 

images that are already detected to have a license plate. These results do not account for 

highlighting more than required, but simply the accuracy of the text read on the screen. Out of the 
three libraries being tested, EasyOCR has the highest percentage among the other two, which is 

also the reason we choose to use this library in our project. Although it recognizes text with 

88.26% accuracy, special signs and other language characters are not included. 
 

Based on both experiments we have done above, we believe our solution has both stable 

performance and high accuracy. 

 

5. RELATED WORK 
 

This research paper implements a similar project to ours as it is focused on License Plate 

Detection. Its functionality is adopted to detect characters and license plates from different angles 
and different regions around the world. The researchers implemented modifications to the 

YOLOv2 networks in the paper, which is similar to the YOLO V3 model being trained in our 

project. However, theirs is used for locating the license plate in various scenarios. The testing 

data being used in the paper is focused on extreme viewing angles and regional designs, while 
our project emphasizes the mobility of algorithms utilized through a mobile application. Most 

users take the picture by phone camera that would most likely have a front-facing view of the 

license plate. Overall, both of the models use some sort of YOLO machine learning 
implementation but are focused on different goals. 

 

In this research paper, the author concentrated on improving the processing speed and detection 
accuracy of their license plate recognition model [1]. They used an image downscaling method to 

achieve their goal as well as a method to efficiently limit what parts of the image had to be 

processed. Their modifications to this as well as the classifier resulted in a significantly faster and 

more accurate model than most standard implementations. One of the approaches of this research 
paper is similar to one of the python libraries in my project - the Pytesseract library. They both 

degrade the quality of the picture to a level that could accelerate the detection without sacrificing 

accuracy. This downgrade of the photo also is utilized to decrease any noise that may 
unnecessarily confuse the model. Ultimately, the focus of this research paper does not directly 

correlate to the goal of my project in that our work is focused more so on implementing machine 

learning via a mobile application, not simply trying to find the fastest prediction possible. 

 
The article discusses an automatic LP-detect system using a Convolution Neural Network to train 

the model [2]. The system provides results with a great percentage of accuracy under complex 

environments and distorts perspectives. There are similarities between the Deep Learning System 
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implemented by the author and mine in that both of our goals are to analyze the license plates 
image into useful information. In addition, “What’s My License” is also tested for performance 

under extreme prerequisites such as low pixel, customized license plate. Perhaps all of these 

projects did a great job on data-collecting and analyzing, but our project is adapted to a mobile 

application to enhance its usefulness. Installing the APP grants people an easier way for LP 
detecting purposes in real-life scenarios instead of running source code on PC. 

 

6. CONCLUSION  
 
In this project, we designed a mobile application incorporating multiple services through Google-

Colab to achieve the very same goal of the LPR System, which is already implied in many fields 

[14]. The application we proposed can be split into three parts: analysis, server, and application. 

First, detection and recognition are done in the analysis part; The trained machine learning model 
Yolov3 scan through the image that contains license plate and crops the image into a rectangle to 

separate the license plate from complex pixels; The function implemented by tools in the 

EasyOCR library is then used to recognize the text on the license plate and return the information 
as a string variable. Furthermore, we set up a Python-Flask server to allow the users to upload 

their own images and get results from the mobile application through HTTP requests. Last but 

not least, we use android studio and the programming language DART to implement a phone app 
that is more customizable than other applications, so the other two parts of this project can be 

fused into one without any compatibility error [15]. Throughout the entire development process, 

we also did a lot of experiments to ensure our approach is efficient; For example, we test 

different machine learning models to see which of them have a higher accuracy of detection 
within hundreds of sample pictures. The results indicate the effectiveness of our design that 

provides not only high accuracy analysis but also higher mobility than the original LPR System. 

 
There are possible limitations in this phone application that is yet to be solved with more 

advanced technology, such as accuracy of the analysis could flat for a low-quality picture; there 

must be a stable internet connection for the transportation of information between the host and 
server; the function we currently developed can only analyze photos, so optimization on file 

compatibility like videos would provide more convenience to users. 

 

To enhance the accuracy of analysis, we can try to implement other OCR libraries since different 
algorithms within each of them can produce different results. Moreover, by optimizing the 

camera function in the phone application to upload video files, users can have a better experience 

while using our application. 
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ABSTRACT 
 

The citizens nowadays are often born and raised in well developed urban areas and have rarely, 

even never experienced the difficulties that wildlife are suffering from due to human actions. 

They are likely to possess sympathy, but never do these individuals are aware of how their deeds 

may affect the living of other species on planet Earth [1]. However, if someone reveals the 

bloody truth to the people, they are likely to change for the greater good. 

 
In this paper, we mainly used unity modeling and java programming skills to develop an animal 

simulation game in order to show the damage done by mankind and resonate the feeling of 

empathy so the players may alter their actions to preserve the environment [2][3]. The player 

starts the game as an animal figure in a randomly generated map. The player will control the 

animal to move around to consume water and food for survival. Meanwhile, the animal must 

avoid the invasion of human poison lands closing in on the habitats for this figure. Eventually, 

the player will starve or be poisoned and fail to survive. By setting this result, we hope to arouse 
the sympathy in hearts and lead to some alteration to a person’s habits. 

 

KEYWORDS 
 

Simulator, self-manipulation, protection, ecosystem. 

 

1. INTRODUCTION 
 

This simulation game is developed mainly to raise the alertness for environmental protection of 
individuals, also leading to changes in lifestyle to benefit nature.  People living in the wealthy 

areas of the world has never been to the developing areas where humans have to invade the 

territory of wild beasts, driving them to further lands or maybe blind alleys. However, this 

damages the ecological balance significantly because the distinction rate of endangered animal 
species is higher than ever [4]. This topic has been widely discussed ever since humans entered 

the era of technology, people are struggling to find the balance of sustainable development in life 

to live in peace with other species and maintain an appropriate biodiversity [5][6][7]. This game 
has a significant benefit when compared with other products or slogans in society nowadays. This 

game can provide a first person perspective, an immersed experience for individuals that have 
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little chance to actually feel the negative effects we have done to the nature kingdom. The 
commercials, slogans and products in the market currently cannot let the people directly soak 

themselves in the situation of wild lives. Consequently, while playing the game, the character that 

that player represent will slowly fall into the situation of lacking food, water and shelter, as the 

player helplessly watch the hp figure decreases to 0, they will have a similar emotion with 
animals that actually strives to live under this state. By receiving this sense of substitution, the 

individuals are more likely to make actual adjustments to life. 

 
Some of Unity techniques and systems that have been proposed to model the creature figures and 

the map used in our simulation game, which allows the user to operate the character freely by the 

keyboard. Also, Java scripts are written to allow the health bar and poison bar to elevate and drop, 
the camera to always follow the player and be able to rotate according to the movement of the 

mouse, the resource area to randomly generate and etc. However, these proposals assume 

deliberate methods of modeling in Unity, which is rarely the case in practice. Their 

implementations are also limited in functions, with samples given for the inability for C# code 
itself to assort a tatted map that meets the demands of containing all kind of landscapes and has 

precise height demands [8]. Other techniques, such as animal building, may not be accurately 

done in Unity, in the “create object” options, there are mostly basic shapes like sphere and cube 
to choose, but we wish for the player to recognize the animal at first sight for better game 

experience and a deeper substitute into reality. Consequently, a new application is put into 

practice for character establishment. Because Maya has a high degree of finesse, when modeling, 
we are able to access the angle and shape freely and fabricate an ideal figure. Therefore the 

method can grow more sophisticated and results in hypothetical results. A new issue comes up as 

Maya is actually applied, the flips and twists of models are easily misunderstood and we often 

fail to solve the math involved in this process. A second practical problem is that some users find 
it hard to understand the rules and goal of the game, some players may accuse the game for not 

owing the method to survive and win, questioning the play-ability of the simulator. 

 
In this paper, in order to make reasonable to answer the previously mentioned queries, we 

developed some methods and completed researches. Our goal is to establish a mature, playable 

simulation game that has a high degree of liberty. Our method is inspired by the asp codes and 

the WWF game of environmental protection. There are some good features of ASP code. First, 
with ASP, we are able to create more interactive and data-driven web applications. ASP consists 

a variety of control like text boxes, buttons, and labels for assembling, configuring, and 

manipulating the code to create certain pages. Second, since we only employed ASP in the 
limitations and arrangements of the map, which only require the basic lines of ASP, this kind of 

code is straight forward written and is therefore more easier to understand. Third, ASP allows the 

map to grow to a significant size in a short amount of time, if we only used the loop in C#, it may 
take too long to operate the code. The ASP code is flexible and swift when coding. Therefore, we 

believe that the usage of this method can help us avoid most of the coding issues. Moreover, our 

game is inspired initially by the WWF game, we learned from it’s strong points to offset our 

weakness. By learning to add some introduction to the end of the game and adding more 
interesting to our game, we can effectively avert the misunderstanding and dissatisfaction 

towards our simulator. 

 
In two application scenarios, we demonstrate how the above combination of techniques increases 

the play-ability of the simulator. First, we show the usefulness of our approach by a 

comprehensive trial of the game. We play the role of a user and start from the initial page of the 
game. Beginning with a site that shows the options of "play", "instructions", and "menu". As the 

player chooses "play", the scene will shift to a randomly organized map containing all the 

landscapes, like water, food sand and so on. After entering, we will test the movement and the 

functions of each scale, making sure that food number rises when the animal stays in the resource 
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area and hp drops when the growth of the poison area outruns the player's speed. After playing 
throughout the whole procedure, we have an initial plan of aspects that needs to vary and other 

functions that can stay the same. Second, we analyze the evolution of our java code and debug 

every error that shows up, both in C# and in Unity.  Sometimes we ignore a bracket or a 

semicolon that is required in the language of coding Java scripts. Other times we may forget to 
add a sphere collider on to the player or the resource area. According to the reminder panel in 

Visual studio and the error window in Unity, we are able to locate the line number of the error 

and the kind of mistake we have made, after  finding it, we have to check the line itself and lines 
around it abortively to seek the solve. After rigid identification of the exact word or symbol, the 

debugging process is quiet simple. After making sure no mistakes occur while running, we can 

ensure the reliability of the code. 
 

The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we 

met during the experiment and designing the sample, both in the coding process and in the 

functioning of Unity; Section 3 focuses on the details of our solutions corresponding to the 
challenges that we mentioned in Section 2, referring to the ASP code mapping technique and the 

additional supplement page in the end of game; Section 4 presents the relevant details about the 

trials we did, by putting the simulator on probation with various individuals playing a trial and 
giving feedback on their experiences and opinions, following by presenting the related work in 

Section 5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work 

of this project, which is closely related to spreading the game and more importantly the idea of 
preservation for the wilderness. 

 

2. CHALLENGES 
 

While building the game, I encountered several challenges. But with effort to solve the issues and 
flexibility to find other ways, I managed to polish Apocalypse the simulator into a mature game 

successfully delivering my concept of wildlife protection. 

 

2.1. Game Ending 
 

The fundamental one is how the game ends each level. I would like to make one round of the 
game short to cater to the rapid lifestyle of modern people, while strongly delivering my idea of 

environmental protection in reality [10]. The ideas I came up with were just not perfect, I thought 

of letting the animal character defeating the human invaders, but that is just very unrealistic and 

would not arouse much empathy in the players, I though about calculating the times reaching 
resources areas in a limited time for highest score, but it is weak in telling the idea. One night 

watching a movie, I cried as the leading roles die, giving the movie a tragic ending, and 

something hit me. Tragedy and death is often the most powerful weapon for emotions, if I created 
my game with a never winning mode, letting the animal character never surviving, much 

controversy would be raised and attention will be set on to the problem of ecosystem reservation. 

In the end, Apocalypse turned into a game of which the player will eventually have no way to 
live, longest surviving time would be kept as high score and two warning sheets will pop up after 

the player loses. This can achieve both my goals of short game and direct communication of 

thoughts. 

 

2.2. Map Building 
 
Another major problem that has been encountered is the  is the map building, if the original C# 

codes were used in the script, the map would take minutes to respond even if it is already built 

when we were developing the game. This means that the player would be stuck in the loading 
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interface for a long time, leading to a misunderstanding of bugs appearing in the build and 
therefore losing interest in Apocalypse the simulator, even spreading a bad reputation for it. I 

solved this problem by obtaining a different method of coding, ASP codes. ASP or Active Server 

Page, requires a client-use of Java script, it is especially using when a user is setting some 

limitations or conditions to his or her page, it can be easily managed and understood by the 
computer. ASP codes I used in my code appears in paragraph-like contents, which allows me to 

consider the restriction input separately. Also, ASP codes reduces times greatly, showing this 

advantage greatly in large projects like Apocalypse. With the help of this technology, I solved the 
issue and the maps now can be generated within seconds on the player’s end. 

 

2.3. Character Choosing 
 

The third issue I met is selecting the representative animal that is used in the game. I wish to use 

an animal that is well known around the world and is not a pet creature, also adapting the 
grassland and forest junction environment I generated in the map. At first it was hard to decide 

because so many animals own a high reputation and is favored by most people, like the pandas or 

the penguins, but selecting an animal meeting all demands are hard. After discussion with my 
school teacher, we worked out using the deer as the symbol and character of our game because it 

is not only known and loved, but also living in a unique habitat between the boundaries of the 

grassland and forest. 

 
Meeting problems on the way of processing a project is inevitable, but using different methods or 

researching for extra information can always let one solve an issue in no time. 

 

3. SOLUTION 
 

Some of Unity techniques and systems that have been proposed to model the creature figures and 

the map used in our simulation game, which allows the user to operate the character freely by the 

keyboard. Unity is a 2D/3D engine and framework that gives you a system for designing game or 
app scenes for 2D, 2.5D and 3D. Unity allows us to interact with them via not only code, but also 

visual components, and export them to every major mobile platform and a whole lot more for free. 

Also, Java scripts are written to allow the health bar and poison bar to elevate and drop, the 
camera to always follow the player and be able to rotate according to the movement of the mouse, 

the resource area to randomly generate and etc. Unity is a native C++-based game engine. We 

can write code in C#, JavaScript (UnityScript) or, less frequently, Boo. Much of the power of 

Unity is in its rich scripting language, C#. We can use it to handle user input, manipulate objects 
in the scene, detect collisions, spawn new GameObjects and cast directional rays around the 

scene to help with our game logic. However, these proposals assume deliberate methods of 

modeling in Unity, which is rarely the case in practice. Their implementations are also limited in 
functions, with samples given for the inability for C# code itself to assort a tatted map that meets 

the demands of containing all kind of landscapes and has precise height demands. Therefore, we 

have obtained ASP codes to generate maps fast and accurate according to the area and height 
demands. 

 

This simulation game is developed mainly to raise the alertness for environmental protection of 

individuals, also leading to changes in lifestyle to benefit nature. People living in the wealthy 
areas of the world has never been to the developing areas where humans have to invade the 

territory of wild beasts, driving them to further lands or maybe blind alleys. However, this 

damages the ecological balance significantly because the distinction rate of endangered animal 
species is higher than ever. This topic has been widely discussed ever since humans entered the 

era of technology, people are struggling to find the balance of sustainable development in life to 
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live in peace with other species and maintain an appropriate biodiversity. This game has a 
significant benefit when compared with other products or slogans in society nowadays. This 

game can provide a first person perspective, an immersed experience for individuals that have 

little chance to actually feel the negative effects we have done to the nature kingdom. The 

commercials, slogans and products in the market currently cannot let the people directly soak 
themselves in the situation of wild lives. Consequently, while playing the game, the character that 

that player represent will slowly fall into the situation of lacking food, water and shelter, as the 

player helplessly watch the hp figure decreases to 0, they will have a similar emotion with 
animals that actually strives to live under this state. By receiving this sense of substitution, the 

individuals are more likely to make actual adjustments to life. 

 

 
 

To achieve these goals,  Apocalypse consists of three main components: 

 

 The database containing all the scores and controls of the user in Unity. 

 The controls of the player mode by C# and ASP in Visual studio. 

 A interface for visual presentation of the game. 
 

 
 
Some of Unity techniques and systems that have been proposed to model the creature figures and 

the map used in our simulation game, which allows the user to operate the character freely by the 
keyboard. Unity is a 2D/3D engine and framework that gives you a system for designing game or 

app scenes for 2D, 2.5D and 3D. Unity allows us to interact with them via not only code, but also 

visual components, and export them to every major mobile platform and a whole lot more for free. 

Also, Java scripts are written to allow the health bar and poison bar to elevate and drop, the 
camera to always follow the player and be able to rotate according to the movement of the mouse, 

the resource area to randomly generate and etc.  
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Fig.3 Unity UI 
 

 
 

Fig. 4 Visual Studio coding 
 

Unity is a native C# based game engine. We can write code in C#, JavaScript and Boo. Much of 

the benefit of Unity is in its abundant coding language, C#. We can use it to control player input, 
alter materials in the scene, spawn some imaginative GameObjects and obtain use of various 

shapes and color to build characters for the visual presence of the game. However, these 

proposals request complicated methods of modeling in Unity, which is rarely performed within 

the control of high school students like me. Their implementations are also restricted in abilities, 
with samples given for the unable of C# code itself to assort a tatted map that meets the demands 

of containing all kind of landscapes and has precise height demands. Therefore, we have obtained 

ASP codes to generate maps fast and accurate according to the area and height demands. 
Apocalypse obtains the technology of C#, ASP coding and Unity. Unity not only allows us to 

interact with scripts, but also sight components, and transfers them to every main mobile 

interface. Also, C#scripts are written to allow the health bar and poison bar to elevate and drop, 
the camera to always follow the player and be able to rotate according to the movement of the 

mouse, the resource area to randomly generate and etc.  
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ASP consists a variety of control like text boxes, buttons, and labels for assembling, configuring, 
and manipulating the code to create certain pages. Second, since we only employed ASP in the 

limitations and arrangements of the map, which only require the basic lines of ASP, this kind of 

code is straight forward written and is therefore more easier to understand. Third, ASP allows the 

map to grow to a significant size in a short amount of time, if we only used the loop in C#, it may 
take too long to operate the code. The ASP code is flexible and swift when coding. 

 

4. EXPERIMENT 
 

4.1. Experiment 1 
 

 

 
 

Figure 5. Result of the experiment 

 
Experiment one I designed to come up with a result solving the challenge of map building is that 

I measured the time used to generate the map using the original C# code and the time used to 

generate the map using the ASP code and made a comparison, repeated for 4 times. The results 

are shown above in Tab.1 and Fig.5, it can be concluded that building the map using C# code 
takes about 1.5-3.0 minutes, while using the ASP code only takes about 0.2-1.0 minutes, a 

significant decrease in time. Proving that obtaining ASP codes would be the best choice available. 

 

4.2. Experiment 2 
 

To reach the answer of the most suitable animal character used in the game, I have made a 
questionnaire and dropped it into my friend and family WeChat groups to collect some raw data. 

The question and conditions are shown below, in Fig.6 . 
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Fig.6 Questionnaire spread out  
 

After gathering the data, the questionnaire program helped me to sort out the orders by most 

votes to least, and the best animal to use representing this game is the deer in most people’s 
minds. It received 13 votes out of 58 votes. Deer votes take up approximately 22.4% out of total, 

tiger votes take up 17.2%, lion votes take up 13.8%, rabbit votes take up 12.1%, panda votes take 

up 10.3%, leopard votes take up 8.6%, horse votes take up 6.9%, wild buffalo votes take up 5.2%, 
and zebra votes take up 3.4%. The Results are present in Fig.7 below. 

 

 
 

Fig.7 Experiment result 
 

 

Both experiments have helped me obtain new ways or consider other people’s opinions, which 

provided significant help since the game is based on environmental protection and hopes to 
arouse the empathy for wild lives, players will have to receive the perfected version of 

Apocalypse to become a persistent player and spread  good reputation. 

 

5. RELATED WORK 
 
There are many animal simulators in the market currently and we chose three products to 

compare with Apocalypse. These games are: Roblox animal simulator, Wildcraft and Animalia 

[11]. First, Roblox is a game developed by @ragnar9878. This is a game where the player can 
choose from a variety of animals to play in the game. This is a bit similar to Apocalypse, 

however, after the player enters the map, things are very different from our game. The player in 

Roblox enters a big map with other players and attack with fireballs. Apocalypse surpasses this 

game by having a better idea of environmental protection because it is a thought of actual 
improvement for the world, also, Apocalypse has a better feeling of substitution since animals in 

real life do not fight each other with fireballs. Secondly, WildCraft is a simulator developed 
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published by Turbo Rocket Games. This game has single-player and multiplayer modes. Players 
can hunt in different worlds with real weather as different animals and create families. This way 

of playing is very similar to Apocalypse, even more deliberate. But Apocalypse has the 

uniqueness of never winning and cannot survive very long, which takes less energy and time 

meanwhile arousing more controversy and gives people a deeper impression. Lastly, the 
Animalia simulator developed by High Brazil Studio [12]. This game is released on steam and 

costs 70 rmb. The builds and fluency of the game is outstanding, but despite the great outlooks 

and precise plays, the game to me lacks an inner spirit, a theme. As I have mentioned, 
Apocalypse is unique because it devotes itself letting the players focus on the fact that wild-lives 

are in great danger and humans must set importance to the problem therefore making a change. 

The similar, competitive products in the market are as follows: Roblox animal simulator, 
Animalia survival and WildCraft simulation [13]. To begin with, Roblox simulator uses Roblox 

Lua coding for the game to run. Roblox Lua scripting is an embedded coding language to add 

features to your game. It is easy to learn and is a loose interpretation of modern day game 

programming. Although Roblox Lua is very similar to C#, the C# codes compiles directly to a 
machine's native code, allowing it to be one of the fastest languages in the world, if optimized; 

Lua: Powerful, fast, lightweight, embeddable scripting language, but not as efficient as what it 

developed from. Moving on is the Animalia survival, the builds and code used in this game is 
varied and exquisite, the only technological or reality issue seems to be the degree of difficulty 

and the fee spent on it. Finally, comparing the WildCraft simulation to Apocalypse. The wildcraft 

simulator comes from Turbo Rocket games and uses c#. But the builds run more fluent than 
Apocalypse. The real life problem is similar to above, finance aid needs are larger to our game. 

 

6. CONCLUSIONS 
 

Environmental protection is the keystone of the project. 

 
The Earth is under great pressure, millions of creatures has lived on this beautiful planet in 

harmony for centers, creating a saga of life forms [14]. However, as the invasion of human 

oppresses nature constantly, this balance is on the edge of tipping over. Many people today only 
have an idea of eco-protection, but makes no change to their life because they do not feel the 

actual crisis and survival pressure the wild beasts are facing. However, if we do not set 

importance starting now, we will be facing climate change, soil erosion, poor air quality, and 

undrinkable water in no time. 
 

This simulation game is developed mainly to raise the alertness for environmental protection of 

individuals, also leading to changes in lifestyle to benefit nature. People living in the wealthy 
areas of the world has never been to the developing areas where humans have to invade the 

territory of wild beasts, driving them to further lands or maybe blind alleys. However, this 

damages the ecological balance significantly because the distinction rate of endangered animal 
species is higher than ever. This topic has been widely discussed ever since humans entered the 

era of technology, people are struggling to find the balance of sustainable development in life to 

live in peace with other species and maintain an appropriate biodiversity. This game has a 

significant benefit when compared with other products or slogans in society nowadays. This 
game can provide a first person perspective, an immersed experience for individuals that have 

little chance to actually feel the negative effects we have done to the nature kingdom. The 

commercials, slogans and products in the market currently cannot let the people directly soak 
themselves in the situation of wild lives. Consequently, while playing the game, the character that 

that player represent will slowly fall into the situation of lacking food, water and shelter, as the 

player helplessly watch the hp figure decreases to 0, they will have a similar emotion with 
animals that actually strives to live under this state. By receiving this sense of substitution, the 

individuals are more likely to make actual adjustments to life. 
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Some of Unity techniques and systems that have been proposed to model the creature figures and 
the map used in our simulation game, which allows the user to operate the character freely by the 

keyboard. Also, Java scripts are written to allow the health bar and poison bar to elevate and drop, 

the camera to always follow the player and be able to rotate according to the movement of the 

mouse, the resource area to randomly generate and etc. For future development of Apocalypse 
[15]. We have already released it on itch.io and is planning to make a mobile version for apple. 

After the game is launched on every planned page. We will publish a research paper concluding 

our goals and everything that has been done. When all is ready, we will enter some global 
computer science event like GameGala and Technovation to advertise Apocalypse and transmit 

our idea of environment protection. We will also broaden our horizons in these events and try to 

improve the simulator. 
 

Currently, our team is meeting capital issues due to the lack of advertising and persuasive 

proposal to sponsors. But our game can arouse the responsibilities of people to protect the 

environment, very worth investing for a better tomorrow. 
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ABSTRACT 
 

Identifying network attacks is a very crucial task for Internet of things (IoT) security. The 

increasing amount of IoT devices is creating a massive amount of data and opening new 
security vulnerabilities that malicious users can exploit to gain access. Recently, the research 

community in IoT Security has been using a data- driven approach to detect anomaly, intrusion, 

and cyber-attacks. However, getting accurate IoT attack data is time-consuming and expensive. 

On the other hand, evaluating complex security systems requires costly and sophisticated 

modeling practices with expert security professionals. Thus, we have used simulated datasets to 

create different possible scenarios for IoT data labeled with malicious and non-malicious nodes. 

For each scenario, we tested off a shelf machine learning algorithm for malicious node 

detection. Experiments on the scenarios demonstrate the benefits of the simulated datasets to 

assess the performance of the ML algorithms.  

 

KEYWORDS 
 

IoT Simulation, Data Labels, Malicious Nodes, Attacks, Trust, Prediction. 

 

1. INTRODUCTION 
 

Network security has become one of the important agendas of most organizations due to the 
increasing risks brought by network attack threats. As a result, companies are spending a 

tremendous amount of money on information technology and cybersecurity solutions. For 

example, in 2019, one of the leading research and advisory companies known as Gartner1 spent 

over 124 billion dollars on information security. Thus, network security is one of the serious and 
vulnerable issues worldwide. 

 

A network attack is any derogatory action that targets information systems, infrastructures, 
Internet of Things (IoT) devices, computers using various methods to steal, alter or destroy data 

or information systems. There are different variants of these attacks known by other names, such 

as Denial of Service (DoS), Man in the Middle (MitM), Phishing, Password attack, SQL injection 

attack, Birthday, Malware attack, and many more. Understanding these variants of attacks 
requires extensive background knowledge of the mechanism of attacks. Unfortunately, it is tough 

to do this because each of the attacks is different. 

 

                                                
1 1https://www.gartner.com/en/newsroom/pressreleases/2018-08-15-gartner-forecasts-

worldwideinformation-security-spending-to-exceed-124-billionin-2019 

 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N04.html
https://doi.org/10.5121/csit.2022.120408
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In Figure 1, demonstrates the example of IoT security attack. Alex's smart coffee machine is 
connected to the Internet via a special app. The hackers can target that app and steal Alex's bank 

card details. The smart coffee machine allows Alex to control it remotely by his phone. As coffee 

machines are not designed for security, the hackers can easily access Alex's bank information 

navigating via coffee machine apps. It is just one example. However, there are swarms of 
physical objects on the Internet at an unprecedented scale due to the Internet of Things (IoT) [7]. 

Recently, the boom of IoT devices has opened the fear of mass vulnerabilities [3]. There are 

billions of IoT devices in the world, which all collect loads of data in real-time. These physical 
objects include, but are not limited to, temperature sensors, smartphones, air conditioning, 

medical equipment, light bulbs, smart grid, 

 
thermostats, and TVs [8]. These devices are connected to consumers, enterprises, and healthcare 

organizations. Their internal vulnerabilities have created a security blind spot where 

cybercriminals can launch various attacks to compromise devices like webcams, smart TV, 

routers, printers, and even a smart home. 
 

 
 

Figure 1. Example of IoT security Attack 

 

There are many attacks due to the IoT devices when connected to the Internet. It is due to the 
limitations of these devices. Those limitations comprise small memory, minimal processing 

power, and shortbattery life. Nowadays, the attackers are focusing on IoT devices malicious 

intends [4]. The possible attack can be from hackers, hacktivists, and cybercriminals. The 
security in IoT is defined as the proper protection against acts such as data theft, unauthorized 

access, physical tampering, data manipulation, and network attacks [8]. Thus, cybersecurity is 

crucial for the proper operation of the IoT industry [22]. 

 
IoT raises many challenges, one of which is the massive amount of data generated by sensor 

devices. However, it was observed that, with the increase in sensor density, data generated by 

IoT devices tend to be highly redundant [23]. Thus, the redundant data consumes extra network 
re-sources and reduces network efficiency, making the IoT attacks easier for hackers. Also, 

another problemis inaccurate sensor data, which can mislead the net-work resources with 

erroneous information and lead to possible false reactions at the network center andmakes it 
vulnerable to attack. Thirdly, in the beginning, if the attack happens in a real-world scenario, 

there are few malicious nodes and large non-malicious nodes. Thus, early identifying such 

malicious nodes will reduce the massive loss of network resources. 

 

Smart Coffe Machines
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Internet
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Hacker
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In this paper, we address the problems as mentioned earlier using simple simulated data sets. As 
new technology is being accustomed to data- driven infrastructure, this leads the research more 

on to Machine Learning (ML) based applications along- side IoT. Thus, we are using an off-the-

shelf machine learning suite to predict malicious nodes in a simulated setting. Such settings will 

allow us to test various ML algorithms to find which one works in what cases. The ML system 
provides high-performance indicators such as showing high accuracy score, which could enhance 

people’s trust and acceptance of the system [30]. Thus, in this work, we explore different ML 

models to assess the prediction performance in a simulated environment. We believe that people 
trust an ML model if it can give high accuracy in unseen data. 

 

Contributions: Our contributions are summarized as follows: 
 

• Simulated data: We showed how we can take ad- vantage of generating simple simulated 

data creating different scenarios for malicious node detection. 

• Evaluation: We applied off-the-shelf ML algorithms in the simulated datasets and 
evaluated the accuracy of those algorithms in those scenarios. 

 

The rest of the paper is organized as standard: related work, method description, and 
experimental analysis, discussion and conclusion. 

 

2. RELATED WORK 
 

Trust is based on the evaluation of quantifying decision-making process [10]. For a sensor 
network, trust assessment based on malicious node detection can support to ensure the security 

of the network [32]. Similarly, in a social network, trust evaluation helps users build social 

relationships, reduce the risk of social activities and improve the quality of social networking 
[19][28]. Trust evaluation is also used to ensure secure interactions between automated agents 

and to promote the success of automation in a multi-agent system [26][15]. In Peer-to-Peer 

(P2P) networking, trust evaluation helps to identify interactive objects, ensuring resource 
sharing with friendly peers, and identifying malicious peers [14]. The majority of these trust 

algorithms determine trust by aggregating trust factors through weighting and other relevant 

calculations. Thus, to calculate such weight is not trivial and is hard to ensure evaluation 

accuracy. Therefore, many researchers in this field suggested using the ML approach for trust 
[29]. 

 

The problem of the identification of malicious nodes is regarded as a complex problem. It 
requires an in-depth analysis of nodes behaviors, and this motivates to use of ML-based models 

[1]. The study by Moore and Zuev [17] used the Na¨ıve Bayes estimator to classify internet 

traffic into security monitoring applications. They defined trust as how much the classification 

algorithms can be trusted based on their ac- curacy in unseen data. In this case, trust towards a 
dependable ML tool can be initiated as the accuracy with which the decision-maker follows the 

model’s prediction [20][25]. One of the aspects of trust- worthy ML is based on the idea of 

maintaining high levels of performance and accuracy [27]. Every ML application requires a 
certain measure of overall trust in the model. It is assumed that the greater the accuracy values or 

the performance of the model, the higher the credibility of the ML models. The user forms a trust 

in ML algorithms based on the repeated interaction and accuracy of predictions produced by the 
machine learning models [13]. The study by [30] showed that how model accuracy can affect 

user trust. Similarly, findings from [31] demonstrated that the accuracy of the model did have a 

significant effect on the extent to which people trust the model. 
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To train the ML models for malicious node identification, a dataset of samples of intrusion signs 

that would reflect the abnormal behavior in the network under different scenarios is required. 
Thus, to create such real datasets is expensive, complicated, and time-consuming. The study by 

Belanko [5] showed the usefulness of synthetic data generation for intrusion detection in VANET 

(vehicular ad-hoc network). Many cybersecurity problems for malicious node detection are 
studied in simulated datasets [18][16]. IoT data is considered as noisy, heterogeneous, 

incomplete, high-dimensional, and nonlinear [9]. Thus, simulating such data and detecting threats 

using off-the-shelf ML algorithms is the main objective of this work. To the best of our 
knowledge, there is no such approach to demonstrate which ML algorithms work better in which 

scenario and which model is helpful to the user for identifying malicious nodes. 

 

3. METHODS 
 
This section presents the synthetic data preparation and ML models and evaluation criteria that 

we used in the study.  

 

3.1. Datasets 
 

Three different synthetic datasets are created using the Python Scikit-learn library2 . Scikitlearn 

(sklearn) is an open-source machine learning library built on top of the Python programming 
language. This library contains a lot of efficient tools for machine learning and statistical 

modelling. The properties of the created datasets are shown in Table 1. 
 

3.2. Evaluation Criteria 

 

We evaluated the ML algorithms using 5-fold cross-validation. It is because cross-validation 

helps us to estimate the skill of a machine learning model on unseen data in different folds. For 
every fold, we receive the performance metrics of the ML algorithms, which enable us to draw 

important conclusions about the model.  

 

3.3. Evaluation Metric 

 

We have used the Area Under Precision-Recall Curve (AUPR) as the evaluation metric. One of 
the reasons for this is that we would like to know the skill of ML algorithms to predict positive  

                                                
2https://scikit-learn.org/stable/ 
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Table 1: Synthetic Datasets. ✓: Presence, ×: Absence, N: Number of data points 

 

Question 

Addressed 

N Features Label Percentage Redundant 

Features 

Noise 

Q1 1000 10 50% malicious, 50% Non-Malicious   
Q2 1000 10 50% malicious, 50% Non-Malicious   
                                                1% malicious, 99% Non-Malicious 

Q3                 1000    10               5% malicious, 95% Non-Malicious  

                                                10% malicious,90% Non-Malicious 

                                                20% malicious, 80 Non-Malicious 

 
class, which in our context is the identification of malicious nodes. On the other hand, AUPR 

provides an accurate prediction of future classification performance since they evaluate the 

fraction of true positives among positive predictions [24] and is considered robust performance 
metrics for imbalanced datasets. • Machine Learning Classification Models. We applied a set of 

six off-the-shelf classification models: Logistic Regression, Decision Tree Classifier, Support 

Vector Classification (SVC), Gradient Boosting Classifier, Multilayer perceptron (MLP) 

Classifier, Random Forests Classifier. In the next, we provide a short explanation of each of these 
models:  

 

⋆ Logistic Regression is an appealing classification model because it is fast and straightforward 
to execute. The model is very applicable for linear data; however, it is not highly accurate for 

predicting complex non-linear data. 

⋆ Decision Tree Classifier organizes rules in a tree to classify data. The rules produced by the 

decision tree are very intuitive and easy to understand. However, if a tree is designed to perfectly 
fit all training data set, it can easily be over-fitted and leads to a poor generalization in the test.  

⋆ SVC’s main advantage is that it can account for complex, non-linear relationships between 

features and survival. SVC finds a line that acts as a boundary to separate the data. This makes 
SVC extremely adaptable and applicable to a wide range of data. 

⋆ Gradient Boosting Classifier is similar to a Random Forests Classifier because it depends on  

numerous base learners to produce an overall prediction, but varies in how those are aggregated. 

While a Random Forests Classifier fits a set of classification Trees separately and then averages 
their predictions, a Gradient Boosting Classifier is constructed back-to-back in a greedy 

stagewise manner.  

⋆ MLP classifiers simulates a biological interconnected neuron. MLP is considered to have high 
accuracy and strong parallel distributed processing ability. The model works with a large number 

of parameters and provides quality prediction performance; however, the output results are 

difficult to explain and are termed, black-box models. 

⋆ Random Forests Classifier is an ensemble of tree-based learners. It ensures that individual 
trees are de-correlated by 1) constructing each classification tree on a different bootstrap sample 

of the initial training data and 2) at each node, only estimate the split criterion for a randomly 

selected subset of features and thresholds. Predictions are formed by aggregating predictions of 
individual trees in the ensemble. • Model training pipeline. We trained the above-described ML 

models on the synthetic data using the procedure demonstrated in Figure 2. The ML models are 

trained using five-fold cross-validation. The model parameters are identified using grid search in 
the training sets. 

 

4. EXPERIMENTS 
 

We investigated three questions. The questions are as follows:  
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• Q1-Redundant Features: Can we identify the malicious nodes in a setting where we have 
repeated features?  

• Q2-Noise: How accurate are the ML models to predict malicious nodes in the noisy setting?  

• Q3-Imbalanced: Are ML models still be able to learn and predict the malicious nodes in an 

imbalanced label distribution?  
 

4.1. Q1- Redundant Features  

 
IoT data can exhibit redundancy [21]. This behavior might impact degradation of the overall 

performance of the IoT sensor networks [12]. We varied the redundant features from 2,3,4, and 5 

in our synthetic datasets. The performance of different algorithms in different redundant feature 
settings is shown in Figure 3. We ran all the ML algorithms in this setting. We found that in the 

highest number of repeated features, which is five, the Gradient Boosting classifier performed 

best compared to other algorithms. Similarly, the Gradient Boosting classifier has competitive 

performance with its competitors Decision Tree, Random Forest, and MLP Classifier for four 
repeated features. For two and three repeated features, we can see from the bar-plot (Figure 3) 

that all the algorithms have similar performance. It implies that in the setting where there are 

many repeated features, score. ensemble-based models like Gradient Boosting Classifier or 
Random Forest Classifier would be applicable. 

 

 
 

4.2. Q2- Noise  

 

In IoT devices, it might suffer from irregularities in the correct readings of the sensor data, which 
might make them vulnerable for attack. Often data collected by IoT devices are noisy and 

corrupted [20]. To simulate that situation, we created synthetic datasets with different noise 

proportions from 0.01 to 1.0. 0.01 is a tiny noise distribution in the data, whereas 1.0 is high 
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noise in the data. We trained the ML models in this setting, and the result is presented in Figure 
4. We observe that as the noise increases, the AUPR score of the model decreases. From Figure 

4(b), we can see there is a huge drop in AUPR score when the noise is increased from 0.01 to 0.1. 

One of the reasons for that might be adding noise may under-fit the data, and a valuable signal is 

lost, so the ML model has performance degradation. However, in Figure 4(d), there is quite 
improved performance of the ML models with noise 1.0. For noise at 1.0, there is a positive 

influence in ML models that worked as regularizes to reduce over-fitting and has improved 

performance.  
 

 
 

Q3- Imbalanced Data 
 

When the attack happens, there is a chance that there are few malicious nodes and large non-

malicious nodes at first. In such an event identifying the malicious node in advance will save the 
huge loss. Thus, we created a synthetic dataset with 1%, 5%, 10%, and 20% malicious nodes for 

this setting and applied the ML models. The result is shown in Figure 5. 

 
For 1% malicious node, we observed that Logistic Regression had performed better than other 

models. It is because logistic regression performs better when the dataset is linearly separable and 

less prone to overfitting. However, when more malicious nodes are introduced, other models start 
to perform better. For example, in the case of 20% malicious nodes, SVC and MLP classifiers 

outperform all the other methods. Similarly, in 5% and 10%, Logistic regression, MLP, and SVC 

have similar performances. 
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5. DISCUSSION 
 

From the experiment, we came up with the following summary shown in Table 2. We have 

demonstrated the summary for extreme cases, namely the maximum redundant features, noise, 
and imbalanced dataset with only 1% labeled malicious and 99% Non-malicious due to space 

limitation. We can see at the Gradient Boosting Classifier performs the best for a high repeated 

number of features and maximum noise. Gradient Boosting trains many models in a gradual, 

additive, and sequential manner to enhance the predictive performance and has better 
performance than others. Similarly, we observe that the Logistic Regression performed the best in 

predicting few malicious nodes and large non-malicious ones. If there is a linear association 

between features and the outcome variable, then logistic regression is able to capture that 
information and gives better performance in comparison to other methods. We tested off-the-

shelf ML classification algorithms for our synthetic data to identify the best performing 

algorithm. However, picking up a suitable algorithm is always not enough. We must also choose 
the correct configuration of the algorithm for a dataset by tuning the parameters to get high 

predictions. These high predictions are evaluated by metric. 

 

An ML algorithm’s performance metric can represent effectiveness. For many years, machine 
learning researchers measured the trustworthiness of the models through evaluation metrics. The 

evaluation metric like AUPR which we used in our studies describe the number of correct 

predictions made by the model. It answers an important question: if a model is making a random 
guess or has learned to classify the data correctly. The higher the AUPR score, the better is the 

prediction and the more trust we can do in the machine learning algorithms. However, 



Computer Science & Information Technology (CS & IT)                                    101 

transparency, explainability, computational complexity are also the primary step for enhancing 
trust in an ML system for malicious node detection and choosing suitable ML algorithms. We 

have not explored this scope, which is the limitation of this work, but we would like to explore 

this further in our future work.  

 
The subjectivity is a basic characteristic of trust. In this work, we have not looked into the 

subjective aspect of the user for the trust in algorithms for predicting malicious nodes. The user 

studies in the trust is an important issue. As this is the initial stage of our work, we consider user 
studies part of our further research. 

 

Table 2. Qualitative comparison of the performance of the ML classification models in a synthetic data.✓: 

higher performance, ×: poor performance 

 

 
 

6. CONCLUSIONS 
 

We presented the malicious node classification using off-the-shelf ML algorithms in a synthetic 
dataset. We showed the ability of ML algorithms in the scenarios mimicking for IoT devices: (a) 

redundant features, (b) noisy, and (c)imbalanced datasets and reported the AUPR score of the 

algorithms. Our work explores looking at the synthetic data and applying ML models to see 
which one performed the best in what setting. 

 

We believe the evaluation metric provides the first step towards trusting the ML for developing 

malicious node detection. However, this idea will give a simple, cheap, and effective way to 
generate the data and perform ML experiments for secure systems. 
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ABSTRACT 
 

Code obfuscation increases the difficulty of understanding programs, improves software 

security, and, in particular, OLLVM offers the possibility of cross-platform code obfuscation. 

For OLLVM, we provide enhanced solutions for control flow obfuscation and identifier 
obfuscation. First, we propose the nested switch obfuscation scheme and the in-degree 

obfuscation for bogus blocks in the control flow obfuscation. Secondly, the identifier 

obfuscation scheme is presented in the LLVM layer to fill the gap of OLLVM at this level. 

Finally, we experimentally verify the enhancement effect of the control flow method and the 

identifier obfuscation effect and prove that the program's security can be further improved with 

less overhead, providing higher software security. 

 

KEYWORDS 
 

Software Protection, Code Obfuscation, Control Flow Obfuscation, Identifier Obfuscation, 

LLVM. 

 

1. INTRODUCTION 
 

Software protection [1-3] has become more attention-grabbing with the increased awareness of 

privacy and copyright, especially when the physical and virtual economies are becoming more 

and more integrated. According to the medium of intervention, existing software protection can 
be divided into hardware-level [4-6] and software-level [7-9] protection. The former can 

theoretically provide more robust protection because it can provide a relatively controlled 

environment. The latter has advantages in cost and applicability compared to the former. 

Especially with the development of IoT, the security level needed in different scenarios, and the 
availability of limited computing resources, software-level protection is unavoidable. Considering 

the broad applicability and objective security obtained for low cost, we focus on software-level 

protection. Software-level protection can be divided into protection before being damaged and 
forensics after being damaged, such as protecting core technologies through code obfuscation 

[10, 11], encryption and decryption [12, 13], software watermarking [7, 14], or software 

birthmark [15, 16] for effective tracking of software copyright. 
 

Moreover, from the attacker's perspective, it can be divided into anti-static debugging and anti-

dynamic debugging. Code obfuscation is effective against static analysis, and virtual machine 

protection [17, 18] is effective against dynamic analysis. However, virtual machine protection's 
huge overhead in time and space does not allow for a wide range of landing in the actual 

production environment. Furthermore, the low overhead of code obfuscation provides 

considerable security, making code obfuscation continue to occupy an essential role among the 
many software protection techniques available today. As for code obfuscation, it can be further 

divided from the hierarchy of roles into source code level [19], intermediate code [20], and binary 

file [21] obfuscation. Because the intermediate representation is easier to adapt to new front and 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N04.html
https://doi.org/10.5121/csit.2022.120409
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back ends and easier to carry out optimization work, we propose the code obfuscation scheme on 
LLVM intermediate representation (LLVM IR). 

 

OLLVM (Obfuscator-LLVM) [20] has implemented a mature and effective obfuscation system 

on LLVM IR, but currently, OLLVM has some problems as follows. First, OLLVM is based on 
LLVM 4.0, and as of January 2022, LLVM has released LLVM13. Coupled with the large API 

gap between different versions of LLVM, OLLVM cannot use some new API features. The 

adaptation to the newly emerging front-end and back-end may also be problematic. Although 
different open-source communities [22, 23] have implemented OLLVM migration to new LLVM 

versions, it is inescapable that existing OLLVM obfuscation techniques are developed based on 

previous LLVM versions. Furthermore, OLLVM, as a mature obfuscation framework, has had 
different anti-obfuscation methods implemented for it, and the security that OLLVM itself can 

provide is questionable. Finally, the existing OLLVM provides obfuscation features including, 

bogus control flow and flattening at the control flow level and instruction substitution at the 

instruction level, but does not provide identifier [24] related obfuscation methods. Therefore, this 
paper implements the iOLLVM system to provide new obfuscation methods at the control flow 

and identifier levels to address the issues mentioned here. 

 
Following are the main contributions of this paper: 

1. The paper proposes enhanced flattening processing and adds in-degree obfuscation for 

OLLVM control flow obfuscation to resistance to existing scripting attacks;  
2. The paper also proposes four algorithms in identifier obfuscation to compensate for the lack of 

OLLVM. 

 

The rest of the paper is organized as follows: Section 2 introduces the overview of the iOLLVM. 
Section 3 describes the details of identifier algorithms, and the experiment results are presented in 

section 4. Finally, in section 5, we end up with a conclusion and a description of future work. 
 

2. THE COMPONENTS OF IOLLVM 
 

Considering the stability of the new version of LLVM API, the prototype iOLLVM obfuscation 
system was implemented on LLVM 10, giving effect enhancements at the control flow 

obfuscation level and the identifier obfuscation level, respectively. The general framework 

diagram is shown in Figure 1. 
 

Based on the existing OLLVM, iOLLVM proposes an enhanced obfuscation implementation at 

the control flow level and complements the obfuscation method at the identifier level. The overall 

flow of the obfuscation system is as follows: first, the source code is transformed into LLVM IR 
code by the front-end tools provided by LLVM, such as clang, flang, denoted as xclang in Figure 

1. Then, the LLVM IR code is obfuscated by the new modules provided by iOLLVM: the control 

flow module and the identifier module. They can be called and used separately or nested. Finally, 
the obfuscated IR files generate platform or environment-ready executables by specific back-end 

programs. 
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Figure 1. iOLLVM general framework diagram 

 

2.1. Control Flow Obfuscation 
 
According to Collberg's classification of code obfuscation [10], control flow obfuscation intends 

to effectively hide the program's control flow and make the attacker's path analysis more difficult. 

OLLVM provides control flow obfuscation, including bogus control flow and flattening 
processing [20]. However, using some IDA Python script files [25] to target the features of 

OLLVM obfuscation processing can effectively remove the added flattened obfuscated code. In 

the meantime, if a cracker can infer that control flow obfuscation has been performed based on 

the control flow graph processed by the automated tool, this itself is also valuable information for 
further analysis of the program. Moreover, at the same time, the bogus control flow design 

currently provided does not take into account the attack of the degree of entry analysis. 

Therefore, this paper proposes a counter-common sense nested switch flattening process and an 
in-degree obfuscation to prevent incidence analysis. 

 

2.1.1. Nested Switch 
 

The original purpose of flattening was to disrupt the program's execution flow. In LLVM IR, the 

basic blocks that initially had an upper and lower hierarchy are transformed into the same 

hierarchical relationship. Considered the convenience and the cross-platform nature of the 
program, the general implementation uses the dispatcher architecture of the switch, and the 

processed program has a prominent feature while bringing security, namely the presence of the 

loop structure. The switch structure distributes the basic blocks. From the point of view of hiding 
the flattened processing and resisting script analysis, the switch structure is created again in the 

flattened generated switch structure, and a new switch is created in each basic block 

corresponding to the case. 
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Figure 2. Nested switch structure 

 
As shown in Figure 2, the part in the imaginary coil is noted as procedure F: the general 

flattening operation. The new switch structure is created inside the basic block, noted as 

procedure N. The procedure for adding boolean or numerical operations against variable v is 

noted as T. The steps of the nested switch are as follows. 
 

Step 1: Perform procedure F on input program (or LLVM IR file) P0 to realize the flattening 

operation; the obfuscated program is noted as P1. 
Step 2: Iterate through the basic blocks in P1 at the same level, and record them as the setBlocks, 

and for each basic block inside, process N to achieve the nesting of switch structure, and the 

obfuscated program is recorded as P2. 

Step 3: For the switch generated at the P1 level, the jumping variable is recorded as the case-
outer; for the switch generated at the P2 level, the jumping variable is recorded as the case-inner. 

The procedure T is added to the basic block corresponding to the case-inner, but only one block 

is left unprocessed to ensure normal program execution. The obfuscated program is denoted as 
P3. 

 

P3 is the program after nested switch processing. The process of creating the nested switch 
structure requires attention to the creation of the basic block (or called the bogus block) and the 

setting of the jumping variables (case-outer, case-inner) used by the internal and external 

switches for distribution. 

 
1. Because it involves the construction of a new switch structure, corresponding to the creation 

of new basic blocks, to enhance the similarity with the native program, drawing on the idea 

of bogus control flow, based on the program's native basic blocks to transform. Further, the 
number of bogus blocks is created because different space overhead scenarios are expected 

to be different. The default value is the number of cases of the outer switch while providing 

external parameters specified at the time of use. 
2. Because the internal and external switch structure is involved, to strengthen the confusion of 

the internal switch structure and ensure the semantics of the program, the external case 

values are processed in the internal switch structure. However, there will always be a basic 

block in the internal randomly generated case that is not processed for the external case. All 
other basic blocks corresponding to the same level of cases add random boolean or 

arithmetic operations. This results in a combination of obfuscation processing on data 

dependencies. 
 

 

 

A B C

while

End while

A B C

while

switch switch switch

End while
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2.1.2. In-Degree obfuscation 
 

For the native bogus control flow, it is possible to protect the program by copying and 

transforming the native basic blocks to construct new bogus blocks embedded in the program 

through opaque predicates [26]. Generally, in practice, to reduce the space overhead, the 
obfuscation algorithm only protects against the critical code in the program. So if the attacker can 

recognize that the bogus control flow protects the program, there is a risk of identifying the bogus 

blocks. Plus, to hide the difference between the real block and the bogus block, a path to the real 
block can generally be constructed in the bogus block, so there will be: in general, the real block 

in-degree will be greater than that of the bogus block. Moreover, this can play a more significant 

role in excluding bogus blocks. Therefore, to resist the attacker's degree of entry analysis, the 
degree of entry of the bogus block is obfuscated. 

  

 
 

Figure 3. In-degree obfuscation 

 

Figure 3(a) shows the sample program with a direct jumping relationship between the basic 

blocks A, B1, and C. Figure 3(b) shows the schematic diagram after adding the bogus control 
flow processing. Figure 3(c) shows the schematic diagram after adding the in-degree obfuscation 

processing, noting that B1 points to the edge of B2. 

 

The fundamental point of entry analysis is to make bogus blocks have more entries than the real 
block by opaque predicates, i.e., adding opaque predicates to the real block to realize the addition 

of false jump relations. However, suppose there are already jump relations in the original real 

block without splitting the real block. In that case, the logic can be combined with the idea of 
flattening, transforming different branches into switch-case jump forms, and adding opaque 

predicates to the internal cases. 

 

2.2. Identifier Obfuscation 
 

During the reverse analysis of the program, the strings and identifiers exposed by the program 
will play a significant role in guiding the attacker to the specific location in the program based on 

the strings. They may even expose some core algorithm design and other information about the 

program. Therefore, it is necessary to hide the string and identifier information in the program 
effectively. Although OLLVM does not provide obfuscation protection for strings, both 

Armariris [27] and Hikari [28] give specific open-source schemes to protect certain programs. 

However, no explicit protection method is given for identifiers. Although the identifier 

information in the program can be partially removed using strip against the program, it is 
beneficial but not harmful to provide the obfuscation of identifiers in terms of the completeness 

of security and the uncertainty of the usage scenario. Therefore, this paper adds to this aspect by 

A
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providing four obfuscation algorithms for identifiers in LLVM IR: Random, Directory, Illegal, 
and Overload. 
 

3. ALGORITHMS FOR IDENTIFIER OBFUSCATION 
 

This paper proposed four algorithms to provide software security, namely, Random, Directory, 

Illegal, and Overload. The first three belong to the general category of substitution algorithms, 
while the fourth is a separate algorithm category. 

 

Algorithm 1 Substitution algorithm 

1: init parameters that algorithm needs  

2: Read LLVM IR file 

3: get all custom identifiers noted as setNames 

4: select a algorithm from Set(Random, Directory, Illegal) 

5: for item in setNames: 

6:     change item in global 

7: end 

 

Among them, the replacement data sources for Directory and Illegal need to be initialized 

beforehand, and the replacement data sources for Random can be generated beforehand or 

dynamically at runtime. 
 

Algorithm 2 Overload algorithm 

1: Read LLVM IR file  

2: get all custom identifiers noted as setNames 

3: for item in setNames: 

4:     generate a new function name item with random parameters, noted as newname 

5:     if(newname is legal) 

6:         added it to LLVM module 

7: end 

 

The critical point of the overload algorithm is that some languages support the overloading 
feature internally. When designing, we need to judge whether the overloading feature is satisfied 

based on the name mangling of the parameter list setting information. Next, the algorithm details 

are explained as follows. 
 

Random algorithm: First, obtain the identifiers in the program. Randomly generate 11 identifiers 

containing letters, numbers, and special symbols and conform to the naming convention. Then, 

perform the global replacement for each identifier. 
 

Directory algorithm: Unlike the idea of randomly generating identifiers for replacement, the 

purpose of the obfuscation dictionary is to use standard identifiers to replace identifiers in the 
program. Standard identifiers can play a preemptive role in obfuscation, unlike meaningless 

random characters. 

 

Illegal algorithm: There will be reserved words in the program design, and it is not possible to 
use reserved words to name the identifiers, but since all characters are coded at the code set, 

characters of different codes set may be highly similar in appearance, so the Greek letters are 

used to replace the English letters thus playing the role of replacement confusion. 
 

Overload algorithm: To further enhance the obfuscation of the program, the program is processed 

using the overload idea. Also, to avoid the name-mangling mechanism of the program itself, the 
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parameter list information is kept when obtaining the identifier information. Then the overloaded 
identifier of the virtual parameter list is constructed. 

 

Because the idea of the first three is the idea of substitution, the fourth is the idea of addition. 

Therefore, in the user use, provide the default way, from the first three randomly choose one, and 
then with the fourth to reuse the previous confusing characters as much as possible. 

 

4. EXPERIMENTS 
 
We carry out three experiments: a) control flows obfuscation versus OLLVM; b) identifier 

obfuscation effects; c) time and space overhead. 

 

Experiment environment: Ubuntu18.04; Inter(R) Core(TM) i5-4210U; 4G Memory; LLVM10. 
 

Experimental data is selected from the algorithm library [29] implemented in c language on 

GitHub. In order to facilitate the automatic execution of the script, the part of the algorithm that 
involves input is converted from user input to fixed-value input. Finally, only 123 source files are 

kept. 

 

4.1. Experiment 1- Control Flows Obfuscation Versus OLLVM 
 

Function kthSmallest in kth_smallest.cpp in the test set is used to illustrate the effect of 
obfuscation. First, use clang to process the source program to get the corresponding LLVM 

intermediate code bc file; then use the so file generated by the obfuscation system to obfuscate 

the specified file. Here we can further specify the function to be obfuscated. The sample below 
specifies the function kthSmallest for processing. Because C++ has a name mangling mechanism 

compiled into intermediate code, so the function name seen in the intermediate code layer is 

_Z11kthSmallestP8TreeNodei. But the user only needs to provide the function's name in the 

source code when specifying it. Finally, Graphviz is used to generate the graph summary as 
follows. 

 

4.1.1. Nested Switch 
 

The control flow diagram of the function before obfuscation is shown in Figure 4, the control 

flow diagram after flattening with OLLVM is shown in Figure 5, and the control flow diagram 
after nest switch processing is shown in Figure 6. For ease of display, only show the logical 

relationships of the basic blocks while the instructions in Figure 5 and Figure 6 are removed. 



112         Computer Science & Information Technology (CS & IT) 

 
 

Figure 4. KthSmalles: origin cfg 

 

As shown in Figure 5, the original basic block relationship between the upper and lower levels is 

transformed into the same hierarchy level, with efficient scheduling through the switch. The 
attacker can infer flattened processing based on the current control flow graph and then use the 

existing attack script to approximate the program. 

 

 
 

Figure 5. KthSmalles: ollvm flattening cfg 

CFG for '_Z11kthSmallestP8TreeNodei' function

%2:
%3 = alloca i32, align 4
%4 = alloca %struct.TreeNode*, align 8
%5 = alloca i32, align 4
%6 = alloca i32, align 4
store %struct.TreeNode* %0, %struct.TreeNode** %4, align 8
store i32 %1, i32* %5, align 4
%7 = load %struct.TreeNode*, %struct.TreeNode** %4, align 8
%8 = getelementptr inbounds %struct.TreeNode, %struct.TreeNode* %7, i32 0,
... i32 1
%9 = load %struct.TreeNode*, %struct.TreeNode** %8, align 8
%10 = call i32 @_Z10countNodesP8TreeNode(%struct.TreeNode* %9)
store i32 %10, i32* %6, align 4
%11 = load i32, i32* %5, align 4
%12 = load i32, i32* %6, align 4
%13 = icmp sle i32 %11, %12
br i1 %13, label %14, label %25

T F

%14:
14:
%15 = load %struct.TreeNode*, %struct.TreeNode** %4, align 8
%16 = getelementptr inbounds %struct.TreeNode, %struct.TreeNode* %15, i32 0,
... i32 1
%17 = load %struct.TreeNode*, %struct.TreeNode** %16, align 8
%18 = icmp ne %struct.TreeNode* %17, null
br i1 %18, label %19, label %25

T F

%25:
25:
%26 = load i32, i32* %5, align 4
%27 = load i32, i32* %6, align 4
%28 = add nsw i32 %27, 1
%29 = icmp sgt i32 %26, %28
br i1 %29, label %30, label %44

T F

%19:
19:
%20 = load %struct.TreeNode*, %struct.TreeNode** %4, align 8
%21 = getelementptr inbounds %struct.TreeNode, %struct.TreeNode* %20, i32 0,
... i32 1
%22 = load %struct.TreeNode*, %struct.TreeNode** %21, align 8
%23 = load i32, i32* %5, align 4
%24 = call i32 @_Z11kthSmallestP8TreeNodei(%struct.TreeNode* %22, i32 %23)
store i32 %24, i32* %3, align 4
br label %49

%30:
30:
%31 = load %struct.TreeNode*, %struct.TreeNode** %4, align 8
%32 = getelementptr inbounds %struct.TreeNode, %struct.TreeNode* %31, i32 0,
... i32 2
%33 = load %struct.TreeNode*, %struct.TreeNode** %32, align 8
%34 = icmp ne %struct.TreeNode* %33, null
br i1 %34, label %35, label %44

T F

%44:
44:
br label %45

%49:
49:
%50 = load i32, i32* %3, align 4
ret i32 %50

%35:
35:
%36 = load %struct.TreeNode*, %struct.TreeNode** %4, align 8
%37 = getelementptr inbounds %struct.TreeNode, %struct.TreeNode* %36, i32 0,
... i32 2
%38 = load %struct.TreeNode*, %struct.TreeNode** %37, align 8
%39 = load i32, i32* %5, align 4
%40 = load i32, i32* %6, align 4
%41 = sub nsw i32 %39, %40
%42 = sub nsw i32 %41, 1
%43 = call i32 @_Z11kthSmallestP8TreeNodei(%struct.TreeNode* %38, i32 %42)
store i32 %43, i32* %3, align 4
br label %49

%45:
45:
%46 = load %struct.TreeNode*, %struct.TreeNode** %4, align 8
%47 = getelementptr inbounds %struct.TreeNode, %struct.TreeNode* %46, i32 0,
... i32 0
%48 = load i32, i32* %47, align 8
store i32 %48, i32* %3, align 4
br label %49

CFG for ' _Z11kthSmal lestP8TreeNodei '  func tion

%2:

loopEntry :

def -1901072919 -1110461734 469931048 599132553 -643894429 1454655130 947339329 1938189623 1858629060

sw itc hDefaul t:
br labe l  %loopEnd

fi rst:

%15:
%21:

%27:
%33:

%39:

%48:

%49:

%53:

loopEnd:
br label  %loopEntry
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Figure 6. KthSmalles: nested switch flattening cfg 
 

As shown in Figures 4, 5, and 6, nested switches can make an order of magnitude increase in 

complexity. The nested structure is different from the existing flattening processing. Even if an 

attacker uses an existing attack script for processing, it can effectively resist the existing attack 
script because the characteristics of the obfuscation algorithm are different. In addition, for 

control flow obfuscation, the similarity of basic blocks (BB), jump instructions(JI), and 

functions(F) after obfuscation and the similarity of programs(P) before and after obfuscation can 
be used as indicators to measure the effectiveness of obfuscation. Therefore, BinDiff [30] counts 

the above four indicators in the test set. Table 1 shows the statistics of the metrics after OLLVM 

obfuscation, and Table 2 shows the statistics of the metrics after obfuscation using nested 

switches and in degrees. 
 

Table 1. Similarity of OLLVM obfuscated files to source files 
 

OLLVM flatten Average value Minimum value Maximum value Standard deviation 

similarity of BB 68.33 40.2 100 12.93 

similarity of JI 36.55 10.9 100 21.4 

similarity of F 76.72 55 92.6 8.79 

similarity of P 0.74 0.56 0.99 0.1 
 

Table 2. Similarity of nested switch, in-degree obfuscation files to source files 
 

Nested switch, 
in-degree 

Average value Minimum value Maximum value Standard deviation 

similarity of BB 29.09 6.7 100 21.01 

similarity of JI 14.19 1.6 100 21 

similarity of F 76.67 55 92.6 8.79 

similarity of P 0.5 0.34 0.99 0.15 

 

In terms of jump instructions, methods in this paper are on average 61% lower than OLLVM and 

57% lower in terms of similarity of basic blocks. The reason is twofold: firstly, this method 
constructs more basic blocks and jump instructions, which significantly reduces the similarity 

with the native program and increases the confusion; secondly, the jump instructions in some of 

the original basic blocks are changed, so the decrease in the similarity of jump instructions is 
more prominent. 

 

There is essentially no difference in the number of functions considering the effect of errors 

generated by BinDiff decompilation. The similarity between the obfuscated program and the 
original program, the method in this paper decreases by 32% compared to OLVM. Meanwhile, 

the maximum values of the four metrics, OLLVM, and this paper's method agree, i.e., for some 

particular files, the effect of the control flow obfuscation method proposed in this paper is 
consistent with OLLVM. However, the minimum values and standard deviations show that this 

paper's method performs better than OLLVM on the applicable files. It should be added that the 

similarity is one of the indicators of the obfuscation effect. However, suppose we only increase 
the number of basic blocks and jump instructions. In that case, such processing will not play a 

corresponding resistance to the substantial reverse cracking. However, this paper combines the 
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construction of basic blocks and jump instructions with the control flow and data flow of the 
original program itself, so the obfuscation effect is guaranteed to a certain extent. 

 

4.1.2. Indirect Jump 

 
The control flow diagram of the function before obfuscation is shown in Figure 4, and the 

function after obfuscation using the proposed obfuscation process for in-degree analysis is shown 

in the following figure, Figure 7. The image has been simplified for easy display. 
  

 
 

Figure 7. In-degree obfuscation effect 

 

The grey blocks in Figure 7 are newly bogus, while white blocks are original blocks in the origin 

program. It can be seen that by introducing opaque predicates, the degree of entry of the bogus 

block is significantly higher than that of the actual block while ensuring the original semantics of 
the program, thus avoiding the threat of entry analysis. Limited to the constructional 

characteristics of the algorithm itself, it will have higher security when used simultaneously with 

other control flow methods. 
 

4.2. Experiment 2- Identifier Obfuscation Effects 
 
After using the identifier obfuscation algorithm for the 123 files in the test set, the function 

identifier replacement rate is 65.2% (4875/7515). In order to ensure the standard semantics of the 

program and avoid modifications to third-party library functions, only user-defined function 

names are selected here. It should be noted that for large projects in terms of identifier 
replacement, we can consider using wllvm [31] to link the project code into a single bc file and 

then obfuscate the identifiers for the bc file to avoid errors caused by symbolic links. 

 
 

 

 
 

CFG for '_Z11 kthSm allestP8TreeN odei' function

T F

%15:

T F

%2:

%26:

T F

%20: %31:

T F

%45:

T F

%66:

%36:

%68:

T F

%79:

%54:

T F

%84:
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4.3. Experiment 3-File Size and Performance Penalty of Protected Program 
 

Table 3. Time and space overhead of obfuscation methods 

 

Obfuscation Method Time overhead Space overhead 

OLLVM Flattening 1.01 1.05 

Identifier obfuscation 0.98 1.00 

Nested switch, in-degree 1.02 1.59 

 

The space overhead is measured by comparing the increase of the file size after obfuscation with 
the increase in file size before obfuscation. As for time overhead, we use a script to count the 

time of multiple file executions before and after obfuscation. Furthermore, taking the average 

value as a benchmark for comparison. From Table 3, we can see that the control flow 

enhancement scheme proposed in this paper has a slight increase in time and space compared to 
OLLVM. In particular, considering that the program may run slightly differently in time under 

different execution states, the existing test sets are all small volume algorithm files, so they are 

more sensitive to execution time. Therefore, it can be considered that the identifier obfuscation 
has almost no overhead impact in terms of time and space. 

 

It should also be noted that in large projects, as the volume of the protected code increases, the 
corresponding time and space overhead also increases, and the two should be linear. When using, 

different parameter values should be set in conjunction with specific usage scenarios to meet the 

security and performance requirements of the scenario. 

 

5. CONCLUSIONS 
 

This paper addresses the lack of strength of OLLVM obfuscation in control flow protection and 

the gap in identifier obfuscation by proposing two broad categories of enhancements. In control 
flow obfuscation, first, adding nested switches at the control flow level and adding the switch 

structure again in the flattened code, thus increasing the complexity of the code while resisting 

existing scripting attacks; second, proposing an in-degree treatment for bogus blocks to increase 

the confusion of bogus blocks further. Further, at the level of identifier obfuscation, four 
algorithms are proposed and bridge the gap of OLLVM in identifier obfuscation. By comparing 

with OLLVM, this paper can significantly improve the original control flow complexity in 

obfuscation effect; replace 65.2% of custom identifiers while guaranteeing program functionality. 
Furthermore, the time overhead from obfuscation is almost negligible. The space overhead is at 

1.5 times. 

 
In future work, we will pay attention to generating more secure opaque predicates and are not 

limited to the number-theoretic model. Meanwhile, the practical effectiveness of existing 

obfuscation algorithms in large projects remains tested. Therefore, we will focus on how to 

provide more accessible use of the obfuscation framework model in large projects. 
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HOW DID HUMANS, ANIMALS AND  

PLANTS ORIGINATE? 
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Nanjing, China 
 

ABSTRACT  
 
With black hole explosion under incredibly high temperatures leading to cosmic information 

billions of years ago, all matters had been in gaseous phase. With temperature dropping, under 

atomic attractive forces, adjacent atoms which made up gases attracted each other and formed 

a variety of big, small or tiny gaseous lumps. With the temperature persistently dropping, the 

tiny gaseous lump became colder and contracted and got smaller and turned into one in liquid 

state and subsequently in solid state according to the principle of expanding when heated and 

contracting when cooled in general cases. Gradually it developed and formed a human- or 
animal-like fetus or a plant-like seed. If it had the same compositions as a human, cow or 

sunflower, the human, the cow or the sunflower formed. Similar cases happened to other 

humans, animals and plants. Humans neither evolved from apes nor shared a common ancestor 

with apes. 
 

KEYWORDS 
 
Origins of humans, animals and plants, cosmic formation, property and counts of brain neuron 

in language and thinking areas, brain structure, black hole. 

 

1. INTRODUCTION 
 

Charles Darwin’s theory of evolution was published in 1859 and has been dominant for more 
than 150 years, indicating that humans evolved from apes (Hale, 2012, Johnson, 2001). However, 

some studies demonstrated that humans shared a common ancestor with apes, but did not evolve 

from apes (e.g., Christensen, 2001, White et al., 2009). Recent neuroscience research showed that 

the human brain was organized differently from the ape brain (Premack, 2007, Holloway et al., 
2009). In 1999 Preuss and Coleman’s microscopic study first demonstrated that “In one layer of 

the human primary visual cortex, nerve cells were organized in a complex meshlike pattern very 

different from the simpler vertical arrays of cells in other primates.” which was noted by Premack 
(2007, p. 13861). These studies demonstrated different points of view or possibilities concerning 

the origin of human life. How did human life actually originate? Besides, it remains unknown 

regarding origins of animals and plants. The atomic structures of the cell were discovered in the 

20th century (Johnson, 2001) and the cosmic formation theory was just built (Yin, 2020). That is 
to say that in the Darwin’s era, the atomic structures of the cell had not been discovered until the 

20th century and the cosmic formation theory had not been built until recently and the 

microscopic study of human brains in the field of neuroscience had not started until 1999. With 
appearances of these new scientific discoveries and theories in the last more than one hundred 

years, it is significant to make new scientific research on origins of human life from a brand new 

perspective and on origins of animals and plants which are still gaps needing filling. The paper 
aims to clarify when and how humans, animals and plants originated and whether humans 

evolved from apes or shared a common ancestor with apes by providing a new theoretically-

based analysis and explanations or a new theoretical point of view based on comic formation 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N04.html
https://doi.org/10.5121/csit.2022.120410
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theory, hereditary theory and related physical and chemical theories including atomic motion 
theory, electromagnetic field theory, atomic and molecular structure formation theory. 

 

2. HOW DID LIVES OF HUMANS, ANIMALS AND PLANTS ORIGINATE? 
 

Billions of years ago the black hole exploded under incredibly high temperatures (Hawking, 
1974), which led to the birth of the universe on the basis of the cosmic formation theory (Yin, 

2020). Simultaneously non-life forms of all life started to appear. That indicated that the earliest 

non-life forms of all life were born together with the non-life forms of stars (e.g., the Sun), 
planets (e.g., the earth, the mars), etc. at the beginning of the universe. All solid (e.g., metal, rock, 

wood, glass) and liquid (water, alcohol, etc.) matters spewing out of the black hole had been 

vaporized or in gaseous phase besides those original gases also from the black hole (Yin, 2020). 
All these gases contain compositions which make up all non-life matter (e.g., water, air) and 

objects (e.g., stars, planets) (Yin, 2020) and all forms of life (humans, animals, plants) in the 

universe. When all these gaseous matters spewed out of the black hole, they instantly scattered to 

all over the universe (Yin, 2020). Now we see that the universe is filled with stars, planets, 
asteroids, etc. Actually at that time the universe was also full of various non-life forms of life. 

However, survival of life was much more difficult and an individual life is much shorter, just as if 

it exists just for an instant compared with non-life matter and most of objects.  
 

With temperature dropping, adjacent atoms which made up gases attracted each other and formed 

a big or small gaseous lump (Yin, 2020). The electromagnetic field theory indicates that opposite 

magnetic poles and electric charges attract each other and that any atom is a dipole with opposite 
magnetic poles and positive and negative electric charges (Blehl, 2006, Dorfmann and Ogden, 

2014). When the temperature became colder, the gaseous lump also became colder and 

contracted and got smaller according to the principle of expanding when heated and contracting 
when cooled in general cases (Yin, 2020). It rapidly turned into one in liquid state and 

subsequently one in solid state and formed a star- or planet- or asteroid-shaped object (Yin, 

2020). If the star- or planet- or asteroid-shaped object had the same compositions of the Sun, the 
earth or an asteroid, the Sun, the earth or the asteroid was born (Yin, 2020). Similar cases also 

happened to other stars, planets, asteroids and small and tiny objects (Yin, 2020). As such, the 

universe is full of all types of stars, planets, asteroids, small and tiny objects which lied in 

locations close to or far away from each other just as we see numerous stars in the nearby or far-
off sky at night on a clear day. Of course, there must be numerous stars, planets, etc that we have 

not been able to observe or see by using the latest technology which humans have invented or 

created by now.  
 

Similarly, adjacent atoms which made up gases also attracted each other and formed various 

extremely small or tiny gaseous lumps. Under atomic attractive forces, adjacent gaseous lumps 
similarly attracted mutually and connected and fused with one another and formed a bigger 

gaseous lump. Similar cases also happened to other adjacent gaseous lumps. If some of the 

gaseous lumps contained complicated atomic and molecular structures or compositions of the 

fertilized egg cell and related development environment of humans, animals, or plants (e.g., tree, 
flower, etc.), they made good preparations for the potential appearance of different forms of life. 

With the temperature persistently dropping, these gaseous lumps became colder and contracted 

and got smaller according to the principle of expanding when heated and contracting when 
cooled in general cases. They rapidly turned into ones in solid phase or in a normal state and 

gradually developed into ones with simple forms of life (human, animal or plant). They continued 

growing and became bigger just as a fetus curled up in the solid- or ball-like womb or just as a 

solid- or ball-like seed. If one of them contained the same compositions as a human or cow or 
sunflower, the human or the cow or the sunflower formed. Obviously, the human or cow embryo 

and fetus or sunflower seed embryo in the solid- or ball-like shape must have got enough 
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nutrients and had suitable temperatures and other necessary environmental conditions for 
survival, growth and maturity. If the newborn human or cow or sunflower could continue getting 

enough nutrients and having suitable temperatures and other necessary environmental conditions 

for survival and growth, the newborn human or cow or sunflower could continue surviving and 

growing. Similar cases happened to other humans, animals and plants. As such, there were man, 
woman, various animals and plants in the natural world. We have seen that seeds of flowers, 

grasses, trees and other plants are in geometric solids (e.g., sphere, oval, and cylinder) just like 

human and animal embryos and stars, planets, asteroids in geometrical solids (e.g., sphere and 
oval) despite the difference in width, length, height and weight (e.g., Brunken, de Wet and 

Harlan, 1977). In any case, only those humans or animals or plants that have the body structure 

and cell atomic and molecular structures and components which were consistent with the law of 
life survival and growth could survive and grow in addition to having enough nutrients, suitable 

temperatures and other necessary environmental conditions for survival and growth. If the body 

structure and cell atomic and molecular structures or components which were completely or 

basically inconsistent with the law of life survival and growth, they could not form normal living 
things like humans, animals or plants. They stopped growing and gradually or immediately died. 

The Mermaid described in the fairy tale or the Sphinx in Egypt most probably once existed as a 

natural organism. That is to say that they are most possibly neither made up by our ancestors 
based on their imagination nor artificial products created by scientists in a high-technology 

experiment, but once appeared as a natural form of life. Up to now, people still can see a variety 

of physical deformities in humans, animals and plants. As far as humans are concerned, these 
physical deformities are varied indeed, serious or not serious so that some of people with physical 

deformities can still be kept to live a normal life and their life quality and lifespan is not 

negatively affected by the physical deformities. However, unfortunately some others of them are 

more or less negatively affected by the physical deformities. They have a short or relatively long 
lifespan, depending on the severity of the deformity threatening life, whether they can get timely 

treatments and the status of medical science and technology development. Pantoja Zarza and 

Diez Morrondo (2014) demonstrated that skeletal and facial deformities in Mucolipidosis III start 
at the age of 3-5, belonging to genetically metabolic diseases and patients are expected to reach 

up to the fifth decade of life due to the slow evolution of the disease. Li et al.’s (2012) study 

revealed that inborn spinal deformities in rat offspring were caused by maternal Vitamin A 

deficiency, indicating that animals’ deformities exist indeed. They noted that there are also other 
organ deformities, e.g., inborn kidney and heart deformities. Pruyn, Gartner and Harmon (2002) 

recorded that trees without stem deformities and diseases and broken tops were chosen as 

samples, indicating that deformities of trees as plants also really exist.  
 

When humans, animals, trees, flowers, grasses or other plants were born, if they fell on the 

surface of the earth and got sufficient nutrients and suitable temperatures and other necessary 
environmental conditions for survival and growth, they could continue being alive until they died 

of illness or other causes. If some of them could not get sufficient nutrients or suitable 

temperatures or other necessary environmental conditions for survival, they would not survive. If 

they fell inside the earth, similarly they must have enough nutrients, suitable temperatures and 
other environmental conditions for survival. If they could get what were required for survival, 

they could survive. Otherwise, they would die. That indicated that humans, animals, flowers, 

grasses and trees and other plants could fall not only on the earth’s surface but also in different 
parts inside the earth. They could also fall on and inside and even between other stars, planets, 

asteroids, etc. in the universe. If they have above mentioned conditions (enough nutrients, 

suitable temperatures and other necessary environmental conditions for survival) for survival, 
they could survive. If they lacked enough nutrients required for survival or the temperature was 

too hot or too cold to be suitable for survival, they would not survive. That is to say that human, 

animals, flowers, trees, grasses and other plants could be located in different parts of the universe. 

Whether they could survive or for how long they could live completely relied on survival 
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conditions they could get and whether their body structure and cells with atomic and molecular 
structures and components were consistent with the law of life survival. In addition to necessary 

survival conditions, when humans, animals, trees, grasses, flowers and other plants had normal 

reproductive abilities and other necessary conditions for reproduction, they would produce next 

generations. Some of them lasted until nowadays by reproduction of generations whereas others 
unfortunately failed to reproduce a new generation or reproduced one, two or more generations, 

but the latest generation died unexpectedly before reproduction or lost reproductive capability 

and hence did not keep reproduction of generations to last until now.  
 

It is well-known that newborn babies are too young to get food independently or feed themselves. 

They acquire nutrients usually with their parents’ or other people’s help. When the earliest 
humans were born on the earth, how did they get nutrients for survival and growth? As the 

foregoing part mentioned, after black hole explosion, preparations for human and animal 

development and births started simultaneously and automatically. When the fertilized egg cell of 

human or animal in related development environment started differentiation and grew up into the 
fetus until human or animal was born, the time for this process is different. Actually, many 

animals before birth have shorter or much shorter period of time for their fetus formation, 

development and maturity than humans. When the earliest human was born, the earliest human 
baby must have been raised by a certain adult animal or animal family. That is to say that the 

animals including many mammalian animals were born on the earth or appeared in the world 

earlier than humans due to many mammalian animals’ (e.g., wolf, leopard, dog and raccoon) 
shorter or much shorter embryo and fetus growth or gestation periods than humans in addition to 

many other animals. As a result, the earliest humans survived and grew with the animal’s help. 

Research has shown that the average length of animal gestation time depends on the animal, e.g., 

wolf (63 days), raccoon (63 days), dog (63 days), leopard (95 days), lion (108 days), tiger (103 
days), pig (114 days), goat (150 days) and sheep (150 days), shorter or even far shorter than 

human gestation period 274 days on average though some other animals, e.g., camel (410 days), 

donkey (365 days) have longer gestation periods than humans (Hill, 2021). Bettelheim (1959) 
noted that Ogburn believed that there was no sound evidence of human children raised by 

animals. However, people still heard true stories about contemporary human children raised by 

animals such as wolf, bear or leopard, etc. up to now. LaPointe (2005) noted that wolf-children 

meant that human children had been allegedly raised by animals, especially wolves and there 
were some records or reports, e.g., Lithuanian bear child in 1661, leopard child of India in 1920, 

sheep child of Ireland in 1672, Syrian gazelle child in 1946, pig boy of Holland in the 19th 

century, etc. Candland (1993) also noted that there was the earliest wolf-boy from Hesse in 1344, 
an Irish sheep-boy described in 1672, a Lithuanian bear-child observed to have been suckled by 

bears in 1661, and two girls named Kamala and Amala suggested to have been raised by wolves 

in northeastern India this century. It was reported that human children were raised by wolves in 
India (Bettelheim, 1959). Human babies raised by animals behaved more like an animal after 

they grew up (Bettelheim, 1959). These studies or reports indicated the case that human babies or 

children were raised by animals existed indeed. They also demonstrated that though people were 

told to be far away from those fierce animals (e.g., wolf, leopard, bear, etc.) for avoiding being 
harmed when they received education during childhood, several or multiple human children were 

raised by fierce and non-fierce animals even just in the past few centuries, which demonstrates 

the rarely seen or observed unusual behavior of animals related to humans and also provides a 
powerful link with the earliest human survival and growth.  

 

When did humans leave animals that once helped them survive and grow and start to live 
independently? It is inferred that when human ancestors felt that their lives were threatened by 

fierce animal family members, animal partners, friends or/and neighbors especially when there 

were severe famines or the food which these fierce animals could seek to find was insufficient to 

satisfy their stomach needs, human ancestors felt secure no longer and started to escape from 
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these animals. They attempted and finally found a secure place to live in. Nowadays, it is well-
known that people are generally afraid of directly staying together with fierce animals except 

animal keepers in the zoo. This case is obviously because fierce animals usually need a large 

amount of food daily and rarely can independently find so much food in places which humans 

live in, control and manage. As such, it is almost impossible without harming humans they 
directly meet except in general cases animal keepers in the zoo who take care of their food and 

are familiar to them. If the earliest human survival and growth were helped by non-fierce animals 

like sheep, etc., they left the animal family without being harmed by these animals. However, 
they must have been endangered by fierce animals nearby or coming from far-off places. As a 

result, they no longer felt secure and escaped from the place where they originally lived. 

Similarly, they tried and finally found a secure place and started to live independently. In any 
case, since humans left animals, they started to experience the process from crawling like animals 

to gradually standing up for more food, new tools, etc. for a more comfortable survival and 

growth. 

 

3. DIFFERENCE IN THE BRAIN OF HUMAN, APE AND ANIMAL STARTED 

FROM THE ORIGIN OF THEIR RESPECTIVE LIFE 
 

As above-mentioned, at the birth of the universe, under gravitational force of the atomic magnetic 

field, adjacent atoms attracted mutually and formed atomic and molecular structures of the 
fertilized egg cell and related development environment of humans or animals. The fertilized egg 

cell in the related development environment differentiated, grew and formed different tissues and 

organs such as brain, heart, lung, etc. Among these tissues and organs, brain plays a crucial role 

in intelligence activity. Actually, humans are more intelligent than apes whereas humans and apes 
are more intelligent than monkeys (Roth and Dicke, 2005). What lead to the difference in human, 

ape and animal intelligence? The paper also attempts to find the root causes leading to the 

difference in the human, ape and animal intelligence and clarify why humans neither evolved 
from apes nor shared a common ancestor with apes from a physiological perspective. In general 

cases, normal adult human brain is characterized by brain neuron property and counts in 

specialized areas and brain structure which match the most complicated cognitive functions 
involved in most complicated language, strong analysis, reasoning and judgment, etc. Normal 

adult gorilla brain is characterized by brain neuron property and counts in specialized areas and 

brain structure which match enough less complicated cognitive functions involved in less 

complicated language, weaker analysis, reasoning and judgment, etc. compared with the normal 
adult human brain. Normal adult animal brain is typical of brain neuron property and counts in 

specialized areas and brain structure which match simpler cognitive functions involved in simpler 

language, weaker analysis, reasoning and judgment, etc. compared with the normal adult gorilla 
brain. In other words, intelligence difference in normal adult human, ape and animal brains can 

be explained based primarily on brain neuron property and counts in specialized language and 

thinking areas and brain structure though there is also difference related to intelligence from other 
related aspects of brain and of the whole body.  

 

Research has shown that human neocortical pyramidal neurons are three times larger than rodent 

pyramidal neurons, which is associated with the three times larger and more complex dendrites in 
human pyramidal neurons than in mouse or macaque (Mohan et al., 2015, see Goriounova et al., 

2018), but also human pyramidal neuron dendrites receive one time more synapses than rodent 

pyramidal neuron dendrites (DeFelipe et al., 2002, see Goriounova et al., 2018). Besides, Mora-
Bermúdez et al. (2016) showed that humans and apes have striking resemblances in 

cytoarchitecture, cell type composition and neurogenic gene expression programs. About 99% of 

human genetic matter is shared with gorilla and chimpanzees (Dobrovolsky, 2009). However, 

Schörnig et al. (2021) noted that human cortical pyramidal neuron dendrites are longer and more 
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branched than chimpanzee pyramidal neuron dendrites (Bianchi et al., 2013a) whereas pyramidal 
neuron synaptogenesis and development in humans and chimpanzees may be longer than in 

monkeys (Bianchi et al., 2013b). Thrombospondins are extracellular-matrix glycoproteins  

controlling synapse formation and neurite development, however, human cerebral cortex has 

approximately 6 times greater expression of thrombospondin 4 messenger RNA than the cerebral 
cortex of champanzees and macques (Cáceres et al., 2007), which indicated that more 

thrombospondins provided a basis for normal production of more synapses, and further 

demonstrated the physiological causes why cerebral cortex neuron synapses in humans were 
more than in apes and animals. Dendritic and spine number, size and morphology play one of 

crucial roles in integrating signals coming from individual synapses (Martínez-Cerdeño, 2016), 

which is closely correlated with cognitive ability. Neuron dendrites and dendritic spines 
significantly affect the connectivity of the brain and are responsible for long-term synaptic 

plasticity associated with memory and learning (Smrt and Zhao, 2010) or reasoning. Analysts 

learned to find solutions to complex tasks through mixed-initiative reasoning, integrated with 

previous knowledge, experience, etc. (Boicu et al., 2005), which indicates that learning requires 
reasoning in processing complex problems. The above studies also exhibited that neuron 

dendrites and dendritic spines are correlated with reasoning or thinking and memory. Other study 

also demonstrated that the integrated and functional roles of the neuron rely primarily on 
dendritic and synaptic structure, function and plasticity (Seong et al., 2015). The size of dendrites 

in these neurons is indeed positively associated with the whole cerebral cortex connectivity 

(Scholtens et al., 2014, van den Heuvel et al., 2015, see Goriounova et al., 2018), displaying that 
the larger dendrite in the neuron is closely correlated with the faster synaptic inputs (Testa-Silva 

et al., 2014) whereas synapse acts as a connection between two neurons (Babu, 2020). Larger 

neurons caused by larger dendrites can encode a larger number of rapidly changing temporal 

information more precisely in their output than smaller neurons caused by smaller dendrites 
(Goriounova et al., 2018). As a result, larger and more complex dendrites are closely linked with 

higher intelligence (Goriounova et al., 2018). Other research has also shown that pyramid 

neurons with dendrites and synapses are linked with higher cognitive functions (Goldman-Rakic, 
1999, see Schörnig et al., 2021). Gemmell et al.’s (2012) study revealed that the volume or size 

of pyramidal neuron in hippocampal subfields CA1 and CA2 was 10%-20% smaller in those 

patients with delayed poststroke dementia or ischemic vascular dementia or mixed Alzheimer 

disease and vascular dementia syndrome or Alzheimer’s disease compared with elderly groups 
with normal cognitive functions. This study indicated that neuronal dendrite size and complexity 

is significantly associated with normality of cognitive functions. However, Freeman et al (2008) 

made an examination of the cerebral cortex of 27 normal elderly people at the age of 56-103 and 
found that all these examined old people had normal cognitive functions and had no relatively 

reduced total neuronal numbers in frontal and temporal neocortex areas in spite of the relatively 

big age difference, but had obvious neuron shrinkage which signified the reduction of dendritic 
size and complexity. Actually, this study indicated that the reduction of dendritic size and 

complexity in a normal range did not negatively affect the normality of cognitive functions. 

Simultaneously, these studies also reflected the important role of the basic shape of brain 

neuronal dendrites in cognitive functions. Research has shown that abnormal or abnormally 
immature dendrite and synapse morphogenesis in human brain neurons can imply a variety of 

nerve developmental disorders (Seong et al., 2015), which indicated that abnormal or abnormally 

immature human brain neuron dendrites, synapses or property predicted the abnormalities of 
human cognitive ability and behavior. Studies on brain neurons of both humans and animals with 

autism and related neurodevelopmental diseases revealed the decreased size and number and 

altered morphology of dendrites and increased spine immature morphology (Martínez-Cerdeño, 
2016), which indicated that the decrease of dendrite size and complexity and increase of 

immature structure of dendritic spine had exceeded the normal scope, which are correlated with 

autism, similarly displaying the importance of synapse morphology and size and mature synapse 

number in cognitive functions in addition to dendrite morphology, size and number. Research has 
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shown that abnormal alterations of the dendritic spine structure and distribution were found in 
diseases such as various mental retardations, etc. due to failure in formation of normal spines 

causing cognitive and motor deficits (Smrt and Zhao, 2010), which further indicated the 

importance of dendritic spine number, size and morphology in cognitive activities. All these 

above studies also indicated that the difference of human, ape and animal in brain neuron 
property supported the difference in their respective brain functions involved in language, 

analysis and reasoning and judgment, etc.  

 
In addition, humans have much more neurons in the cerebral cortex than apes and other animals. 

Herculano-Houzel et al. (2014) demonstrated the African elephant brain contains 257 billion 

neurons, about three times more than the human brain on average, but 97.5% of the elephant 
brain neurons are located in the cerebellum and only 5.6 billion neurons are located in the 

elephant cerebral cortex, which is about one third of human cerebral cortex neuron counts. It is 

noted that elephant cortical neuron number is 11 billions and chimpanzee cortical neuron number 

is 6.2 billions (Roth and Dicke, 2005, see Roth, 2012). In any case, human cortical neurons are 
12-15 billions, indeed more than the cortical neurons of whales and dolphins and elephants with 

much larger brains and of apes and other animals (Roth, 2012). Actually, humans have much 

more neurons in specialized language and thinking areas than apes and animals. The great 
reduction of neurons in hippocampus and cortex is robustly correlated with dementia 

characterizing Alzheimer’s disease symptom, but there is no significant difference between the 

elders with normal cognitive functions and asymptomatic patients with Alzheimer’s disease 
(Andrade-Moraes et al., 2013), which indicated that normal neuron number in specialized 

language and thinking areas in the human brain plays an indispensable role in normal language 

cognition, memory, processing and thinking. Demented patients with Alzheimer’s disease 

presented language and cognitive impairment such as inability to process the discourse as a 
whole, marked lexical and discourse deficits at the early and intermediate stages, which are 

involved in temporal neocortex concerning lexical retrieval (Caramelli et al., 1998), which 

similarly demonstrated that these demented patients experience difficulty in language 
communication, memory, processing and cognition and thinking. Grouios and Ypsilanti (2011) 

demonstrated that Down syndrome is characterized by chromosomal abnormality, language and 

cognitive impairments, abnormal neuromotor, early aging, etc. frequently correlated with 

Alzheimer’s disease symptom, which also similarly indicated that people with Down syndrome 
have difficulty in language communication, memory, thinking, movement, etc. Indeed, research 

has revealed that children with Down syndrome from birth had 20-50% fewer neurons, lower 

neuronal density and distribution particularly in cortical layers II and IV (Wisniewski, 1990), 
which also similarly indicated that lower than normal neuron number in certain areas of the 

cortex could hamper the normal work of human language and cognitive and neuromotor 

functions and further demonstrated that sufficient cortex neuron number in specialized language 
and thinking areas is indispensable for normal human language communication, memory, 

cognition and thinking. These studies also indicated that since humans have stronger language 

and thinking abilities than apes and animals, humans must have more neurons in specialized 

language and thinking areas than apes and animals. Premack (2007) noted that compared with 
apes, humans have many more slender tapered neurons (labeled VENs) situated in the 

frontoinsular cortex and the anterior cingulate cortex involved in emotional cognition, which was 

rediscovered by Hof and associates in 1999 through microscope. Their research result indicated 
that humans have much more brain neurons in emotional cognitive areas than apes. Functional 

Magnetic Resonance Imaging have revealed that memory and reasoning activities were 

demonstrated in certain areas of cerebral cortex (Ruff et al., 2003).  Certain areas of cerebral 
cortex are indeed closely associated with language such as lexical and semantic retrieval, 

semantic integration, as well as memory and reasoning, etc. (Bunge et al., 2005). Prefrontal 

cortex is correlated with reasoning and solving problems (Bunge et al., 2005, see also Ruff et al., 

2003). The Parietal cortex neurons are linked with the possible quantity addition and subtraction 
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activities supporting task decision-making (Yang and Shadlen, 2007). These studies indicated the 
crucial role of some areas of cerebral cortex in intelligence activities such as language and 

thinking, etc.  

 

Premack (2007) showed that human minicolumns with 80-100 neuros bundled vertically located 
in the left planum temporale supported language and perhaps music, but were organized 

differently than those of chimpanzees and rhesus monkeys. The author also recorded that human 

minicolumns were 51μm on average, much wider than those of the chimpanzees and monkeys in 
36 μm. This study also revealed that humans have the brain structure distinguished from the brain 

structure of apes and animals and corresponding neurons specializing in language and perhaps 

music to support much more complicated human language and perhaps music skills than apes and 
animals. The whole human prefrontal cortex neurons in layer III are significantly more widely 

spaced than those in great apes (Teffer and Semendeferi, 2012), which further indicated the 

difference in the brain structure of humans and apes. In fact, research had found that early human 

brain was organized differently from ape brain (Holloway et al., 2009). Passingham (2009) noted 
that humans and macaque monkeys showed a difference in the proportions of different regions 

and microstructures of their brains. He also noted that “The prefrontal cortex, defined as the 

granular frontal cortex forms 28.5% of the neocortex in the human brain but only 11.3% in the 
macaque brain.”; “When related to the brain as a whole, the frontal polar cortex, area 10 is 

proportionately twice as large in the human brain as in that of the chimpanzee.” (p. 2). These 

studies suggested that there was a difference in the brain structure of humans, apes and animals, 
which match their different number and property of specialized neuron involved in language, 

analysis, reasoning, judgment, etc.   

 

Many studies have displayed the difference among humans and apes and other animals in 
cognitive capability and behavior. After taught by humans, animals could connect artificial labels 

with objects or properties of objects, indicating animals could learn words and corresponding 

meanings (Cheney and Seyfarth, 2010). Meijer’s (2021) observation demonstrated that the gray 
parrot Alex knew over 100 words. Larger-brained dolphins and smaller-brained sea lions could 

understand novel and unique gesturally conveyed messages under human instruction 

(Schusterman and Gisiner, 1988). However, animal communication seems to be limited to 

message conveyance and is constrained to a different extent (severe extent, e.g. bees, less severe, 
e.g., parrot) based on different animals (Dobrovolsky, 2009). Human cortex information 

processing capabilities are stronger compared with animals, even those large-brained mammals 

such as elephants, dolphins and whales (Roth, 2012). Systematic investigations have recorded 
that the great apes can learn, comprehend and use symbols to exchange information and use 

relatively simple rules to organize these symbols (Rumbaugh et al., 2009). Other research has 

showed that gorillas Koko could understand around 1000-word sign language and around 2000 
spoken English words taught by humans, which signified that she could express her own ideas in 

sign language, and gorilla Michael learned about 600-word sign language at a similar pace (The 

Gorilla Foundation, 2018). It noted that other apes also have similar capabilities of learning and 

acquiring a sign language at this level in other ape studies (see also Rumbaugh and Savage-
Rumbaugh, 2001). However, little evidence showed that apes could combine words taught by 

humans into a sentence like phrases (Cheney and Seyfarth, 2010). Though sign language invented 

and learned by apes is much more complicated than one, two or a few words spoken language 
invented and learned by apes, their sign language is still much simpler than human sign language. 

Bonvillian and Patterson’s (1997) investigation on gorilla Koko and young deaf children at 

similar ages showed that these children learned sign language and gestures more rapidly than the 
gorilla and the gorilla’s vocabulary size and her sign language complexity were relatively limited 

and could not keep up with those of children especially over time. In fact, human language is 

more productive and more flexible in controlling and using these symbols than any of known ape 

and all other animal communication systems (Dobrovolsky, 2009). Brinck and Gärdenfors (2001) 



Computer Science & Information Technology (CS & IT)                                    127 

demonstrated that humans have higher attentional complexities to become more cooperative and 
have more ways to achieve a goal than apes, indicating that higher cognitive ability of humans 

than apes promoted their higher cognitive behaviors. Whiten (2013) noted that apes have stronger 

imitative abilities (e.g., gestures) than monkeys, e.g., apes could imitate how to crack a walnut 

and other nuts using a stone hammer whereas monkeys failed, which demonstrated that higher 
cognitive ability of apes than animals like monkeys worked in a way matching their higher 

cognitive behavior. Indeed, humans are more intelligent than great apes, which are more 

intelligent than monkeys and other animals (Roth and Dicke, 2005). These studies also 
demonstrated the difference in cognitive capability and behavior among humans and apes and 

animals, which match with their respective property and counts of brain neuron in specialized 

language and thinking areas and corresponding brain structure.  
 

It is not excluded that a very small number of animals show the property and count of more brain 

neurons more beneficial to specialized language and thinking accompanied with corresponding 

brain structures compared with the vast majority of animals of the same genre. However, 
generally speaking, birds of a feather flock together. When very few animals with unusually 

cleverer brains grew together with their genre of population with normal animal brains, unusual 

advantages of their brains could not be constantly developed or inherited through generation after 
another. In other words, it is unrealistic that they passed on their intellectual characteristics to 

their offspring of generation after generation since such animals are rare or in a very small 

number. As far as humans are concerned, if some people congenitally partly or even almost did 
not have property or enough number of normal human brain neuron in specialized language and 

thinking areas for normal thinking and language learning, they could not belong to normal human 

groups. For example, a baby was born mentally disabled, which signified that when he/she was 

old enough to go to school or even grew up into adulthood, he/she could not learn how to speak 
or understand what other people said like a mentally normal child or adult. Some of such babies 

cannot live until adulthood due to multiple abnormal health problems; after growing up into 

adulthood, generally some others had fewer or no offspring. As a result, such human intellectual 
heritability stopped or gradually decreased. Anencephaly is a neural tube birth defect which 

causes lack of a major portion of the brain, and infants with anencephaly die before birth or 

within a few hours or days of birth (Diniz, D. (2007, see Ballantyne et al., 2009, see also 

Ryskamp, 2010), rarely live past one year, only one recorded female infant lived until the age of 
four (Foreman, 1999, see Ryskamp, 2010), which display that persons with so severe brain 

defects have a very short lifespan and cannot live until adulthood to have offspring. Such infants 

are generally also accompanied with other abnormal health problems such as the absence of the 
neck and of cranial vault, bulging of eyes, abnormal spine (spinal cord absence or dysplasia), etc. 

(Korpova et al., 2012). Children born with Down syndrome displaying language and cognitive 

and other related health impairments can live to about 47 years old on average in 2007 whereas in 
1960 such children can live only to about 10 years old on average (CDC, 2020), which exhibit an 

obvious increase of survival rates during approximately 50 years. Other research also 

demonstrated that people with Down syndrome generally die 28 years earlier than the general 

population (O'Leary et al., 2018). However, in any case, research has demonstrated that women 
and girls with birth defects had reduced survival rates and less possibility of having a child 

compared with those women and girls without birth defects in Norway (Skjaerven et al., 1999). 

Similarly, research has also shown that males with registered birth defects in Norway have higher 
mortality rates and survivors have less possibility of having a child compared with those males 

without birth defects (Lie et al., 2001). The registered birth defects in Norway included an 

estimated 60% of Down syndrome and an estimated 80% of cleft lip cases, anencephaly, spina 
bifida, etc. (Lie et al., 1994, see Lie et al., 2001). These studies indicated that though there are 

still mentally disabled persons in the world, such population is in a very small number compared 

with the vast majority of cognitively normal population. In fact, it has been extensively accepted 

that learning and speaking a complicated language is one of remarkable characteristics of humans 



128         Computer Science & Information Technology (CS & IT) 

distinguished from animals from the ancient time to present. Therefore, during billions of years 
of human evolution, those people who could not learn to speak a human language were gradually 

reduced. Nowadays, cognitively normal people we see have the ability to learn to speak at least 

one human language. As such, present cognitively normal humans on the earth generally have no 

big difference in intelligence, but have an essential difference in intelligence from the gorilla and 
animal.  

 

During billions of years of physical and mental evolution, the brains of humans, apes and animals 
became cleverer, but humans, apes and animals have an essential difference in the earliest brain 

structure formed and the number and property of earliest brain neuron in specialized areas 

involving in language, analysis and reasoning and judgment. That is to say that human did not 
evolve from apes. Human became humans, which were decided by the human brain structure and 

the property and number of brain neuron in specialized language and thinking areas formed at the 

birth of the universe. Such brain structures and minimum counts and property of brain neuron in 

specialized language and thinking areas for becoming a human decided that humans could 
gradually grow to invent and learn new things (e.g., complicated and abstract languages, 

complicated tools) whereas the brain structures of ape and animal and the numbers and properties 

of their brain neuron in specialized language and thinking areas decided that they could speak 
only one or two or a few words language each time invented or learned by themselves and use 

simple tools.  

 
Though humans and animals became cleverer during billions of years of evolution, the total trend 

of intellectual development progressed very slowly and intellectual evolution of family 

generations was subtly up and down like a tiny wave, but on the whole gradually went like an 

upward spiral. Actually human intellectual development is complicated, depended primarily on 
heredity and external stimulations and nutrients. Killeen (2004) noted that individual traits such 

as physical appearance, personality, intellect, etc. are affected by heredity, environmental factors 

and nutrients (e.g., whether to eat high-fat diets and smoke), indicating that human mental and 
physical characteristics is closely associated with heredity, external factors including 

environmental stimulation, etc. and nutrient factors including selected food nutrient quality, 

quantity and variety, etc. Shakeshaft et al.’s (2015) study also demonstrated that high intelligence 

is determined by genetic and environmental factors related to intellectual development. It is well-
known to plant and harvest melons and plant and harvest beans, which is described as the genetic 

law of living things.  It indicated that living things pass on traits to their offspring. Human as one 

of living things, its genetic law is no exception. That is to say human parents can also pass on 
their mental and physical characteristics to their children. The hereditary characteristic of 

intelligence is determined by a large number of genes of very small effect (Plomin and Deary, 

2014, see Shakeshaft et al., 2015). Savage et al.’s (2018, p. 912) genome-wide study of 269867 
individuals revealed that “Associated genes are strongly expressed in the brain, specifically in 

striatal medium spiny neurons and hippocampal pyramidal neurons.”, indicating strong genetic 

correlation with brain neurons linked with intelligence. Trzaskowski et al.’s (2014) survey on 

DNA (Deoxyribonucleic acid with genetic codes) of 3000 unrelated children aged between 7 and 
12 showed that genetic influence is closely correlated with children’s intellectual quotient. 

Marioni et al.’s (2014) research on DNA-derived heritability of 6815 unrelated Generation 

Scotland participants at median age 57 years demonstrated that heritability of intelligence partly 
impacted cognitive ability associated with education and was compatible with other researchers’ 

results: education extent was primarily environmentally or genetically driven. If father and 

mother have similar intellectual levels, children could be cleverer than their parents if the 
intellectual heredity from their parents had good variation or children received more external 

stimulations than their parents (e.g., sufficiently more education, much more complicated social 

communications and individual experiences). Research has shown that limited but converging 

evidence displayed that process-based complex working memory training have a positive impact 
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on academic capabilities (Titz and Karbach, 2014), which indicated the beneficial role of external 
stimuli like training or education in improvement of cognitive and academic ability. Human 

babies were raised by non-human parents or socially and physically isolated when they grew up. 

They could neither speak a human language nor behave as well as a normal human, but more like 

an animal after they grew up (Bettelheim, 1959), indicating that their cognitive abilities in 
language and behavior did not develop as a normal human. When they were raised by animals or 

socially and physically isolated when growing up, their advanced potential of human intelligence 

or cognitive ability were not developed as being normally raised by human with age, which 
demonstrated the significant impact of human external stimulations like complicated social 

communications and rich experiences on brain development in addition to the minimum number 

and property of normal human brain neuron in specialized language and thinking areas and 
corresponding brain structures and other related factors for being able to speak a human 

language.  

 

Some children have intellectual levels similar to those of their parents if they had development 
experiences similar to those of their parents and the intellectual heredity from their parents had no 

detectable variation and others are less clever than their parents if the intellectual heredity from 

their parents had bad mutations or they have received sufficiently fewer external stimulations 
than their parents (e.g., sufficiently less education due to the war, sufficiently less and simpler 

social communications and individual experiences). Plomin and Von Stumm (2018) recorded that 

recent research revealed that difference in 20% of heritability of intelligence is due to inherited 
genome sequence differences, indicating that heritability of intelligence has good or bad genetic 

variants. Arslan and Penke (2015) noted that intelligence disability is caused mainly by new 

mutation, which was regarded as a bad variant. If father and mother have some or bigger 

difference in intelligence, children maybe inherited their cleverer father’s or mother’s intelligence 
or less clever mother’s or father’s intelligence or almost half of their father’s and mother’s 

intelligence each, etc. As such, children are as clever as their father or mother or as less clever as 

their father or mother or between their parents’ intellects, etc. if there were no detectable 
mutations in intellectual heritability and they had developmental experiences similar to those of 

their parents. That is to say that an intelligent man or woman does not ensure that they would 

have a more intelligent child than he or she. With the progress of human society and constant 

technological innovations, in most cases new generations often had more external stimulations 
(e.g., more extensive information reading and knowledge learning and better food nutrients to 

develop their brain than their parents), but some exceptional cases also happened. For example, 

children during the war had fewer opportunities to learn new knowledge, obtain extensive 
information and good food nutrients, etc. to develop their brain than their parents who never 

experienced a war or experienced a war over a much shorter time. Since there were written 

records several thousands of years ago, it is well-known that wars had used to happen, far more 
frequently than nowadays, which hampered affected children from developing their brains better. 

Kesternich et al.’s (2012) study noted that World War Two caused severe famines in some 

regions, which resulted in the cognitive and mental problems of individuals including children 

and adults as shown by Neugebauer et al. (1999) and Rooij et al. (2010). Lack of proteins 
cadherins and catenins can lead to abnormal dendrite and synapse morphogenesis, which 

predicted various disorders of nerve development (Seong et al., 2015) closely associated with 

cognitive and mental problems. Besides, when children were very young, if both or either of 
parents were seriously ill or lost employment over a long period of time and the family had no 

other financial sources or aids which are enough to support their lives, their children’s healthy 

diets would be negatively affected, which were also similarly disadvantageous to their children’s 
brain development.  

 

Moreover, more than 2000 years ago, some of books and articles and poems, etc. of China’s and 

many other countries’ scholars extensively read by generation after another in various fields 
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showed high intelligence and wisdom. For example, Aldrete (2011, p. 2) recorded that between 
500 BC and 600 BC, new thinkers around the world occurred and wrote new philosophies and 

religions, e.g., “Confucianism and Daoism in China, pre-Socratic philosophy in Greece, 

Buddhism and Jainism in India, and Zoroastrianism in Persia”, which still have a significant 

influence on present day related countries. Han and Qiao (2009) noted that the book “Wujing 
Tongyi” recorded the mechanism of solar eclipses to improve the ancient calendar around 2000 

years ago and provided valuable contributions to research on present day related fields (e.g., 

astrophysics concerning the rotation rate of the earth). Numerous poems were created, e.g., The 

Tale of the Shipwrecked Sailor 2040-1782 BC（Mark, 2012), the Vedas around 1500 BC (Mark, 

2020), Shijin (The Book of Poetry) 1100 BC – 600 BC (Chen et al, 2008) and Homer’s epic 
poems “Iliad” 800 BC and “Odyssey” around 800-600 BC (Finkelberg, 2011, see also Aldrete, 

2011). Invention of written language based on written records kept around 3500 BC (Wei, 2012) 

was not easy, evidently requiring high intelligence. Around 2500 BC use of boat was discovered 
(Dixit, Hazarika and Davim, 2017). Invention of boat enabled people to easily travel on water for 

visiting far-off places, meeting new people, exchanging goods and ideas with more people, live a 

life on water and find more food in sea, rivers and lakes, etc. About 2000 years ago, many other 

deeply impressive inventions also showed high creativity. For example, inventions of oil pressing 
device, water-driven grinder for food processing, weaving technology, paddle blade machines for 

continuous water drawing, crossbows, diverse manufactured metal products (Hsiao and Yan, 

2014) and paper making and compass and three-mast ship and primitive steam engine and 
windmills for producing motive sources, e.g., generating electricity, milling grains, lifting water 

from wells, sawing wood, etc. (Dixit, Hazarika and Davim, 2017) further provided convenience 

and comfort for human life (e.g., travelling at sea and on land, agricultural work, everyday life, 
keeping records, hunting animals and against invasion). Around simultaneously the construction 

of the Step Pyramid also showed quite astonishing achievements (Aldrete, 2011).  

 

Undoubtedly, all these astonishing achievements achieved at least 2000 years ago years required 
creative ideas and high cognitive abilities. Inventions of all types of tools and technologies and 

oral and written languages in ancient times have left deep traces for development of modern 

civilization. That is to say that in the past several thousand years, on the whole human intellect 
had no obvious change. As such, it is referred that during past billions of years, globally human 

intellectual development must be gradual and very slow. Research demonstrated that 2-4 million 

years ago fossil hominid brain sizes varied from around 385 to 1700 ml whereas modern human 
brain size is around 1400 ml on average (Holloway et al., 2009), indicating that there was no 

remarkable change in human brain size during the past 2-4 million years and different persons 

have similar or different brain sizes. That is also to say that human intellectual development 

depended primarily on heredity and external stimulations and good nutrients, which did not result 
in a radical or essential change in intellectual increase on the whole and further indicated that the 

formation of complicated molecular structures and an enough large number of brain neuron in 

specialized language and thinking areas billions of years ago played a crucial role in difference of 
human brain from ape and animal brains because the big difference in the number and property of 

brain neuron in specialized language and thinking areas and brain structure among humans and 

apes and animals decided that humans could find and generate much more external stimulations 

and seek and produce much better nutrients and invent and use much more complicated 
languages and tools than apes and animals except common natural external stimulations (e.g., 

complicated mountainous and hilly areas).  

 

4. HUMAN SKIN COLOR AND SUNLIGHT SHINNING 
 

Since humans can fall on and inside the earth or other planets, etc. at the beginning of the 

universe as the foregoing mentioned, why don’t we now see native people in the same place have 
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no different skin colors except some migrants and their descendants? It is observed that human 
skin colors seem to be closely correlated with sunlight. That is to say that due to difference in the 

amount of the sunlight shining over their bodies, it is seen that human skin color gradually varies 

from white in Europe to light brown and brown in North Africa to black in Central and Southern 

Africa, also from North Pole with the least sunlight to North Africa with mild sunlight and then 
to the vicinity of the equator with the most sunlight. Similarly, human skin color also varies from 

light yellow in the northeast of China to brown or dark brown in India, also gradually from North 

with less sunlight to South with the more sunlight in Asia. Though Western Europe and the 
northeast of China are in the similar latitude, Western European skin color is white while the skin 

color of the northeasterner of China is light yellowish. That indicated that Western Europeans 

have a lighter skin color than the northeasterners of China, which is also closely associated with 
the amounts of the sunlight shining over them. Western Europe with the oceanic climate has 

sufficiently less sunlight compared with the northeast of China with the monsoon climate. That 

further demonstrated that human skin color is closely associated with the amounts of sunlight 

shining over their skin. In addition, human skin color is also closely correlated with the heredity 
mainly from or between their parents’ skin colors. Prud’homme-Généreux (2011) showed that 

parents’ genetic components including skin color, etc. will be disproportionally passed on to their 

offspring. As a result, difference in human skin color is decided primarily by the total amount of 
sunlight shining on the skin of generations after family generations except for possible genetic 

mutation.  

 
An inference is made that if humans with white or yellow skin are persistently shone by the 

sunlight as in Africa, their skins would gradually become dark or even black in millions or 

billions of years. However, with the development of industrial revolution in the past few 

centuries and the gradual spread of agricultural mechanization, people who live in Africa where 
there is the largest amount of sunlight are rarely exposed to as much sunlight as people there used 

to. People stay indoors and are shielded from the Sun in most of time. As a result, if people with 

white or yellow skin migrate and live there, in millions or billions of years their skin colors 
should have no obvious change or get a little darker than before at most, nevertheless, depending 

on individual amounts exposed to sunlight. African black people’s skin color should become 

some lighter (e.g., light black, even brown) after a long time (e.g., millions or billions of years) if 

they stay outdoors and are not exposed to the Sun in most of time. Similarly, the skin color of 
descendants of people with black or yellow skin who migrated to Europe would also get lighter 

than before after a long time (e.g., millions or billions of years). 

 
It is also inferred that change of skin color caused by change of amounts of sunlight shining over 

immigrants’ descendants should link mutations of skin color genes after numerous generations. If 

ancestors migrated to places with sunlight shining less or much less than those places where they 
lived before migration, the skin color of the descendants after their numerous generations would 

change more particularly when migration ancestor used to work under the Sun e.g., in the 

farmland. Besides, it was also possible that billions of years ago when humans were born, 

humans carried different skin color genes, which presents different skin colors. Millions or 
billions of years, similarly migration descendant’s skin color varied to different extents, 

depending also primarily on the amounts of sunlight which their numerous older generations once 

received. As a result, we see that native people in the same place have the same or similar skin 
color except some immigrants and their descendants. In either case, research is also expected to 

confirm that change of skin color gene(s) should be able to lead to immediate change of the skin 

color.       
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5. SUMMARY AND CONCLUSIONS 
 
With black hole explosion under incredibly high temperatures leading to cosmic information 

billions of years ago, all matters had been in gaseous phase. With temperature dropping, adjacent 

atoms which made up gases attracted each other and formed a variety of big, small or tiny 

gaseous lumps. Under atomic attractive forces, adjacent gaseous lumps attracted mutually and 
connected and fused with one another into a bigger gaseous lump. With the temperature 

persistently dropping, the gaseous lump became colder and contracted and got smaller according 

to the principle of expanding when heated and contracting when cooled in general cases. 
Gradually it developed and formed a human- or animal- like embryo and fetus or a plant-like 

embryo and seed. If it had the same compositions as a human, cow or sunflower, the human, the 

cow or the sunflower formed. Similar cases happened to other humans, animals and plants. Due 
to their much shorter gestation periods than humans, many mammalian animals (e.g., wolf, 

leopard, dog and raccoon) came to the world or were born on the earth much earlier than humans. 

As a result, the earliest humans survived and grew with the adult animal’s help. That is to say that 

the earliest non-life forms of all life were born together with stars, planets, etc. Or preparations 
for human and animal and plant development and birth started simultaneously and automatically 

at the early period of the universe. Humans neither evolved from apes nor shared a common 

ancestor with apes.  
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