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Preface 
 

10th International Conference on Foundations of Computer Science & Technology (FCST 2022), 

May 21~22, 2022, Zurich, Switzerland, 10th International International Conference of Managing 
Information Technology (CMIT 2022), 10th International Conference on Software Engineering & 

Trends (SE 2022), 10th International Conference on Signal Image Processing and Multimedia 

(SIPM 2022), 3rd International Conference on Soft Computing, Artificial Intelligence and 
Machine Learning (SAIM 2022), 3rd International Conference on Semantic & Natural Language 

Processing (SNLP 2022) was collocated with 10th International Conference on Foundations of 

Computer Science & Technology (FCST 2022). The conferences attracted many local and 

international delegates, presenting a balanced mixture of intellect from the East and from the 
West. 
 

The goal of this conference series is to bring together researchers and practitioners from 

academia and industry to focus on understanding computer science and information technology 
and to establish new collaborations in these areas. Authors are invited to contribute to the 

conference by submitting articles that illustrate research results, projects, survey work and 

industrial experiences describing significant advances in all areas of computer science and 

information technology. 
 

The FCST 2022, CMIT 2022, SE 2022, SIPM 2022, SAIM 2022 and SNLP 2022. Committees 

rigorously invited submissions for many months from researchers, scientists, engineers, students 

and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed 

submissions from an unparalleled number of internationally recognized top-level researchers. All 
the submissions underwent a strenuous peer review process which comprised expert reviewers. 

These reviewers were selected from a talented pool of Technical Committee members and 

external reviewers on the basis of their expertise. The papers were then reviewed based on their 
contributions, technical content, originality and clarity. The entire process, which includes the 

submission, review and acceptance processes, was done electronically. 

 
In closing, FCST 2022, CMIT 2022, SE 2022, SIPM 2022, SAIM 2022 and SNLP 2022 brought 

together researchers, scientists, engineers, students and practitioners to exchange and share their 

experiences, new ideas and research results in all aspects of the main workshop themes and 

tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is 
organized as a collection of papers from the FCST 2022, CMIT 2022, SE 2022, SIPM 2022, 

SAIM 2022 and SNLP 2022. 

 
We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 
success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 

the event and that the friendships and collaborations forged will linger and prosper for many 

years to come. 
 

 

David C. Wyld, 

Dhinaharan Nagamalai (Eds) 
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THE PROBLEM OF ERROR FREQUENCY 

DISTRIBUTION IN THE MILLER-RABIN TEST 

FOR TRIPLEPRIME NUMBERS 
 

Alisher Zhumaniezov 

 

Kazan Federal University, Kazan, Russian Federation 
 

ABSTRACT 
 

This article investigates the error distribution of the Miller-Rabin test for the class of 

tripleprime numbers. At first the current results on the class of semiprimes are presented. 
Further, a theoretical estimation of the average frequency for triple prime numbers on an 

interval is derived, and a comparative analysis with a practical result is demonstrated. Graphs 
and intermediate conclusions accompany all comparisons. A conclusion is also made about a 

possible direction for improving this estimation. 

 

KEYWORDS 
 

Miller-Rabin test, strong pseudoprime, number theory, frequency distribution. 

 

1. INTRODUCTION 
 
Prime numbers are a key element in the design of cryptographic protocols. Therefore, it is very 

necessary to find a sufficiently large prime number quickly and efficiently. The easiest way is to 

iterate the numbers in a given interval and check for primality. Thus, the question arises of 

checking an arbitrary number for primality. 
 

There are several approaches to checking whether a number is prime: 

 
1. Search of divisors[1] – a deterministic algorithm that gives an answer in a limited time. The 

main disadvantage is a long running time, exponential dependence on the length of the 

number. 
 

2. Fermat's test[2] – a probabilistic test based on Fermat's little theorem. The main disadvantage 

is the Carmichael numbers passing the test with an falsely primality verdict, and their infinite 

number.[3] 
 

3. The Miller-Rabin test[4][5] – the most widely used probabilistic test. Is an improvement on 

the Fermat test. 
 

There are many other primality tests, but they have not been considered in this paper. 

 
The Miller-Rabin test is a probabilistic test, which means that this test may falsely conclude that a 

number is prime. Therefore, the problem arises of estimating the probability of such an error in 

order to evaluate the efficiency of the algorithm. 

 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N08.html
https://doi.org/10.5121/csit.2022.120801
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For example, the article [6] provides an algorithm for additional verification of numbers that have 
passed the Miller-Rabin test with base 2. To correctly estimate its running time, it is necessary to 

know the distribution of strong pseudoprimes over this base. 

 

Also, article [7] provides an algorithm for finding prime numbers by pattern. To estimate its 
running time, knowledge about the distribution of strong pseudoprimes was also needed. 

 

In this paper, we present theoretical calculations for the average error of the Miller-Rabin test on 

the interval [1, ]X . As part of the work, current estimation for numbers enclosed in parentheses 

and set on the right margin. For example, we present theoretical upper bound for semiprimes 

 
n pq  (1) 

 
and calculate theoretical upper bound for tripleprimes 

 
n pqr  (2) 

 

After the derivation of the upper bound, we perform practical calculations, according to which 
make conclusions about the closeness of the upper estimation to practical results and the need to 

improve the estimation. 

 
This paper contains the following Sections: Section 2 present problem statement, all necessary 

definitions and current results of research. Sections 3 present obtaining of theoretical estimation 

for upper bound of average error on interval. Section 4 demonstrate visual comparison theoretical 
function and practical values on several parameters and made intermediate conclusions. Section 5 

present final conclusion about the results. 

 

2. METHODS 
 

2.1. Miller-Rabin Test 
 

There are many algorithms for checking the primality of a number. As part of this work, the 
Miller-Rabin probabilistic test will be analyzed. This test was developed in 1976 by G. Miller in 

the article [4]. Its modification was presented in 1980 by M. Rabin in the article [5]. This 

algorithm is based on Euler's theorem [8]: 
 

1 1(mod ),na n where n is a primenumber     (3) 

 

To describe the algorithm, we introduce the following definitions: 

 

Definition 1. Let n  be an arbitrary natural number, then we define the functions ( )bin n  and 

( )odd n  as follows: 

 

2 ,

( )

( )

sn u whereu is odd

bin n s

odd n u







 (4) 
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Definition 2. Let n  is an arbitrary natural number, a  is a natural number belonging to the 

interval  1, 1n . Call a  is witness of primality if one of the following conditions is met: 

 
( 1)

( 1) 2

1(mod )

(0 ( 1)) ( ) 1(mod )
i

odd n

odd n

a n

i bin n a n







     
 (5) 

 

Thus, the final algorithm for checking for the primality of a number is as follows [5]: 

 
Perform k iterations of the test: 

 

   Choose a random number a. 

 
   Find d = gcd(a,n). if d ≠ 1, then n is composite. 

    

Check whether conditions from (5) are satisfied: 
 

      If none of the conditions is met, then n is a composite. 

       

Otherwise - probably prime. 
 

The verdict "probably prime" means that there is a composite number that will pass the test as a 

prime number. Such numbers are called strong pseudoprime. The study of the distribution of 
strong pseudoprimes is important for evaluating the efficiency of the algorithm. 

 

One of the approaches to estimating the distribution of strictly pseudoprimes is sequence n  – 

smallest strong pseudoprime to n  first prime numbers as bases. Nowadays known values are for 

1 13n  [9][10]. There is also conjecture for values 14 19n  [11]. However, in present 

work we use another approach. 

 

2.2. Number of witnesses to the primality of the number 
 

An important characteristic for estimating the error of the Miller-Rabin test is the number of 
witnesses to the primality of an arbitrary number. This value allows us to estimate the probability 

of choosing a witness of primality for a composite number, and, consequently, a falsely 

conclusion. 

 
In the article [12], a necessary and sufficient condition was presented that allows finding the 

exact number of primality witnesses for an arbitrary number: 

 

,

( ) | ( ( ), ( ( )) 1)

( ) | ( ( ), ( ( )) 1)

( ( )) ( ( ))

u

v

u v

n uv whereu and v arecoprime

ord a GCD u u u v

ord a GCD v v v u

bin ord a bin ord a

 

 



 

 



 (6) 

 

We define by ( )W n  the number of witnesses to the primality of n . The first formula for ( )W n  

was also presented in [12], but only for semiprime numbers n  from (1). 
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( )
2 4 2

( ) ( ) , ( 1, 1)
3

bin d

W n odd d whered GCD p q


     (7) 

 

In [13], a finite formula was presented for an arbitrary number by its decomposition into prime 

factors: 
 

1 1

1 1

1

01

* *...*

( 1, 1)

min( ( ))

( ) ( ( ))*(1 2 )

k

i

rr r

k

i i r

i

i

k s
kj

i

ji

n p p p

n
d GCD p

p

s bin d

W n odd d






  



 

 (8) 

 

2.3. Average frequency distribution 
 

After introducing utility definitions and formulas, we define the function for calculations. Since 

in the Miller-Rabin test one of the checks is the calculation of the GCD of a number and base, 

then only numbers coprime with n  can be witnesses of primality. Hence: 

 

( ) ( )W n n  (9) 

 

Thus, as the frequency of witnesses, we will define: 
 

( )
( )

( )

W n
Fr n

n
  (10) 

 

The maximum value 1 is reached if and only if n  is prime. This follows from Rabin's theorem 

presented in [5]: 
 

( )
( ) ,

4

n
W n where nis a composite number


  (11) 

 

The value of the ( )Fr n  function can also be interpreted as the probability of successfully passing 

one iteration of the Miller-Rabin test. In this case, the probability that the composite number n  is 

probably prime after k  iterations is 
1

4k
. Subsequently, this estimation was improved in [12] 

to
1

16k
. 

 

Since the function ( )Fr n  has no limit and reaches a maximum of 
1

4
 on an infinite number of 

composite numbers, we will estimate the distribution for ( ( ))Avg Fr n  – the average frequency 

of witnesses on the interval  1, X . 

 

Article [14] presents estimation: 
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1
( ( ))Avg Fr n

X
  (12) 

 

Article [5] presents estimation: 
 

1) for the case n  from (1) and 

 

2

( 1) 1

( ( )) ln(ln( )) ln( )
2

q p k

p
Avg Fr n X X

X

  


 (13) 

 

2) for the case n  from (1) and 

 

2 1, 2 mod( 1) 0

2
( ( )) ln(ln( )) ln( )

q k where k p

Avg Fr n X X
X

   


 (14) 

 

3) for the general case from (1) 
 

2
( ( ( ))) ln(ln( )) ln( )

p
E Avg Fr n X X

X
  (15) 

 

2.4. Information content 
 

Since the average probabilities in practice are extremely small, we use the information content 

from [15] for the “probably prime” event to compare the theoretical and practical estimations: 

 

1
log( ),I where p event probability

p
   (16) 

 

3. RESULTS AND DISCUSSION 
 

3.1. Estimating the number of witnesses 
 

At first, we define 1d , 2d , 3d  and s  for n  from (2) where p , q , r  are distinct prime numbers: 

 

1

2

3

1 2 3

( 1, 1)

( 1, 1)

( 1, 1)

min( ( ), ( ), ( ))

d GCD p qr

d GCD q pr

d GCD r pq

s bin d bin d bin d

  

  

  



 (17) 

 

After that, we get the formula for the number of witnesses of the primality of number n  from (2) 

where p , q , r  are distinct prime numbers. Next, we calculate the inner sum in (8) through a 

geometric progression and get: 
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1 2 3

8 6
( ) ( )* ( )* ( )*

7

s

W n odd d odd d odd d


  (18) 

 

From the definition of s  and the properties of the GCD it follows: 

 

1

1 1
1 ( )

1
( )

2 2 2
bin d s s

d d p
odd d


    (19) 

2

2 2
2 ( )

1
( )

2 2 2
bin d s s

d d q
odd d


    

(20) 

3

3 3
3 ( )

1
( )

2 2 2
bin d s s

d d pq
odd d


    

(21) 

 

But we can improve multiplication of the inequalities from (19), (20) and (21) by this theorem: 

For any 
1d , 

2d , 
3d  and s , defined as in (17) this inequality is satisfied: 

 

1 2 3 3 1

( 1)( 1)( 1)
( )* ( )* ( )

2 s

p q pq
odd d odd d odd d



  
  (22) 

 

Since the numbers 1p  , 1q   and 1pq   are always even, then 1s  . Substituting this 

property and inequality from (22) into (18) we obtain: 

 

1

6
( 1)( 1)( 1)(1 )

( 1)( 1)( 1)8( )
14 8

p q pq
p q pq

W n

   
  

   
(23) 

 

Thus, we obtain an estimation for the number of witnesses of the primality. 
 

3.2. Estimating the frequency of witnesses 
 
Substituting the inequality from (23) into (10) we get: 

 

( ) ( 1)( 1)( 1) 1
( )

( ) 8( 1)( 1)( 1) 8( 1)

W n p q pq pq
Fr n

pqr p q r r

   
  

   
 (24) 

 

Thus, we obtain an estimation for the frequency of witnesses to the primality of an arbitrary 

tripleprime number n  from (2). 

 

3.3. Estimating the average frequency of witnesses 
 

To calculate the average frequency of witnesses, we fix prime numbers p  and q  and introduce 

the parameter y . We define by ( )pqS y  the sum of the frequencies of witnesses for all numbers 

n  from (2), where r  is a prime number on the interval  max( , ) 1,p q y , and by ( )p y  the 

number of prime numbers on the interval [ 1, ]p y . 

 

Then we found the average frequency of witnesses on the segment  1, pqy  by the formula: 
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max( , )

( )
( ( ))

( )

pq

p q

S y
Avg Fr n

y
  (25) 

 

At first, we estimate ( )pqS y : 

 

1 1 1 1
( ) ln(ln( ))

8( 1) 8 8
pq

r y r y

pq pq pq
S y y

r r 

  



   (26) 

 

After that, we estimate ( )p y : 

 

( )
ln( ) ln( ) ln( )

p

y p y
y

y p y
   (27) 

 

We denote the upper bound by X , then: 
 

X
y

pq
  

(28) 

 
Substituting inequalities from (26), (28) and estimation from (27) into (25) we obtain an upper 

bound for ( ( ))Avg Fr n . Then: 

2( ) ln( ) ln(ln( ))
( ( ))

8

pq X X
Avg Fr n

X
  

(29) 

 

Thus, we obtained an estimation for the average frequency of witnesses to the primality of an 

arbitrary tripleprime number n from (2) on the interval  1, X : 

 

ln( ) ln(ln( ))
( ( )) pq

X X
Avg Fr n C

X
  

(30) 

 

3.4. Convergence to upper bound  
 

Since the inequalities in (19), (20) and (21) can be strengthened for an infinite number of 
numbers, the final upper bound is inaccurate and needs to be improved. However, we will try to 

consider the subproblem of finding '( ( ))Avg Fr n  – the average frequency of witnesses on the 

interval  1, X  of tripleprimes number from (2), which satisfy the following conditions: 

 

1 2 ', 'p p where p primenumber    (31) 

1 2 ', 'q q whereq prime number    (32) 

( 1) 2bin pq    (33) 

1(mod ')

1(mod ')

1(mod 1)

rq p

rp q

r pq





 

 (34) 
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There are infinitely many such triples p , q  and r , since the equation (32) has exactly one 

solution 
0r  on the segment [1, '* '*( 1)]p q pq  . For example, if 7p  , 11q   then 

0 533r  . 

Then all solutions of (32) will be 0 '* '*( 1)r r p q pq k   , where k  – any integer. Thus, we 

can calculate '( ( ))Avg Fr n  over an arbitrarily large segment. In this case upper bound from (29) 

can be improved to close enough result: 

 

0ln( )(ln(ln( )) ln(ln( )))( 1)
'( ( ))

8

X X ypq pq
Avg Fr n

X


  (35) 

 

, where 0y  - minimum value r  for fixed p and q. For example, if 7p  , 11q   then 

0 8513y  . 

 

4. SUMMARY 
 

4.1. Comparison of theoretical and practical evaluation 
 

After finding the theoretical estimates, we compare the result with practice for several points: 

 

1. The value of the coefficient pqC  through the formula (30). 

2. The ratio of both sides of the inequality in (29). 
3. Comparison of both sides of the inequality in (29). 

4. Convergence to upper bound from inequality in (35). 

5. General conclusions. 
 

4.2. Value of the coefficient Cpq 

 
Figure 1 shows that the dependence of the coefficient is non-linear and not even monotonous. 

However, it can be noted that the type of dependence itself does not depend on the boundary of 

the segment, but only on pq . Also, it does not reach the theoretical value, so we can conclude 

that it is possible to improve the value of the coefficient pqC . 

 

 
 

Figure 1. Estimation of the coefficient value (dependence on pq). 
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Figure 2 shows that the value of the coefficient increases monotonically, but does not exceed the 
theoretical value. So, we can make an assumption about approaching the theoretical value. 

However, due to the fact that there is no obvious slowdown in growth, it is difficult to conclude 

that there is better upper bound. 

 

 
 

Figure 2. Estimation of the coefficient value (dependence on the boundary X). 

 

Figure 3 shows that the value of the coefficient increases monotonically, but the growth rate 

gradually slows down. From this, we can make an assumption about the existence of an upper 

bound. 
 

 
 

Figure 3. Estimation of the coefficient value (dependence on the logarithm of boundary X). 

 

4.3. Function ratio 

 

As we can see from the Figure 4 and Figure 5, the ratio between the functions very slowly 
approaches value 1, but does not reach. Also, it seems the limit of the sequence is not 1. It means 

that the resulting estimation is upper bound but not accurate and needs improvement. 
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Figure 4. Function ratio (dependence on the boundary X, theoretical/practical). 

 

 
 

Figure 5. Function ratio (dependence on the boundary X, practical/theoretical). 

 

4.4. Function comparison 

 

We can see from the Fig. 6, which present function comparison for 77pq  , that the theoretical 

estimate is an upper bound for ( )Fr n . We can notice that distance between the practical values 

and theoretical ones doesn't change much, so it can be assumed that the dependency type for the 

upper bound was found correctly. However, the theoretical function quite far from the practical 

one, which indicates an inaccurate finding of the coefficient pqC . 

 

 
 
 

Figure 6. Comparison of theoretical and practical evaluation (dependence on the boundary X, pq=77). 
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4.5. Convergence to upper bound 

 
We can see from the Fig. 7, that ratio very quickly reach value 1. It means that the resulting 
function is very accurate approximation of practical value. Also, we can see that after 

lg( ) 7X  ratio become less than 1. It means the resulting function is upper bound for practical 

value. 
 

 
 

Figure 7. Function ratio (dependence on the logarithm of boundary X, practical/theoretical). 

 

4.4. General conclusions 

 

As we can see from comparison of theoretical and practical values, upper bound from (29) 

doesn’t approximate ( ( ))Avg Fr n  and needs improvement. However, dependency type for the 

upper bound as in (30) was found correctly. It means that the main improvement must be 

decrease of value pqC . 

But for subclass of tripleprime numbers with properties (31), (32), (33) and (34) we found very 

accurate approximation of '( ( ))Avg Fr n . One use of this estimation can be to improve the 

estimation for the whole class of tripleprime numbers. 

 

5. CONCLUSIONS 
 

In this article, we review current results for an upper bound for the average probability of error of 
the Miller-Rabin test. Also, we calculate new estimation for class tripleprimes numbers and made 

a comparison with practical results. 

 

Conclusions were drawn about the correctness of the type of distribution of the theoretical 

estimation. However, it was found that the value of the coefficient pqC  is too high. All 

conclusions were accompanied by graphs for visual demonstration. 

 

Also, we found very accurate approximation of the average probability of error of the Miller-

Rabin test for some subclass of tripleprime numbers. 
 

All our conclusions accompanied with graphs for more clarity. 
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Therefore, a further direction for investigation may be to attempt to decrease the value of the pqC  

coefficient in order to obtain a more accurate upper bound. 
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ABSTRACT 
 
It is no secret that a large portion of our population struggle with task management [1]. 

According to a 2021 research, twenty five percent of people do not employ a task management 

system and simply work on “whatever seems the most important at the moment”. Among the 

population that do use some sort of task management, the most popular form of managing 

personal tasks is through to do lists (33%) followed by using their email inbox (24%). Thus, I 
thought to combine these two most common methods by creating a to do list automatically 

generated from the email. We used the open sourced software natural language processing 

(NLP) to pick out the important sentences in the text and convert them into tasks for the to-do 

list. We used keywords such as “tomorrow”, “next”, “month”, etc combined with the date the 

email was sent to determine the “due date” of the to do list. Because the to-do list extracts 

information directly from the inbox without any participation from a human, unlike many other 

apps, this could be effectively used by those that do not check their email. 

 

KEYWORDS 
 

Mobile platform, Machine Learning, NLP. 

 

1. INTRODUCTION 
 

According to surveys, self reported reading either their personal or work email regularly. This 

makes preexisting lists and calendars all but ineffective as they require a human to add task to the 
task management system. A second problem that is also quite prevalent is that there is the chance 

that even if you have read your email, you neglect to add it to your calendar. As someone that has 

dealt with these issues personally, I wanted to find a way to reduce the likelihood that such things 
happen because the cost of missing opportunities is too high. In order to solve this problem, we 

designed and created an App that will automatically generate a to do list from your inbox [2]. 

 

This topic is very important because it will help people make the most of their opportunities -- by 
letting them know that they have the opportunity. 

 

Currently there is no shortage of apps that try to address this problem. The most popular Include 
google calendar, smart sheets, notion, and various digital to do lists [3]. These apps are all very 

well developed and used with many advanced features. However, these platforms share a 

weakness---they cannot automatically extract tasks directly from an email and add it to the to do 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N08.html
https://doi.org/10.5121/csit.2022.120802
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lists unless the senders of the email send invites [4]. The issue is that it is completely impractical 
to expect such consideration from everyone that emails you, and this consideration would be 

impossible if the email is a school announcement, or any sort of advertisement meant for many 

people as they do not know you are coming. Another issue, as mentioned before, that is more 

commonplace than people would admit is that many emails are left unread. 55% of all email users 
admit that they don’t open either business or personal emails regularly. This means that 55% of 

the population does not even get the chance to use these other calendars or to-do lists effectively 

as they all require human involvement. The benefit of this app is that it boils down emails to the 
tasks you need to complete so you can quickly skim over all of them and be reminded of the 

things you need to do or you can do. It is important to note that this app is not strictly a to do list 

in the traditional sense, it is more like a reminder list of the things that you can do. Overall, there 
are some differences in the intent of this app compared with preexisting ones. Instead of focusing 

on creating an impeccably tailored list of the things you will do, we chose to focus on making 

sure that you are remembering that certain events exist so you don’t accidentally miss an event 

because you  did not see it when perusing your email or failing to do so. 
 

Using NLTK, we understand every word within the sentences in the email [5]. There are two 

rough parts to generating a task. Understanding the task and extracting the date and time.  For the 
actual task content, our algorithm uses NLTK to parse the sentences and tag each word with the 

category it falls under. I.e. nouns, verbs, numbers etc. Using this information, our program 

especially targets action verbs to understand what the email is asking the user to do. On the other 
hand, in order to obtain the date, the program uses a variety of approaches. NLTK parses the 

sentences and gives us a “tag” of what type of word it is (or if it is a number). This narrows down 

the text we need to search for keywords. For example, we only need to search for proper nouns 

and numbers when trying to find the date. The algorithm checks for key words such as “January” 
and variations such as “Jan”, “jan” for every month, day of the week. In addition to this, it also 

checks for relative time such as “tomorrow”, “next month” “next week” and etc to determine the 

date if it is not explicitly listed. It also detects whether a few strings of numbers are in fact critical 
dates or times. Once the task and the date is determined, we export our results to our front end. 

The back and front ends are connected through the web framework flask. Our front end is built 

with dirt. We chose this as it allowed us to create beautiful interfaces relatively easily. 

 
The road map for the rest of the paper is as follows: section two will describe the road bumps and 

challenges we ran into during the project. Section three details how we resolved the problems 

outlined in section two. In Section four we will explain our testing process and the subsequent 
results about the app's performance. Section five presents related works done by others to make a 

side by side comparison of our app. Lastly, section six includes concluding remarks as well as 

areas needing further research. 

 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. How to determine the due date 
 

A challenge we encountered was determining when an action is “due” when no specific date and 
time were given in the email. For example, the program needs to understand what day “tomorrow” 

is in the sentence “please arrive by tomorrow.” This is more complex than one might initially 

think. As humans use various forms of speech to describe the same thing, the computer needs to 
be able to understand all forms of communication [6][7]. It needs to understand the words such as 

“minutes” and “hours”, all of the days of the week, all the months of the day when spelled out 
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such as “January” “as well as that “1/19” is also in January. Beyond these basics, it also needs to 
understand things like “next”, “tomorrow”, and “yesterday”. Furthermore, the program needs to 

be able to make smart assumptions about what the “due date” is when it does not have definitive 

information. For example, it needs to be understood that unless stated otherwise, the phrase “see 

you on Tuesday” usually means the upcoming Tuesday. 
 

2.2. How to make sure the computer is intelligent enough 
 

Another major issue we faced when writing the algorithm is making sure that the computer is 

intelligent enough to be useful. Which in this case means the ability to discern what information 

is relevant and ought to be extracted and what is irrelevant noise. This is no easy feat for a 
computer. Although we have access to the nltk library, it can only go so far as to help us analyze 

the sentence structure-- which, although is necessary, it is far from being sufficient. The computer 

needs to know either what you need to do, what event is happening, what registration is closing, 
as well as what day that is happening, at what time, and at what place. Simply an analysis of what 

is a date, or what is time is not going to cut it. Furthermore, as this is the core of the app, it is 

incredibly important that it functions without a hitch. 
 

2.3. How to publish APP 
 
Another road bump we faced occurred during app publication [8]. Things did go smoothly with 

the app login and required multiple adjustments in Firebase for it to function properly [9]. 

Furthermore, during our testing period (after we fixed the previous issue), for some inexplicable 
reason, our app stopped loading the login that it was capable of just a few days before. We 

eventually were able to find a potential fix for the issue, but the app will need to be re-approved 

before use ---which stalled the testing process even more. 
 

3. SOLUTION 
 

TODO is a smart automatic to do list generator that uses your email inbox to generate a list of 

things happening each day that might be easily forgotten otherwise. It is capable of finding and 
extracting concrete things to do from an email. Or in other words, it is not only a to-do list, but it 

can also function as an email summarizer even though that is not its intended purpose. The 

process of its operation are as follows. First, whenever you receive an email, TODO will be able 

to access it and analyze the sentences using an open sourced library called nltk (natural language 
toolkit). Next the program goes through each sentence to see if a “due date” is stated within the 

sentence. If it is, this sentence is deemed the “action” of the “task”. We chose to use date as an 

indication of an “action” because in virtually every task, there will be a time when you need to be 
finished. Furthermore, this will likely be reflected in practically all sentences with actions. For 

example: “Let’s talk on 9/30/21”. First of all, it would only make sense if there is a date there, 

second of all, it would not be a pressing matter to do if no time was specified. Although this is an 

assumption, we believe it is reasonable [10]. After we have obtained the due date and the action, 
we will stitch them together as one task and send them to the app to be displayed. 

 

The first step is to access the email of the user. This is quite a simple task; we simply have to set 
up the correct email verification. After we ’ ve done this, access to all of the text within the g 

mail inbox is at our program’ s disposal.  

 
Our second step is to iterate through every sentence of each new email tokenize (split text into 

chunks for the ease of analysis) and analyze them. For the analysis, We used labels provided by 

the nltk open sourced library. Examples of the labels we employed are “DATE” , “TIME” , 
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“PLACE”. The nltk library is able to automatically determine if a text is a date, time, place and 
etcetera and subsequently label it through their trained algorithm. 

 

 
 

Figure 1. Screenshot of to do list code 

 

Our next step is to obtain the “due date” corresponding with that email [11]. This is harder than it 
seems. Humans tend to write dates in very nonuniform ways. Some write it as “dd/mm/yyyy”, 

some simply write “tomorrow”, some say “next Tuesday”, and much more. We had originally 

written code to be able to recognize this, but later we found a library that handled this much more 
efficiently than ours so we adopted their system. We set whatever date and time we find to 

Parsed_date_time. The code for this is the first line in the “try” block in the figure above.  

 

After this, we called the parse_action function and passed in the tree (sentences labeled with 
grammar, and other labels such as date) to find the task we were to do. As can be seen in the code 

below, we iterated through every node in the tree and all appended sentences with dates to “node”. 

Following this, we checked if the nodes with dates also have a specified time. All nodes that do 
will be stored in node1 and the previous node returned to an empty state. We then checked to see 

if a location was specified. After this, we try to see if the node also has a specified place. The last 

if statement checks that if the node is not empty (has date), the node (sentence)  will be the action 
of this email’s task. It is important that all actions within the to-do list have a due date for the 

sake of prioritization and organization. 

 

After completing this, we appended the parsed_date_time (from the previous image) with the 
action we just obtained and appended them together. Which becomes a “task” ready to be 

uploaded to the to do list. 
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Figure 2. Screenshot of parse section code 

 
Our final step is to upload the “task” onto the app. We did this through a very simple function as 

can be seen in the code below. We called the functions mentioned before and sent it to the app 
via json where it was displayed. 

 

 
 

Figure 3. Screenshot of app route code 

 

4. EXPERIMENT 
 

Experiment 1 

 
In order to verify that our solution can effectively solve problems at different levels and have 
good user feedback, we decided to select multiple experimental groups and comparison groups 

for several experiments. 

 

 For the first experiment, we want to prove that our solution works stable and continuously, so we 
choose a group size of 40 different Tasks in 4 different types. The 5 different types of tasks are 

Course Schedule, Volunteer Activity, Driving Activity, and Sports Activity. The goal of the first 

experiment is to verify if the Task Manage System works well for different types of tasksThrough 
sampling 4 groups of tasks of different types and asking the same person to finish all these tasks 

with the schedule of our app. Results are collected by statistics if the app helps the user save time 

by scheduling all the tasks automatically than not using the app. Experiments have shown that all 

tasks in different types have a high rate of saving time. Class Schedule has the most high saving 
rates, which means our AI works much better in class scheduling field. This experiment could 

explain that the task types do have an obvious impact on the arrange results. The average saving 

time (in minutes) of 4 different types of the task shows below: 

 



18         Computer Science & Information Technology (CS & IT) 

 
Figure 4. Result of Experiment 1 

 

Experiment 2 
 

A good user experience is as important as a good product. So a perfect solution should have 

excellent user experience feedback. In order to prove that our solution has the best user feedback, 

we specially designed a user experience questionnaire. We statistics the feedback result from 100 
users, we divide those users into Five different groups. The first group of users ages from 10 - 20, 

the second group of users ages from 20 - 30, the third group of users ages from 30 - 40, the fourth 

group of users ages from 40 - 50, the fifth group of users ages from 50 - 60. The goal of the first 
experiment is to verify high feedback scores shows high performance We collected the feedback 

scores form these 5 different groups of users and analyze it. Experiments have shown that users 

who ages from 10 - 20 give the highest result feedback to our app. Which may because of 
paywall link appears more in the game searching The experiment graph shows below: 

 

 
 

Figure 7. Result of age 10-20 
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Figure 5. Result of age 20-30 

 

 
 

Figure 6. Result of age 30-40 

 

 
 

Figure 9. Result of age 40-50 
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Figure 8. Result of age above 50 

 

5. RELATED WORK 
 

Talking diary is an app for android that takes audio notes to process and sort into tasks [12]. It 

has three main components: Classifier, Scheduler, and a working hour calculator. Note: in this 

case, the classifier simply determines the type of tasks (ie. work, home, school, etc). When 
comparing this app with TODO, there are many differences. For one, although both use NLP, the 

point of TODO is to detach all human involvement in the generation of the to -do list while 

Talking Diary wants people to leave verbal notes. As for the organization and scheduling portion 
of the app, it is quite clear that Talking Diary has the advantage. It is able to know how much 

time you have, how much work you have to do, etc. 

 
Pyhop1 is a hierarchical task network planner written in Python sharing similarities with SHOP 

[13]. It uses no loop detection to accomplish its tasks. With in this platform, there are three 

different categories of items one can enter: tasks, goals, and action. The main difference between 

SPyhop and TODO is that Pyhop focuses on task management while TODO’s key point is task 
acquisition. Their algorithm in task organization is without a doubt, far superior and more 

complex than that of TODO’s but these two platforms are meant to accomplish different things. 

One is meant for prioritizing and organization while the second is to simply remind you of the 
miscellaneous things you should do based on your inbox.  

 

Schedule Me has four main components: Data engineering, Intelligent task breakdown and 
Scheduling using constraint programming, Reinforcement Learning for Personalized Task 

Scheduling, and User Centered Interaction Design. In data engineering, Schedule Me is able to 

scrape information from all relevant websites (such as school websites) and store them into a 

database [14]. It is also able to automatically break down tasks for you using constraint 
programming. Furthermore, it will organize your tasks to optimise information retention. Lastly, 

it makes it easy to use. In comparison with TODO, this is a very advanced scheduling system that 

both organizes tasks as well as acquire tasks. The difference between the two apps is that TODO 
is more targeted towards the email while Schedule ME is all encompassing. Furthermore, TODO 

does not schedule your time, it simply reminds you of the things happening today. 

 

6. CONCLUSIONS 
 
Task management is an important and complex issue whose consequences are significant. A 

missed email could be a missed opportunity. By using NLP to automatically compile a to-do list, 

it makes it more difficult to forget or miss something. That it can extract tasks completely 
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autonomously means that It does not require people to already have good habits to use the app 
effectively. Experiments show that the app is most capable of recognizing and extracting tasks 

related to school work. User feedback indicates general positive reactions to the app, especially 

among the 10-20 age group.  

 
There are still great limitations on the rate at which the app is identifying and saving the task 

from the user email–especially tasks that are non-coursework related. This impacts the reliability 

and dependability of the app. In addition, there is room for improvement in the user experience 
— especially for populations older than 30.  

 

 Further research will involve using sample emails with a wider array of topics during App 
development which should increase its adaptability and dependability [15]. In addition, we need 

to collect more user feedback, especially written user feedback so that not only do we know 

which age group is enjoying the app the most, we can understand why that is. This information 

would be important for future improvements. 
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ABSTRACT 
 

The study linking the marriage with work explores the mechanism of action of employees’ marital 
satisfaction and job performance through establishing a moderated mediating effect model. The 

results of the correlation and regression analyses conducted by collecting questionnaires from 

290 employees indicated that: (1) Emotional exhaustion and work engagement play a chain 

mediating role in the positive relationship between marital satisfaction and job performance. (2) 

Work meaningfulness and work engagement play a chain mediating role in the positive 

relationship between marital satisfaction and job performance. (3) The need to support a family 

moderates the relationship between marital satisfaction and work meaningfulness, as well as the 

mediating effect of work meaningfulness and work engagement on the relationship between 

marital satisfaction and job performance. (4) The need to support a family moderates the 

relationship between marital satisfaction and emotional exhaustion, as well as the mediating 

effect between emotional exhaustion and work engagement on marital satisfaction and job 

performance. (5) Self-efficacy moderates the relationship between marital satisfaction and work 
meaningfulness, as well as the mediating effect between work meaningfulness and work 

engagement on marital satisfaction and job performance. This study provides a new perspective 

of family as resources for improving employees’ job performance in management. 

 

KEYWORDS 
 

Marital satisfaction, job performance, emotional exhaustion, work engagement, work 

meaningfulness. 

 

1. INTRODUCTION 
 

Nowadays, family and work are undoubtedly the two most indispensable parts of every employee’s 

life, hence the issue how to balance the relationship between the two has raised increasingly 

attention. The marital status of an employee is the core of family relationship, while marital 
satisfaction is the subjective or objective measure of an individual’s overall marital status which 

affects not only individual and family well-being but also the performance in other areas such as 

work in the enterprise [1]. Most previous studies focus on two issues of work-family conflict due to 
role conflict [2] and work-family enrichment due to the contribution of one role to another [3]. In 

terms of the work-family enrichment, the close family relationship could contribute to the work 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N08.html
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because it not only brings positive emotions and reduce stress and anxiety, but also may serve as a 
kind of psychological resource that enables employees to maintain a good state of mind and 

positive self-evaluation and stimulates employees’ desire for self-growth and self-development, 

thus enhancing the job performance in the enterprise [4]. Within the framework of work-family 

enrichment, the study investigates the process mechanism and boundary conditions of the impact 
of marital satisfaction as a psychological resource on job performance from the perspective of 

conservation of resource theory. 

 

2. QUESTIONS AND HYPOTHESIS 
 

According to the conservation of resource theory, an individual has the tendency to acquire, 

preserve and maintain resources [5]. A perfect family as a resource triggers positive emotions and 

cognition when sufficient, which would carry over to work and thus positively influence the 
psychological states and behaviors in the work [6]. In contrast, employees with low marital 

satisfaction are less resourceful and would experience negative emotions and cognition, which in 

turn affect their motivation to immerse in work (i.e., work engagement) and job performance [7]. 
It is inferred that employees’ marital satisfaction may influence the work engagement and 

ultimate job performance through both emotional and cognitive paths. 

 
The related studies on conservation of resource theory also show that emotions caused by 

resource sufficiency or scarcity mainly feature the emotional exhaustion [6], while the cognition 

includes evaluation of self and the outside world [8]. In terms of emotions, considering that 

marital satisfaction is a psychological resource, the satisfied marriage could bring positive 
emotional experiences and a steady flow of energy to employees [9] which can effectively reduce 

the emotional exhaustion at work. Employees can therefore put more energy and positive 

emotions into their working roles and contribute more effort and time to their work tasks, while 
employees with high work engagement are also more enthusiastic and committed to their work so 

as to improve the job performance [10]. On the contrary, an unhappy marriage leads to negative 

emotions for employees day after day [11] and individuals will bring these negative emotions 
from their family life to work so as to cause the further loss of individual resources, thus resulting 

in the emotional exhaustion [12]. In other words, a disharmonious marriage can not alleviate the 

emotional exhaustion at work but exacerbate it, which will result in employees not having enough 

resources to cope with their work tasks and affect their work engagement so as to cause the 
decline in the job performance [13]. Therefore, it is hypothesized that: 

 

H1 Marital satisfaction affects employees’ job performance through the chain mediating effect of 
emotional exhaustion and work engagement. 

 

In terms of cognition, an individual satisfied with the marriage is more likely to have the positive 

self-evaluation, whereas one with low marital satisfaction tends to have the negative 
self-evaluation [14] and even doubts and denial of self [11]. Employees with high marital 

satisfaction may have positive evaluation of both self and work so that they can recognize 

themselves, develop a sense of purpose, or believe that they can create greater value at work 
through their own efforts, and then experience a higher work meaningfulness [15]. The work 

meaningfulness is an individual’s personal subjective experience of the meaning and purpose of 

the work performed [16]. Even when the work is challenging, the positive beliefs generated by a 
high-quality marriage could promote hardworking engagement and perseverance of employees 

[17]. Fairlie (2011) surveyed 574 employees in North America and found that the work 

meaningfulness still explains 16% of the variation in work engagement after controlling other job 

characteristic variables, indicating that work meaningfulness is a strong predictor of work 
engagement [18]. Furthermore, it has been demonstrated that employees’ work behaviors and 

attitudes are influenced by their cognition of work meaningfulness, and that the work 
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meaningfulness positively predicts employees’ passion and engagement [19], which in turn has a 
significant positive effect on job performance. The results of Schaufeli et al. pointed out the 

positive effect of work engagement on job performance in different contexts [20]. Therefore, it is 

hypothesized that: 

 
H2 Marital satisfaction affects employees’ job performance through the chain mediating effect of 

work meaningfulness and job engagement. 

 
In summary, on the basis of the conservation of resource theory, employees’ marital satisfaction 

may influence their work engagement and ultimate job performance through two paths of 

emotional exhaustion (emotions) and work meaningfulness (cognition). Moreover, it is necessary 
to consider the individual internal characteristics and external pressure which are important for 

psychological resources for their moderating role in the influencing process. 

 

The self-efficacy, which refers to an individual’s subjective assessment of his or her likelihood of 
performing and completing an activity and completing [22], is one of the individual characteristic 

variables that has received the most attention in studies related to conservation of resource theory 

[21]. Employees with low self-efficacy have fewer psychological resources and lower 
self-evaluation which leads to a lower work meaningfulness regardless of the marital satisfaction 

[23], which in turn negatively affects their job motivation and performance. It is therefore 

hypothesized as follows: 

 
H3 Self-efficacy moderates the relationship between marital satisfaction and work 

meaningfulness. The higher self-efficacy contributes to strengthen this positive relationship while 
the lower self-efficacy to weaken this positive relationship.  

 

H4 Self-efficacy moderates the effect of marital satisfaction on job performance through the 
chain mediating roles of work meaningfulness and work engagement. Specifically, the lower 

self-efficacy leads to the weaker indirect relationship. 

 

The stress is an interactive process between an individual and the environment, as well as an 
individual’s response to various stimuli in life after the subjective assessment. Considering that 

an individual needs to consume resources so as to cope with stress, the individual is more likely 

to experience anxiety and anger and needs to devote more emotions, time, energy, cognition and 
other resources for emotion management once the resource consumption occurs. The resources 

will be further consumed if the stress is not improved, leading to the loss spiral of resources [24]. 

Therefore, stress is undoubtedly one of the most indispensable external factors in conservation of 

resource theory. From the realistic and economic perspectives, with the need to support a family 
as a pressure, employees have to work hard to improve their ability to support the families when 

the need is high. Even if their marital satisfaction is not high, employees need to work to support 

the families with work regarded by them as a financial source to support their families, thus 
giving a stable sense of meaning to the work [25]. From the emotional perspective, furthermore, 

employees with high need to support the families consume a great deal of psychological 

resources even if the marital satisfaction is high, and the excessive consumption of employees’ 
psychological and emotional resources leads to the emotional exhaustion, which in turn reduces 

work engagement and performance[26]. From the cognitive perspective, employees with high 

need to support the families would transform their work into a way to achieve their personal 

values for the need even though their marital satisfaction is low, and the energy gained is put into 
their work so as to improve their job performance [27]. It is therefore hypothesized as follows: 

 

H5 The need to support a family moderates the relationship between marital satisfaction and 
emotional exhaustion. The higher need to support a family leads to the weaker negative 
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relationship while the lower need to support a family to the stronger negative relationship. 
 

H6 The need to support a family moderates the relationship between marital satisfaction and 

work meaningfulness. The higher need to support a family leads to the weaker positive 

relationship while the lower need to support a family to the stronger positive relationship. 
 

H7 The need to support a family moderates the effect of marital satisfaction on job performance 

through the chain mediating roles of emotional exhaustion and work engagement. Specifically, 
the higher need to support a family leads to weaken this indirect relationship. 

 

H8 The need to support a family moderates the effect of marital satisfaction on job performance 
through the chain mediating roles of the work meaningfulness and work engagement. 

Specifically, the higher need to support a family leads to weaken this indirect relationship. 

 

In summary, the study proposes the following moderated mediation model (e.g., Figure 1) from 
the perspective of conservation of resource theory to investigate the influencing mechanism and 

boundary conditions of marital satisfaction for job performance. 

 

 
 

Figure 1 

 

3. METHODS 
 

3.1. Sample and Procedures 
 

In the study, a total of 300 questionnaires were distributed online to collect data, with 290 valid 

questionnaires collected excluding 10 questionnaires that were not completed carefully. The 
average age of the 290 valid participants is 33 years old, among which 40% are male and 67% 

have a bachelor’s degree. 33% of participants have worked in their current companies for 1 to 5 

years, 48% for 5 to 10 years and 19% for more than 10 years. Their average income is 156,378 
yuan per year. 32% of participants are ordinary employees, 37% front-line managers, 24% 

middle managers, and the rest senior managers. The average number of children owned is 1.14. 
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3.2. Variables Measurement 
 

All variables in the study were measured through the Likert scale, with 1 representing strong 

disagreement and 5 strong agreement. The specific question items are as follows: 
 

Marital satisfaction: The marital satisfaction scale based on the measurements from Fowers and 

Olson (1993) [28] was used with a total of 12 questions. The typical question item is as follows: 
“I do not like my spouse’s personality and personal habits”. The Cronbach’s α coefficient in the 

study was 0.662. 

 

Emotional exhaustion: The emotional exhaustion was measured through the emotional 
exhaustion subscale of Maslach Burnout Inventory (MBI) classic scales by Maslach [29] et al. 

with 5 questions. The typical question item is as follows: “Work makes me feel fairly exhausted 

both physically and mentally”. The Cronbach’s α coefficient in the study was 0.846. 
 

Work meaningfulness: The work meaningfulness was measured through three question 

items[30] from Workplace Spirituality scale developed by Ashmos and Duchon in 2000 and one 
question item from the scale developed by Bunderson & Thompson (2009) [31]. The typical 

question item is as follows: “My work is meaningful to me”. The Cronbach’s α coefficient in the 

study was 0.694. 

 
Work engagement: The study resorted to a short version of nine questions from the Utrecht 

work engagement scale developed by Schaufeli’s team [32]. The typical question item is as 

follows: “When I am working, I am enthusiastic.” The Cronbach’s α coefficient in the study was 
0.839. 

 

Job performance: The measurement of job performance in this study with 12 questions referred 
to Xiaotong Shen’s master thesis [33], Juan Lu’s master thesis [34] and the job performance 

questionnaire developed by Motowidlo and Van Scotter (1996) [35]. The typical question item is 

as follows: “I always complete the work tasks assigned to me on time”. The Cronbach’s α 

coefficient in the study was 0.812. 
 

Need to support a family: The study adopted a scale with 3 question items from Grant’s scale 

by Menges et al. [36]. The typical question item is as follows: “I have to work for money to make 
the family living expenses”. The Cronbach’s α coefficient in the study was 0.892. 

 

Self-efficacy: The study referred to Schwarrzer’s general self-efficacy scale [37] and selected 

seven question items from it. The typical question item is as follows: “I still have the means to 
get what I want even if others oppose me”. The Cronbach’s α coefficient in the study was 0.782. 

 

Control variables: According to previous studies, an employee’s gender, years, position, 
children quantity, age, education background, salary income and work stress would affect his or 

her job performance [38], hence these variables were treated as control variables in the study. 

 

3.3. Data Analysis 
 

The study resorted to SPSS 26, SPSS macro program PROCESS (3.5) line for data analysis. 
When the model provided by PROCESS could not meet the structural equation model of the 

study, the user-defined model was used for analysis. 
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4. RESULTS 
 

4.1. Results of Descriptive and Correlation Analyses of Variables 
 

The correlation analysis results between variables through SPSS are shown in Table 1. Marital 
satisfaction is significantly positively correlated with job performance (r=0.441,p<0.01), i.e., the 

more satisfied the employees are with their marriages, the higher their job performance. Marital 

satisfaction is significantly negatively correlated with emotional exhaustion (r=-0.386, p<0.01), 
i.e. the more satisfied the employees are with their marriages, the lower the probability of 

emotional exhaustion. Emotional exhaustion is significantly negatively correlated with work 

engagement (r=-0.657, p<0.01), i.e., the more serious the emotional exhaustion, the more difficult 

it is for employees to devote themselves to their work. Marital satisfaction is significantly and 
positively correlated with work meaningfulness (r=0.235,p<0.01), i.e. the more satisfied the 

employees are with their marriages, the more meaningful they feel their work is. Work 

meaningfulness is significantly and positively correlated with work engagement 
(r=0.706,p<0.01), i.e. the more meaningful employees think their work is, the more willing they 

are to devote their time and energy to it. Work engagement is significantly and positively 

correlated with job performance (r=0.723,p<0.01), i.e. the more employees are engaged in their 

work, the better their job performance will be. The above simple correlation results are basically 
consistent with the relationship between variables hypothesized in the study. According to the 

correlation results, the variables of an employee’s gender, years, children quantity, age are 

not  correlated with job performance, which are not consider in the regression analysis. the 
variables of an employee’s position, education background, salary income and work stress are 

significantly correlated with job performance, which are controlled in the regression analysis. 

 
Table 1. Average Values and Standard Deviations of Main study Variables 

 

 
Average 

Values 

Standard 

Deviations 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1.Gend

er 

- - 1               

2.Years  - - -.190** 1              

3.Pst - - -.176** .206** 1             

4. Qtt 1.14 0.489 -0.103 0.071 .151** 1            

5. 

Salary 

156378 207991 -.172** 0.105 .459** 0.089 1           

6. Age 33.01 5.761 -.131* .662** 0.087 .172** 0.015 1          

7. Edu - - -0.037 -0.021 .284** 0.021 .341** -0.112 1         

8. WS 2.9414 0.88432 -118* -0.025 0.021 -0.102 -0.088 -0.037 -0.006 1        

9. MS 3.5578 0.53505 -.124* 0.104 0.085 -0.04 .174** 0.013 0.09 -118* 1       

10. 

NSF 

3.6678 1.00345 -.367** 0.091 0.013 0.095 0.093 0.02 0.044 .172** .149* 1      

11. 

WM 

4.1897 0.52471 -0.06 .148* .248** 0.11 .253** 0.053 0.1 -228** .235** .227** 1     

12. WE 4.1391 0.4656 -0.061 0.104 .192** .156** .235** 0.048 .186** -.362** .362** .157** .706** 1    

13. SE 3.9833 0.49928 -0.015 0.092 .176** 0.09 .324** -0.053 .117* -.405** .309** 0.046 .519** .621** 1   

14. EE 1.9766 0.68195 0.034 -0.112 -.143* -0.059 -.260** -0.042 -.134* .520** -.386** 0.008 -.516** -.657** -.526** 1  

15. JP 4.2782 0.36548 -0.011 0.075 .176** 0.108 .252** -0.01 .165** -224** .411** .163** .586** .723** .655** -.527** 1 

Note:* p<0.05 (two-tailed)，** p<0.01 (two-tailed)，*** p<0.001 (two-tailed) 

Pst Position, Qtt Quantity, Edu Education ,WS Work Stress, MS Marital Satisfaction, NSF Need to Support a Family, WM Work 

meaningfulness, WE work engagement, SE Self-efficacy, EE Emotional Exhaustion, JP Job Performance 
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4.2. Hypothesis Test 
 

4.2.1. Mediating Effect 

 
Based on the user-defined model of SPSS macro program PROCESS, the study tested both the 

chain mediating effect of emotional exhaustion and work engagement on marital satisfaction and 

job performance, and that of work meaningfulness and work engagement on marital satisfaction 
and job performance. 

 

The analysis results of the chain mediating effect of emotional exhaustion and work engagement 

showed the significant sequential mediating effect between emotional exhaustion and work 
engagement on marital satisfaction and job performance (ab=0.0590, BootSE=0.0135) with 95% 

confidence interval of [0.0353, 0.0876]. Hypothesis 1 was supported. 

 
The analysis results of the chain mediating effect of work meaningfulness and work engagement 

showed the significant sequential mediating effect between work meaningfulness and work 

engagement on marital satisfaction and job performance (ab=0.0581, BootSE=0.0217) with 95% 
confidence interval of [0.0216,0.1058]. Hypothesis 2 was supported too. 

 

4.2.2. Moderating Effect 

 
The custom program analysis of SPSS macro program PROCESS showed that marital satisfaction 

and self-efficacy were significantly positively correlated with work meaningfulness (γ=0.4461 , 

p<0.01) with 95% confidence interval of [0.3301, 0.5621] not including 0. It indicated that 
self-efficacy played a moderating role between marital satisfaction and work meaningfulness (as 

shown in Figure 2). The positive effect of marital satisfaction on work meaningfulness was 

stronger when self-efficacy of employees was high and would be weaker when self-efficacy was 
low. Therefore, the Hypothesis 3 was supported. The interaction between marital satisfaction and 

need to support a family on emotional exhaustion was not significant (γ=0.0445, p>0.05), 

indicating that there was no moderating effect of need to support a family on marital satisfaction 

and emotional exhaustion. Thus, the Hypothesis 5 was not supported. Marital satisfaction and need 
to support a family were significantly negatively correlated with work meaningfulness (γ= -0.1015, 

p<0.05) with 95% confidence interval of [-0.1977, -0.0053] also not including 0, which indicated 

that need to support a family played a moderating role between marital satisfaction and work 
meaningfulness (as shown in Figure 3). The positive effect of marital satisfaction on work 

meaningfulness was weaker when employees’ need to support families was high, and would be 

stronger when the need was low. The Hypothesis 6 was supported. 

 

 
 

Figure 2 
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Figure 3 

 

4.2.3. Moderated Mediating Effect 
 

Considering the aforementioned analysis showed that the moderating effect of need to support a 

family on marital satisfaction and emotional exhaustion was not significant, the moderating role of 

need to support a family in the chain mediating effect of emotional exhaustion and work 
engagement also did not exist. The Hypothesis 7 was not supported. According to the sequential 

test of moderated mediating effect [39], the effect of marital satisfaction on work meaningfulness 

was significant (p<0.05),the effect of the interaction term of marital satisfaction and need to 
support a family on work meaningfulness was significant (p<0.05), the effect of the interaction 

term of marital satisfaction and self-efficacy on work meaningfulness was significant (p<0.05), the 

effect of work meaningfulness on work engagement was significant (p<0.001), and the effect of 

work engagement on job performance was significant (p<0.001). The results of the sequential test 
indicated that self-efficacy and need to support a family significantly moderated the chain 

mediating effect of work meaningfulness and work engagement respectively. The mediating effect 

values and 95% confidence intervals with the moderating variables at different levels were 
obtained through the analysis of SPSS macro program PROCESS (as shown in Table 2). When the 

need to support a family was low, the confidence interval did not include 0 and the mediating effect 

was significant with the mediating effect value of 0.0850. When the need to support a family was 
middle, the confidence interval did not include 0 and the mediating effect was significant with the 

mediating effect value of 0.0484. However, when the need to support a family was high, the 

confidence interval included 0 and the mediating effect was not significant. Thus, it was obvious 

that the higher the need to support a family was, the less significant was the chain mediating effect 
of work meaningfulness and work engagement on the relationship between marital satisfaction and 

job performance. The Hypothesis 8 was supported. Contrarily, when self-efficacy was low, the 

confidence interval included 0 and the mediating effect was not significant. When self-efficacy was 
middle, the confidence interval also included 0 and the mediating effect was not significant either. 

But when self-efficacy was high, the confidence interval dis not include 0 and the mediating effect 

was significant with the mediating effect value of 0.0694.Therefore, it was obvious that the higher 
the self-efficacy was, the more significant the chain mediating effect of work meaningfulness and 

work engagement on the relationship between marital satisfaction and job performance. The 

Hypothesis 4 was supported. 
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Table 2. Analysis of Moderated Mediating Effect 

 

Adjustment Variables Effect BootSE BootLLCI BootULCI 

Marital Satisfaction → Work meaningfulness → Work engagement → Job Performance 

Low need to support a family 0.0850  0 .0369 0.0222 0.1648 

Moderate need to support a family 0.0484 0.0271 0 .0034 0.1072 

High need to support a family 0 .0117 0.0334 -0.0447 0.086 

Low self-efficacy -0.0023 0.0342 -0.0673 0.0748 

Moderate self-efficacy  0.0335 0.0228 -0.0102 0.0826 

High self-efficacy 0.0694 0.0262 0.0176 0.1212 

 

5. DISCUSSION 
 

It has been demonstrated that close family relationships can provide employees with resources 

such as time, emotions and experience to support their tasks and performance in the work domain 
[40]. Conducted within the framework of conservation of resource theory, the study combined 

family with work and regarded marital satisfaction in the family as a resource to reveal its influence 

on job performance through the chain mediating effect of emotional exhaustion (emotional 

pathway) and work meaningfulness (cognitive pathway) to work engagement, and examined the 
moderating effect of self-efficacy and need to support a family on this model. It is found that 

marital satisfaction indirectly influenced employees’ job performance through the chain mediating 

effect of emotional exhaustion and work engagement. The hypothesis that the need to support a 
family played a moderating role in this mediating process was not supported by the data. Moreover, 

marital satisfaction indirectly influenced employees’ performance through the chain mediating 

effect of work meaningfulness and work engagement, while self-efficacy and need to support a 
family moderated respectively the mediation process of marital satisfaction - work meaningfulness 

- work engagement - job performance, because the relationship between marital satisfaction and 

work meaningfulness was moderated by self-efficacy and the need to support a family. The higher 

self-efficacy of employees led to the greater effect of marital satisfaction on job performance, 
while the increase in the need to support a family weakened the effect of marital satisfaction on job 

performance. 

 

5.1. Theoretical and Practical Significance 
 

Theoretically, previous studies mainly explained the relationship between family and work based 
on the perspective of work-family enrichment and work-family conflict. The study extended the 

perspective of work-family relationship and examined the influencing mechanism of family factors 

on job performance based on conservation of resource theory, by including variables of emotional 
exhaustion and work meaningfulness related to psychological resources as mediating variables 

with self-efficacy and need to support a family as moderating variables. 

 

From the realistic perspective, conclusions from this study could enable enterprises to understand 
the influencing mechanism of employees’ marital status on their job performance. In the 

management, enterprises can carry out trainings related to family relationship management, 

support employees to participate in family life to improve their marital satisfaction, and encourage 
employees to reduce unnecessary work stress and enhance their work meaningfulness through 

improving the work efficiency. All these can lead employees to access to more psychological 

resources so as to achieve the purpose of improving employees’ work engagement and job 
performance. 
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5.2. Shortcomings and Future Directions 
 

This study also has the following shortcomings: First and foremost, all the measurements in the 

study were based on the subjective reporting method and susceptible to social desirability. The 
following studies can resort to various forms of measurement such as evaluations by significant 

others and objective data to validate the moderated mediation model of marital satisfaction 

influencing job performance. Secondly, considering that the study was a cross-sectional study, the 
future study can adopt longitudinal study or even diary method to examine the effect of marital 

satisfaction on job performance and the time effect of its mediating mechanism, so as to further 

reveal the cross-lagged effects or causal relationships among variables. Thirdly, the future study 

may also hypothesize and verify more complex relationships among variables, such as the 
relationship between marital satisfaction and work meaningfulness which was found to be 

positively correlated in the present study. However, it is possible that the very relationship is true 

for participants with higher marital satisfaction, while the lower marital satisfaction may lead to the 
higher work meaningfulness for those with very low marital satisfaction since the marriage may 

break up at any time. It means that the relationship between marital satisfaction and work 

meaningfulness may be non-linear and can be explored in the future study. 

 

6. CONCLUSION 
 

The study demonstrated that marital satisfaction had a significant positive effect on job 

performance, and that emotional exhaustion and work engagement as well as work meaningfulness 
and work engagement functioned as the chain mediators in the process as dual paths respectively. 

On the mediation path of marital satisfaction - work meaningfulness - work engagement, 

self-efficacy and the need to support a family moderated the positive relationship between marital 
satisfaction and work meaningfulness. 
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ABSTRACT 
 
Testing is a necessary, but sometimes tedious chore for finding faults in software.  Finding 

faults is essential for ensuring quality and reliability of software for industry.  These are 

valuable traits consumers consider when investing capital and therefore essential to the 

reputation and financial well-being of a business.  This research involves an ongoing trade-off 

between time and computational resources when testing via random selection of test cases 

versus complex logical means to find faults.  More time will be devoted to an analysis of random 

test case selection and whether the amount of extra test cases run due to random selection is a 

viable alternative to the potential time spent fully evaluating the logic for coverage of a generic 

predicate.  The reader will gain knowledge about the expectations for the increase in test cases 

if randomized selection is employed at some point in the process of testing. 

 

KEYWORDS 
 

Predicate testing, Fault detection, Simulation, Random selection, Logic coverage. 

 

1. INTRODUCTION 
 

Since the very first “bug” was found in a computer system and Grace Murry of Harvard 

University coined the phrase, fault detection in programming has been evolving [6]. The 
progression of software testing has been well chronicled and studied by some of the best minds in 

recent history. Its maturity can be correlated with the diversification in programming 

methodology [14]. There is no doubt that for essential, high-level functions, quality assurance is a 
must, but the dilemma arises when less critical software must be produced under the pressure of 

limited resources and tight time constraints, so efforts need to be focused on the critical risk areas 

[9].  In some cases, the logic necessary to cover all fault detection is extremely demanding.  The 

correct balance between risk, cost, and quality assurance may be difficult to obtain.  Randomness 
may play a role in test selection if the possible risks are known.  There is a point where logical 

evaluation of predicates and clauses is so cumbersome that random test selection becomes viable 

as an option for a tester.   
 

To be clear, a tester must have access/knowledge of the developer’s decision-making logic and be 

able to translate the code of a predicate into Boolean statements suitable for their evaluation using 
advanced logical coverage techniques. This research will focus on one of the more powerful logic 

coverages, Restrictive Active Clause Coverage (RACC) [8]. Simulation will demonstrate how 

random selection of test cases compares to common quality assurance methods as well as weigh 

the pros and cons of partial uses of logical approaches and random chance both economically and 
for fault detection [21, 22, 24]. 
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2. BACKGROUND 
 
When software is designed, input is necessary for the execution of the logic in a program. The 

potential values the input can take needs to be evaluated. The domain of these values can be 

partitioned into ranges that will determine the execution necessary blocks of code.  Each time an 

input domain is partitioned, thought should be given to the input values to better understand what 
issues the implementation may have with the values entered [1]. These partitions evolve into 

Boolean values of true or false called clauses.   

 
For example, a software may need to execute a block of code if an integer is between a minimum 

(x) and a maximum (y). The input domain includes the values of I that make the statement (x < I 

< y) either true or false.  This can be considered a clause that has a Boolean value true or false.  

Clauses can be combined using logical operators to form more complicated structures called 
predicates, which determine code execution.   

 

Testing predicates for proper performance uncovers potential faults in software.  There are 
several logic coverages that testers employ to detect faults in predicates.  One of the easier and 

weaker logic coverages is Predicate Coverage (PC). To achieve predicate coverage, any test case 

that has a predicate value of true can be selected along with any test case that evaluates the 
predicate to be false. Predicate coverage can usually be achieved with two test cases [1]. The 

most powerful logic coverage is Combinatorial Coverage.  It occurs when every possible truth 

value combination is explored for each clause in a predicate. This is essentially exhaustive 

coverage and is achieved with 2n test cases, where n is the number of unique clauses.  These are 
the extremes of logic testing.  Active clause coverages such as RACC, are proven to detect faults 

efficiently, while minimizing the number of tests necessary [8]. To achieve RACC, each major 

clause must be evaluated to true or false as the minor clauses are held constant.  Not an easily 
accomplished assessment for complex predicates.  It is sometimes impossible to achieve.   

 

Fewer faults in released software is the goal of testing and a measure of customer satisfaction, but 
so is reducing cost [16].  Logical evaluation of predicates can be time consuming and expensive.  

There is merit to using randomization to help with test case selection. 

This research will consider random selection analysis for logic coverages discussed above. 

 
H0:  Randomizing test selection yields no advantage in achieving logic coverage in testing.  

Running unnecessary tests is expensive and consumes resources.  Random selection of test cases 

is not a viable strategy in testing. 
 

H1:  A balance between randomness and intentional strategy will be the best method testers can 

employ to find a high degree of faults when logic testing becomes difficult or impossible under 

tight timelines. 
 

Keeping in mind that adding value to the software while maximizing return on investment is the 

goal, we will show that a combination of random chance and logic will be most effective. 
 

3. LITERATURE REVIEW 
 

Often in testing as with businesses and industries, decisions can be automated and randomized.  

Data driven decision making has proliferated recently [18]. Predictive analytics use a 
combination of artificial intelligence, machine learning, statistical algorithms, data mining, and 

modelling to drive decision making and automation [2, 12]. Automation in testing has adopted 

these principles.  Industry testing methods and tools are constantly under scrutiny for 
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improvement.  The demand for better, faster, more effective designs can lead to better return on 
investment [11]. Test automation coupled with regression analysis and predictive modelling can 

lead to more effective test sets [23]. Tests that need to be repeated often or necessitate varied 

inputs work well with automated test framework (ATF) formats such as Selenium or Robot 

Framework. Random selection of inputs from a partitioned input domain can yield diverse and 
effective test cases. However, if test case selection is randomized, their selection should be 

prioritized.  Some test cases available to a tester will be more involved in fault detection than 

others [5]. Therefore, random selection of test cases should be evaluated with due diligence.  
Unfortunately, automated, and randomized testing practices usually culminate with testers 

evaluating the processes to decide if fault detection via these methods accomplishes its goal. 

 

4. METHODOLOGY 
 
Deciding the input domain for testing will help define boundaries for possible variable values to 

determine clause Boolean.  If input associations are established, a systematic method for random 

assignment can be automated. Rather than having testers take the time decide static input values, 
parameters can be set for automation. This process can be controlled by the system and once the 

guidelines are set, the system dynamically decides the test values for the test set.  Logic coverage 

for test cases in this research will focus on restrictive active clause coverage (RACC).  The 
number of tests required for partial or complete logic coverage will be studied.  

 

First, we will consider completely random selection of input values given the input domain, 

directly determining clause Boolean values. The clauses will be combined using logical operators 
to form predicate Boolean necessary for test cases. The test case selection will be completely 

randomized, with test case repetition prevented to avoid redundancy.  RACC will be evaluated 

studying the number of tests required to achieve coverage.  Second, the idea of influential clauses 
and test cases will be considered.  A superficial logical evaluation can uncover an influential 

RACC pair of test cases, thus determining two of the test cases in the test set.  An influential test 

case is one that is shared by other clauses, contributing to coverage for several clauses 
simultaneously.  Simulation will be employed to determine the impact of removing the known 

pair from the total cases while randomizing the selection of the remaining test cases.  The number 

of test cases necessary to achieve RACC will be determined, with the number of excess cases 

necessary as the metric of evaluation.  Predicates with three, four, and five clauses will be 
analysed.  Predictive modelling practices will be used to provide estimates for larger predicates.  

This will give a tester the information necessary to weigh the resource of time spent to analyse 

clauses logically against the inefficiency of extra tests required due to random selection.  
 

A demonstration can be used to help explain these ideas more clearly.  For example, to decide if 

an integer input into a method is prime or a perfect square and in a certain range, the logic 

necessary to ensure that the correct values are entered requires testing.  If this method is to be 
logically tested using Restrictive Active Clause Coverage some time would have to be devoted to 

these analyses. To determine whether the input is appropriate, it is necessary to check to see if the 

value falls between the minimum and maximum and is an integer.  Then the integer can be 
evaluated to determine if it is either prime or a perfect square.  This decision-making process can 

be represented with a three-clause predicate p = a ∧ (b ∨ c) where the clauses are determined 

using these variables:  
 

a:  the input is valid (integer and in range) 

b:  the input is prime 

c:  the input is a perfect square 

∧:  the standard logical operator “and” 



38                                        Computer Science & Information Technology (CS & IT) 

∨:  the standard logical operator “or”. 
 

Table 1 shows the main tool in logic coverage analysis, the truth table.  When truth values for 

each clause are evaluated logically using the predicate operations, the truth value for the 

predicate is recorded to assist with test design.   
 

To achieve predicate coverage, the weakest form or logic coverage, any test case that has a 

predicate value of true can be selected along with any test case that evaluates the predicate to be 
false.  For example, the test set {1, 4} would be sufficient.   

 
Table 1. Truth table for the predicate:  p = a ∧ (b ∨ c) 

 

Test a b c p 

1 T T T T 

2 T T F T 

3 T F T T 

4 T F F F 

5 F T T F 

6 F T F F 

7 F F T F 

8 F F F F 

 

Several other combinations of tests could be used, but predicate coverage could be attained with 

two well-chosen tests. Combinatorial coverage would require 23 = 8 test cases.  

      
For a restrictive active clause coverage (RACC), each major clause must be evaluated to true or 

false as the minor clauses are held constant, as mentioned earlier [1]. One example for a RACC 

scenario would be for test cases 1 and 5.  To activate clause a, notice in test case 1 clauses b and c 
have the value true while the value of clause a is true in test 1 and false in test 5. The predicate 

values are opposing. These test cases are RACC partners. Similar pairs of test cases need to be 

found in the table with each clause isolated as the major clause.  Each clause’s active state must 

be considered and how its state affects the value of the predicate.  To have complete restrictive 
active clause coverage, four strategically chosen tests must be run; either {2, 3, 4, 6} or {2, 3, 4, 

7}. Note that test cases 2, 3, and 4 are more influential test cases with test case 6 and 7, while still 

vital, are less influential in the outcome.  Note also that test cases 1 and 5 could play a role in 
RACC coverage, however if these cases are selected randomly, there will have to be at least six 

test cases in a viable RACC test set. 

 
These evaluations are tedious and require accurate representations of the logic for a predicate.  

They need to be considered to create test sets that are comprehensive with the goal of finding the 

maximum number of faults present in a code segment. Imagine if there were several more clauses 

involved. The analyses can become burdensome, time-consuming, and counterproductive cost 
wise. If a tester is underqualified or unmotivated to perform these analyses or the logic criterion 

are so cumbersome that they cannot be efficiently evaluated, can random selection of tests be a 

viable alternative.  What are the risks? 
 

Using probability to evaluate the example above, randomly selected test cases for predicate 

coverage where one test needs to have a predicate value of true and one test must evaluate to 
false, there is a 0.375 (3 out of 8) probability of selecting a test case with a predicate value of 

true.  If the test cases are selected at random, to have the minimum number of cases of two, the 

scenario becomes:  the predicate true is selected first, followed by the false or the predicate false 
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test can be first followed by the true. The probability of predicate coverage happening in the first 
two random selections is 0.46875.  This implies that in 0.53125 proportion of random cases, more 

than the logically evaluated minimum number of cases would be necessary. This leads to running 

extra tests. However, if the situation is analysed differently and three tests are run randomly, the 

only result that would NOT produce predicate coverage is when all three tests are true or all three 
tests are false.  An extra randomly selected test case increases the probability of satisfying 

predicate coverage by adding one extra test case to 0.703.  These calculations are done allowing 

the test cases to be independently selected.  If repetition is not allowed (the trials become 
dependent), the results above become slightly better. 

 

5. EXPERIMENTAL RESULTS 
 

Using the predicate in the example given, for predicate coverage, random selection of test cases 
with no repetition of test cases chosen shows that, on average, 2.776 tests would be necessary 

(standard deviation of 0.976) with 90% of trials achieving predicate coverage with four tests 

chosen at random.  Unfortunately, four tests double the number of tests necessary in a logical 
evaluation.  Figure 1 displays the results of 10,000 randomly selected test cases without repetition 

of selection.  The selection is discontinued when predicate coverage is achieved, and the number 

of test cases is counted.   
 

 
 

Figure 1. Predicate Coverage Random Simulation.  The number of test cases necessary to achieve predicate 

coverage via random selection as demonstrated with 10,000 trials using the predicate in the example from 

Table 1. 

 

In the case of the given example, a quick analysis of the logic would yield that test case 1 will 

have a predicate value of true.  Another assumption would be that the predicate will be false more 
often than it is true.  If we decide to choose test case 1 to be one of our predicate coverage test 

cases but let randomness decide the other, the total number of test cases necessary will obviously 

be larger than the minimum number of two and fewer than the four previously determined to be 

necessary for 90% fault detection by pure randomness.  Figure 2 displays the results of 10,000 
trials of this scenario.  Test case 1 is assumed to be true and the other seven test cases are 

randomly selected.  When a test case is found to have predicate value of false, the trial ceases and 

the number of extra cases is noted. 
 

The average number of tests necessary under these conditions becomes 1.324 with standard 

deviation 0.553 tests, bringing the total number of tests necessary to 2.324, on average with 90% 
predicate coverage in 2 additional tests.  A total of three tests will achieve predicate coverage for 
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the scenario described.  When one test case is chosen logically and one is chosen at random, there 
is a gain of one test case from purely random selection. 

 

 
 

Figure 2. Predicate Coverage Simulated with One Test Case Removed.  The results of 10,000 random trials 

evaluating predicate coverage with one test case determined logically and the other determined randomly. 

 

This is very similar to a hypergeometric distribution (Equation 1) given that two tests are 

selected, one is required to have predicate value true and the other false.  As the number of tests 
increases, the necessity is finding a predicate with opposing values to those already selected.   

 

 
Equation 1:  Hypergeometric probability where N is the population size, K is the number of successes in 

the population, n is the number of draws and k is the number of successes in the trial.  There must be 

mutually exclusive categories and the trials have probabilities that are dependent according to the previous 

trial from a finite population. 
 

Probability analysis of these events is extremely interesting but not the direction of this paper.  

Simulation and predictive modelling will be used instead.   

 
Predicate coverage is not very powerful in finding faults. Our focus will be on the more effective 

Restrictive Active Clause Coverage.  Purely random selection of RACC test cases shows that, on 

average 6.840 tests would be necessary to achieve RACC with 90% coverage at 8 tests or 
exhaustive testing.  The results are depicted in Figure 3. As noted, a logical analysis indicates that 

four would suffice. This would, again double the number necessary.  However, a superficial 

analysis of the predicate can yield knowledge that clause c largely determines the predicate.     
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Figure 3. RACC Randomized.  The results of 10,000 random trials to achieve restrictive active clause 

coverage in a three-clause predicate.  The tests are randomly chosen until RACC is achieved. 

 

If clause c is activated in test cases 3 and 4, these cases can be eliminated from the random 
selection and the process re-evaluated. Since RACC can be achieved with either of these 

minimum test cases {2, 3, 4, 6} or {2, 3, 4, 7}, test cases 2, 3, and 4 are higher priority with test 

cases 1, 5 helping to activate clause a, but not in the minimum test set. Test 8 is irrelevant in 

RACC coverage.  If the logic to determine two high priority tests can be done easily, we can 
eliminate those tests from the random selection.  Figure 4 shows a simulation of 10,000 trials 

randomly selected after test cases 3 and 4 were established to be part of the test set necessary to 

achieve RACC. 
 

Other tests were randomly chosen until RACC was satisfied.  The simulated results determined 

that an average of 3.964 extra tests need to be run, bringing the total number of tests in the test set 
to just under six.  Coverage of 90% would take 6 more tests for a total of eight.   

 

 
 

Figure 4.  RACC Randomized with One Pair of Tests Removed.  The results of 10,000 random trials to 

achieve restrictive active clause coverage for a three-clause predicate with an influential pair of tests 

removed and the remaining tests randomly chosen. 

 

Further evaluating the scenario for many predicates involving three clauses it can be found that it 

is rare to find a predicate in which RACC is NOT achieved with four test cases. 
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Now consider a four-clause predicate such as p = (a ∨ (b ∧ c)) ∧ d.  A truth table for this clause 
can be found in Table 2.  Purely random test case selection to determine RACC will not be 

considered as there is little gain from the 2n = 16 total cases.   

 
    Table 2.  A truth table for the four-clause predicate p = (a ∨ (b ∧ c)) ∧ d. 

 

 a b c d p 

1 T T T T T 

2 T T T F F 

3 T T F T T 

4 T T F F F 

5 T F T T T 

6 T F T F F 

7 T F F T T 

8 T F F F F 

9 F T T T T 

10 F T T F F 

11 F T F T F 

12 F T F F F 

13 F F T T F 

14 F F T F F 

15 F F F T F 

16 F F F F F 

 
To logically achieve RACC for this scenario, the minimum number of test cases would be five.  

A test set of either {3, 4, 9, 11, 13} or {3, 5, 6, 9, 11, 13} or {5, 6, 9, 11, 13} would provide 

RACC coverage. 
 

If a RACC pair such as {9, 11} can be determined easily leaving the other three test cases to 

random selection, an average of 8.878 extra tests are needed. Bringing the total number of tests to 
about 11 instead of the necessary minimum of five. Figure 5 depicts the number of extra test 

cases randomly selected to achieve RACC for a four-clause predicate when an influential pair of 

tests is removed from the sixteen possible tests.  The remaining tests are selected randomly until 

RACC is achieved.   
 

 
 

Figure 5. RACC Randomized with One Pair of Tests Removed.  In a four-clause predicate with one fixed 

pair of RACC tests, the number of extra test cases necessary to achieve RACC via random selection of the 

remaining test cases. 
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Again, analysing many four-clause predicates, it is rare to find a predicate in which RACC is 
NOT achieved with five test cases.   

 

Performing the same analyses on a five clause predicate the findings were that a minimum of six 

test cases were necessary to achieve RACC. If an influential RACC pair of tests are determined 
and the rest of the necessary case selections are left to chance, an average of 14.917 extra tests 

would be necessary for a total of 17 tests out of the possible 32.  If RACC could be achieved with 

the minimum test cases of six, a tester would have to run 11 extra tests on average or almost 
double the number of tests.   

 

Again, the probability analytics for this would be interesting and akin to the analysis of the game 
“Craps”, however predictive modelling and simulation will provide our estimates for these 

predictions. 

 

6. DISCUSSION 
 
There is good evidence that RACC can be achieved by logically determining a minimum test set 

which if carefully selected can usually done with n + 1 test cases, where n is the number of 

unique clauses.  It has also been shown that random test selection has little advantage over 
exhaustive testing of predicates.  If a RACC pair of test cases can logically be determined, there 

becomes two fewer tests necessary to achieve coverage. Examining many predicates of with 

clause sizes 3, 4, and 5, a generic scenario was developed to determine test sets.  Simulation of 

10,000 trials for each clause size was run, showing the proportion of tests necessary to achieve 
RACC. The number of test cases necessary to achieve coverage was subtracted from the 

minimum necessary given the clause size and divided by the minimum, making a comparison 

possible.  Figure 6 displays the results of the 30,000 simulations depicting the proportion of extra 
tests necessary.  

 

 
 

Figure 6.  Proportion of Extra Tests per Clause.  The proportion of extra test cases necessary to achieve 

RACC for predicates of clause size 3, 4, and 5 as determined by 30,000 simulated random test cases. 

 

Linear, quadratic, cubic, quartic, and exponential regressions were run on the data to develop 

models to predict the performance of lager predicates under these conditions.  There was little 
difference in the goodness of fit for the polynomial models.  The linear model will not serve as a 

good choice, consistently under predicting the results.  Similarly, the exponential model quickly 

overpredicting the proportion of test cases, making predictions higher than the total possible 
number of cases.  Extrapolation of clause values outside the frame of reference studied can be 
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dangerous and after a clause size of eight, the models started to disagree.  Figure 7 shows the 
linear, quadratic, cubic, and quartic models graphed over the simulated data.  (Note: exponential 

regression is not pictured.) 

 

 
 

Figure 7. Predictions.  Regression equations developed to help predict the proportion of extra test cases 

necessary to achieve RACC, using the number of clauses as the independent variable. 

 

                                          … (2) 

                          … (3) 

       … (4) 

         … (5) 

                                          … (6) 
 

Equations 2 – 6: Predictive equations for the proportion of extra tests run to achieve RACC for a predicate 

with x distinct clauses.  Equation (2) is a linear model, equation (3) is a quadratic model, equation (4) is a 

cubic model, equation (5) is a quartic model, and equation (6) is an exponential model. 

 
Table 3.  Predictions for the proportion of extra tests necessary to achieve RACC given the number of 

distinct clauses in a predicate. 

 

 6 7 8 9 

Linear 3.38 4.37 5.37 6.37 

Quadratic 4.39 6.91 10.04 13.78 

Cubic 4.55 7.53 11.60 16.89 

Quartic 4.68 8.10 13.15 20.27 

Exponential 75.08 757.66 7645.62 77152.81 

 
To summarize the findings from Table 3. It is possible to predict the average proportion of extra 

tests necessary to achieve RACC when two influential tests are removed from the random 

selection with the remaining tests necessary chosen by chance. Each predictive model was 
evaluated with the clause size six through nine entered as the independent variable. Table 4 

summarizes the predictions in terms of raw number of extra tests given the number of clauses, n.  

The minimum logically evaluated number of test sets is n + 1. The maximum number of tests by 

exhaustion 2n. The predicted number of extra tests approximated by the models. The total 
number of tests run including the initial two chosen.  The number of extra tests was computed, 

and the prediction is given as the next largest integer value.  The prediction for quadratic, cubic, 
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and quartic were considered.  Linear and exponential models were disregarded as under and 
overestimates, respectively.  When the models disagreed, the most conservative (highest) 

predicted number of tests was considered. 

 
Table 4. Summary of finding in terms of the average number of tests necessary to achieve RACC given 

the number of clauses. 

 

n n + 1 2n Prediction Total 

3 4 8 2 4 

4 5 16 6 8 

5 6 32 15 17 

6 7 64 33 35 

7 8 128 65 67 

8 9 256 118 120 

9 10 512 200 202 

 

7. CONCLUSIONS 
 

The null hypothesis that randomizing test selection yields no advantage in achieving logic 

coverage in testing was shown to be largely true.  There is a slight advantage to randomization of 

testing, but it is difficult to determine the number of tests run randomly to achieve any specified 
degree of RACC coverage. Running unnecessary tests is expensive and consumes resources. A 

balance between randomness and intentional strategy will be the best method testers can employ 

to find a high degree of faults when logic testing becomes difficult or impossible under tight 
timelines. Using this predictive analysis may enlighten those to make informed decisions about 

the potential time necessary to evaluate a predicate logically and the time/expense of running 

extra test cases to detect the faults in a software. Understanding the risk consequences involved in 
is also a factor in the decision-making process. Also of note, it has been determined that very few 

predicates (0.65%) have four or more clauses [1]. However, if higher clause predicates need 

testing, the tester now can weigh the risks of random selection extra test cases against the time 

necessary evaluate the scenario logically. 
 

Simulations for all trials employed python programming using Jupyter Notebook from 

Anaconda.Navigator. Random selection of test cases via input domain partitioning to determine 
truth values generated nonredundant test cases until the coverage criterion was met. The number 

of excess test cases necessary was determined. After much study of RACC coverage behaviours, 

a generic predicate was developed and used for simulations.   
 

8. FUTURE WORKS 
 

This analysis took into consideration that a tester would be able to determine an influential 

restrictive active clause coverage test pair with nominal time invested.  More research would be 
necessary to determine the ramifications of selecting a test pair that was less influential.  Another 

extension that would have merit for study would be incrementally increasing the test cases 

chosen logically to see the impact on the proportion of extra test cases necessary for coverage via 

random selection of the remaining test set.  Similar ideas could be employed with different logic 
coverage choices, such as restrictive inactive clause coverage.  
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ABSTRACT 

 

Synthesizing images from text descriptions has become an active research area with the advent 

of Generative Adversarial Networks. The main goal here is to generate photo-realistic images 

that are aligned with the input descriptions. Text-to-Face generation(T2F) is a sub-domain of 

Text-to-Image generation(T2I) that is more challenging due to the complexity and variation of 

facial attributes. It has a number of applications mainly in the domain of public safety. Even 

though several models are available for T2F, there is still the need to improve the image quality 

and the semantic alignment. In this research, we propose a novel framework, to generate facial 

images that are well-aligned with the input descriptions. Our framework utilizes the high-
resolution face generator, StyleGAN2, and explores the possibility of using it in T2F. Here, we 

embed text in the input latent space of StyleGAN2 using BERT embeddings and oversee the 

generation of facial images using text descriptions. We trained our framework on attribute-

based descriptions to generate images of 1024x1024 in resolution. The images generated exhibit 

a 57% similarity to the ground truth images, with a face semantic distance of 0.92, 

outperforming state-of-the-artwork. The generated images have a FID score of 118.097 and the 

experimental results show that our model generates promising images. 

 

KEYWORDS 
 
Text-to-Face Generation, StyleGAN2, High-Resolution, Semantic Alignment, Perceptual Loss. 

 

1. INTRODUCTION 
 

With the advent of Generative Adversarial Networks (GANs)[1], image generation has achieved 

ground-breaking results because of its ability to generate high-quality images that show a close 
resemblance to real images. However, the original GAN did not have the ability to control the 

images that it was trained to generate and render images that meet a given specification. In order 

to overcome this potential issue, various conditional GAN models were proposed over time for 
different tasks. Text-to-Image generation (TTI) is one such application. It refers to the generation 

of an image that meets the context specified in a natural language description. We can also call 

this as the inverse of image captioning as it tries to learn a mapping from the text space to the 

image space. This emerging research topic is less explored mainly because of its complexity and 
challenging nature. However, it has a huge number of interesting applications including image 

processing tasks like image editing, computer-aided design, and computer game development.  
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Table 1. Samples from Text2FaceGAN dataset. 

 

 
The traditional methods for TTI, mostly use similar frameworks consisting of a pretrained text 

encoder to encode the text descriptions to a semantic vector and a conditional GAN model as the 

image decoder. These setups were mostly limited to simpler images like birds and flowers due to 
the complexity of learning the mapping between the text and the image spaces and the 

availability of datasets like the CUB bird dataset [2], Oxford Flower bird dataset [3], and MS-

COCO dataset [4].  
 

Text-to-Face generation (TTF) is a sub-topic coming under TTI which is particularly focused on 

generating human faces from natural language descriptions. Similar to TTI, TTF has two main 

targets; 1) to generate realistic, high-resolution facial images, 2) to generate images that are well 
aligned with the input descriptions. Compared to TTI, TTF has more value considering the public 

safety domain. This can be used mainly in criminal investigation and in the preparation of 

datasets for bio-metric research involving face data like face recognition and age estimation. 
Realistic faces can be generated to assist identifying criminals by automating the task of a sketch 

artist and in place of a sketch, this could be used to generate an image that is favourable in the 

investigation. The face datasets that are used in research like face detection and age estimation 
are typically compiled by scraping images from the internet, mostly, without the consent of the 

owner and this raises ethical concerns. Another major issue with these datasets is racial biases 

like minorities not being represented properly. Using datasets composed of synthetically 

generated images is a possible solution to this. 
 

Most of the existing T2F frameworks have only been able to produce low-resolution images that 

have poor consistency with the input descriptions. It is important to be able to generate high-
resolution images to use TTF in the above-mentioned applications. Recent progress on GANs has 

established a remarkable paradigm on image generation in terms of quality, fidelity, and realism.  

StyleGAN2[5] is one of the most significant GAN frameworks that has been introduced and with 

its style-based generator architecture it is able to produce high-resolution images with unmatched 
photorealism. It has not only been trained to generate human faces but also other images. 

However, when comparing the images generated through TTF frameworks and those generated 

through GAN models specialized for face generation, like the StyleGAN2 there is a clear 
difference. The traditional multi-staged architectures and the progressive training of TTF 

frameworks have not been able to generate quality images. Also, it can be seen that the prospect 

of using a high-resolution generator for TTF has not been considered. Taking this into 
consideration we propose a novel framework for TTF using the StyleGAN2 generator. Here we 

aim to represent text descriptions in the latent space of the StyleGAN2 generator and thereby 

generate facial images. We propose a simpler model that can find a mapping between the text 

  

The man has a chubby face. He sports a 

goatee with sideburns. His hair is black in 

color. He has narrow eyes and a slightly 
open mouth. The man looks young. 

The woman has oval face and high 

cheekbones. She has big lips with arched 

eyebrows and a slightly open mouth. The 
smiling, young attractive woman has heavy 

makeup. She's wearing earrings, necklace 

and lipstick. 
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space and the image space and use this as a means to generate images from natural language 
descriptions. We use BERT [6] sentence encoder as the language model and the StyleGAN2 

generator as the image generator. We use the sentence level embeddings obtained from the 

sentence encoder to learn a text-to-latent model, that maps the descriptions to the input space of 

the state-of-the-art generator, StyleGAN2 to generate images. 
 

Our main contributions are as follows, 

 
 Propose a novel TTF framework using StyleGAN2 as the image generator and BERT 

sentence encoder as the language model 

 Generate high-resolution images that are properly aligned with the input descriptions. 
 

The rest of the paper is organized as follows. In Section 2, we discuss the related work and in 

Section 3 we discuss the proposed methodology including the datasets and the other preliminary 

frameworks used in this work. The experimental analysis, results obtained and the evaluation is 
presented in Section 4 and lastly, in Section 5 we discuss the conclusion and the future work. 

 

2. RELATED WORK 
 
Text-to-Face generation has been greatly influenced by the work done in Text-to-Image 

generation. Apart from that, image generation (Face generation) is another domain to be 

considered. This section discusses the important work that was done in these three fields.  

 

2.1. Text-to-Image generation 
 
The main goals of these models are two-fold. One is to generate high-quality images and the 

other is to generate images that are properly aligned with the input description. During the early 

stage of the development of these models, it was focused on generating high-quality images. The 

first model to take advantage of a GAN was presented in 2016 by Reed et al [7]. They 
contributed with two models for text-to-image generation using conditional GANs. They used a 

pretrained Char-CNN-RNN network [8] as the text encoder, a model similar to the DCGAN [9] 

as the image decoder, and produced images of 64x64 and 128x128. This model was unable to 
find a good mapping between the keywords and the image features due to the direct 

concatenation of the text embeddings with noise inputs. To overcome this issue, StackGAN [10] 

was proposed. It was a GAN model with two stages. The first stage captures some information in 

the description and generates an initial, low-resolution image. During the second stage, the image 
is refined with the description to produce images of 256x256. This network, with hierarchically 

nested generators, is used in most of the later approaches as well [10][11][12]. Even so, 

generating high-resolution images like 1024x1024 is very expensive using this kind of 
architecture. 

 

When it was possible to generate realistic images, the next target was to generate images to 
improve the similarity between the generated image and the input description. Among the various 

proposed approaches, the attention mechanism is significant. This was first proposed in the 

context of image generation by Xan in AttnGAN. They introduced a word-level attention 

mechanism that enabled the generation of fine-grained images of 256x256. However, the word 
level attention alone was not enough and lead to the generation of unrealistic images. Another 

issue with the model was that as this model was trained on descriptions with mostly one sentence, 

it was unable to handle longer sentences. In spite of these shortcomings, this attention mechanism 
has been the base model for most of the work that was conducted later [13][14]. 
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2.2. Image generation (Face generation) 
 

 
 

Figure 1. Proposed Model Architecture 

 

Image generation models using GANS, learn a mapping from a noise vector to the normal 

distribution corresponding to real images. With the availability of two large datasets, LFW [15] 

and CelebA[16], face synthesis is also a trending research area.  Most of these models are based 

on conditional GANs. Some of the popular models are ProGAN [17], StyleGAN [18], and 
StyleGAN2. Instead of attempting to train all the layers of the generator and the discriminator at 

once, in ProGAN they have gradually grown the GAN one layer at a time, to generate high-

resolution images gradually.  Using this approach, they have been able to start from images of 
4x4 and gradually increase up to 1024x1024. StyleGAN and StyleGAN2 are also built on top of 

ProGAN, but they have control over the style factors, unlike ProGAN. The images generated by 

StyleGAN2 are very realistic that they cannot be easily recognized even by humans as fake, 

generated images. The only disfunction here is that there is no control over the generated images. 
Therefore, it cannot generate a particular face at our request.  

 

2.3. Text-to-Face Generation 
 

Compared to the work done in T2I there is a far lesser amount of work done in T2F. The main 

reason behind this is the variety of facial attributes in terms of ethnicity, age, and the facial 
descriptions being vague about the attributes. Even with the said challenges, there is a smaller 

number of inspiring work done in text-to-face generation. In the project T2F by Akanimax [19], 

he proposed to encode text descriptions into a summary vector using an LSTM and use ProGAN 
as the generator. As the image quality was poor, they used MSG-GAN [20] as the generator and 

improved the image quality. Text2FaceGAN [21] was based on the GAN-INT-CLS architecture 

by Reed et al [7]. The Text2Face dataset was also introduced using the attributes of the CelebA 
dataset and an algorithm for caption generation. They could only produce images of resolution 

64x64. Here they also showed howInception Score [22] which is a generally used metric in GAN 

evaluation is not suitable to be used with facial images.  

 
FTGAN [23], proposed an architecture that combined the training of the text encoder and the 

image decoder that was done separately so far. The main idea was that to generate quality images 

the text encoder and the image decoder needs to be trained together because when using a pre-
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trained text encoder, the input to the image decoder is too dependent on the output of the text 
encoder. However, with this proposed architecture, FTGAN produced images up to 256x256. 

Another similar approach is given in [24]. Instead of the BiLSTM in FTGAN here they are using 

a Char-CNN-RNN [8] to obtain the semantic vector and train both the text encoder and the image 

decoder at the same time. With this approach, they obtained slightly better images but still, they 
could produce images only up to 256x256. TTF-HD [25] proposed a framework consisting of a 

multi-label text classifier, an image label encoder, and an image generator to generate facial 

images of 1024x1024. With the multi-label classifier, they have been able to consider a feature 
disentangled latent space and focus on the diversity of the images generated other than the quality 

and the semantic consistency. However, utilizing the ability of StyleGAN2 to produce high-

quality facial images has not been considered much in this work. 
 

When referring to the relevant literature we could observe that most T2F models were based on 

architectures introduced for T2I generation and yet the image quality was far less than those 

naïve GAN models specialized for face generation. Generating high-resolution facial images is 
still a problem that has not been addressed properly. Also, the usage of existing high-resolution 

generators in T2F is minimal.  Therefore, there is a need to explore the possibility of using face 

generation models like StyleGAN2 in T2F to generate high-resolution images. It was also 
identified that newer language models like BERT have not been used for this task. Based on these 

gaps, we conduct experiments in this paper to determine the possibility of using StyleGAN2 in 

T2F and develop a novel framework for T2F to generate high-resolution facial images that are 
consistent with the input descriptions. 

 

 
 

Figure 2. Representation of a description in the latent space of the StyleGAN2 and the corresponding 

images when attributes in the description are changed. 

 

3. PROPOSED METHODOLOGY 
 

This section provides the details of the dataset, proposed architecture for T2F and the evaluation 

metrics. The proposed approach is a pipeline consisting of several steps and the complete 
architecture is presented in Figure 1. 
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3.1. Dataset 
 

There are several datasets used by T2F models like the Face2Text[26], SCU-Text2Face[23], and 

Text2FaceGAN[21]. Face2Text dataset consists only of 400 image-description pairs, which is 
insufficient and the SCU-Text2Face dataset is not publicly available. Therefore, we used the 

Text2FaceGAN dataset. This is a set of captions generated for the images in the CelebA dataset, 

using the attribute list provided. The CelebA dataset has 40 facial attributes and the 
Text2FaceGAN dataset uses them in the captions that have been created using an algorithm. 

Table 1 shows some sample records from the dataset.  We chose a sample of 6000 images from 

the Text2FaceGAN dataset for training and testing the model due to the limited resources.  

 

 
 

Figure 3. Experimental results obtained for all experiments conducted in both Z and W latent spaces. 

 

3.2. Proposed Model Architecture 
 
The proposed architecture for T2F consists of four modules. 1) Text encoder 2) Text-to-Latent 

model 3) Image generator 4) Perceptual loss model. In the following sections we have discussed 

them in detail. 
 

3.2.1. Text encoder 

 

The text encoder is used to extract the semantic vectors of the input descriptions. This is done to 
bring the text space and the image space to some common grounds, to learn how to map the 

descriptions to the images. We use the state-of-the-art language model, BERT (Bidirectional 

Encoder Representations from Transformers) as the text encoder to extract the semantic vectors 
from the input descriptions in the form of a sentence embedding. We used the BERT-as-a-service 

facility to ease the task.  

 
BERT model producing state-of-the-art results in major Natural Language Processing tasks was 

the main reason for selecting BERT as our language encoder. The technical innovation behind 

BERT is the application of bi-directional training of transformers into language processing tasks 

that gives the model a deeper sense of the language context and flow than single-directional 
models. So, unlike the other context-free word embeddings like GloVe[27] or Word2Vec[28], 

BERT embeddings are produced considering the context the words are used in. This was another 

reason for the selection of BERT as the language encoder. We chose the BERT BASE model, 
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which has a stack of 12 transformer layers and returns an embedding vector of 768 dimensions 
for a given description. 
 

3.2.2. Text-to-Latent model 

 
To use text as an input to the StyleGAN2, we need to learn how to represent text in the latent 

space of the StyleGAN2 model. For this purpose, we build a model that maps the input text 

description in the form of a text embedding to the input latent space and uses this as the input to 

the StyleGAN2 generator. This in turn allows us to control the images generated through the 
StyleGAN2 using a text description. Figure 2. gives an idea of the representation of descriptions 

in the latent space.  

 
In StyleGAN2 there are two latent spaces; the initial latent space Z and the intermediate latent 

space W. These latent spaces have different properties and a lot of experiments are carried out to 

identify the properties and get a good understanding of these latent spaces at present. In 
representing the text in the latent space of the StyleGAN2 generator using the text-to-latent 

model, we experimented on both the latent spaces.  The proposed text-to-latent space model is a 

multi-layer perceptron consisting of fully connected layers to transform from the BERT 

distribution space to the input latent space of the StyleGAN2. 
 

3.2.3. StyleGAN2 generator 

 

The output of the text-to-latent model will be passed to the high-resolution generator, 
StyleGAN2. It is an improved version of StyleGAN and was released by NVIDIA in 2020. This 

high-resolution generator produces faces with unmatched realism. Therefore, in this paper, we 

explore ways to represent text in the input latent space of the generator and use it in T2F rather 
than training a new generator from scratch. The main reason for the selection of the StyleGAN2 

generator is the state-of-the-art results it produced in face generation with the introduction of 

features like weight demodulation, path length regularization, and removal of progressive 

growing. These features have led the way to overcome problems in the StyleGAN architecture 
like the generation of phase artifacts and the droplet effect. 
 

3.2.4. Perceptual Loss Model 

 
When coming to image enhancement work like image super-resolution, colorization and style 

transfer the loss function intends to evaluate how far the generated/predicted output of the model 

is from target/ground truth image, to train the model to minimize the loss.  The goal of our study 
is to define a model to represent text in the latent space of StyleGAN2 to control the images 

generated.  In this case, as well, we need to visually match the generated image with the ground 

truth i.e., the features generated in the image should be close to the features in the real image. The 
most commonly used loss functions in image enhancement processes are the pixel loss based on 

mean squared error (MSE), root mean squared error (RMSE), or peak-signal-to-noise ratio 

(PSNR). However, we chose feature loss or perceptual loss[29], which is a better measure 

because perceptual loss allows to reconstruct finer details of images compared to per-pixel loss. 
We used VGG16[30] to extract features of the input images from selected layers for the 

perceptual loss calculation.  

 
The generated image from the StyleGAN2 generator and the corresponding real image are fed 

into the perceptual loss model. The activation maps, called feature maps, capture the result of 

applying the filters to input images. The feature maps close to the input detect small or fine-

grained detail, whereas feature maps close to the output of the model capture more general 
features. Our aim is to generate images representing features of the ground-truth image. 
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Therefore, we need a balance of layers from the top and bottom. We experimented with several 
layer combinations for this reason. The difference in the selected feature maps of the real image 

and the generated images were used to update the text-to-latent model. 
 

3.3. Evaluation Metrics 
 

The goal of our model is to generate realistic images that are closely aligned with the input 

descriptions. The alignment of the images is measured by comparing the distance between the 
facial features of both images and the cosine similarity of them. The distance between the 

features is called Face Semantic Distance (FSD) and the similarity is called Face Semantic 

Similarity (FSS).  FSD and FSS are calculated using equations (1) and (2). 
 

𝐹𝑎𝑐𝑒 𝑆𝑒𝑚𝑎𝑛𝑡𝑖𝑐 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  
1

𝑁
∑|(𝐹𝐺𝑖

) − (𝐹𝐺𝑇𝑖
)|

𝑁

𝑖=0

        (1) 

 

𝐹𝑎𝑐𝑒 𝑆𝑒𝑚𝑎𝑛𝑡𝑖𝑐 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =  
1

𝑁
∑ 𝑐𝑜𝑠(𝐹𝐺𝑖

− 𝐹𝐺𝑇𝑖
)

𝑁

𝑖=0

         (2) 

 

In the above equations, 𝐹𝐺𝑖
 is the feature vector of the generated image and 𝐹𝐺𝑇𝑖

 is the feature 

vector of the real image.  Cos indicates the cosine similarity between the feature vectors.  

 
Generated images will be compared against the real images to measure how far they are realistic 

using the FID score[31]. It summarizes how similar the real and generated images are in terms of 

statistics on computer vision features of the raw images calculated using the Inceptionv3 model 

[32] used for image classification. Lower scores indicate the two groups of images are more 
similar or have more similar statistics. Fréchet distance also called the Wasserstein-2 distance is 

calculated using the equation (3). 

 

𝑑2 = ||𝑚𝑢1 − 𝑚𝑢2||
2

+ 𝑇𝑟(𝐶1 + 𝐶2 − 2√𝐶1 ∗ 𝐶2) (3) 

 

The score is referred to as d2, showing that it is a distance and has squared units. The “mu1” and 

“mu2” refer to the feature-wise mean of the real and generated images. The C1 and C2 are 
the covariance matrix for the real and generated feature vectors, often referred to as sigma. 

The ||mu1 – mu2||2 refers to the sum squared difference between the two mean vectors. Tr refers 

to the trace linear algebra operation (the sum of the elements along the main diagonal of the 

square matrix). The sqrt is the square root of the square matrix, given as the product between the 
two covariance matrices. 

 

All images were scaled to 299x299 before calculating the scores. 
 

Table 2. Summary of all the experiments conducted. 

 

Experiments in the initial latent space Z Experiments in the intermediate latent space 

W 

Experiment No. Layers of VGG16 Experiment No. Layers of VGG16 

01 Conv4_3  

Conv5_3 

04 Conv4_3 

Conv5_3 

02 Conv3_2 

Conv4_2 

Conv5_2 

05 Conv3_3 

Conv4_3 

Conv5_3 
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03 Conv3_2 

Conv4_2 

Conv5_2 with Hyper-

columns 

06 Conv1_2 

Conv2_2 

Conv3_2 

Conv4_3 

 

4. EXPERIMENTS AND EVALUATION 
 

This section discusses the extensive experimental analysis that has been carried out to evaluate 

the performance of the proposed model.   
 

In this paper, we aim to represent text in the input latent space for StyleGAN2 to produce quality 

images that can be controlled using a text description. Therefore, the latent space of the 

StyleGAN2 generator is of great importance. The architecture of the StyleGAN2 generator uses 
two latent spaces; Z and W. The initial latent space Z is an entangled latent space and the 

intermediate latent space W shows more properties of disentanglement. However, the 

dimensionality of both the latent spaces is 512. In developing the proposed framework to project 
text to the latent space of the StyleGAN2 model, first, we need to determine the latent space that 

works best for our framework. The optimization of the Text2LatentSpace model is done using the 

perceptual loss model that uses a perceptual loss function between the feature maps of the 
generated images and the real images obtained through the VGG16 network. Different layers in 

the VGG16 network extract different features. Therefore, it is necessary to choose a suitable layer 

or layer combination to be used as the feature extractors. 

 
In this context, there were two sets of experiments designed to reach our objectives. One to 

choose the most suitable latent space and the other to choose the best layer combination for 

feature extraction in the perceptual loss model. Table 2 gives a summary of all the experiments 
conducted with different configurations. The layers here are named following the layer names 

used in the VGG16[30]. Figure 3. shows results obtained from each experiment. 

 
Through the experimental analysis, we observed that experiments conducted in the initial latent 

space were not successful. The model was unable to recognize the features in the descriptions and 

led to the generation of images with very slight changes that did not correspond to the 

descriptions. Apart from that, the generated images were unrealistic. This was due to the 
entangled nature of the initial latent space. However, the experiments conducted by projecting the 

descriptions to the intermediate latent space of the StyleGAN2 generator produced better results. 

These images were aligned with the descriptions as well as more realistic. From these 
experiments, we observed that experiment 05, which was done in the intermediate latent space 

using the conv3_3, conv4_3, and conv5_3 produced the best results both in terms of realism and 

semantic alignment. This model was trained for 500 epochs with an initial learning rate of 0.0001 

and the Adam optimizer. Table 3 shows some images generated with their descriptions. 
 

4.1. Qualitative Evaluation 
 

Image quality: Generating visually appealing facial images is one of the main goals of this 

paper. Figure 4. shows some example facial images generated with the proposed model. We can 

see that all facial features have been correctly rendered in the generated images and the results are 
visually appealing to a greater extent. It also shows the ability of the proposed model to generate 

various faces across different facial features like gender, hair, smile, and age. 
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Table 3. Sample generated images and their input descriptions. 

 

 

The man has a double 

chined face. He sports a 5 

o'clock shadow. He has a 

receding hairline. He has 
big lips and big pointy 

nose and a slightly open 

mouth. The man is 
smiling. He's wearing necktie.  

The woman has oval 

face and high 

cheekbones. She has 

wavy hair which is 
brown in colour with 

bangs. She has big lips 

and pointy nose with 
arched eyebrows. The young attractive 

woman has heavy makeup. She's wearing a 

necklace and lipstick. 

The woman has high 
cheekbones. Her hair is 

black in colour with 

bangs. She has big lips 
with arched eyebrows and 

a slightly open mouth. 

The smiling, young 
attractive woman has rosy cheeks and heavy 

makeup. She's wearing earrings, necklace and 

lipstick. 

The man has high 
cheekbones. He sports 

a 5 o'clock shadow. He 

has straight hair. He 
has big nose, narrow 

eyes with bushy 

eyebrows. The young 
attractive man is smiling. He's wearing 

necktie. 

 

The man has a chubby 
face. He sports a goatee 

and mustache. His hair is 

black in colour. He has big 

lips and big nose. The man 
looks young. He's wearing 

necktie. 

 

The woman has high 
cheekbones. She has 

wavy hair which is 

blond in colour with 

bangs. She has pointy 
nose and a slightly 

open mouth. The 

smiling, young attractive woman has heavy 
makeup. She's wearing earrings and 

lipstick. 

The man has high 

cheekbones. He sports a 
goatee with sideburns. His 

hair is black in colour. He 

has big nose with bushy 
eyebrows and a slightly 

open mouth. The young 

attractive man is smiling. He's wearing necktie. 

The woman has high 

cheekbones. Her hair is 
brown in colour. She 

has arched eyebrows. 

The smiling, young 
attractive woman has 

rosy cheeks and heavy 

makeup. She's wearing lipstick. 

The chubby double chined 
woman has high 

cheekbones. She has a 

receding hairline. She has 
big lips and big nose, 

narrow eyes with arched 

eyebrows and a slightly 
open mouth. The smiling, young woman has 

heavy makeup. She's wearing earrings, 

necklace and lipstick. 

The woman has oval 
face and high 

cheekbones. Her hair is 

black in colour with 
bangs. She has big lips 

and pointy nose with 

arched eyebrows and a 
slightly open mouth. The smiling, young 

attractive woman has rosy cheeks and 

heavy makeup. She's wearing earrings and 

lipstick. 
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Semantic alignment: The second goal is to generate images that are consistent with a given 
description. Generating images that are close to the real images is the most natural way to show 

the semantic alignment of the images with their descriptions. Table 5 shows how close the 

generated images are to the real images corresponding to the description. Our model generates 

images that are similar to the real image to a certain extent. However, the generated images 
represent most of the features in the descriptions and it shows that the generated images have a 

good consistency with the descriptions. 

 
Another interesting observation made during the generation of the images is the sensitivity to 

facial attributes in the descriptions. Table 6 shows how generated images through the proposed 

framework can be manipulated by changing the attributes in the description. Changes in the 
description are clearly shown on the generated images.  This shows how well the model has 

learnt the facial attributes in the descriptions and thereby, the semantic consistency of the 

generated images. 

 

4.2. Quantitative Evaluation 
 
The generated images are quantitatively evaluated for the quality and the semantic consistency 

using the FID score, and the similarity shown to the real image corresponding to the description 

using the Face Semantic Similarity and the Face Semantic Distance. 
 

Table 4. Comparison with other face generation models using the FSD and FSS criterion. 
 

 

Model FSD FSS (%) 

AttnGAN [11] 1.269 59.28 

StackGAN [10] 1.310 - 

FTGAN [23] 1.267 59.41 

Realistic Image Generation of 

Face [24] 

1.118 - 

Ours 0.9224 56.96 

 
As shown in the above table, our model is performing very close to the state-of-the-artwork.  

From the table, we interpret that our model has an FSD of 0.9224 which is lower compared to 

AttnGAN[11], StackGAN[10], FTGAN[23], and Realistic Image Generation of Face from 
Text[24] models. This tells us that our model is capable of generating images closer to the ground 

truth better than the other models. Our model can generate images that are almost 57% closer to 

the ground truth images. This is most likely due to the limited dataset we have used in the 

training process. We believe if a larger dataset is used the results would be even better. However, 
these images show high consistency with the input descriptions. Our model generates images of 

resolution 1024x1024, whereas the other models are only capable of generating images of 

resolution 256x256. This is one of the biggest contributions of our model. The images generated 
with our model have an FID score of 118.097. However, we cannot directly compare the FID 

scores of these models to ours because of the difference in the resolution of the images. 

 

5. CONCLUSION AND FUTURE WORK 
 
Our principal objective was to develop a novel framework for T2F that can generate realistic, 

high-resolution images that are consistent with the input descriptions. The availability of high-
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resolution face generation models and the need to explore the use of them in T2F generation was 
the main motivation behind this paper. In that sense, we focused on three tasks.  

 

 To utilize StyleGAN2 generator for T2F to produce high-resolution images. 

 To generate images that are semantically aligned with the input descriptions. 

 To measure the semantic consistency of the generated images against the real images. 

 

We proposed a model, comprising the BERT language model, StyleGAN2 generator, and a text-
to-latent space model to achieve those tasks. Here we embedded the descriptions in the latent 

space of the StyleGAN2 generator and thereby controlled the facial images generated using text 

descriptions. 
 

With this approach, we have been able to achieve our goal of generating realistic facial images 

that are aligned with the input descriptions. Furthermore, we have made use of an existing high-
resolution generator and opened up for more work on exploring the task of using the latent space 

of the StyleGAN2 for controlling the images generated using text descriptions. From both, the 

quantitative and qualitative evaluative comparisons we can see that the generated images exhibit 

good image quality and consistency with the input descriptions. We were able to generate images 
of 1024x1024 in resolution and these images showed 57% similarity to the real image, 

performing better than most recent work. We achieved these results using a smaller dataset, due 

to limitations in resources. Therefore, we can conclude that with a larger dataset and exposure to 
more facial attributes, this approach would produce even better results.   

 

However, we still need to improve the image quality and the consistency with the 
descriptions. Appearance enhancing attributes like earrings, necklaces, caps were not visible in 

the images, and images generated using less frequent attributes did not show good realism. 

Therefore, we believe using a larger dataset would help tackle this issue when being exposed to 

more facial attributes. We further hope to work on focusing on the diversity of the facial images 
generated. So far in this model, we have only focused on generating one image per description. 

However, a single description corresponds to many facial images. Therefore, this too is an area 

that needs to be focused on. 
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Figure 4. Sample images generated by the proposed model.

Table 5. Generated images with their corresponding real images and descriptions. 

 

Description Real Image Generated 

Image 

The woman has oval face. Her hair is blond in 

colour. She has arched eyebrows. The smiling, 
young attractive woman has heavy makeup. She's 

wearing lipstick. 

  

The chubby double chined woman has high 
cheekbones. She has a receding hairline. She has 

big lips and big nose with arched eyebrows. The 

smiling, young woman has heavy makeup. She's 

wearing earrings and lipstick. 
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The woman has oval face and high cheekbones. She 
has wavy hair. She has arched eyebrows and a 

slightly open mouth. The smiling, young attractive 

woman has rosy cheeks and heavy makeup. She's 

wearing earrings, necklace and lipstick. 
 

  
The man has wavy hair which is black in colour. He 

has big lips and big nose with bushy eyebrows and a 
slightly open mouth. The young attractive man is 

smiling. He's wearing necktie. 

 

 
  

The man has straight hair which is brown in colour. 

He has big nose. He's wearing necktie. 

 

 
 

 

  

The chubby double chined man has oval face and 
high cheekbones. He sports a 5 o'clock shadow, 

goatee and moustache. He is bald. He has big lips 

and big nose and a slightly open mouth. The man is 
smiling. He's wearing necktie. 

 

  
 

Table 6. Manipulating Generated Images. 
 

 

The woman has high cheekbones. She has straight hair which is brown in 

colour with bangs. The smiling, young attractive woman has heavy 

makeup. She's wearing lipstick. 

 

     

Black Hair No Bangs Open Mouth Chubby Face 
Wearing 

Eyeglasses 
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ABSTRACT 

 
The definition and extraction of actionable anomalous discords, i.e. pattern outliers, is a 

challenging problem in data analysis. It raises the crucial issue of identifying criteria that 

would render a discord more insightful than another one. In this paper, we propose an 

approach to address this by introducing the concept of prominent discord. The core idea behind 

this new concept is to identify dependencies among discords of varying lengths. How can we 

identify a discord that would be prominent? We propose an ordering relation, that ranks 

discords and we seek a set of prominent discords with respect to this ordering. Our 

contributions are 1) a formal definition, ordering relation and methods to derive prominent 

discords based on Matrix Profile techniques, and 2) their evaluation over large contextual 

climate data, covering 110 years of monthly data. The approach is generic and its pertinence 

shown over historical climate data. 
 

KEYWORDS 
 

Prominent discord discovery, Large time series, Matrix profile, Climate data. 

 

1. INTRODUCTION 
 

The analysis of climate data towards the extraction of global climate trends using ensemble mean 

approaches is receiving a wide interest. To this date, the search for pattern anomaly or outlier 
patterns has received less attention in climate data studies. Such data is contextual due to the geo-

localization and timestamps of the data series relative for instance to soil humidity, temperature 

or rainfall. It comes from historical sources or complex simulation impact models (physical 
processes of atmosphere and ocean) such as Earth System Models ([1], [2]). Existing approaches 

mainly focus on seeking long-term trends, and the study of abnormal behaviour tend to focus on 

the search of extreme values.  
 

An important element in climate data analysis is the observation window. For instance, a thirty 

years window has been commonly accepted for climate studies, and is now being reconsidered 

given the impact it can have on change detection (e.g. [3]). Thus to our knowledge, in climate 
data analysis, we note 1) a lack of robust outlier pattern detection, and 2) a need to consider very 

large data sets to minimize the bias induced by the limited observation window. We propose to 

address those issues in this paper, by introducing a novel concept of pattern outlier, and 
evaluating our approach to the field of climate data. 
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In the realm of data mining, outlier detection is receiving much interest, and has shown its 
benefits in a wide range of applications including fraud detection [4], cybersecurity [5] and the 

health sector [6]. Identifying outliers through data sets contributes towards decision support, risk 

and impact studies. Various definitions of what constitutes an outlier have been proposed, along 

with associated detection methods. A survey [7] specifies twelve different interpretations of 
outliers from the perspective of different studies. Overall, an outlier can be commonly defined as 

“an observation that is significantly dissimilar to other data observations or an observation that 

does not behave like the expected typical behavior of the other observations” [8]. The 
observations can specify a single point outlier, or a shape/pattern denoting an abnormal sub-

sequence over a time series data. The latter form our outliers are also called discords. 

 
In this article, we investigate discords over contextual time series. Furthermore, we are interested 

in very large data series to mitigate the potential impact of the length of the data set at hand upon 

the results. We apply our approach to large data series coming from monthly data between 1902 

and 2005. A scalable and exact approach that has proven its computational and space efficiency 
to detect discords is the Matrix Profile method [9]. It requires the length of the sub-sequence 

(window) to be set as a parameter. The chosen window has a strong impact to detect meaningful 

discords. In existing studies, the detection algorithm is run with different window [10], leading 
potentially to multiple discords. The ranking of such discords is challenging since it requires 

meaningful criteria to prefer a discord to another. If the data is labelled such ranking is possible 

since it can be related to an event, but in case of unlabelled data it usually requires expert 
knowledge. 

 

We propose a novel concept and approach to identify relevant discords over different windows 

automatically. To do so, we introduce the concept of prominent discord that specifies the most 
significant discord as an anomalous pattern over the longest continuous period, from a shared 

starting position. A core benefit of the prominent discord is to gain insight onto discords that 

coincide over their start date, while searching for the ones with longer and subsuming anomalous 
pattern. For instance if a drought is found through a window of four months, we seek whether it 

belongs to a longer dry period that may last six months, one year, ten years. By doing so, we 

search for the longest span of a discord that would subsume other discords and relates to similar 

occurrences. In contrast to point outliers that are likely to indicate extreme events, resulting from 
potential long term changes, prominent discords would reveal the anomalous patterns that cause 

such events.  

 
We formally define the concept of prominent discord, propose a detection algorithm and present 

an application to large date sets of so called climate impact runoff data. This means that they are 

historical data relative to surface and subsurface runoff observations, a variable that provides 
information about flood and drought risks depending on values being high or low. 

 

Figure 1 gives an intuition of what a prominent discord is. We show three discords of respective 

lengths 13, 37 and 58; all starting at the same position in the series. The reading of the plots 
corresponds to daily runoff data over five years in millimetres. The Xs covers the daily 

timestamp while the Ys the height of the runoff in the Sahelian region. Peaks clearly indicate the 

rainy season. For each window length the prominent discord is highlighted in a continuous line 
over the time spam. We notice that when the window size changes we have three prominent 

discords, all starting at the same position date and the one corresponding to the window size of 58 

months covers the other two. It is the most prominent one.  
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Figure 1. Prominent discord and subsequent discords 

 

The longest one discovered is the most prominent discord: it subsumes the other two. It actually 
gives insight into lasting changes and anomalous behaviour that could lead towards a change of 

system state altogether when studying global change and climate data. 

 

The main contributions of this paper are: 1) the novel concept, formalization and method to 
compute prominent discords and extract the most prominent ones applied to large-scale time 

series, 2) its application to climate-related data to detect and evaluate the relevance and insights 

of such discords from a climate point of view. 
 

The paper is organized as follows: section 2 gives a background and related work in the field, 

section 3 presents our conceptual and methodological contributions, and section 4 its evaluation 
before concluding in section 5. 

 

2. BACKGROUND AND RELATED WORK 
 

In this section we review previous work relative to time series discord discovery, more 
specifically with variable length discords and very large time series such as climate models data. 

 

2.1. Climate data analysis 
 

In climate data studies, long-term trends, defined as a tendency towards a climate change pattern, 

are often characterized by basic statistical measures, such as the average rate of variables 
increase/decrease over a given time period [11]. In the field of weather extreme events (e.g. 

droughts, floods, heatwaves, storms), a common approach consists in quantifying how a given 

climate indicator jumps out, against the background of former climate records (in intensity, 
frequency or duration; ; [12]). These approaches are conducted under an arbitrary choice of a 

base time window since a climate reference is inherently defined to assess whether a long-term 

change and extreme event occurrences can be considered as emergent and/or anomalous. This 

choice greatly affects the meaning and the robustness of climate studies outcome when this 
reference is shifted [3]. 
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2.2. Time series discord discovery 
 

Time series discord detection is receiving an increasing interest in data mining since its 

formalization ([13]–[15]). Efficient and exact methods have been proposed to discover discords 
in data series [9], [16]. These approaches require some parameter settings including the size of 

the observation window. The window size is fixed and needs to be specified as an input 

parameter (HOT SAX [17], QUICK MOTIF [18]). As a result, recent works have drawn on the 
challenges and insight limitations of a fixed set window size leading to research towards 

computing all possible discords within a size range, using different methods such as quadratic 

regression [19], dynamic time warping (DTW) [20], or a graph-based approach [21]. 

 
PanMatrix [10] and VALMOD [22] compute variable-length top k discords, using the Matrix 

Profile method for different window sizes, given a value k. VALMOD considers an interval of 

possible subsequence lengths as initial parameter; whereas PanMatrix computes exact distances 
for subsequences of all lengths. 

 

These approaches address the issue of multiple discord computations, but there has been no 
attempt to order the discords of variable length, and seek those that would have more impact in 

terms of revealing a potential change of state. Also, the role played by the data series time span 

has received little attention with respect to its link to discord discovery. Both issues are important 

for climate model data towards insightful impact studies. A key element is to investigate 
coincident variable length discords to be able to extract actionable insight through the 

identification of prominent discords, longest ones sharing a starting position with smallest 

discords, and thus subsuming them. This is the goal of our approach that can be considered as a 
meta discord discovery problem over very large data series, with no a priori interpretation of 

outlier patterns. In other words, we seek discords for which all the subsequences within a 

resulting length interval are also discords sharing their starting position. 
 

We use the Matrix profile approach, because it is an exact method to compute discords for a 

given window length. It is also computational and space efficiency. Let us now the key notions at 

hand that will be used to formalize our concept of prominent discord. 
 

2.3. Matrix profile and discords 
 
The matrix profile is a data structure computed to discover discords and motifs using similarity 

search algorithms [9]. Many algorithms have been proposed with different space and time 

performance (e.g. STOMP and GPU-STOMP [23], SCRIMP and SCRIMP++ [24]). The data 
structure builds on the following notions [23], recalled hereafter for further usage and 

completeness : 

 

Definition 1. A time series 𝑇 is a sequence of real-valued numbers 𝑡𝑖: 𝑇 = [𝑡1 , 𝑡2, . . . , 𝑡𝑛] where n 

is the length of 𝑇. 

 

Definition 2. A subsequence 𝑇𝑖,𝑚  of a time series 𝑇 is a continuous subset of values in 𝑇, of 

length 𝑚  and starting at position 𝑖 . Formally, 𝑇𝑖,𝑚 = [𝑡𝑖 , 𝑡𝑖+1, … , 𝑡𝑖+𝑚−1],  where 1 ≤ 𝑖 ≤ 𝑛 −

𝑚 + 1. 
 

Definition 3 (Distance Profile). A distance profile 𝐷𝑖,𝑚 of time series 𝑇 and length 𝑚 is a vector 

of the z-Euclidean distances between a given query subsequence 𝑇𝑖,𝑚  and all subsequences of 

length 𝑚  in the time series 𝑇 . Formally, 𝐷𝑖,𝑚 = [𝑑𝑖,1, 𝑑𝑖,2, … , 𝑑𝑖,𝑛−𝑚+1] , where 𝑑𝑖,𝑗(1 ≤ 𝑖, 𝑗 ≤

𝑛 − 𝑚 + 1) is the distance between 𝑇𝑖,𝑚 and 𝑇𝑗,𝑚 with 𝑖 ≠ 𝑗. 



Computer Science & Information Technology (CS & IT)                             69 

Definition 4 (z-Euclidian distance). The z-normalized Euclidean distance𝑑𝑖,𝑗 between two 

subsequences 𝑇𝑖,𝑚 and 𝑇𝑗,𝑚 of length m, is defined by:  

 

𝑑𝑖,𝑗 = √2𝑚(1−
𝑇𝑖,𝑚. 𝑇𝑖,𝑚 −𝑚𝜇𝑖𝜇𝑗

𝑚𝜎𝑖𝜎𝑗
) (1) 

 

Where 𝜇𝑖  and 𝜎𝑖 are respectively the mean and standard deviation of  𝑇𝑖,𝑚, 𝜇𝑗  and 𝜎𝑗  the mean 

and standard deviation of 𝑇𝑗,𝑚.  

 

Definition 4 (Matrix Profile). A matrix profile 𝑃𝑚 of time series 𝑇 and given length 𝑚 is a meta 

series of the Euclidean distances vector between each subsequence 𝑇𝑖,𝑚 of given length 𝑚 where 

𝑖  varies, and its nearest neighbor (closest match) in time series 𝑇 , together with the 

corresponding position vector for each closest neighbor associated with 𝑚𝑖𝑛(𝐷𝑖,𝑚). We denote it 

𝑃𝑚 = [𝑚𝑖𝑛(𝐷1,𝑚), . . . , 𝑚𝑖𝑛(𝐷𝑛−𝑚+1,𝑚)], where 𝐷𝑖,𝑚(1 ≤ 𝑖 ≤ 𝑛 −𝑚 + 1) is the distance profile 

𝐷𝑖,𝑚 of time series 𝑇 for subsequences of length 𝑚.Pm = [min(D1,m),...,min(Dn−m+1,m)], where Di,m(1 

≤ i ≤ n−m+1) is the distance profile Di,m of time series T for subsequences of length m. 
 

Definition 5 (Index vector). A matrix profile index vector 𝑉𝑚, associated with a matrix profile 

𝑃𝑚 denotes the vector of starting position 𝑗 of the subsequence corresponding to the minimal 

distance. It is specified by the vector: 𝑉𝑚 = [𝑉1, 𝑉2, … , 𝑉𝑛−𝑚+1] , such that 𝑉𝑖 = 𝑗  if 𝑑𝑖,𝑗 =

𝑚𝑖𝑛(𝐷𝑖,𝑚). 
 

Definition 6 (Discord). A discord denoted 𝛥𝑗,𝑚 is a subsequence 𝑇𝑗,𝑚 of length 𝑚 starting at the 

position 𝑗 in 𝑉𝑚, that corresponds to the maximum distance value in 𝑃𝑚. 

 

In other words, the discord of length m, is the subsequence in the data series (specified by its 
starting position j), such that among the shortest Euclidean distance, it is the one with the 

maximal value, ie. with largest anomalous pattern among all. 

 
The following example gives the Distance profiles for two susbsequences (in red) of window size 

4 over a time series of length 13. The distance profile vector gives the z-Euclidian distance 

between the chosen subsequence and all the other ones (the next one is highlighted in blue). 

There are 10 of them, one per subsequence of size 4, sliding over the time series.  
 

The resulting matrix profile extracts for each subsequence the smallest distance in each distance 

profile (yellow). Finally, we extract the discord from the matrix profile that is the subsequence 
corresponding to the greatest distance value in the profile. In this example, the biggest distance 

value is 14.1, distance between subsequence 7 and subsequence 3 (𝑉7 = 3). Thus the discord is 

the seventh subsequence [14,15,1,2] in the time series. 
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Figure 2. Distance and matrix profile, sequences of length 4 

 

3. PROMINENT DISCORDS: DEFINITION AND ALGORITHMS 

 
In this section we present our approach and contributions, that include the concept of prominent 

discord and the method we developed to extract a set of prominent discords. The overall problem 

we address is the following:  
 

Problem addressed: Given a data series 𝑇, a large range of possible lengths and a unit step, 

compute all the variable length discords, and find the discords, such that all of their subsequences 

within a length interval and shared starting position in 𝑇 are discords. From these prominent 
discords, identify a relevant ordering that relates to their length, and number of subsumed 

discords. 

 

3.1. Definitions 
 

We work at a meta level with respect to the matrix profile and the discord since we compute 
matrix profiles over sequences of variable lengths, and seek the longest discords that contain 

discords with a given ordering relation. To formalize our problem, we introduce three concepts: 

discord profile, discord subsumption ordering and prominent discord. Note that to allow a 
reliable reasoning over a large number of subsequences, the interval for the variable lengths is set 

to [4,..,n/2]. 

 

Definition 7 (Discord profile). The discord profile 𝛥𝑃 of a time series 𝑇 is a set of discords 𝛥𝑗,𝑙 

of variable lengths 𝑙 and starting positions 𝑗, such that 𝛥𝑃 = {𝛥𝑗,𝑙 ∣ 𝑗 ∈ 1. . 𝑛/2 − 1,0 < 𝑙 ≤ 𝑛/

2}. 
 

Definition 8 (Discord subsumption ordering). A discord 𝛥𝑗,𝑚 subsumes a discord 𝛥𝑖,𝑙, specified 

as 𝛥𝑖,𝑙 ≼𝛥 𝛥𝑗,𝑚 if and only if, 𝑖 = 𝑗 and 𝑙 < 𝑚.. 

 
Note that this ordering relation is a partial order since we assume that two discords with different 

starting position in the time series are not comparable. The motivation behind this ordering is that 

such discords might relate to very different events, whereas discords that co-occur in their 
starting position are more likely to share the root event for the outlier pattern. With identical start 

position, two discords can relate to the same anomalous pattern. This is not necessarily true for 

different starting positions. 

 

Definition 9 (Prominent discord). A Prominent discord 𝛥‾𝑗,𝑙𝑠𝑡𝑎𝑟𝑡,𝑙𝑒𝑛𝑑  of a time series 𝑇 is the top 

discord 𝛥𝑗,𝑙𝑒𝑛𝑑  of a lattice of all discords 𝛥𝑗,𝑙 in 𝛥𝑃 such that 𝛥𝑗,𝑙𝑠𝑡𝑎𝑟𝑡 ≼𝛥 𝛥𝑗,𝑙 ≼𝛥 𝛥𝑗,𝑙𝑒𝑛𝑑 . 
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Our approach will compute a set of prominent discords for a given time series. We propose an 
ordering that accounts for 1) the number of subsumed discords (of different lengths of course), 

and 2) the relative length of the shortest subsumed discord. The idea behind this ordering is to 

exploit discords for insight studies on the anomalous patterns that can have a lasting impact, and 

pertained change of behavior in the time series. Intuitively, a point outlier can be the 
consequence of an existing change of behavior (e.g. rising number of extreme weather events), 

whereas a discord of droughts of length 4, also found in subsequences of lengths 8 and 15 for 

example, can indicate a first anomalous pattern, that pertains as an anomalous pattern in longer 
discords. The longest discord subsuming a much shorter one, can indicate a potential important 

weather change, and impact on soils, agriculture etc. 

 

The ranking function sorts the prominent discords in decreasing order of 𝑠𝑜𝑟𝑡((𝑙𝑒𝑛𝑑 −
𝑙𝑠𝑡𝑎𝑟𝑡) 𝑙𝑠𝑡𝑎𝑟𝑡⁄ ), where the top value corresponds to the longest set of subsumed discords (𝑙𝑒𝑛𝑑 −
𝑙𝑠𝑡𝑎𝑟𝑡), and the lower one the length of the first subsumed discord (𝑙𝑠𝑡𝑎𝑟𝑡). As illustrated in 

Figure 3 the prominent discord A will outrank prominent discord B even though they subsume 

the same number of discords, because A builds upon a shorter outlier (𝑙𝑠𝑡𝑎𝑟𝑡). 
 

 
  

Prominent discord A     Prominent discord B 
 

Figure 3. Prominent discord ordering: A is preferred to B with higher ratio function value 

 

3.2. Algorithms 
 

To derive the set of prominent discords, we first derive the discord profile (Algorithm 1) over 
variable length discords and extract the prominent ones (Algorithm 2) through a counting method 

based on shared starting positions. Note that Algorithm 1 makes use of an efficient matrix profile 

computation algorithm (line 5), the STOMP algorithm [23] omitted for space reasons. This 

algorithm, like other matrix profile computation methods (eg, STAMP) derives the z-normalized 
Euclidean distance to measure efficiently the distance between subsequences. 

 

Algorithm 1 takes as input the whole time series, a maximum subsequence length and list of 
variable lengths (line 2--3), called windows (from the terminology of the matrix profile approach) 

that specifies the subsequence lengths considered. For each window size (lines 4--7), we compute 

the matrix profile, extract the discord 𝛥𝑗,𝑙 to be stored in the Discord profile list 𝛥𝑃. 

 

 



72                                        Computer Science & Information Technology (CS & IT) 

The main algorithm, Algorithm 2, computes the list of prominent discords 𝛥𝐶 and returns the 
sorted list of prominent discords (in decreasing value of respective (𝑐𝑜𝑢𝑛𝑡 𝑙𝑠𝑡𝑎𝑟𝑡⁄ )  value. It takes 

as input the time series and returns the sorted list of prominent discords 𝛥‾𝑗,𝑙𝑠𝑡𝑎𝑟𝑡,𝑙𝑒𝑛𝑑  including its 

starting position, first discord length and longest one. Line 3 initializes a counter of discords 

having identical starting positions. In line 4 the discord profile 𝛥𝑃 is computed from Algorithm 1 

and contains all the discords 𝛥𝑗𝑙 one per length 𝑙 considered in Algorithm 1. Line 5 and 6 define 

the variables used to extract the length 𝑙 and starting position 𝑗 of a discord in 𝛥𝑃. Line 7 extracts 

the length of the first discord. Lines 9--11 increment the count as long as the next discord has the 

same starting position as the current one denoted by 𝑖. Lines 12--14 create a new prominent 

discord with starting position 𝑗 , starting length 𝑠 , last length 𝑠 + 𝑐𝑜𝑢𝑛𝑡 . It is added to the 

prominent discord list. Lines 15--16 re-initialize the count, and new starting 𝑠 position to the one 

of the next discord in 𝛥𝑃. Line 19 sorts the prominent discord list in decreasing order according 

to the proposed function (𝑙𝑒𝑛𝑑 − 𝑙𝑠𝑡𝑎𝑟𝑡)/𝑙𝑠𝑡𝑎𝑟𝑡; and finally line 20 returns the final sorted list 𝛥𝐶. 
 

 
 

Worst case time complexity. Algorithm 2 (calling algorithm 1) overall runs in the worst case in 

𝑂(𝑛3) where 𝑛 is the length of the time series. To decompose, we have: Algorithm 1 calls 𝑛/
2times STOMP, thus runs in the worst case in 𝑂(𝑛2 × 𝑛) = 𝑂(𝑛3). The For loop in Algorithm 2 

runs in the length of the discord profile list thus in the worst case 𝑂(𝑛) since there is one discord 

per length (𝑛/2 variable length discords), and the list of prominent discords is sorted in the worst 

case in 𝑂(𝑛𝑙𝑜𝑔𝑛). 
 

4. EXPERIMENTAL EVALUATION AND COMPARISONS 
 

We now present an application of our method to the analysis of large datasets relative to runoff 

historical climate data. Runoff data correspond to measures of waters in terms of distance (in 
mm) above the land surface to reach a stream but also to infiltrate the soil surface. All 

experiments were run on an Intel(R) Xeon(R) Bronze 3106 CPU processor at 1.70GHz with 8 
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core with 64 GB of RAM. We also compare our proposed approach to other discord discovery 
methods.  

 

The climate data. We consider observed monthly runoff data, defined in climate data science as 

an impact variable analyzed to quantify flood and drought risks at regional and global scales (e.g. 
[12], [25], [26]). These monthly runoff observations are obtained from the Global Runoff 

Reconstruction dataset (GRUN) that covers the 1902-2014 time period (113 years), with a 0.5° × 

0.5° spatial grid resolution [27]. We focus our analysis on the Sahel region, a particularly soil 
water vulnerable area, and we spatially average monthly runoff over the corresponding grid box 

[5°W-25°E ; 10°N-18°N]. Our prominent discord approach is then applied to the obtained Sahel 

time series between 1902 and 2005 (i.e. 104 years, 1248 months), a period commonly considered 
in historical climate analysis. 

 

4.1. Prominent discords discovery 
 

For the dataset of monthly runoff observation data over 1248 months, we applied our approach 

and derived the list of all prominent discords, including their ranking based on our proposed ratio 
function, after calculating the discords for all variable length windows in the interval 

[4,..,1248/2], with a monthly step increment. The set of prominent discords was derived in 3.5 

minutes.  

 
Figure 4 shows for five prominent discords, including the most prominent one, their respective 

subsumed discords. The X-axis indicates window lengths up to 130 months, and the Y-axis the 

discords starting date. Each blue dot represents discord with its window length (Xs) and its 
starting date (Ys). The arrows show the prominent discords with all the subsumed discords of 

coinciding starting dates. The length of the arrows illustrates how many discords the prominent 

one subsumes.  Here we have four prominent discords. The most prominent discord starts at the 
position date 1903-10-15, with a lower window size of 13 months for its first subsumed discord, 

and upper length of 58 months.  

 

 
 
 

Fig.4. Prominent discords derived from observed runoff monthly data. 

 

Table 1 shows the top five prominent discords in ∆C according to our proposed ratio ordering. 
The first and second ones are found in Figure 4.  
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Table 1. Top 5 prominent discords sorted by the ratio function 

 

date starting window size ending window size ratio 

1903-10-15 13 58 3.46 

1982-09-15 109 120 0.10 

1902-09-15 242 264 0.09 

1903-09-15 193 209 0.08 

1902-01-15 80 86 0.075 

 

4.2. Comparison with alternative approaches 
 
We compared our approach with existing discord discovery methods, illustrating mainly the 

importance of considering an exact approach for the prominent discord extraction, and the need 

of variable length discord computation without parameterized length settings.  

 
We considered HOT-SAX, an extension of the SAX algorithm [28]. SAX discretizes time series 

into words and detects motifs in time series but not discords. HOT-SAX algorithm was developed 

to detect discords. It builds a suffix tree that stores the words generated by SAX. A word with the 
least number of occurrences is a discord. A requirement is that the number of extracted discords 

is predefined. 

 
Rare Rule Anomaly (RRA) [29] is an algorithm that uses grammar-based compression able to 

detect motifs and discords in time series. Similar to HOT-SAX, RRA uses SAX algorithm to 

discretize the time series. A grammatical induction algorithm (ex: Sequitur [30]) is used to 

generate the grammar. These generated grammars are used to detect the discords. 
 

One of the main parameters for HOT-SAX and RRA is the window size. To be able to compare 

them with our approach, we use the value  𝑙𝑒𝑛𝑑  of each prominent discord as the window 
parameter. 

 
Table 2. HOT SAX results using windows extracted from the 𝑙𝑒𝑛𝑑 of each prominent discord  

 
HOT SAX 

window size start end 

58 1902-01-01 1906-11-01 

120 1943-08-01 1953-08-01 

264 1972-02-01 1994-02-01 

209 1973-06-01 1990-11-01 

86 1902-07-01 1909-09-01 

 

Table 3. RRA results using windows extracted from the 𝑙𝑒𝑛𝑑 of each prominent discord  

 
RRA 

window size  start end 

58 1902-02-01 1907-04-01 

120 1944-08-01 1954-11-01 

264 1953-01-01 1977-08-01 

209 1953-12-01 1971-12-01 

86 1943-04-01 1951-01-01 
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We can see that both HOT SAX and RRA lead to different results in terms of starting and end 
date of the prominent discord for a given window size. This comes from the fact that they are not 

exact methods and given an input window length, lead to a different discord.  

 

We also compared with the PAN MATRIX algorithm. It calculates variable length discords, 
using the SKIMP algorithm to compute the matrix profile for all motif lengths.  

 

Table 4 shows the top five discords with the PAN MATRIX. Compared with our results in Table 
1, the top 5 discords are different, and the top 5 discord of PAN MATRIX are not relative to 

subsequences since they are not based on an ordering among variable length discords. PAN 

MATRIX is efficient to calculate variable length discord, but is not designed to order discords.  
 

Table 4. PAN MATRIX top 5 discords  

 

Pan Matrix 

Date Window size 

 1952-07-01 619 

 1952-07-01 618 

 1952-07-01 617 

 1952-07-01 616 

 1952-07-01 615 

 

4.3. Analysis and insights for climate data analysis 
 

To analyze those results, as well as the relevance and insights of our prominent discord and 
proposed orderings, we compared with statistical analysis of those historical climate data (e.g. 

long-term trends, seasonal cycles, standard-deviation). It is worth noting that the prominent 

discord approach is unsupervised, and does not consider any climate behaviour nor known 
physical processes. 

 

Figure 6 shows the annual average runoff data over the Sahel region illustrating the maximum, 
minimum and average annual values, providing a general idea of the global fluctuations and 

extremes. Figure 7 relates the monthly runoff values together with the top five prominent 

discords we discovered, cf Figure 5. For each color, the dotted lines indicate the starting position 

of a prominent discord and the vertical lines the respective lstart and lend. 
 

 
 

Figure 6. Annual mean runoff values 
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Figure 7. Monthly runoff with prominent discords between 1900 and 2005 

 

According to climate studies, a well known soil drying trend mostly resulting from a rainfall 
decrease is observed between 1900 and 2013 in the Sahel ((e.g. [27])). We find consistent trends 

using runoff data, particularly in the annual maximum runoff time evolution between 1902 and 

2005 ([26]). In our work, four of the five first prominent discords coincide with starting dates and 
length intervals during the first 22 years of the time series (Table 5 and Figure 7). The 

corresponding averaged monthly runoff over 1902-1924 also shows a mean of 15e−07 kg/m2/s and 

a standard-deviation (i.e. an inter-annual variability indicator; ([31]) of 0.14 kg/m2/s, whereas the 
entire 1902-2005 time series is characterized by a mean of 12e−07 kg/m2/s and a standard 

deviation of 0.12 kg/m2/s. These four prominent discords may thus illustrate the specific time 

pattern between 1902 and 1924 with higher soil water amount and larger inter-annual variability, 

before the upcoming continuous long-term drying trend observed within Sahel. 
 

The second prominent discord is detected for a starting date at 1982-09-15 and window sizes in 

[109 ; 120 months]. This period corresponds to the time period with the smallest mean runoff 
values of the entire time series (Fig. 6 and Fig. 7). The associated 1982-1992 mean runoff is 9e−07 

kg/m2/s compared to a mean runoff of 12e−07 kg/m2/s over 1900-2005. This prominent discord 

illustrates the temporal pattern resulting from intense droughts that occurred in Sahel in the 
1980s. During that decade, the most severe drought ever recorded over the African continent 

occurred during 1983-1984 (Figure 2 in [32]). 

 

In this study, we demonstrated two major usefulness of our proposed prominent discord approach 
and ordering relations, in climate data analysis in terms of real insights towards the emergence of 

a long-term change, and the detection of recurring anomalous events. 

 
First, we showed that the prominent discord concept does capture a 20-30 years pattern 

illustrating a different (former) climate regime compared to the rest of the considered time series 

(emergence). Second, we showed that the subsumption ordering and prominent discords ranking 

capture the time pattern at a decade scale of the driest recorded yearly event (recurring anomaly 
detection). 
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5. CONCLUSION AND FUTURE WORK 
 
In this paper we proposed a new concept in the realm of variable length discords, the prominent 

discord. It focuses on identifying anomalous patterns that last through time and subsume sets of 

discords. The main contributions are the formalization and method to compute prominent 

discords and extract the most prominent ones applied to large scale time series, and the 
application to climate-related data.  

 

Our ordering and results show their relevance in the field of climate data series. In particular, 
they show that through such ordering we gain insights on the anomalous patterns that have a 

lasting impact, and pertained change of behavior in the time series. This is new to our knowledge.  

Future works include further experimental studies on different impact climate data and other data 

sets, to evaluate the thematic insights of our approach, as well as some optimization of the 
algorithm to ensure scalability. 
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ABSTRACT 
 

One major problem in Natural Language Processing is the automatic analysis and 

representation of human language. Human language is ambiguous and deeper understanding of 

semantics and creating human-to-machine interaction have required an effort in creating the 

schemes for act of communication and building common-sense knowledge bases for the 

‘meaning’ in texts. This paper introduces computational methods for semantic analysis and the 

quantifying the meaning of short scientific texts. Computational methods extracting semantic 

feature are used to analyse the relations between texts of messages and ‘representations of 

situations’ for a newly created large collection of scientific texts, Leicester Scientific Corpus. 

The representation of scientific-specific meaning is standardised by replacing the situation 

representations, rather than psychological properties, with the vectors of some attributes: a list 
of scientific subject categories that the text belongs to. First, this paper introduces ‘Meaning 

Space’ in which the informational representation of the meaning is extracted from the 

occurrence of the word in texts across the scientific categories, i.e., the meaning of a word is 

represented by a vector of Relative Information Gain about the subject categories. Then, the 

meaning space is statistically analysed for Leicester Scientific Dictionary-Core and we 

investigate ‘Principal Components of the Meaning’ to describe the adequate dimensions of the 

meaning. The research in this paper conducts the base for the geometric representation of the 

meaning of texts. 

  

KEYWORDS 
 

Natural Language Processing, Information Extraction, Scientific Corpus, Scientific Dictionary, 

Quantification of Meaning, Word Representation, Text Representation, Dimension Extraction, 

Dimensionally Reduction, Principal Component Analysis, Meaning Space. 

 

1. INTRODUCTION 
 

One major problem in Natural Language Processing is the automatic analysis and representation 

of human language. Computational methods attempt to repeat human behaviour in the processing 
natural languages in a world where humans have no limitations on the range of interpretation of 

words, and the construction of complex meaning (semantic binding). Unlike humans as a group, 

machines may fail to provide a rich enough set of contexts to represent and distinguish different 
concepts. 

 

The ‘meaning of meaning’ is a topic that has been extensively  discussed  by philosophers, 

linguistics, psychologists, neuroscientists, and computer scientists, in order to build “common-
sense” knowledge bases, but the consensus has yet to be reached [1-4]. Wittgenstein formulates 

this as follows: “Meaning is use” or, in more detail, “For a large class of cases though not for all 

http://airccse.org/cscp.html
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in which we employ the word ‘meaning’ it can be defined thus: the meaning of a word is its use 
in the language” [5, §43]. 

 

For the world of scientific texts (abstracts or brief reports), there is a well-defined dominant 

communicative function: a representative function. In an idealised scheme of the act of 
communication (see Figure 1), two representations of the situation on the “blackboards of 

consciousness” exist: the sender’s representation (Representation 1) of the situation (Situation 1) 

and the receiver’s representation (Representation 2) of the situation (Situation 2). A text related to 
the first situation is generated by the sender (Translation 1). This text is transmitted to the 

receiver and transformed by the receiver into a representation of the situation (Translation 2). The 

sender’s and the receiver’s representations never coincide.  
 

 
 

Figure 1. The idealised scheme of the act of communication. There is a representation of a situation on the 

sender’s “blackboard of the consciousness” (a representation 1 of  Situation 1). A text related to this 

situation is generated by the sender (Translation 1). This text is transmitted to the receiver and transformed 

by her into a representation of the situation (Representation 2 of Situation 2). 

 
In this study, we consider the chain: Representation 1 → Text → Representation 2, and 

translations between them. Translations depend on a broad range of factors related to 

communication, including the experience of the sender and receiver. It is noteworthy that there 

may be many receivers and senders. One-to-many or even many-to-many communication add 
more situations and representations.  

 

A very basic scheme is sufficient for our analysis of meaning. Meaning is hidden in the 
relationship between the representation of situations on the blackboard of the consciousness and 

the texts of the messages. The meaning of meaning can be understood if and only if the 

translation operations are created in the scheme of a communication act. Moreover, 
understanding can be represented as a reflexive game [6] with different levels (The sender 

prepares a message taking into account the experience of the receiver, his goals and tools, and 

guesses that the receiver takes into account the experience of the sender, her goals and tools, 

and... . Analogously, the receiver tries to understand the message taking into account..., etc.)  
 

The relation between the text and the representation of the situation is a many-to-many 

correspondence. Each text corresponds to many situations and each situation can have many 
representative texts. At this stage, we characterise a situation “behind the text” by a set of 

attributes.  

 
Despite the challenges in creating and describing plausible translation, with recent remarkable 

progress of machine translation, applying modern machine learning tools seems to be attractive 

idea for the analysis and simulation of translation operations. However, there is no generally 

accepted tools for working directly with representations of situations, and we cannot propose a 
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general solution to this problem. Such a solution, perhaps, is impossible in a finite closed form 
despite much effort over many decades. 

 

Our goal is more modest. We will provide computational analysis of the relations between texts 

of messages and representations of situations for a large collection of brief scientific texts. Such 
representations must be standardised, at least in part, and expressed in the form of diagrams, 

specially organized texts, or by other means. The simplest and universal approach is to replace 

the situation representations with vectors of attributes. Sentiment analysis provides many 
examples of such representations. We aim to provide another basic example that is specific to 

scientific texts: a list of scientific subject categories that the text belongs to. 

 
In any text classification, subject categories can be chosen by humans or a computer system with 

an understanding of the text, but conflicts of understanding are possible and maybe inevitable. 

Even famous preprint servers (such as arXiv), moderators sometimes change the category 

selected by the authors. This is because the content of the text may differ from its meaning [7], a 
confusion which often occurs (just as understanding the situation behind the text is often 

confused with recognising the content of the text).  

 
In our analysis of meaning, the starting point is the combination of the text with the list of the 

subject categories the text belongs to – definition of the attributes of the situation behind the text. 

The key idea of this approach goes back to the lexical approach of Sir Francis Galton, who 
selected the personality-descriptive terms and stated the problem of their interrelations for real 

persons. Following his idea, in classical psycholinguistic studies, a similar approach was used in 

publications [8-10]. Osgood, with co-workers, in the theory of the Semantic Differential, 

hypothesised a 3-dimensional semantic space to quantify connotative meanings concerning 
psychological and behavioural parameters [11, 12]. They used an approach for the extraction of 

three ‘coordinates of meaning’ from the evaluation of the ‘affective meaning’ of words (objects) 

by people. The semantic space was built by, in his words, ‘three orthogonal bipolar dimensions’: 
Evaluation (E), Potency (P) and Activity (A). Of course,  the research started considering many 

different attributes and these three were extracted by factor analysis. These evaluations of a single 

object were related to some situations involving this single object, not just to an isolated abstract 

object. The people evaluated not the abstract ‘terms’ but psychologically meaningful situations 
behind these terms; these situations were the sources of ‘affective meaning’. 

 

For our world of scientific texts, we characterise the situation of use by a scientifically specific 
description – the research subject categories of the text. Quantifying the meaning in our research 

follows the road: Corpus of texts + categories → Meaning Space (MS) for words + Geometric 

representation of the meaning of texts. 
 

In our analysis of meanings, the starting point is to combine the text with the list of the subject 

categories the text belongs to. These categories can intersect: a text can belong to several 

categories as texts can be assigned to more than one category. The categories evaluate the 
situation (the research area) related to the text as a whole, not as a result of the combination of the 

meaning of words. This holistic approach defines the general meaning of a word in short 

scientific texts as the information that the use of this word in texts carries about the categories to 
which these texts belong. More explicitly, we quantify meaning by using the Relative 

Information Gain (RIG) (see Equation 7) for a word in a category. To do this we   require two 

attributes of text 𝑑 for a given word 𝑤𝑗 and a given category 𝑐𝑘, defined as: 

 

𝑐𝑘(𝑑): The text 𝑑 is in the category 𝑐𝑘: Attribute values are Yes (𝑐𝑘(𝑑) = 1) or No (𝑐𝑘(𝑑) = 0); 

𝑤𝑗(𝑑): The word is in the text: Attribute values are Yes (𝑤𝑗(𝑑) = 1) or No (𝑤𝑗(𝑑) = 0). 
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In this approach, the corpus of scientific texts is a probabilistic sample space (the space of equally 
probable elementary results, each of which is a random selection of text from the corpus). 

𝑅𝐼𝐺(𝑐𝑘 , 𝑤𝑗) measures the (normalized) information about the value of 𝑐𝑘(𝑑), which can be 

extracted from the value 𝑤𝑗(𝑑) (i.e. from observing or not observing the word 𝑤𝑗 in the text 𝑑) 

for a text 𝑑 from the corpus. By this, we identify the importance of the word for the 

corresponding category in terms of information gained when separating the corresponding 

category from its complement.  
 

To follow our road, a triad is needed: texts, dictionary and multidimensional evaluation of the 

situation of use presented by the categories. In this research, short scientific texts are abstracts of 
research articles or proceeding papers. For the first element of the triad, the whole world of 

abstracts is narrowed to a sample: 1,673,350 texts from the Leicester Scientific Corpus (LSC) 

[13]. The meaning of a word extracted from the corpus is represented by a 252-dimensional 

vector of RIGs, in which each of the texts in the LSC is assigned to at least one of these 252 Web 
of Science (WoS) categories [14]. Thus, we use these simple 252 binary attributes for 

multidimensional evaluation of the text usage situation, where the second element of the triad is 

the Leicester Scientific Dictionary-Core (LScDC) [15].  
 

Next, a vector space to represent a word’s meanings has been introduced: the Meaning Space. In 

the Meaning Space, coordinates correspond to the subject categories. Each word 𝑤𝑗 in the 

dictionary is represented by the vector 𝑅𝐼𝐺𝑗
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, of information gains for the word for each of the  

subject categories. These vectors are estimations of the meaning of words as to their importance 

in each of the research fields. hypotheses here are: if words have similar vectors, they tend to 

have similar meanings, and if texts have a similar distributions of word meanings – similar clouds 
of word vectors – then they tend to have similar meanings (often referred to as the Distributional 

Semantic Hypothesis). We demonstrate that RIG-based word ranking is much more useful than 

ranking based on raw word frequency in determining the science-specific meaning and 
importance of a word. The proposed model based on RIG is shown to have ability to stand out 

topic-specific words in subject categories.  

 

Having represented each word in the Meaning Space, these representations can be used in many 
text analysis problems including the creation of a thesaurus such as the Leicester Scientific 

Thesaurus (LScT) [16]. The LScT contains the most informative 5,000 words in science; in 

formativeness is measured as the average RIGs of a word across categories.  
 

This representation scheme is the basis of the computational analysis of the meaning of texts and 

will be used later for our holistic approach to the meaning of text: the text is considered as a 
collection of words, the meaning of the text is hidden in a situation of use, which is evaluated as a 

whole. 

 

In this study, the hypothesis that lexical meaning in science can be represented in a lower 
dimensional space rather than the 252-dimensional Meaning Space is tested. Principal 

Component Analysis (PCA) is performed to reduce the dimensionality of the Meaning Space, in 

which points are the 5,000 words of LScT and dimensions are categories. We analyse the 
dimension of the Meaning Space and visualise words and categories in the space of principle 

components (PCs). We interpret the first five PCs by their coordinates. For each component, 

categories are divided into three groups: categories that positively and negatively correlated with 
the corresponding component, and categories having near zero values in the component. Topics 

in these groups are analysed. We then analyse the extreme topic groups at opposite ends of the 

PCs in order to describe the PCs. Finally, different selection criteria (Kaiser, Broken Stick, an 
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empirical method based on multicollinearity control – PCA-CN) are used to reduce the 
dimensionality of the category space to 61, 16 and 13, respectively.  

 

2. DATASET 
 

Our new approach is applied to construct the Meaning Space on the basis of Leicester Scientific 
Corpus (LSC) and Leicester Scientific Dictionary-Core (LScDC) [13, 14]. The LSC is a scientific 

corpus of 1,673,350 abstracts and the LScDC is a scientific dictionary of 103,998 words extracted 

from the LSC. Each text in the LSC belongs to at least one of the 252 subject categories of Web 
of Science (WoS). Words in the LScDC will be represented by 252-dimensional vector in the 

Meaning Space. 

 

Finally, a thesaurus of science is created by selecting the most informative words from the 
LScDC. The informativeness here was measured by the average RIGs in categories. We 

introduced the Leicester Scientific Thesaurus (LScT) where the most informative 5,000 words 

from the LScDC were included in [16]. These words are considered as the most meaningful 
words in science. Later we will use the LScT in the study of the representation of the meaning of 

texts. 

 

3. AN INFORMATIONAL SPACE OF MEANING 
 
In this section, we introduce our novel vector space model developed for quantifying the meaning 

of words. The architecture of the approach to estimating the word meaning for a large family of 

natural language scientific texts has discussed. The new approach to word meaning is applied to 
construct the Meaning Space based on the LSC and LScDC. 

 

We introduce the Meaning Space, in which the meaning of a word is represented by a vector of 
RIGs about the subject categories that the text belongs to. We hypothesize that words have 

scientifically specific meaning in categories and the meaning can be estimated by information 

gains from the word to the category. 252 subject categories of WoS are used in construction of 

vectors of information gains. This representation technique is evaluated by analysing the top-
ranked words in each category. For individual categories, RIG-based word ranking is compared 

with ranking based on raw word frequency in determining the science-specific meaning and 

importance of a word.  
 

We finally create a scientific thesaurus, LScT, in which the most informative words are selected 

from the LScDC by their average RIGs in categories. LScT contains the most informative 5,000 
words in the corpus LSC. These words are considered as the most meaningful words in science. 

 

3.1. Word Meaning as a Vector of RIGs Extracted for Categories 
 

We start with measuring how informative a word is for a category in terms of its ability to 

separate the corresponding category from its set theoretical complement. We hypothesize that 

topic-specific words in categories have larger information gain than other words, and such words 
are expected to have less gain in most other categories. Therefore, we approach this problem by 

defining, for each subject category 𝑐𝑘, a random Boolean variable: the text belongs to the 

category 𝑐𝑘 or  the text does not belong to the category 𝑐𝑘 (this class is denoted as 𝑐̅𝑘). The 

frequencies of words in classes 𝑐𝑘 and 𝑐̅𝑘 are shown in Table 1. Let 𝐷𝑗
 denote the set of texts 

containing the word 𝑤𝑗 and 𝐷𝑘 be the set of texts in the category 𝑐𝑘.  
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For every word 𝑤𝑗  from the dictionary (j = 1, ..., N) and every text 𝑑𝑖 from the corpus (i = 1, ..., 

M) the indicator 𝑤𝑗(𝑑𝑖) is defined as follows: If the word 𝑤𝑗 occurs in the text 𝑑𝑖 (once or more), 

then 𝑤𝑗(𝑑𝑖) = 1, otherwise, 𝑤𝑗(𝑑𝑖) = 0. The frequency of the word 𝑤𝑗 in the category 𝑐𝑘 is 

 

𝑤𝑗𝑘 = ∑ 𝑤𝑗(𝑑𝑖)𝑑𝑖∈𝐷𝑘
; 

 

 (1) 

𝑤𝑗𝑘is the number of texts containing the word 𝑤𝑗 in the category 𝑐𝑘. 

 
Table 1. Representation of the word by a pair of frequencies: the number of texts containing the word 𝒘𝒋 

that belong and does not belong to the category 𝒄𝒌 

 
                            Category 

Word              
𝑐𝑘 𝑐̅𝑘 

𝑤1 𝑤1𝑘 |𝐷1 | − 𝑤
1𝑘

 

𝑤2 𝑤2𝑘 |𝐷2 | − 𝑤2𝑘  

…
 

... 

…
 

𝑤𝑁 
𝑤𝑁𝑘 |𝐷𝑁  |

− 𝑤𝑁𝑘  

 
Since words are obviously not mutually exclusive (one text usually contains several different 

words), to evaluate the information gain of the category 𝑐𝑘 from the word 𝑤𝑗 it is necessary to 

introduce, for each word 𝑤𝑗, a random Boolean variable with two states: 𝑤𝑗𝑘 denotes the 

presence of the word in texts of the category 𝑐𝑘 and 𝑤𝑗𝑘̅̅ ̅̅ ̅ denotes the absence of the word 𝑤𝑗 in 

texts of the category 𝑐𝑘. The2 × 2 contingency table used to calculate the information gain of the 

category 𝑐𝑘 from the word 𝑤𝑗 is presented in Table 2. 

 
Table 2. Contingency table for the category 𝒄𝒌 and the word 𝒘𝒋 

 

                  Category 

Word 
𝑐𝑘 𝑐̅𝑘 Total 

𝑤𝑗 𝑤𝑗𝑘 |𝐷𝑗 | − 𝑤𝑗𝑘  |𝐷𝑗  | 

𝑤𝑗̅̅̅̅  
|𝐷𝑘|  
− 𝑤𝑗𝑘  

𝑀 − |𝐷𝑘| − (|𝐷𝑗|

− 𝑤𝑗𝑘) 

𝑀
− |𝐷𝑗| 

Total |𝐷𝑘| 𝑀 − |𝐷𝑘| M 

 

A general concept for computing information is the Shannon entropy [17]. Information Gain (IG) 
is a common feature selection criterion in machine learning used, in particular, for evaluation of 

word goodness [18, 19]. Information gain is a  measure of the information extracted about one 

random variable if the value of another random variable is known. It is closely related to the 
mutual information that measures the statistical dependence between two random variables. The 

larger the value of the gain, the stronger the relationship between the variables.  

 
The goal of this research is to evaluate the informativeness of words for category identification, 

and use this informativeness for word ranking and text representations. Therefore, we will 

consider information gain of the category 𝑐𝑘 from the word 𝑤𝑗: 𝐼𝐺(𝑐𝑘, 𝑤𝑗). This information 

gain evaluates the number of bits extracted from the presence/absence of the word 𝑤𝑗 in the text 

for the prediction of  this text belonging to category 𝑐𝑘. One may expect that if a word is a very 
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topic-specific for a category, it appears in texts belonging to this category more frequently than in 
texts which do not belong to this category, and the majority of texts belonging to this category 

contain the word. 

 

For each category, 𝑐𝑘, a function is defined on texts that takes the value 1, if the text belongs to 

the category 𝑐𝑘, and 0 otherwise. For each word, 𝑤𝑗, a function is defined on texts that takes the 

value 1 if the word 𝑤𝑗 belongs to the text, and 0 otherwise. We use for these functions the same 

notations 𝑐𝑘 and 𝑤𝑗. Consider the corpus as a probabilistic sample space (the space of equally 

probable elementary outcomes). For the Boolean random variables, 𝑐𝑘 and 𝑤𝑗, the joint 

probability distribution is defined according to Table 2. The entropy and information gains can be 
defined as follows. 

 

The information gain about category 𝑐𝑘 from the word 𝑤𝑗, 𝐼𝐺(𝑐𝑘, 𝑤𝑗), is the amount of 

information on belonging of a text from the corpus to the category 𝑐𝑘 from observing the word 

𝑤𝑗 in the text. It can be calculated as [17]:  

 

𝐼𝐺(𝑐𝑘, 𝑤𝑗) = 𝐻(𝑐𝑘) − 𝐻(𝑐𝑘|𝑤𝑗), (2) 

 

where 𝐻(𝑐𝑘) is the Shannon entropy of 𝑐𝑘 and 𝐻(𝑐𝑘|𝑤𝑗) is the conditional entropy of 𝑐𝑘given 

the observing the word 𝑤𝑗. Entropies 𝐻(𝑐𝑘) and 𝐻(𝑐𝑘|𝑤𝑗) are computed as follows: 

 

𝐻(𝑐𝑘) = −𝑃(𝑐𝑘) log2 𝑃(𝑐𝑘) − 𝑃(𝑐𝑘̅) log2 𝑃(𝑐𝑘̅). (3) 

 

𝑃(𝑐𝑘) is the probability that the text belongs to the category 𝑐𝑘, 𝑃(𝑐𝑘̅)is the probability that the 

text does not belong to the category 𝑐𝑘. Furthermore, 

 

𝐻(𝑐𝑘  |𝑤𝑗) = 𝑃(𝑤𝑗  )(− 𝑃(𝑐𝑘|𝑤𝑗  ) log2 𝑃(𝑐𝑘|𝑤𝑗) −  𝑃(𝑐𝑘̅|𝑤𝑗  ) log2 𝑃(𝑐𝑘̅|𝑤𝑗)) 

+ 𝑃(𝑤𝑗̅̅ ̅ )(− 𝑃(𝑐𝑘|𝑤𝑗̅̅ ̅) log2 𝑃(𝑐𝑘|𝑤𝑗̅̅ ̅) −  𝑃(𝑐𝑘̅|𝑤𝑗̅̅ ̅ )  log2 𝑃(𝑐𝑘̅|𝑤𝑗̅̅ ̅ )), 
(4) 

 

where  

 

• 𝑃(𝑤𝑗) is the probability that the word 𝑤𝑗 appears in a text from the corpus;  

• 𝑃(𝑤𝑗̅̅ ̅)is the probability that the word 𝑤𝑗 does not appear in a text from the corpus;  

• 𝑃(𝑐𝑘|𝑤𝑗  ) is the probability that a text belongs to the category 𝑐𝑘 under the condition 

that it contains the word 𝑤𝑗;  

• 𝑃(𝑐𝑘̅|𝑤𝑗  ) is the probability that a text does not belong to the category 𝑐𝑘 under the 

condition that it contains the word 𝑤𝑗;  

• 𝑃(𝑐𝑘|𝑤𝑗̅̅ ̅ ) is the probability that a text belongs to the category 𝑐𝑘 under the condition 

that it does not contain the word 𝑤𝑗;  

• 𝑃(𝑐𝑘̅|𝑤𝑗̅̅ ̅ ) is the probability that a text does not belong to the category 𝑐𝑘 under the 

condition that it does not contain the word 𝑤𝑗.  

 
All the required probabilities, entropies and relative entropies are evaluated using the contingency 

Table 2:  
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𝐻(𝑐𝑘) =  − 
|𝐷𝑘|

𝑀
log2

|𝐷𝑘|

𝑀
 − 

𝑀 − |𝐷𝑘|

𝑀
log2

𝑀 − |𝐷𝑘|

𝑀
 , 

(5) 

and  

 

𝐻(𝑐𝑘|𝑤𝑗 )  =  
|𝐷𝑗|

𝑀
(−

𝑤𝑗𝑘

|𝐷𝑗|
log2

𝑤𝑗𝑘

|𝐷𝑗|
−

|𝐷𝑗| − 𝑤𝑗𝑘

|𝐷𝑗|
log2

|𝐷𝑗| − 𝑤𝑗𝑘

|𝐷𝑗|
)

+
M − |𝐷𝑗|

𝑀
(−

|𝐷𝑘| − 𝑤
𝑗𝑘

𝑀 − |𝐷𝑗|
log

2

|𝐷𝑘| − 𝑤
𝑗𝑘

𝑀 − |𝐷𝑗|

−
𝑀 − |𝐷𝑘| − (|𝐷𝑗| − 𝑤𝑗𝑘)

𝑀 − |𝐷𝑗|
log

2

𝑀 − |𝐷𝑘| − (|𝐷𝑗| − 𝑤𝑗𝑘)

𝑀 − |𝐷𝑗|
). 

 
 

 

(6) 

 

A high value of the informational gain 𝐼𝐺(𝑐𝑘, 𝑤𝑗) (2) does not mean, in general, that the large 

proportion of information about a text belonging to the category 𝑐𝑘 can be extracted from 

observing the word 𝑤𝑗 in this text. This proportion depends on the value of the entropy 𝐻(𝑐𝑘) 

(5). The Relative Information Gain (RIG) measures this proportion directly. It provides a 

normalised measure of the Information Gain with regard to the entropy of 𝑐𝑘. RIG is defined as 

 

𝑅𝐼𝐺(𝑐𝑘 , 𝑤𝑗) =
𝐼𝐺(𝑐𝑘, 𝑤𝑗)

𝐻(𝑐𝑘)
. 

(7) 

 

We expect higher 𝑅𝐼𝐺(𝑐𝑘, 𝑤𝑗) for the topic-specific words in  the category 𝑐𝑘. For simplicity, 

we denote 𝑅𝐼𝐺(𝑐𝑘 , 𝑤𝑗) =𝑅𝐼𝐺𝑗𝑘. Given the word 𝑤𝑗, 𝑅𝐼𝐺𝑗𝑘 is used to form the vector 𝑅𝐼𝐺𝑗
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, 

where each component of the vector corresponds to a category. Therefore, each word is 

represented by a vector of RIGs. It is obvious that the dimension of vector for each word is the 

number of categories K (for the WoS subject categories K = 252). For the word 𝑤𝑗, this vector is  

 

𝑅𝐼𝐺𝑗
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ = (𝑅𝐼𝐺𝑗1, 𝑅𝐼𝐺𝑗2 , … , 𝑅𝐼𝐺𝑗𝐾). (8) 

 

The set of vectors 𝑅𝐼𝐺𝑗
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗can be used to form the Word-Category RIG Matrix, in which each 

column corresponds to a category 𝑐𝑘 and each row corresponds to a word 𝑤𝑗. Each component 

𝑅𝐼𝐺𝑗𝑘 corresponds to a pair (𝑐𝑘 , 𝑤𝑗) and its value is the RIG from the word 𝑤𝑗 to the category 

𝑐𝑘. 

 

We define the Meaning Space as the vector space of such vectors 𝑅𝐼𝐺𝑗
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗. The dimension of this 

space is the number of categories and each coordinate is the RIG from a word to this category. 

 

If we choose an arbitrary category, the words can be ordered by their RIGs from the most 
informative word to the least informative one. We expect that the topic-specific words will 

appear at the top of the list. 

 

For a given word 𝑤𝑗, the sum 𝑆𝑗 of RIGs is calculated from the Word-Category RIG Matrix as: 

 

𝑆𝑗 = ∑ 𝑅𝐼𝐺𝑗𝑘.

𝐾

𝑘=1

 

 

(9) 
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The sum 𝑆𝑗 is a measure of the average informativeness of a word (this word has the 

informativeness 
𝑆𝑗

𝐾
 on average). Now, the words in the dictionary can be ordered by their 𝑆𝑗. For 

each of these ordered lists of words, the most informative (meaningful) n words for scientific 
texts can be selected based on this criteria. 

 

3.2. Experimental results 
 

Having calculated RIGs for each word and created the Word-Category RIG Matrix, we evaluate 

the representation model by checking words in each category. That is, we consider the list of 
words with their RIGs in the corresponding category. Those words that have larger RIG are more 

informative in the category. Being ‘more informative’ here allows for the interpretation of being 

‘more specific’ to the category’s topic. 
 

To visualise the top words in each category in a convenient way, we looked at word clouds. The 

font size of each word in a word cloud is proportional to its RIG in the category. For each 
category, words are sorted by their RIGs and the top 100 words are shown in the word clouds. 

Intuitively, the more informative the word is, the bigger size the word appears in word cloud 

Word clouds for the top 100 most informative words and histograms of RIGs for the top 10 most 

informative words for each of 252 categories can be found in [20].  
 

In general, the RIG-based method proves to be more sensitive than the frequency-based method 

in identifying topic-specific words for a category. This means that representing words in Meaning 
Space has the advantage of transforming words to vectors efficiently with a benefit of 

considerably lower dimension than the standard word representation schemes.  

 

To illustrate this result, we choose categories ‘Biochemistry & Molecular Biology’ and 
‘Mathematics’ and compare two word clouds that are formed by using raw frequencies and RIGs 

in categories (see Figure 2 and Figure 3). It can be seen from the figures that the majority of the 

most frequent words in both categories are frequent words for the entire corpus. These words are 
not topic-specific for categories as they appear in almost all abstracts. The frequent but non-

informative words can be seen  as generalised service words of Science and deserve special 

analysis. This proves that raw frequency is not important for identifying scientifically specific 
meanings of words. Therefore, by representing words as vector of RIGs, we can avoid such 

frequency bias. The most informative words in categories for RIG representation are topic-related 

in the corresponding category. We interpret these results as evidence for the usefulness of the 

RIG-based representation. 
 

Words that are expected to be used together have very close values of RIGs. In “ Health Care 

Sciences & Services”, “health” and “care” are top words and RIGs for these words are so close 

(see Figure D.1 in [21]). Another example is “xrd” and “difract” in “Material Science, 

Ceramics”. “XRD” is actually abbreviation of “X-ray diffraction”; therefore, they appear 

together as “X-ray diffraction (XRD)” for most of cases in the category (see Figure D.2 in [21]). 
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Figure 2. Category ‘Biochemistry & Molecular Biology’: word cloud of the top 100 most informative 

words and the histogram of the top 10 most informative words. The informativeness is defined by (a) RIG 

(b) frequency 

 

 
 
 

Figure 3. Category  “Mathematics“: word cloud of the top 100 most informative words and the histogram 

of the top 10 most informative words. The informativeness is defined by (a) RIG (b) frequency. 

 

3.3. Thesaurus for Science: Leicester Scientific Thesaurus (LScT) 
 
We have constructed the Word-Category RIG Matrix, where each entry corresponds to a pair 

(word, category) and its value shows the RIG for a text to belong to a category by observing this 

word in this text [21]. Row vectors of the matrix indicate the words’ meaning in the scientific 
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texts. A thesaurus of science was created by selecting the most informative words from the 
LScDC. The informativeness here was measured by the sum of RIGs in categories for this word. 

 

We have introduced the Leicester Scientific Thesaurus (LScT): a list of 5,000 words which are 

created by arranging words of LScDC in their informativeness in the scientific corpus. The top 

5,000 most informative words in the LScDC, where words are arranged by their 𝑆𝑗 are considered 

as the most meaningful 5,000 words in scientific texts. The full list of words in the LScT with 

their 𝑆𝑗 can be found in [16]. 

 

4. PRINCIPAL COMPONENTS OF MEANING 
 

In this section, we hypothesize and test that lexical meaning in science can be represented in a 
lower dimensional space than 252. This space is constructed using PCA (singular value 

decomposition) on the matrix of word-category relative information gains. We argue that 13 

dimensions is adequate to describe the meaning of scientific texts, and propose possibilities for  
the qualitative meaning of the principal components [22]. 

 

We apply PCA to reduce the dimensionality of the Meaning Space, in which points are 5,000 

words of LScT and dimensions are categories. This section analyses the dimension of the 
Meaning Space and provides visualisation of words and categories in the space of PCs. In order 

to avoid redundant attributes in the data and identify the actual dimension of the space, we 

explore the Meaning Space by PCA. 
 

We apply PCA and interpret the first five PCs by their coordinates (loadings). For each 

component, categories are divided into three groups defined as the main coordinates of the 

dimension and being unrelated attributes to the PC: categories that positively and negatively 
correlated with the corresponding component, and categories having near zero values in the 

component. We analyse the topics in these groups and visualise both categories and words on the 

PC axes. We also analyse the extreme topic groups at opposite ends of the PCs in order to 
describe the PCs based on extremely influential categories at both ends (10 categories at both 

ends). 

 
Finally, by using three different selection criteria (Kaiser, Broken Stick, an empirical method 

based on multicollinearity control – PCA-CN), we reduce the dimensionality of the category 

space to 61, 16 and 13 respectively. Therefore, we argue that (lexical) meaning in science can be 
represented in a 13 dimension Meaning Space. We show that this reduced word set plausibly 

represents all texts in the corpus, so that the principal component analysis has some objective 

meaning with respect to the corpus. We argue that 13 dimensions is adequate to describe the 
meaning of scientific texts, and hypothesise about the qualitative meaning of the principal 

components. 

 

4.1. Dimension of the Meaning Space 
 

Given 252 subject categories, it is unreasonable to expect that every one of these categories is 
uncorrelated with all others (or distinct from them). For instance we might expect that the 

categories Literature and Literary Theory & Criticism will represent words in a very similar way 

in the Meaning Space (MS). Indeed, subcategories are likely to occur in the data and they are 

expected to have close values of RIGs for words. Such attributes will measure related 
information, and so the original 252 dimensional data contain measurements for redundant 

categories. Although the MS underlying the representation of word meaning has 252 dimensions, 

we expect that we will be able to represent words with significantly fewer dimensions in the MS. 
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An efficient way to represent words would be to map vectors onto a space that is constructed 
based on a combination of original features. Mathematically speaking, we look at a linear 

transformation from the original set of categories to a new space composed by new components. 

These new components are called Components of the Meaning. Two precise questions to be 

asked are: how many components of meaning are there and how are these components 
constructed? Thus, analysis of components (new attributes) based on the original attributes is 

crucial in understanding the MS. For instance, it is very important to understand which categories 

contribute the most and which the least to the new dimensions. Also, it is instructive to see if the 
new dimensions have some real semantic meaning, for instance, in distinguishing between 

natural and social sciences or experimental and theoretical research. 

 
Words can be similarly represented in two or more categories. If two categories are correlated in 

the MS, it is possible to represent words in a reduced dimension by using a suitable linear 

combination of these original attributes. More specifically, if two categories are completely 

correlated, we would use the sum of two categories as one new attribute. The new attribute can be 
considered as a representative of the two original attributes. PCA provides a solution to this 

problem. Linear combination of weights (coefficients) is provided by PCA to create the new 

attribute, which we term a principal component (PC), with the aim of preserving as much 
variability as possible (the maximum variation in the data) [23,24]. The level of the effectiveness 

of PCA in explaining the data varies differently with the different sets of PCs. Therefore, in the 

sequel we investigate the effectiveness of PCA as a technique for determining the actual 
dimension of the data. Our goal is also to empirically investigate the effectiveness of the RIG-

based word representation technique using PCs instead of the original attributes. 

 

In PCA one of the crucial questions to answer is how many PCs should be selected. The Kaiser 
Rule is one of the methods developed to select the number of components [25, 26]. Eigenvalues 

of the covariance matrix are used to determine the appropriate number by taking components 

with eigenvalues greater than average of eigenvalues; only components explaining greater data 
variance than the original attributes should be kept [27]. 

 

 

(a) (b)  

 
Figure 4. (a) Fraction of variance explained as a function of PCs retained for categories; (b) Cumulative 

fraction of variance explained as a function of PCs retained for categories (61 PCs). The mean eigenvalue 

is 1. 

 

PCs were assessed sequentially from the largest eigenvalue to the smallest. All PCs having 
eigenvalue less than average were considered to be trivial (non-significant) by the Kaiser rule. 

Hence 61 PCs are included as non-trivial, that is, 61 axes summarize the meaningful variation in 

the entire dataset. These non-trivial PCs are retained as informative at the first stage. The 

cumulative percentage of variance explained is displayed in  



Computer Science & Information Technology (CS & IT)                             93 

Figure 4. The cumulative percentage is approximately 73%, indicating the variance accounted for 

by the first 61 components. They explain nearly 73% of the variability in the original 252 

attributes, so we can reduce the complexity of the data four times approximately, with only a 

27% loss of information. 
 

To interpret each component, the coefficients (influence) of the linear combination of the original 

attributes for the first five principal components are examined. The coordinates of the attribute 
divided by the square root of the eigenvalue gives the unit eigenvector, whose components give 

the cosine of the angle of rotation of the category to the PC. Furthermore, positive values indicate 

a positive correlation between an attribute and a PC and negative values indicate a negative 

correlation. Both the magnitude and direction of coefficients for the original attributes are taken 
into account. The larger the absolute value of the coefficient, the more important the 

corresponding attribute is in calculating the PC. Positive and negative scores in PCs push the 

overall score of a word in the meaning space to the right or left on the PC axis. 
 

Following data reduction via PCA we then restricted the analysis of the informative categories to 

the non-trivial PCs; these are used to list informative attributes (categories). The importance of an 
attribute is determined as the maximum of the absolute values in coordinates of informative PCs 

for this attribute. The threshold 1 √252⁄  (threshold of importance) is used in the selection of 

informative attributes.  

 

To examine the original attributes in the PCs, we introduce a threshold for categories having near 

zero values. The threshold used was 1 2√252⁄ , which is half of the threshold of importance in 

selection of informative attributes. All values between −1 2√252⁄  and 1 2√252⁄  are 

considered to be negligible so are in the zero interval. Hence, the initial attributes are considered 

as belonging to three groups: (1) positive, (2) negative, and (3) zero. We interpret the categories 
belonging to positive and negative groups as the main coordinates of the dimension as these 

categories contribute significantly to that direction. Categories belonging to the ‘zero’ group are 

seemed to be unrelated attributes to the PC. However, this information could be also useful. 
Hence, all categories in the three groups are meaningful and should be interpreted. 

 

Categories in the three groups for each PC can be seen in Figures 3.3-3.7 in [22]. For the 
demonstration of the idea, we have displayed the second principal component in Figure 5. The 

zero interval is shown by a line in the figure. The number of categories in each group is presented 

in Table 3. The full list of categories in positive, negative and zero groups for each of five PCs 

can be found in Appendix C in [22]. 
 

We can see that there are no negative values for the first principal component. The first 

component primarily measures the magnitude of the contribution of categories to the PC. It is a 
weighted average of all initial attributes. The most prominent categories are ‘Engineering, 

Multidisciplinary’ and ‘Engineering, Electrical & Electronic’, that is, they strongly influence the 

component. This component explains 12.58 % of all the variation in the data. This means that 
more than 85% of the variation still retained in the other PCs. 

 
Table 3. Number of categories in the groups of positive, zero  

and negative for the first five principal components 
 

 PC1 PC2 PC3 PC4 PC5 

Positive 221  63  60  67  55 

Zero 31  131  131  129 142 

Negative 0   58  61  56  55 
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Figure 5. The second principal component of the LScT. The plot shows the contributions of original 

attributes (categories) on the second principal component. 
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The second component has positive associations with categories related to social sciences and 
humanities, and negative associations with categories related to engineering and natural sciences 

(see Figure 5). The plot shows that they are completely oppositely correlated. Hence, this 

component primarily measures the separation of two main branches of science. The most 

prominent category in the component is ‘Cultural Studies’. The largest negative contribution to 
the component score is from the category ‘Engineering, Multidisciplinary’, which is 

approximately 2.5 times smaller than the contribution of ‘Cultural Studies’. In the zero interval, 

extremely low values are present for attributes such as ‘Psychology, Developmental’, 
‘Ergonomics’ and ‘Medicine, Legal’. 

 

The largest positive values on the third component can be interpreted as contrasting the biological 
science, computer science and engineering related areas with medicine, social care and some 

other disciplines. We may expect words that are used in biological science, computer science and 

engineering will go toward the positive side of the axis on the third principal coordinate. The 

largest negative values suggest a strong effect of psychology, medicine-health and physics related 
areas.  

 

The other two principal components can be interpreted in the same manner. In the fourth 
component, the most prominent categories with positive values are some of social science 

branches such as economics, managements, psychology, ethics, education and multidisciplinary 

social science. Large negative values are for categories related to literature and medicine-health 
science. The fifth component has large positive associations with ecological, environmental 

sciences and geosciences. 

 

We then analyse the topic groups at opposite ends of the PCs (positive and negative ends) in 
order to describe the PCs based on extremely influential categories at both ends. As such 

categories have high contributions in the PC, they are the parts of the trends in PCs and so 

explain the general trends of the PCs. This implies that we consider positive and negative groups 
introduced before, select the top n categories with the highest component coefficients in each 

group and describe the grouping of categories in a way that categories at extreme ends can be 

distinguished from each other somehow and meaningfully described by a classification of 

research fields in science. 

 
We implemented a heuristic technique. This approach starts with a search for a set of 10 
categories with maximum coefficients at the two ends of the PC. The most informative 150 

words are extracted in each of 10 categories, and the common words are listed. Words are 

analysed by human inspection to understand the meaning behind the opposite ends of the PC. The 

procedure is repeated for the PC2, PC3, PC4 and PC5. For the first PC1, the sign of coefficients 
are positive for all categories. High numbers for categories in this PC indicate that that category 

is well-described by words in the LScT. 

 
The second PC seems to correspond a separation between discourse studies and experimental 

studies when we consider both the categories and words. For example, it is seen that three of the 

most informative common words are “argu”, “polit” and “discours” for the groups of categories 
in the positive side and three of the most informative common words are “clinic”, “treatment” 

and “therapi” for the groups of categories in the negative side in the PC. This is the Nature of 

Science dimension.  

 
The third PC reflects two opposite types of research in terms of the requirement of microscopic 

and macroscopic instruments. At the positive end, scientific research mostly required detailed 

tools to work with the objects. Such tools can be instruments such as the microscope as well as 
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programming tools used in coding. On the negative end, we are talking about human and 
population scale objects, but still related to humans. So this is the Human Scale dimension.  

 

The fourth component appears to describe two classes of science: science of understanding the 

human condition through experiments and science of understanding the human condition through 
critical discourse studies. For instance, literary studies in the negative side are prominent and 

many texts from the literature are literary criticism of works. This is the Human Condition 

dimension. 
 

Finally, the fifth component can be interpreted as contrasting natural science and  intelligence. 

Categories related to natural science research are grouped in the positive extreme side and 
categories of understanding intelligence are located in the negative extreme side in this PC. 

’Intelligence’ can be both human intelligence and machine intelligence. For example, the 

categories ’Computer Science, Artificial Intelligence’ and ’Psychology’ are two of the top 10 

categories. This is the Inner World/Outer World dimension. 

 

4.2. Deciding the Dimension of the Meaning Space 
 

The number of principal components determined by the Kaiser rule was 61. However, the Kaiser 

rule can underestimate or overestimate the number of PCs to be retained [28]. So, we also tested 
the Broken-Stick rule to determine the number of PCs [29-32]. Figure 6 demonstrates the optimal 

number of components determined by the Broken Stick and the Kaiser rules. The Broken Stick 

rule suggests that the reduction to only 16 PCs is reasonable. 

 

 
 

Figure 6. The number of principal components determined based on the Kaiser rule and the Broken Stick 

rule 

 

Finally, we compared these two criteria of PC selection with the criterion: the ratio of the 

maximal and minimal retained eigenvalues (𝜆𝑚𝑎𝑥/𝜆𝑚𝑖𝑛) should not exceed the number of 
components selected (the condition number) [33-35]. This is described as multicollinearity 

control. To avoid the effects of multicollinearity, the conditional number of the covariance matrix 

after deleting the minor components should not be too large. That is, k is the number of 

components to be retained if k is the largest number for which 𝜆1/𝜆𝑘 < 𝐶, where C is the 

conditional number. This method is called PCA-CN [35]. In our work, modest collinearity is 
defined using collinearity with C = 10 as in [34]. Therefore, the number of PCs to be retained is 

13 by PCA-CN. 
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5. CONCLUSION AND DISCUSSION 
 
In this work, we have initially studied the first stage of ‘quantifying of meaning’ for scientific 

texts: constructing the space of meaning. We have introduced the Meaning Space for scientific 

texts based on computational analysis of situations of the use of words. The situation of use of a 

word is described by the absence/presence of the word in the text in scientific subject categories. 
The meaning of the text is hidden in the situations of usage and should be extracted by evaluating 

the situation related to the text as a whole. 

 
The situation of use is described by these 252 binary attributes of the text. These attributes have 

the form: a text is present (or not present) in a category. The meaning of a word is determined by 

categorising texts that contain the word and texts that do not. It is represented by the 252-

dimensional vector of RIG about the categories that the text belongs to, which can be obtained 
from observing the word in the text. 

 

We introduced an informational space of meaning for short scientific texts. The proposed word 
representation technique was developed and implemented on the basis of LSC with LScT. For 

concreteness, we followed the road: Corpus of texts + categories  Meaning Space for words. 

This involved the representation of words in the constructed Meaning Space and a detailed 
analysis of the Meaning Space. The proposed representation technique is evaluated by analysing 

the top-ranked words in each category. For individual categories, RIG-based word ranking is 

compared with ranking based on raw word frequency in determining the science-specific 

meaning and importance of a word. 
 

We conclude that the use of informational semantics provides sizeable improvements to represent 

meaning in scientific texts over classical representation approaches based on raw frequencies, but 
how to make best use of it in different NLP tasks remains an open question that deserves further 

investigation. 

 
This research has also introduced and analysed a scientific thesaurus LScT: a thesaurus of 5,000 

words from the LSC. In the creation of the thesaurus, we have focused on the most informative 

words in science, which are the main scientific content words. 

 
Our approach to meaning has been directed to meet some of the main challenges in extracting 

meaning from texts. First, it solves the problem of extracting the scientific-specific meanings 

because the proposed models of informational semantics characterise the situation of use by the 
subject categories of the text. Second, words have good representation for individual categories 

as well as the entire corpus because the relative importance of a word across all scientific 

categories is taken into account. Third, the creation of a space to represent words and texts is 

automated and reproducible so that it does not require a huge amount of human. 
 

We also explore the Meaning Space by using Principal Component Analysis (PCA). We interpret 

the first five PCs by using their coordinates. We also suggest qualitative meanings for the first 
five of these dimensions. We welcome fierce debate over the meaning of these dimensions, but 

giving a qualitative meaning to these is a crucial step to understanding the meaning of meaning.  

By exploring three different selection criteria (Kaiser, Broken Stick, PCA-CN) we reduced the 
dimensionality of the category space to 61, 16 and 13 respectively. If it turns out that we cannot 

explain some components of meaning at some time in the future with only 13 dimensions, we can 

increase the dimension. It remains a challenge to describe all 13 such dimensions in a way that 

makes some philosophical sense, but we hope that we have opened up this debate in this paper. 
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ABSTRACT 
 
There are many apps that let you control hardwares with the application of the internet-of-thing 

today, however, I have seen none that lets you customly control the hardwares, most likely you 

can only use the few controls the developer of the hardware gives you, and there are very few 

auto control options. This paper designs an application to auto control the hardwares into 

desired state based on personal status detected [1]. We use a smart watch to detect the heart 
beat of the user and determine if they are asleep, and once they are asleep, we turn off a light 

switch in the user's room to create a total darkness environment. Much research done on 

sleeping quality shows that sleeping in total darkness gives much better sleeping quality, while 

many, out of fear or sleeping disorders, still leave little lights on when sleeping [3]. This 

software helps to give these people better sleeping quality with ease [2]. 
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1. INTRODUCTION 
 

I created this project on this topic because sleeping in total darkness means better sleeping quality. 

But sometimes it’s really hard for people to fall asleep in total darkness. I personally was really 

afraid of darkness when I was small, and I still somewhat do right now. For me it is really a pain 
to sleep in total darkness because it creates a lot of fear and I need a long time to actually fall 

asleep even though I know it’s good for my health. I also know some relatives with sleeping 

disorders also cannot fall asleep in total darkness. I searched up on the internet and I did find 
many people with this problem, and there were no real good solutions other than just overcoming 

the fear by force, which is hard, or using sleeping pills, for the ones with sleeping disorders, 

which is bad for your body and creates a reliance if used too much. I really want to solve this 
problem not only for myself, but also for others with similar problems around the world. This 

application can be used by anyone who cannot fall asleep in total darkness to increase their 

sleeping quality, whether it’s because of fear, sleeping disorders, or any other reasons. This 

application probably will not be used by the majority, but it will be very helpful for the ones 
struggling with sleeping problems [4]. One side benefit of using it is that it also saves electricity 

to not have one’s light on the whole night, and saving electricity means saving some money. 
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Some existing methods on this topic include setting a time, and turning off the light when the 
time is detected, this allows the user to turn off the light after they are asleep if they 

approximately know when they are going to fall asleep. However, firstly, this is only available in 

a certain smart home software, and not usable if you use hardware from another company [5]. 

Secondly, they will need to set a different time on the app everyday if they do not sleep at the 
same time everyday, which is not very convenient because you only know that you are going to 

sleep when you feel really sleepy, and an extra thing to do when feeling sleepy is just 

inconvenient. They will also need to turn off the set time every morning if they are not sleeping at 
the same time everyday to prevent their lights from suddenly turning off when they are awake the 

next day, which adds more to the inconvenience. And people could also just forget to do it. 

Thirdly, it will be hard for people to know when they are asleep, especially for the ones with 
sleeping problems. I personally know relatives with sleeping problems, and they can go to bed at 

10pm but are unable to fall asleep until 1am. It will be bad if they set the time too early, which 

can make them awake from the almost sleeping state if they find themselves awake in total 

darkness, and it can also stress them to sleep faster before the light is turned off, which will make 
them even less likely to fall asleep due to the stress [6]. It will also not be too good if they set the 

time too late because it means they will sleep with the light on for a while, and therefore enjoying 

less good sleeping quality. 
 

Our goal is to detect the user’s sleep. The method I use is detecting the heart rate from the user’s 

and evaluating if the user is sleeping or not. I train the program to learn the sleeping heart rate 
and awake heart rate. Then I have the program compare how similar the heart rate sound of the 

user is to the trained model. Then I will have the AI determine if the user is asleep or not. If the 

user is asleep, I turn the light off. The first strength of my method is that I use the wearOS system 

in the method, and it can be integrated with switching lights off with, which is something that 
regular fitness bands cannot really do because they do not have an outside interface and cannot be 

connected to the internet [7]. The second strength is that my program builds it’s AI model on top 

of the specific user’s heart rate instead of heart rate from a big database [8]. Which is more 
personalized and can sometimes mean higher detection rate for people who have a more irregular 

heart rate pattern. 

 

First, I tested the app on myself, and the app gives an 63% accuracy rate immediately after 
detecting sleep. It gives a 73% accuracy in 5 minutes of sleep, which shows the method is an 

effective method. I tested it in the scenario where I wear the wearable, and the smart plug I used 

is wyze, which is connected to IFTTT [9]. The smart plug is connected to the lamp in my room, 
and my room has minor background noises. In other scenarios where I trained the machine 

learning model of the app on myself for a week. In 73% of the trials, where the light immediately 

closes after sleep is detected, the user is asleep. And in 80% of the trails, where the light closes 5 
minutes after sleep is detected, the user is asleep. The watch also trains data on the same person 

over time, therefore increasing the accuracy over time. Data will be fitted more and more 

throughout time, and accuracy will increase. The part where the signal sent to the smart plug 

currently always works, as long as there is internet, showing this is a very compatible process, 
and it also works with most of the plugs out there. 

 

The paper is organized into six sections. The first section is this section, which is the introduction. 
The second section is challenges, it’s about the challenge I face during the process of 

experimenting and creating the program. The third section is about my solution to the problems 

that I face in section two. The fourth section is about the details of my experiment and program. 
  

The fifth section is about related works to my paper, and comparison between our work. The 

sixth section is about the conclusions, and it also points to what I will be adding on to this project 

and experiment in the future. 
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2. CHALLENGES 
 
In order to build the project, a few challenges have been identified as follows. 

 

2.1. Finding how to detect people’s sleep 
 

The first way is using an accelerometer, but it is to irregular, people can have really different 

habits [10]. The second way is using a wrist band or smart watch to detect user’s heartbeat. And 
when the heartbeat drops to a certain level, determine if the user is asleep. It could also be not so 

accurate because different people can have different heart rate. For example, awake older people 

can have lower heart rate than sleeping young man. Then I tried to use dynamic heart rate 

determination based on the user's normal heart rate, but it still does not work quite well because 
people’s heart rate can flow up and down even during sleep and it is hard to actually determine if 

one is actually asleep or the heart rate just dropped by accident. 

 

2.2. Finding ways to turn off light switch 
 

My first thought of myself for turning off the light switch is trying to find an apis of smart home 
companies to have my code able to connect with the light switch. But that does not really work 

because they don’t really have only open apis. I later learned it is because it would make the 

smart plugs too easy to hack with an open api. And it would cause security issues. Because most 
smart plugs are connected with google home. But that does not really work either as it requires 

code to run off of a computer or raspberry pi. But I am sending code off of a watch, and google 

home doesn't really support that. I also tried to look at android documentation of talking to google 

home on android device, but that documentation is outdated and cannot be used now. 
 

2.3. Finding ways to send a signal from a watch to the server 
 

I originally wanted to use a Firebase to connect with the watch. But the server I choose cannot 

detect Firebase changes. It however can detect changes in a set google sheet or an email sent to 

the server. I first tried with google sheet but it does not really work because works that alter 
google sheet cannot really be publicly used without a license. So I decided to send the server an 

email as a signal. The problem is that most of the demonstrations online and APIs are being 

demonstrated off of a phone. And when I try to use them on the watch, it shows no error but it 
does not work. There is really no demonstration of sending email off of a watch online because it 

is a less exposed area. 
 

3. SOLUTION 
 
The whole system works by first detecting the heart rate of the user by the use of a smart watch. 

Then we input the heart rate into a machine learning system that is written in python. I do that by 

using an implementation called chaquopy. The program will not be usable on the first day, as on 
the first day, the heart rate data will be written into two files, one for resting heart rate and one for 

sleeping heart rate. On the second day, the AI will be able to determine if the user is asleep or not 

based on the model created on the first day. Once the AI determines that the user is asleep, it will 
send an email to an outside app called IFTTT. To send an email, the first thing that you need to 

do is get host names, smtp services and more. Then I need the program to detect how the thing 

works. Then I will need to pass the username and password of the test email in to send it. After 

the email is sent, it triggers a trigger in the IFTTT, which can connect to any service or products 
that is already connected with IFTTT, including many smart home apps. Then just choose a light 

to close in the smart home product menu to stop the light in your home. 
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Figure 1. Overview of the system 

 

The implementation of the heart rate detecting uses android permission and sensor system. It uses 

the sensorOnChange detection system. Which returns data every time that the sensor changes 
value, which is really fast. The implementation of machine learning is done by python with the 

chaquopy. There are two choices on the Java UI, one is detect rest heart rate and another is detect 

sleep heart rate. The python code takes in the heart rate detected from rest and sleep, and input 

them into two different clusters. Then train the model based on the clusters so that when a new 
heart rate comes in, the machine is able to determine if the user is asleep or not. The 

implementation of sending email uses three Java Jars: Mail.jar, activation.jar, and additional.jar. 

It creates smtp services to send email. The implementation of all 3 packs ensures that email 
sending is doable on all of the WearOS devices because some wearOS devices are different from 

others. The implementation of triggering light turning off is through the use of an outside 

program IFTTT. It is a program that can trigger actions in other registered apps. The user can set 
the triggered app to any smart home app registered on IFTTT. For testing purposes, I use a wyze 

application in the triggered application. Then you can set the trigger to anything you want. I set 

the trigger to email sent with a certain tag. The tag is an uuid given to the user username so the 

IFTTT can distinguish which user sends the email. The heart rate detection gives heart rate input 
to the chaquopy that’s connected to a machine learning model in python every 10 seconds. Every 

100 seconds, there will be 10 heart rates in the python program, and the program will put the 10 

heart rates together into a machine learning model because sometimes people’s heart rate can fall 
very low during awake state, so one heart rate cannot determine if one’s asleep. The machine 

learning model will return either a 0 or a 1 after analysis. A 0 means the user is not asleep and 1 

means the user is asleep. Once the Java side of the code gets back a 1 value. Then, the email 

sending code will be activated. It sends an email through the internet to the IFTTT trigger. Then 
as the IFTTT trigger detects the email with a tag in it’s application, it will signal the triggered 

element the email tag trigger connects to. It uses the tag on the email I send out to specify which 

specific triggered element is wanted to trigger, then it sends the signal to the right smart home 
plug. The plug will turn it’s light off as it receives this signal. 
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Figure 2. Python code that inputs data into the model 

 

 
 

Figure 3. Java code that inputs prediction into python side 

 

 
 

Figure 4. Python that predicts if user is asleep 

 

 
 

Figure 5. Email Task Code 
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Figure 6. IFTTT 

 

4. EXPERIMENT 
 

4.1. Experiment 1 

 
My solution solves the problems by having a good accuracy rate for detecting sleep and having a 

very good rate of success in connecting to the smart plug to turn off the light. The experiment is 

scientific because it’s repeatable and there are statistically enough trials taken to show a good 

accuracy. The first day I detected the user’s resting heart rate using the program when he’s awake. 
Then I detected the user’s sleeping heart rate by detecting the user’s heart rate throughout the 

night, and taking the heart rate collected at intervals of time in which the user is sure he is asleep. 

Then on the second day, the program will analyze the data collected on the first day to decide 
whether the user is asleep, and send a signal immediately when the program model decides that 

the user is asleep to the light bulb. Due to experimental purposes, the program will also produce a 

sound to wake the user up. After he is woken up, he will state if he was asleep or not when the 

sound is played. In an attempt to increase the rate in which the user is asleep when the light is 
turned off, we also tested sending a signal to the light bulb and playing the sound 5 minutes after 

the model declared the user is asleep. 

 
Table 1. User sleep rate when triggered immediately after the program detects sleep 

 

Trials Success Rate 

30 19 63.3% 

 
Table 2. User sleep rate when triggered 5 minutes after the program detects sleep 

 

Trials Success Rate 

30 22 73.3% 

 

Summary: when the program sends a signal to the light bulb 5 minutes after sleep, there is a high 

rate that the user is already asleep and the user would not be awake. 
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4.2. Experiment 2 
 

The second experiment uses the same setting as the first experiment, but this time, the program 

gets the data from the whole week of data on the user’s resting heart rate, sleeping heart rate and 
user’s feedback on the machine. This time, the number of trials is lesser because the amount of 

time required to take enough data for each trial. And below is the result of the experiment on the 

8th day. 
 

Table 3. User sleep rate when triggered immediately after the program detects sleep 

 

Trials Success Rate 

15 11 73% 

 
Table 4. User sleep rate when triggered 5 minutes after the program detects sleep 

 

Trials Success Rate 

15 12 80% 

 

Summary: when the program sends a signal to the light bulb 5 minutes after sleep, there is a high 

rate that the user is already asleep and the user would not be awake. 
  

The experiment result shows that there is a higher rate of success when the signal is sent 5 

minutes after the user’s sleep. It also shows that accuracy rates have an increasing trend. After 1 
week, the rate of success in sending signals five minutes after detecting sleep is good as it reaches 

80%. This also means that it is probable for the program to continue growing in success rate as 

more and more data is trained. The success rate of turning lights off is also very good. There are 

only two cases throughout the entire experiment in which the light bulb did not turn off. After 
some investigation, both cases are caused by some sort of accidental internet connection failure. 

Because both the rate of sleep detection and sending light signals is good, it proves the program 

is useful. 
 

5. RELATED WORK 
 

Sleep detection using an accelerator [11]. This work is great, it uses an accelerator and studies an 

individual over a long time. It is very accurate. But it requires the user to have a certain LSAD 
wearable on. The data cannot really be further passed on to other devices. Although mine is less 

accurate, it can be put on any wearable devices installed with wearOS, and it can be used on 

many different devices. The main difference is different methods of detection. This work uses an 
accelerator to study the person over a long period of time, which is hard to integrate with other 

things. While what I did is use a program that runs on a wearable, and possibly even on a phone 

in the future, that detects heart rate, and can be integrated to close light or do other things related 
to sleep. 

 

This work uses sleep detection using EEG, which is certainly very accurate as it directly detects 

brain waves [12]. This method is very strengthful in it’s accuracy and it can also gather data of 
many other parts about sleep besides falling asleep such as how good the sleep is, and how fast 

the different stages of sleep cycle in the user. But it is hard to pass data from this headset to do 

other things on the internet. The headset is also difficult to get. While my method certainly does 
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not have as good of accuracy and detection of many other important things, it has enough 
accuracy and is compatible with turning lights off when sleep is detected. 

 

This work uses many sensors on both phone and wearable, and passes data between phone and 

wearable to provide very accurate detection [13]. This is great in it’s accuracy and multitude of 
detection, but this requires users to have too many devices to close the light when sleep is 

detected. It requires setup on the phone, smart watch, and plug to inter-connect all 3 to work 

together. This is an overkill on both the phone and the smart watch, as both devices need to stay 
awake and close to the user, which uses a lot of battery power. My method is easier in doing this 

because I only require connection between a wearable and any plug, which is much easier 

although with less accuracy. 
 

6. CONCLUSIONS 
 

In this research, the thing I did is using an android application that detects heart rate, and then, 

when the machine learning model finds that the heart rate is low enough, it indicates that the user 
is asleep [14]. As the user is asleep I send an email using 3 implementations, Mail, activation, and 

additional. They first connect to an smtp online, then send email with the username and password 

I provided. As I applied the application to experiment, my result contains an 80% accuracy after 
it is trained on the user for a whole week, and the program sends the signal 5 

  

minutes after detection. Although it does not have 100% accuracy, it proves that this method is a 

workable approach. The Experiment result indicates that this is an effective way to solve the 
problem. Although it’s accuracy is not entirely accurate, it is sufficient to close the light, and the 

thing is it is compatible with many different smart home plugs. You do not need to buy a specific 

one if you already have it. It’s a cheap and compatible way to solve the problem without causing 
too much money and stuff. 

 

The accuracy really needs to be increased as it is the most important part of this project. It's low 
when first trained, and not so high even when trained after a week. Although I can now still 

handle this problem by just delaying the time when the program closes the light to increase 

accuracy, this does not give the user optimal experience. It’s also not as practical because it 

requires both a wrist band and a smart plug, in which many people probably do not have both and 
would need to buy them to use the program. 

 

In the future, I plan to use machine learning algorithms on a computer to study the user’s 
breathing pattern on a computer [15]. This way, the user will not need to wear a wrist band. And I 

probably would not need to use IFTTT as an interconnecter between my application and the 

smart home application because accessing permissions on the computer is much easier. 
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ABSTRACT 
 

The unfortunate list of software failures, attacks, and other software disasters has made it 

apparent that software engineers need to produce reliable code. The Department of Homeland 

Security reports that 90% of software exploits are due to vulnerabilities resulting from defects 

in code. These defects are easy to exploit. They are potentially dangerous as they create 

software vulnerabilities that allow hackers to attack software, preventing it from working or 

compromising sensitive data. Thus, these defects need to be addressed as part of any effort to 

secure software. An effective strategy for addressing security-related code defects is to use 
defensive programming methods like security-aware programming. This paper presents TRAC, 

an approach to teaching security-aware programming. The acronym stands for Teach, Revisit, 

Apply and Challenge. It also describes the implementation of the approach and the results of a 

small case study (n = 21), in a senior-level elective course.  
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1. INTRODUCTION 
 

In our modern world, every facet of our lives from the most mundane activities in our homes to 

the more complex activities like medical care, all rely to some extent on software. These systems 
utilize software to manage a wide range of applications and services. They handle sensitive data 

including personal and financial information and control processes that are at times life-

threatening. As a result of this strong dependency on software, even a minor security breach can 

have a ripple effect resulting in tremendous damage that cannot be contained or localized. The 
unfortunate list of software failures, attacks, and other software disasters has made it very 

apparent that as software engineers, we need to produce reliable code- that is secure code. 

 
The Department of Homeland Security reports that 90% of software exploits are due to 

vulnerabilities that result from defects in code [1]. These defects are easy to locate and exploit. 

They are potentially dangerous as they create software vulnerabilities allowing hackers to attack 
software, rendering it non-operational and/or compromising sensitive data [2]. Thus, any effort to 

secure software must include the management of these code defects. 
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An effective strategy for addressing security-related code defects is to use defensive 
programming methods [3], such as security-aware programming. These programming methods 

are designed to build reliable systems. They achieve their objective by incorporating security 

considerations into the code design process so that the software produced is free from flaws that 

will make it vulnerable to attack. Such systems can be trusted to perform reliably, even under 
unexpected conditions. From a coding standpoint, software developed defensively will be free of 

security-related defects such as buffer overflow errors, null pointer deference, and improper input 

and output validation errors. 
 

Incorporating secure coding instruction in the undergraduate curriculum would provide our 

students with the ability to code securely. This is a necessary skill to prepare them for their 
careers [4]. Currently, there is often a knowledge gap between the coding demands of the 

industry and the ability of graduating students to write robust code. To bridge this gap, many 

high-tech companies must provide security training for new hires [5]. Security awareness training 

discussed by Banerjee and Panday in [6], is just one approach that some companies use. The use 
of security-aware coding instruction - like TRAC, in our university programs, would fill this 

knowledge gap and provide graduates with skills that will make them immediately marketable. 

 
This paper presents TRAC, an approach to teaching security-aware programming. The acronym 

stands for Teach, Revisit, Apply and Challenge. It is a four-step approach devised to facilitate the 

development of mastery in writing secure code. Our approach is implemented as a module across 
multiple existing, core and elective courses in the computer science curriculum. This paper 

describes the implementation of our approach to security-aware programming and presents the 

results of a small case study, used as a pilot test. 

 

2. BACKGROUND AND REVIEW OF LITERATURE 
 

In this section, we will define the terms that will be used in this paper, explain our rationale for 

teaching security-aware programming, and provide a review of related work in software security 
- particularly software security education. We will also discuss some of the obstacles that 

contribute to the lack of security-aware programming instruction in the undergraduate computer 

science curriculum. 

 

2.1. What is Security-Aware Programming? 
 

To define security-aware programming, we first must define two fundamental concepts: code 
defects and security-related software vulnerabilities. Code defects refer to errors in code. We will 

focus on logical errors, not syntax errors. We assume that the target student group is capable of 

writing basic code that compiles. Security-related software vulnerabilities are weaknesses in 
software, that stem from code defects that can be exploited. Their presence in code, therefore, 

makes it less secure. For the purposes of this paper, security-aware programming is defined 

simply as coding securely. This is the skilled practice of designing and writing code so that the 
final product is free of defects, that could lead to security-related vulnerabilities. As a result, the 

code (and software produced) is robust and reliable. Like any other skill, security-aware 

programming is developed and refined through repeated practice. We use the contextual approach 

to learning presented in [7]. This involves learning to identify the code defects to be avoided and 
engaging in the application of the relevant strategies to prevent them in a variety of situations. 

Thus security-aware programming involves content from the cross-cutting bodies of knowledge 

including software engineering and the fundamentals of software and program development [3, 
8]. The actual implementation of security-aware programming would incorporate all the skills 

required to build robust code. These skills would include identifying test cases that provide full 
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coverage of the code and testing code throughout the development process including code 
review. In related work, the concept of security-aware programming is referred to as defensive 

programming [3, 4, 9], robust programming, secure programming [3, 4], having a security 

mindset [10], and coding using risk management [11]. 

 
According to the report of the 2008 Secure Coding Workshop, while coding security features in 

code is the job of only a few security specialists, security-aware programming is the 

responsibility of every programmer. They continue with the claim that security-aware 
programming is a requisite for meeting the security requirements of code [4]. 

 

2.2. The Rationale for Teaching Security-Aware Programming 
 

Gary McGraw states that external approaches to securing software are nowhere as effective as 

designing software that is secure in the first place [12]. The Department of Homeland Security 
cites The Software Engineering Institute as reporting that 90% of software exploits are due to 

vulnerabilities that result from defects in code [1]. The presence of these defects needs to be 

addressed since they are easy to identify and exploit during attacks such as DOS (denial of 
service) [2]. The failure to practise defensive or secure coding has been identified as the cause of 

many of the defects in software [3, 13]. As a result, there has been some discussion and research 

on the value of teaching security-aware programming and how this skill can be incorporated into 

the undergraduate computer science curriculum. At the 2008 Secure Coding Workshop, industry 
representatives lamented the time and other resources needed to train new employees in the skills 

required to write secure code. They also advised that students should enter the job market already 

skilled in secure software development [4]. In 2010, the Summit on Education in Secure Software 
was convened to identify the specifics of the security content that students need to learn and to 

suggest effective teaching strategies [14]. Then the 2013 Computer Science Curricula added 

Security as part of the Computer Science Body of Knowledge in undergraduate Computer 
Science programs. Nine core hours were allocated for the security knowledge areas. This 

included fundamental concepts in security, design principles, and defensive programming [9]. It 

is evident from all of these efforts, that at all levels, stakeholders agree that security should be an 

integral part of every Computer Science program. However, for many of the reasons stated in 
Section 2.3 security-aware programming is totally absent, left to chance, or taught in a very 

limited way in many of our undergraduate Computer Science programs [15]. 

 
Our review of literature strongly supports the idea that security-aware programming should be an 

essential component of computer science education [2– 4, 6, 8, 9, 12, 16–18]. This is because 

security is a functional requirement for all software in our modern social environment. Most 

times students discover how to make their code robust through a process of trial and error, but the 
topic is hardly ever discussed in undergraduate courses, particularly at the introductory level. The 

TRAC approach to security-aware programming being proposed in this paper is designed 

specifically to provide multiple opportunities for students to develop the skill of writing robust 
code. A primary difference between the proposed approach and current practice is that the 

learning of secure coding skills is facilitated by actual curriculum design, instead of just being 

left to chance, as is often the case currently. 
 

Another benefit of teaching security-aware programming is the positive impact on students’ 

careers. Learning good secure coding habits includes understanding the value of test coverage to 

evaluate the efficacy of code. This is important since a large proportion of the coding aspects of 
the technical interview evaluate just that. Unfortunately, even students who are good 

programmers, often fail this aspect of the interview because they lack the skill of writing code 

that is fully robust. The security-aware code development paradigm will provide opportunities to 
develop the requisite skills, thus making students more marketable [4]. 
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The vast amount of software failures and disasters has made it very apparent that the production 
of reliable code is a fundamental requirement and ethical responsibility of every software 

engineer. By its very definition, secure code is reliable code. Therefore, it is our responsibility as 

educators to teach security as part of software development. In addition, students who learn to 

code securely from the onset are more likely to continue this practice in their careers as this 
would have become second nature to them after years of repeated practice. It is also easier to 

teach individuals to master a skill by teaching the correct technique the first time, rather than 

attempting to correct deficiencies from years of bad practice [4]. 
 

The teaching of security-aware programming has taken one of three forms [8]: 

 

 single concentrated course [19, 20] 

 threading or integration in courses already existing in the curriculum [10, 
21–25]  

 concentration/track in a degree program [26] 

 

Deciding on which approach to use is important. There are arguments for each approach [23]. For 

example, having a separate security class facilitates focus and depth of learning, and tends to be 
very effective since it is taught by faculty who are invested in the topic [3]. The integrated 

approach also has its advantages since there are multiple opportunities for concept formation 

through repetition. This approach also has high impact value since more students would have the 
opportunity to be exposed to the security content with little disruption of the curriculum. 

However, it would involve ’buy-in’ from all faculty teaching the classes with software security 

content. The third option, teaching security awareness as a concentration/track, has the 
disadvantage of needing specially trained faculty and the possibility of low impact, since students 

may not select the concentration/track. However, this approach would provide the benefit of 

depth of learning for the students who do select the concentration/track. 

 
The TRAC approach to teaching security programming is a threaded approach that provides 

several advantages and addresses some of the issues just discussed. This approach allows faculty 

who appreciate the value of security education to include the approach across their classes. The 
use of TRAC does not alter the course schedules and provides learning opportunities for students 

across multiple courses. This will therefore provide impact across the curriculum even if only one 

faculty member ‘buys in’. 

 

2.3. Obstacles to Teaching Security-Aware Programming 
 
Although the Computer Science Curricula 2013 has recommended that security be infused into 

the computer science curriculum at all levels [9], almost 10 years later, this recommendation has 

not been implemented in several programs. This can be attributed to two primary reasons: 

perceived lack of resources and failure to believe in the merit of teaching security-aware coding. 
We will now discuss some barriers to the teaching of security-aware programming that we have 

identified through our research. 

 
The issue of lack of resources has two main components: faculty, and curriculum bandwidth. 

Several institutions state that they do not have faculty with software security training [27]. Some 

faculty also complain about the absence of teaching resources [5]. Yet, several resources have 
been developed with materials that they can use. These include course modules and e-learning 

materials such as the Seed Project, OWASP WebGoat, and SWEEP project [8]. faculty are either 

unaware of their existence or they are not convinced of the value of the required time investment. 

Another problem is that many of the resources are more advanced and complex than what would 
be needed by faculty who are not security specialists. These resources tend to focus on Web-
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based projects and cybersecurity frameworks and are therefore inappropriate for introductory-
level courses. The second resource issue is a lack of both time and space in an already packed 

curriculum. Creating new security courses or adding content to already existing courses is 

considered an unnecessary burden, causing an increased workload for both faculty and students 

[4, 5]. In addition, some faculty believe that introductory classes should focus solely on code 
algorithms and syntax. The insertion of new content is considered disruptive [3]. 

 

The other issue is the perceived merit of teaching secure programming. Many faculty do not 
value security-aware programming as a necessary addition to the curriculum. Some believe that 

they are already teaching these concepts - although student feedback suggests the contrary (see 

Section 4.2.3). Also, while many companies would like new hires to be skilled in secure 
programming, they do not explicitly include this as a requirement in posted job descriptions. 

Consequently, some faculty and even students do not prioritize secure programming skills in the 

undergraduate computer science programs [4]. According to Bishop in [27], some faculty also 

believe that it is a myth that the security of software will be improved by teaching students to 
code securely. Their rationale is that this ignores the impact of other contributors to security. It is 

true that one cannot overlook the value of the other facets of software security, such as security 

infrastructure. However, as more companies begin to accept the value of security, investment in 
secure infrastructures will become standard and the need for secure code will remain a standard. 

Teaching students to code securely, will not solve every software security problem, however, it 

will contribute to the solution. 

 

2.4. Related Work 
 
Table 1 summarizes the approaches to teaching software security that we identified in our review 

of the literature. In the 12 articles identified, the majority used the approach of integrating 

security modules into already existing courses. However, only two of these spoke specifically 
about threading these modules across multiple courses at different levels in the undergraduate 

program [18, 23]. In two of the articles, a single specialized course was used to introduce an in-

depth coverage of software security [19, 20]. While all the articles suggested ways to incorporate 

the learning of software security principles into the undergraduate curriculum, their approach and 
focus were different. Some approached the teaching of software security as secure software 

design, while others used defensive coding. Numbers 1-4 and 9 in Table 1, used the secure 

software design approach, adding a level of security to system development life cycle (SSDLC). 
Numbers 5-7 and 12 in Table 1, used the defensive coding approach. In four of the articles, the 

focus was on teaching security as soon as possible, so the target group was the introductory 

computer science classes. These are represented by numbers 5-8 in Table 1. Two articles focused 

on specific software security issues: secure mobile computing [28] and digital forensics [29]. In 
two of the articles, the focus was to educate faculty. This served both to train the faculty and to 

provide resources that they could reuse in their courses [5, 23]. 
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Table 1. Summary of the approaches to teaching software security that  

we identified in our review of literature 

 

Teaching Format # Approach Focus Source 

Single Course 

 

1 Software Design Secure Software Design [19] 

2 Secure Software Design 

SSDLC 

Senior-level security 

course 

[20] 

Integration in existing 

course/s 

 

3 Software Design Data Structures 

Software Design 

[21] 

4 Software Design (SS- 

DLC) 

Intro to Java Software 

Engineering 

[22] 

5 Defensive coding Introductory Classes [10] 

6 Defensive coding Introductory Computer 

Science classes 

[16] 

7 Defensive coding Introductory Computer 

Science classes 

[24] 

8 General Security Topics 

- digital forensics 

Introductory course [29] 

9 Secure Software Design for 
Mobile Apps 

Courses in Mobile app 
development 

[28] 

10 Resources & Tools Faculty training 

workshop 

[5] 

Integration in existing 

course/s and Threaded 
throughout the 

curriculum 

11 Secure Software Design 

SSDLC using software case 

studies 

Faculty training 

workshop 

[23] 

12 Secure Software Design and 
defensive programming 

6 courses (including 
introductory core 

courses) throughout the 

curriculum 

[18] 

 

3. TRAC APPROACH TO TEACHING SECURITY-AWARE PROGRAMMING 
 

In this section, we present a detailed description of the TRAC approach to developing the skill of 

security-aware programming. We also identify the set of software defects that will be the focus of 
our instruction. 

 

TRAC is an acronym for Teach, Revisit, Apply and Challenge. 
 

Our approach is intended for use as a module in any code-based computer science course. To 

overcome some of the obstacles to teaching secure coding (discussed in Section 2.3), our 

approach works with existing courses. The techniques used can be implemented by faculty 
without specific training in software security. It can also be used across multiple courses, to 

facilitate incremental skill development through repeated practice in a variety of contexts. This is 

supported by Ambrose et al. in their book on how to learn. They claim that it takes at least 21 
repetitions of the correct way to perform a skill before it becomes a habit. 
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3.1. Implementation of TRAC 
  

 

 
 

Figure 1. The TRAC Approach to Teaching Security-Aware Programming 

 

Figure 1 illustrates our thinking on how mastery of security-aware programming skills can be 

developed using the TRAC approach. Learning will occur in repeated phases of 
teaching/learning, revisiting written code to evaluate its level of security, applying the knowledge 

of security-related code defects to adjust code to improve security, and challenging each other 

during code review. The ultimate challenge is the self-challenge - to be able to write code 

needing little or no security improvements. 
 

We selected a spiral and not a cycle to represent our learning process because while the phases 

are repeated, the starting point for repetitions is not the same. Each experience improves the level 
of skill development, thus moving the learner further along the learning continuum, and closer to 

mastery. 

 

3.1.1. Teaching 
 

During the teaching stage, students will be instructed using the content described in Section 3.2.1. 

As a result of these experiences, students should be able to name the defects described in Table 2. 
They should also be able to identify these code defects in new code examples. Students will also 

use traditional code design tools like activity diagrams and class diagrams to identify code 

interface points and the data traveling across those interface points. They will learn to use these to 
determine potential data security issues. 

 

3.1.2. Revisiting Stage 

 
Once students have developed proficiency in the identification of security flaws, they will be 

invited to examine their previous coding assignments to find the unchecked security-related code 

defects that made their programs vulnerable. They will then select examples that they feel 
comfortable sharing with the class. The class will then discuss the presentations, identifying the 

most common defects found and any others that might have been missed by the presenters. 
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3.1.3. Application Stage 
 

At the beginning of the module, the application stage will involve two types of activities. The 

first will be to apply the knowledge of security-aware programming to correct the security flaws 

identified in a previous assignment submission. The second will be to use the skills learned, in a 
completely new assignment to write code that is even more secure than their previous work. As 

students master the skill of security-aware programming, they will automatically use the 

strategies for the avoidance of code defects, to produce secure code that is error free. Through 
practice, writing secure code will become more natural and second nature. 

 

3.1.4. Challenge Stage 
 

During the challenge stage, students are given coding problems that they will solve in groups. As 

they work on their solutions, they will make a list of the security checks that they have 

considered. All team members will contribute to the final deliverable. Teams will then challenge 
each other to break the code created. As students progress through this process, the challenge 

stage will evolve into formal code reviews. This will prepare students for the code review process 

that is a common practice in the industry. Through the activities of this stage, students will learn 
how to prepare their code for review and how to critically review code prepared by their peers. 

 

3.2. The Learning Goals of TRAC 
 

The TRAC approach is designed to create opportunities for students to acquire the skill of writing 

robust code through awareness of security concerns associated with software. This goal of the 
approach is expressed in the following two learning outcomes: as a result of using the TRAC 

approach, students should: 

 
• acquire code security knowledge  

• develop mastery in the skill of security-aware programming 

 

3.2.1. Acquisition of Knowledge 
 

We believe that code security knowledge involves both the learning of software security content 

and an understanding of the contextual relevance of coding securely.  Thus, facilitating the 
acquisition of code security knowledge instruction in TRAC begins with building a rationale for 

secure programming. Teaching security-aware programming using TRAC, fits into the 

Information Assurance and Security knowledge areas, added to the computer science curriculum 

in 2013 [9]. This knowledge area has the following five learning outcomes: 
 

1. Analysis of the trade-offs of balancing security properties 

2. A description of risks, threats, and vulnerabilities and how these relate to security attacks 
3. Understanding the concepts of trust and trustworthiness in terms of software 

4. OS SEcurity and Network Security 

5. HCI 
 

The TRAC approach addresses the first three of these learning outcomes. This is expressed in our 

teaching/learning objectives that students should be able to: 

 

 explain the rationale for security-aware programming  

 list and identify common code defects that are security risks 

 apply design and coding principles of defensive programming to mitigate security-related 
code defects.  
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Table 2. Common Code Weaknesses Adapted From The Common Code Weakness Enumeration 

 
CWE 

ID 

Weak-

ness 

Highest 

Position  

Description Likelihood of 

Exploit: 

Negative effects Mitigation 

Strategies 

787 
Out of 
Bounds 

Write 

1 

Code writing data 

to a position 
before or after the 

memory location 

of a given 

buffer 

high 
Code crash, DOS, 
modifying 

memory 

input validation 
of write 

parameters 

125 

Out of 

Bounds 

Read 

3 

Code reading 

data from a 

position before or 

after the memory 

location of a 

given 

buffer 

high 

Code crash, DOS, 

modifying 

memory 

input validation 

including 

calculations 

producing 

length parameters 

20 

Improp

er Input 

Validati

on 

3 

Code receives 
and uses data 

without setting in 

place checks and 

balances that the 

values received 

are legitimate 

high 

Code crash, DOS, 

entire system 

hijacked by 

ransomware 

Adopt a non-trust 

policy treat all 
input as 

untrustworthy 

analyze code and 

design for 

possible areas of 

insecure input 

and validate input 

190 

Integer 

Overflo
w 

8 

the results of a 

calculation that 

produces a value 

larger than an 

integer; code 
attempts to store 

that value as an 

integer 

high 

Buffer overflow, 

Code crash or 
infinite loop 

input validation 

and validation of 

the result of 

integer 
calculations; 

using unsigned 

integers 

129 

Improp

er 

Validati

on of 

Array 

Index 

14 

Code either fails 

to validate array 

index values 

leading to code 

errors including 

out-of-bounds 

reads and writes 

high 

Code crash, DOS, 

unexpected code 

behavior, memory 

corruption, out-of-

bounds read, out-

of-bounds write 

Adopt a no-trust 

policy, data 

validation 

including input 

validation for all 

data used as array 

index 

476 

Null 
Pointer 

Deferen

ce 

14 

Code accesses or 

tries to use null 
value as if it were 

an actual object 

reference 

medium 
Code crash, 
unexpected code 

behavior 

Validation of all 

object data 
including input 

validation for all 

data 

754 

Improp

er 

check 

for 

unusual 

orexcep

-tional 

conditio
ns 

15 

Code fails to 

check for edge 

cases and 

exceptional 

conditions in the 

code 

medium 

Code crash, DOS, 

unexpected code 

behavior 

Develop test 

cases that provide 

full coverage of 

code, handle 

exceptions locally 

instead of 

throwing them to 

other parts of 

code, anticipate 
error conditions 
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and program code 

to exit elegantly 

835 
Infinite 

Loop 
26 

Code gets into a 

loop and does not 

have a condition 

to get out 

no known 

attack pattern 

Code crash due to 

consumption of 

memory, DOS 

Check that all 

loop terminating 

conditions can be 

reached; input 

validation for 

loops managed 

by input 

data 

532 

Insertio

n

 
of 

sensitiv

e

 

data in 

log file 

33 

As part of error 

handling, code 

unwittingly 
writes security-

sensitive data 

such as code 

structure, file 

names and format 

to log file. 

high 

Attackers gaining 

access of log file 
have access to 

sensitive data and 

an unprotected 

path to security 

data 

Careful selection 

of messages sent 

to log files; 

Sensitive error 
log messages 

used during code 

development and 

testing should be 

erased when no 

longer 

needed 

 
We subscribe to the opinion cited in [3, 30] that acquiring the relevant knowledge will affect 

what the students observe and how they use these observations to solve new problems. For this 

reason, in the teaching component of our approach, we provide content that will help students to 
understand why they should care about code security. To establish this context, we review 

notorious major software failures and discuss and analyze reports from multiple sources 

including the Department of Homeland Security (DHS), Software Engineering Institute (SEI), 

and reputable new reports on current events explaining the impact of code defects. 
 

To study code defects, we selected from an established list of verified software code weaknesses. 

Our source was the Top 25 Common Errors Enumeration from CWE/SANS [2]. This source 
ranks software defects based on their prevalence, and impact on code security. The most common 

and harmful defects are found at the top of the list. We examined lists from 2010 to 2021. 

 

Several of the 25 top code weaknesses listed were not relevant to our target audience. For 
example, many of those listed focused on web-based software applications. We, therefore, 

filtered the list, keeping application-independent flaws that would be contextually relevant to 

most students in the computer science undergraduate program. Our final selection was the set of 
nine code defects shown in Table 2. 

 

For each defect in the Table, we provide a description of the defect, an explanation of the 
negative impact that it can have on code, and the likelihood that this flaw would be exploited. We 

also mapped each defect to a list of strategies that can be used to mitigate its occurrence in code. 

To create a discussion-point on the relative significance of the defects selected, the highest 

position, held in the top 25, is presented in the Table. This highest position refers to the highest-
ranking that each specific defect, ever occupied in the list of top 25 common errors, during the 

time period that we examined (2010 - 2021). The first eight defects in Table 2 were listed among 

the top 25 weaknesses at some time during our research time period. The ninth defect in our list 
(insertion of sensitive data in log files), was never in the top 25, it was listed in the top 35 in 

2019. However, we decided to include this error handling defect for the following three reasons: 

there was a high likelihood that the defect would be exploited; it was a good teaching tool, and it 
would be relatable to students. 
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3.2.2. Skill Development 
 

Our primary objective is to take learners from the novice level of security-aware programming to 

the level of proficiency - as experts. Borrowing from the developmental learning approach in 

[30], we evaluate mastery by focusing on two dimensions of learning - consciousness, and 
competence. Consciousness is the achievement of a goal through deliberate choice and focused 

action. Competence is the ability to perform a task with a high level of mastery or expertise. 

 

 
 

Figure 2. Progression from Novice to Expert Secure Programmer using TRAC 

 

It is our belief that the use of TRAC will facilitate learners’ maturity from being unconsciously 
incompetent security-aware programmers to becoming unconsciously competent security-aware 

programmers. The stages of transitional skill development are depicted in Figure 2. 

 
In the first stage, the learner is unconscious of security concerns and is also incompetent at 

coding securely (thus unconsciously incompetent). This corresponds with the beginning of the 

Teaching stage of TRAC. The learner transitions to the second phase, after being schooled in the 
identification of security-related code defects, and their impact on the vulnerability of software. 

This second phase is called the consciously incompetent stage because while the learner is aware 

of the security concerns that need to be addressed, they have limited knowledge and ability to 

correct them. At this point, the learner is at the stage corresponding with the Revisiting stage of 
TRAC. Through practice and more learning, the learner will become both more conscious of the 

security concerns, and competent in the strategies used to reduce and/or avoid code defects. The 

learner consciously and skilfully applies their learning to produce more secure code. At this 
point, the learner transitions to the next phase called consciously competent. This will occur 

during the Application stage of TRAC. With much practice and experience, the learner will 

effortlessly transition to the next stage. This constitutes mastery. At this point, the practice of 

secure coding will be second nature. The programmer codes securely on autopilot as it were. This 
mastery stage is described as the unconsciously competent stage. This stage corresponds with the 

Challenge stage of TRAC, but it is not a static stage. The learner continues through the stages of 

TRAC but each time gets further along the learning continuum, and closer to mastery. 

 

4. CASE STUDY 
 

The TRAC approach was tested in an upper-level, elective course, on Secure Software 

Engineering. Security-aware programming was taught as a course module, over a period of three 
weeks. The Security-Aware Programming module was taught as a component of the Secure 

System Development Life Cycle. There were 21 students enrolled in the course: seven graduating 

seniors, ten juniors, and four sophomores. All students had already completed at least three 
computer science courses. 
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The pilot test was evaluated using observation of students’ interactions during class, evaluating 
written assignments, and reviewing student feedback.  There were 3 written assignments. The 

first 2 were identical assignments but were given 2 weeks apart. Students were asked to find a 

code sample that they had written and submitted for one of their previous computer science 

classes. They were required to analyze the code to see if there were any security-related code 
defects. Students were then asked to modify the code sample so that it was more secure. The third 

assignment was to code the backend of an automated teller machine (ATM), paying special 

attention to security issues. Students were asked to comment their code to indicate security 
concerns that they had addressed. These submissions were then presented to the class for an 

informal code review in the form of a class discussion. A simple assignment was selected 

because the group of students ranged in experience from first semester sophomores to graduating 
seniors. The more senior students were given the option to select their own problem and prepare a 

secure code solution - using the absence of security-related defects as the measure of code 

security. 

 
At the end of the course, students were asked to volunteer anonymous feedback on their 

experiences. Data was collected from all students through an anonymous, informal survey, course 

evaluations, anecdotal records, informal interviews, and unsolicited conversations. No extra 
credit was assigned for student responses. Data collection was conducted surrounding five 

feedback questions (FQ). Data was also collected at the end of the semester following the course 

(almost four months later) to determine if the course in software security had impacted their 
coding habits. The latter is analyzed as FQ 6. 

 

The following 6 feedback questions were used to obtain student feedback. 

 
1. How would you define secure software? 

2. Has your perception of software security changed during this semester? If yes how? 

3. What would you say was the greatest takeaway from this course? 
4. How did the course match the expectations that you had during registration? 

5. Is there any area/topic covered in this course that you will use going forward? If yes, 

please explain 

6. four-month Check-In: Are there any security strategies/checks that we studied last 
semester that you find yourself paying more attention to as you write code now? 

 

4.1. Results from Observing Students in Class and Evaluating Assignment 

Submissions 
 
From students’ interactions in class, it was clear that they were engaged and enjoying the content 

on software security. All students participated in class discussions. One sign that students were 

really engaged with the content (in and out of class), is that on three occasions, different students 
sent an email sharing a software security story, that they had heard from current events on the 

news. Also, as the semester progressed and students became more confident in their ability to 

identify and correct security flaws, they became more willing to critique each other’s work and to 

present their own code for critique. 
 

In the submissions for Assignment 1, student examples were almost 100% cases of failure to 

validate input. By the time students submitted the second assignment, their growth in knowledge 
was evident. They presented more complex code with a variety of different security flaws and 

were able to suggest code alternatives that would improve the degree of security of the code. 

There was one group that struggled with finding a more complex coding example. However, after 
observing code presented by their peers, they were able to resubmit more complex and accurate 

code for the assignment. Assignment 3 was very well done. Most students solved the problem 
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assigned. A few groups took the challenge to develop a more complex system. They implemented 
a database query system, an account login validator, and a batch processor for financial 

transactions. 

 

From these exercises, it was evident that students were able to identify and correct the set of 
security-related code flaws listed in Table 2. 

 

4.2. Results from Students’ Responses to Feedback Questions 
 

In this section, we will discuss students’ responses to each of the six feedback questions from 
Section 4 

 

4.2.1. Responses to FQ 1: Student Definition of Secure Software 
 

Figure 3 illustrates the terms used by students to describe their understanding of secure software. 

Most students, (between 80% and 100%), defined secure software using the ACID (availability, 

confidentiality, isolation, and durability) properties, associated with reliable or robust software. 
All students defined secure software, as the product of secure coding. A little over 70% of the 

students included strategies used to achieve software security in their definition. They included 

both reactive and proactive measures. 
 

 
 

Figure 3. Graph of students’ responses to Feedback Question 1 
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4.2.2. Responses to FQ 2: How Students’ Perception of Software Security Has Evolved 

During the Semester 

 

 
 

Figure 4. Graph of students’ responses to Feedback Question 2 

 

When describing how the course changed their perception of software security, students’ 
responses generally surrounded three main themes: 

 

 Definition of Security 

 Value of Security-Aware Programming in achieving Software Security 

 Their own ability to implement strategies to make their software more secure 

 
Students explained that they had previously viewed software security as cybersecurity. At the end 

of the course, that perception had changed to viewing software security as a characteristic of the 

software and more than just cybersecurity. All students commented on a new understanding that 

software security can be negatively impacted by code defects. Secure coding was therefore 
something that they were capable of, by proactively avoiding security-related code defects. 

Figure 4 summarizes students’ responses to this feedback question. 
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4.2.3. Responses to FQ 3: What Students Considered the most Significant Takeaway from 

the Course 

 

 
 

Figure 5. Graph of students’ responses to Feedback Question 3 

 

All the students considered the skill developed in the identification of software flaws as one of 

the greatest takeaways of the course. They all indicated that this was a skill that they were happy 
to have acquired as it has improved the quality of their code. Most students indicated that their 

code has improved because they test more extensively to ensure that all edge cases were 

accounted for. 
  

Three students commented on having adopted a no-trust policy with input data, so they validate 

all input before using it. Students also commented on the fact that security-aware programming 

was a surprisingly simple, yet useful tool that they would be using for the rest of their careers. 
Two students commented that they have been teaching their friends how to code securely when 

working on collaborative projects. Two students discussed that achieving secure software may be 

costly in terms of time and human resources. However, the return on this investment was worth 
it.  Another student reported that the primary takeaway was the appreciation that it is the ethical 

responsibility of all programmers to develop code that is reliable, and that security-aware 

programming is a good tool for realizing this. Figure 5 summarizes these results. 

 

4.2.4. Responses to FQ 4: Students’ Expectations of a Secure Software Engineering 

Course 

 
All the students, except one, expected a course involving cybersecurity training. The one 

exception reported to never having thought of software security before and therefore had no 

expectations for the course. However, 80% of the students commented that developing the skill 
of security-aware programming was empowering because using security-aware programming 

made the development of secure code an attainable goal. 
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4.2.5. Responses to FQ 5: Aspect of the course that will be used going forward  

 

 
 

Figure 6. Graph of students’ responses to Feedback Question 5 

 

Figure 6 shows students’ responses to feedback question 5. All students identified coding 

securely as a skill that they will continue to use. Some suggested that this would focus on 

managing code defects while others discussed employing good testing strategies, particularly 
considering test cases that provide full coverage. 

 

4.2.6. Responses to FQ 6: Impact of taking the Course - 4 Months Later 

 

Only half of the students (10) from the original case study responded to question 6. The 7 seniors 

had graduated, and 4 other students did not submit a response. Of those who did respond, 100% 

indicated that they were still using the security-aware programming approach. The strategies 
being employed the most were robust testing of code to spot errors, input validation, and 

exception handling. Three of the students reported that they were proudly sharing their 

knowledge and skill with their peers. One student who is a peer tutor for Computer Science 1, 
reported that he uses the approach to help underclassmen, during tutoring sessions. However, the 

greatest endorsement was from the student who wrote “...I cannot help myself now. All my code 

has to be secure. I cannot code anymore without looking for the security vulnerabilities. I wish 

that we had been taught this before!  Every student should take this course!”  

 

4.3. Other Feedback from Students 
 

In this section, we report on other student feedback from informal face-to-face conversations and 

emails. Generally, students were excited about learning to code securely. Only three students felt 

that they had been introduced to the concept of secure coding before. All three of those students 
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had previously been taught by the researcher. Interestingly, faculty claim that they teach security 
measures in their courses. However, somehow this had not translated into student perception. 

Two of the more advanced students said that they had learned some version of secure 

programming over time, by trial and error.  Several students also reported that the content 

covered in the course had changed how they were programming in their other computer science 
classes being taken in the same semester. One senior who was in the process of interviewing for a 

full-time software engineering position said that the security-aware approach to programming 

was helping with the technical component of their interviews. All the students suggested that 
some of this content should be included in the introductory courses. 

 

5. DISCUSSION AND CONCLUSION 
 

The case study points to the potential for using TRAC to develop security awareness in students. 
From student feedback and the observation of student interactions in class, students demonstrated 

knowledge of software code defects. They also demonstrated the ability to effectively identify 

and purge those defects from code, to make it more secure. From their feedback, it also appears 
that students have gained confidence in using the approaches covered in class. They also appear 

to feel more competent and confident in their ability to write code that is security-aware. All the 

students who responded to FQ 6 have reported that they are continuing to use the security-aware 
approach to coding. 

 

One surprise from the case study was that even when faculty think that they are teaching students 

to code securely, students do not see it that way. This experience emphasizes the importance of 
designing security content in our courses instead of leaving it to chance. It is also important to 

present the security content in a contextually relevant way (as is done in the first stage of TRAC). 

This will help students to understand the rationale for the approach and the trade-offs for not 
using secure coding measures. 

 

It was also evident that teaching security-aware programming even to seniors, did not always 
require complex skills like cybersecurity strategies. The basic code defect identification and 

avoidance appear to be very effective. Often one of the main arguments for not teaching this 

approach is that faculty are not trained in security. This case study shows that any faculty 

member who has learned to code can provide opportunities for students to practice and develop 
the skill for secure programming. 

 

The case study suggests that the TRAC approach can be beneficial to students. However, the size 
of the study group was a limitation. Also, only half of the tested group responded to FQ 6 - the 

four-month follow-up. A more complete picture of the impact could be obtained from a larger 

number of responses. 

 
The current research was designed as a pilot study. In the future, we plan on using this approach 

to security-aware programming in three other courses: Introduction to Java, Data Structures and 

Algorithms, and Object-Oriented Programming. This will increase the sample size. We will also 
gather independent feedback on students’ progress, by monitoring their activity using a version 

control platform. This can be done anonymously, by providing students with random account 

credentials. 
 

The researchers are aware that teaching students to develop code with security awareness, is not 

the silver bullet to making all software secure. However, we believe that it is an important tool, 

that students can use to contribute to the inherent security of their software products. 
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