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Preface 
 

9th International Conference on Artificial Intelligence and Applications (AIAPP 2022), May 

28~29, 2022, Vancouver, Canada, 3rd International Conference on Natural Language Processing 
and Machine Learning (NLPML 2022), 8th International Conference on Data Mining and 

Applications (DMA 2022), 8th International Conference on Cryptography and Information 

Security (CRIS 2022), 8th International Conference on Software Engineering (SEC 2022), 9th 
International Conference on Computer Science and Information Technology (CoSIT 2022), 9 th  

International Conference on Signal and Image Processing (SIGL 2022), 9th International 

Conference on Cybernetics & Informatics (CYBI 2022) was collocated with 9th International 

Conference on Artificial Intelligence and Applications (AIAPP 2022). The conferences attracted 
many local and international delegates, presenting a balanced mixture of intellect from the East 

and from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from 
academia and industry to focus on understanding computer science and information technology 

and to establish new collaborations in these areas. Authors are invited to contribute to the 

conference by submitting articles that illustrate research results, projects, survey work and 

industrial experiences describing significant advances in all areas of computer science and 
information technology. 
 

The AIAPP 2022, NLPML 2022, DMA 2022, CRIS 2022, SEC 2022, CoSIT 2022, SIGL 2022 

and CYBI 2022. Committees rigorously invited submissions for many months from researchers, 

scientists, engineers, students and practitioners related to the relevant themes and tracks of the 
workshop. This effort guaranteed submissions from an unparalleled number of internationally 

recognized top-level researchers. All the submissions underwent a strenuous peer review process 

which comprised expert reviewers. These reviewers were selected from a talented pool of 
Technical Committee members and external reviewers on the basis of their expertise. The papers 

were then reviewed based on their contributions, technical content, originality and clarity. The 

entire process, which includes the submission, review and acceptance processes, was done 
electronically. 

 

In closing, AIAPP 2022, NLPML 2022, DMA 2022, CRIS 2022, SEC 2022, CoSIT 2022, SIGL 

2022 and CYBI 2022 brought together researchers, scientists, engineers, students and 
practitioners to exchange and share their experiences, new ideas and research results in all aspects 

of the main workshop themes and tracks, and to discuss the practical challenges encountered and 

the solutions adopted. The book is organized as a collection of papers from the AIAPP 2022, 
NLPML 2022, DMA 2022, CRIS 2022, SEC 2022, CoSIT 2022, SIGL 2022 and CYBI 2022. 

 

We would like to thank the General and Program Chairs, organization staff, the members of the 
Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 
the event and that the friendships and collaborations forged will linger and prosper for many 

years to come. 
 

 
David C. Wyld, 

Dhinaharan Nagamalai (Eds) 
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Deep learning pipeline for image classification on mobile
phones

Muhammad Muneeb, Samuel F. Feng, and Andreas Henschel

Department of Mathematics and Department of Electrical Engineering and Computer
Science, Khalifa University of Science and Technology,

Abu Dhabi, UAE

Abstract. This article proposes and documents a machine-learning framework and tutorial for classifying images us-
ing mobile phones. Compared to computers, the performance of deep learning model performance degrades when
deployed on a mobile phone and requires a systematic approach to find a model that performs optimally on both com-
puters and mobile phones. By following the proposed pipeline, which consists of various computational tools, simple
procedural recipes, and technical considerations, one can bring the power of deep learning medical image classification
to mobile devices, potentially unlocking new domains of applications. The pipeline is demonstrated on four different
publicly available datasets: COVID X-rays, COVID CT scans, leaves, and colorectal cancer. We used two application
development frameworks: TensorFlow Lite (real-time testing) and Flutter (digital image testing) to test the proposed
pipeline. We found that transferring deep learning models to a mobile phone is limited by hardware and classification
accuracy drops. To address this issue, we proposed this pipeline to find an optimized model for mobile phones. Finally,
we discuss additional applications and computational concerns related to deploying deep-learning models on phones,
including real-time analysis and image preprocessing. We believe the associated documentation and code can help
physicians and medical experts develop medical image classification applications for distribution.

Keywords: Image classification, machine learning, medical image classification, mobile phone application, cancer

1 Introduction

Disease diagnosis plays a crucial role in healthcare, and for many conditions, medical image data
can aid in diagnosing diseases [1,2,3,4,5,6,7,8]. Recent research has made these diagnostic tools
more efficient, primarily through deep-learning methods [9]. However, these methods typically
require relatively powerful and expensive computational hardware (e.g. modern GPUs), which
may not be available in remote or poor areas of the world that lack modern infrastructure. This
study proposes a pipeline for classifying images using mobile phones with a remote computer for
model training. Even though a central server is required for training, there are free options [10,11]
which are sufficient for training the model.

Due to the widespread availability of mobile phones and applications, tasks such as image
classification can now be completed at the point-of-care. The deployment of medical image clas-
sification models on mobile phones can lead to several technical issues. For example, the model’s
performance when trained or tested on a computer degrades significantly when the same model
is deployed on a mobile phone. Neural network models easily become large enough for phones’
memory, and images captured in real time can degrade classification performance. Furthermore, it
is unclear how to build a proper workflow connecting training data, often from different sources
with varying image sizes and quality, with a model deployed on a smartphone to aid diagnosis.
We highlight these issues (and other) and provide feasible solutions to tackle them. The result is
an amalgamation of best practices taken from the modern deep learning and data science land-
scape, including implementations for parameter reduction (Section 2.3) and data augmentation
(Section 2.3), resulting in a cost-effective diagnosis pipeline that can be used for medical image
classification aiding expert in the diagnosis of the diseases.

The following section explains the differences and similarities between similar projects and
the pipeline proposed in this study.
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In this study, [12], researchers proposed a mobile-based deep learning application for image
classification. However, they used Unity and MATLAB for implementation, whereas we used
the Android Studio TensorFlow application development template and Python for model training.
This study [13] investigated the usability of mobile phones for medical image classification. In
this project [14,15], researchers designed an application for skin diseases, with attached hardware
for accurate detection. In this paper [16], an artificial intelligence diagnostic system on mobile
Android terminals for cholelithiasis disease is proposed. This article [17] discusses the various
challenges that arise when deploying a machine learning model on mobile phones. This work
[18] employs edge computing on a mobile device with an integrated web server to diagnose and
forecast metastasis in histopathology pictures.

Among the existing studies [19,14,20,13,21,22,15,12,23,24], researchers have developed a
machine-learning pipeline and shed light on the medical and general images on mobile phone
applications. However, they did not provide the source code and applications that can be used for
result replication.

Many research papers explain image classification on mobile phones, but the following are the
reasons for reproducing existing work.

– The existing papers do not shed light on real-time testing and the concerns that may arise when
deploying a machine-learning model on mobile phones. For example, some android mobile
phones require models having weights in specific data types (Float32 and Unsigned Int8), and
if the model is trained on different data types, then the application crashes.

– The existing papers do not include source code and documentation, which are essential for
reproducing the results and developing an application for some other dataset.

– The existing papers developed different pipelines for various images like plants, tissues, and
X-ray/CT-Scan classification. However, we proposed a general application that works for any
classification problem by including and excluding substeps in the pipeline.

– We compared the model’s performance on the computer, mobile phone when pictures were
loaded from the camera, and mobile phone in real-time.

We believe there must be a generalized application that can capture images in real time and
from mobile galleries and classify them into various categories; for that purpose, we used existing
templates. Using such a template assists in classification problems involving birds, flowers, plants,
objects, tissues, and lung cancer classification. We also analyzed the performance of the same
model on real-time and digital images, which showed that the performance of the model was
highly degraded in real-time analysis. Finally, we present a method for improving the model’s
performance on a mobile phone.

Section 2 provides the technical context and describes the entire seven-step pipeline process.
Section 3 demonstrates the implementation of the pipeline on covid-19, plants, and cancer classi-
fication as a use case and discusses the model performance and technical considerations. Sections
4 and 5 contain a discussion and conclusion, including a link to all the data and codes to reproduce
results.

2 A pipeline for image classification on mobile phones

There are already several contexts in which deep learning or other classification models are de-
ployed on mobile phones, including small-scale applications such as emoji selection from text [25]
to larger-scale recommendation systems [26,27] and face detection from camera images [28,29].
Implementing image classification presents many challenges, such as ensuring that the image di-
mensions are the same for training and testing data. Furthermore, the image background/environment
in which the model trained should be the same as in the field; otherwise, the model might be trained
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to see spurious details in the image background, leading to incorrect results. One must also ensure
that the model is implemented efficiently to fit inside mobile memory, often forcing reductions
in the model size that can sacrifice accuracy. Finally, if one wants to leverage publicly available
medical image data in a mobile context, the details of implementing best practices are unclear.
Our answer to all these considerations is a machine-learning pipeline, illustrated in Figure 1 and
described in this section.

A pipeline is only as good as its data, and starting, one must obtain data suitable for model
training and identify the end-user’s mobile devices.

As is standard in supervised learning, the training data must be labeled; for medical images,
this is typically performed by a domain expert [30]. Many such medical image datasets are avail-
able in the public domain [31,32], and one should verify labels with the help of a local physician.

2.1 Step 1: Choose different images sizes and generate sub-datasets

The first step is preprocessing, which consists of image rescaling, normalization, and image resiz-
ing [33], and organizing the data appropriately for later analysis. The user selects a small number
of different image sizes for testing. Extra testing in this first step will help avoid excess model
parameters, which might crash the mobile application in a later stage.

In practical applications, we recommend choosing 3-5 different sizes ranging from 30 x 30 to
500 x 500 as sufficient, and these choices may depend on the expected aspect ratios of the training
data. During the model validation in step 3 2.3, one of these image sizes will be selected automati-
cally depending on the model performance. Figure 2 shows the subdatasets having different image
sizes generated from the original dataset.

2.2 Step 2: Data splitting for validation

It is essential to use stratified-k-fold validation for each image size to avoid over-and under-fitting
during the training [34]. This ensures that the folds are chosen such that the mean response value
is equal across all folds, ultimately decreasing model bias.

Our recommendation is to start with k=5, which repeatedly trains models using 80 percent of
the original data and uses the other 20 percent to evaluate model performance.

As is typical with cross-validation, one then systematically trains the model on 4 of the 5 folds
and uses the held out to assess the model performance, and the results are averaged to estimate
overall model performance.

2.3 Step 3: Model Architecture and Training

Image analysis using deep learning methods is a rapidly growing field with many algorithms com-
peting over a wide variety of applications (e.g. LSTM and RCNN) [35]. For medical image clas-
sification, Convolutional Neural Networks (CNN) are the most popular [36].

Convolution is the process of multiplying pixel values by weights and summing them. The first
layer of the CNN frequently detects essential characteristics such as horizontal, vertical, and diag-
onal edges. The first layer’s output is then sent to the second layer, which extracts more complex
features like corners and edge combinations. Subsequent layers recognize higher-level character-
istics such as objects and faces [37]. Based on the activation map of the last convolution layer, the
terminal layer outputs a series of confidence ratings (numbers ranging from 0 to 1) that indicate
how probable the image belongs to a specific class.

Models are ultimately fit in Keras using model.fit. But before training the model, we must
address a few key considerations. First, choose the number of parameters or neurons in each layer
and the number of layers. If there are too many layers, then there is a possibility that the model
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Fig. 1: This diagram shows the overall pipeline for implementing deep learning image classifica-
tion model for mobile phone devices.

may overfit. If there are too few layers, the model may not learn applicable features. Second,
reduce the number of parameters (one could imagine a systematic dropout algorithm that trade-off
model size and accuracy) to enable execution within a mobile phone’s memory [38], while also
minimizing any associated performance penalties. This is another step that is typically adjusted
“by hand,” and as a starting point, we recommend following the steps taken in our use case below
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Fig. 2: Choose different images sizes and generate sub-datasets.

in Section 3. Other key considerations before model fitting are included in this subsection and are
clearly implemented in the shared code linked below Section 3.

Data augmentation Data augmentation is another key step for maintaining model performance
in real-world settings. It artificially stimulates and induces noise and other transformations on the
training images when fitting the model [39,40]. In unpredictably noisy applications like ours using
potentially multiple mobile phone cameras and hospital settings, such steps are essential.

Parameters for the data augmentation process are controlled via an image train generator and
must also be specified. More specifically, when dealing with the medical images captured on mo-
bile phones in real-time, it is essential to consider all options and possibilities with data augmen-
tation, eventually settling on a few different combinations of settings. The key data augmentation
parameters in our context are:

– rescale: Rescaling (normalizing the pixels values in the image) is the default parameter
used in image preprocessing for training the model. Original pictures are in RGB format, with
pixel values ranging from 0-255. Such numbers would be too large for the model to cope,
resulting in an inflating gradient during the backpropagation phase when training the model.
So we multiply the data by 1/255 to change the pixels values between 0-1.

– rotation range, horizontal flip, and vertical flip: These parameters
randomly rotate and flip training data and should be included because mobile photos can be
taken in various rotations. The rotated image is appended with pixels that degrade the classifi-
cation accuracy in the data augmentation phase. For medical images, the horizontal or vertical
flip is fine. However, when the image is rotated, we lose a vast amount of information, de-
pending on the rotation range. One vital point to notice here is that rotated images generated
by train generators have appended pixels and can degrade performance. In contrast, images
captured by rotating phone cameras do contain all the information.

– brightness range: The brightness range in the train generator increases or decreases the
image’s color brightness to produce multiple images. When the application is deployed in
real-time, there is a possibility that the image’s brightness captured from a mobile phone is
different from the one on which the model is trained. So, this parameter is compulsory in the
data augmentation phase to train the model on images of varying brightness.

– zoom range, shear range, width shift range, and height shift range:
Zoom range randomly zooms inside pictures, shear range applies shearing transformations to
image, width, and height shift change image dimension horizontally and vertically [41]. In
a typical image classification task, these parameters can play an essential role in making the
model robust. In the case of medical images, it is possible that if these factors are added, the
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model’s performance will suffer, as evidenced by the findings. In medical images, the differ-
ence between the positive and the negative case is subtle. For example, in the dog/cat classi-
fication problem, we can distinguish them quickly, but in cases/controls, there is just a white
pattern in the image. The transformed image produced using these parameters can convert the
positive case into negative and vice versa.
Table 1 contains our recommendation of 4 train generators and their respective parameter
settings in Keras. Figure 3 shows the resulting directory structure after following the above
steps.

Fig. 3: This diagram shows a directory structure for training the model. Generate images with
multiple sizes and make a folder for each size. There can be various train generators for each
image size, which do not require a separate folder. For each image size, make one folder for
each fold. To use data augmentation or train generator, make three folders (train, test, validation)
containing sub-folders representing each category.

Parameter reduction Once one identifies the best model by Stratified-k-fold validation, we must
reduce parameters to avoid crashing the mobile application. Hyper-parameter tuning does not, but
the number of layers and neurons in each layer affects the model’s size. Consider the best model
from the previous step has two layers with N filters in the first (convolution layer) and M neurons
in the second layer (fully connected layer). Increase filters from 1 to N for the first layer, 1 to
M (Neurons) for the second layer, calculate model accuracy and the number of parameters in the
model. The number of filters or neurons, the size of the filter, dropout, and strong pooling can be
used to reduce the model size.

This step is time-consuming, but once the model with fewer parameters is achieved, it can
also be deployed on other devices with low computation power like the Raspberry pi. This model
contains a compact form of knowledge learned by the model having high parameters.
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Image Generator Parameters Generator 1 Generator 2 Generator 3 Generator 4
rescale = 1./255 ✓ ✓ ✓ ✓

rotation range = 40 ✓ ✓ ✓
brightness range = [0.2,1.0] ✓ ✓ ✓

horizontal flip = True ✓ ✓ ✓
vertical flip = True ✓ ✓ ✓

fill mode = ’nearest’ ✓ ✓ ✓
featurewise std normalization = True ✓ ✓

featurewise center = True ✓ ✓
zoom range = 0.2 ✓

shear range = 0.2 ✓
width shift range = 0.2 ✓

height shift range = 0.2 ✓

Table 1: Recommendations for data augmentation settings in Keras image data processing. The
first column shows parameter settings, and ✓in subsequent columns denotes inclusion in the 4
recommended image generators.

2.4 Step 4: Convert model environment to TensorFlow Lite

At this step, we have two options: The first is to convert the model to TensorFlow Lite, and the
second is to convert the model to TensorFlow Lite and quantize the model (A quantized model
executes some or all of the operations on tensors with integers rather than floating-point values)
[42].

2.5 Step 5: Specify appropriate metadata

Metadata gives information about the model in addition to its fit weights and architecture. It in-
cludes the model name, the input size (image size), and the output size (# of categories), and must
be specified. Table 2 gives a starting point for metadata settings. After this step, we have two files:
the TensorFlow Lite model and a label text file. One should also verify that the order of categories
in the label text file matches the model’s prediction order.

name model’s name
version v1
image width 50
image height 50
image min 0
image max 1
mean [0]
std [255]
num classes 2
author X

Table 2: Model’s metadata parameters and dummy values

2.6 Step 6: Specify appropriate application development platform

Different application development platforms can be used, like a Flutter (Quantized TensorFlow
Lite model) or Android Studio (TensorFlow Lite model). An already developed appli-
cation template can build deep learning applications in this stage. Explore several options and
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decide on the flow of the application. For example, images can be classified in real-time using a
camera feed or captured images. This step is related to application development and will not affect
the final result.

2.7 Execution and final considerations

At this point, we have a model deployed on potentially multiple mobile phones capable of med-
ical image classification. Select 3 to 5 images from all categories and test the TensorFlow Lite
(Quantized/ Unqunatized) model performance on the computer, and that accuracy is the baseline
accuracy. For mobile phones, we recommend testing the final model in two ways. The first is to
build the application and load those images from the mobile gallery for evaluation (Flutter-based
template) using a quantized model. The second option is real-time processing (TensorFlow tem-
plate) using an unquantized model.

Just like preprocessing is required to train the model on a computer, there is also a prepro-
cessing engine in mobile to preprocess the images, so there can be severe issues when images are
tested from the camera feed. The first is the underlying hardware, and the result for the same image
using the same model on a computer and mobile phone can yield different results, and there is no
solution to mitigate this problem.

The sizes of the images can vary (See figures 4a and 4b), the distance at which the phone
should be placed to classify the image can vary, and lastly, the location of images when captured
through the phone. If the size of the image varies, then mobile phone distance can be changed
such that the frame contains the image. We address each issue separately (See figure 4). Lastly,
the background of images can vary (See figures 4c and 4d).

If the model’s accuracy when pictures are loaded from the gallery is low, then the model will
not perform when pictures are captured and classified in real-time. So, it is recommended to test
the model performance on flutter application before shifting it to real-time.

(a) (b)

(c) (d)

Fig. 4: Panels 4a/4b: Inconsistent images of Hornbeam. Panels 4c/4d: Difference of background
of various catagories.

Figure 5 shows how the TensorFlow Lite application template perceives an image.
If classification accuracy is not sufficiently high, return to step 2.3 and repeat the process. To

enhance performance, modify the picture size, machine learning model (number of neurons and
layers), and hyper-parameters. This final step of testing on additional images is essential for robust
performance, and even though the model will run without it, we do not recommend skipping it.
Figure 6 shows the possibilities in which the proposed pipeline can be used depending on the type
of the dataset.
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Fig. 5: This diagram shows how real-time picture is perceived by mobile phone. The width of the
frame in the TensorFlow Lite template is 480 pixels, and the height is 640 pixels. The captured
picture is cropped to 480 by 480, as shown by the black box in the middle. The two yellow lines
are equal and show that a particular region is ignored.

3 Use Cases

Medical images have the potential to contribute as a less expensive and more rapid option that
can deliver results in minutes instead of days [43]. The added value is not a replacement for the
clinical diagnosis of but to rapidly augment physician information with an uncertain and rapidly
evolving virus, thereby improving patient care and outcomes.

The system specifications for the following results are: Intel(R) Core(TM) 7-9750H CPU @
2.60Hz, 16 GB RAM with NVIDIA GeForce RTX 2060 GPU, running Microsoft Windows 10.
The development specifications are Cuda compilation tools release 10.0, V10.0.130, Deep Learn-
ing framework Keras 2.4.3, Python 3.6.8, and Tensorflow 2.3.1. The mobile phone specifications
are a HUAWEI Y7 Prime 2019, Android version 8.1.0, EMUI version 8.2.0, and Model number
DUB-LX1.

3.1 Dataset 1: Chest X-ray images

Dataset 1 consisted of images of size (1024,1024,3), which we reduced (Step 1, section 2.1) to
(50, 50, 3), (100, 100, 3), (200, 200, 3), and (300, 300, 3). Data splitting for Stratified-5-fold val-
idation (Step 2, section 2.2) resulting in training data (70%), validation data (10%), and test data
(20%). The model architecture and training (Step 3, section 2.3) used a CNN with the architec-
ture and hyper-parameters shown in table 9 and 10. This data already contained augmented posi-
tive/negative X-ray scan images, so we skipped data augmentation (Section 2.3). Cross-validation,
with normal images and augmented images are distributed randomly in the train, validation, and
test sets, produced the classification results in Table 3 with image size of 200 yielding the highest
accuracy. Parameter reduction (Section 2.3) yielded a model with 4 filters in layer 1 (Convolution
layer) and 8 neurons (Fully connected layer) in layer 2, resulting in a reduction in model size from
2,374KB to 24KB. Table 3 shows that the best performance was found with an image size of 200.
Taken together with the results from parameter reduction, the model parameters for metadata were
finalized and are shown in Table 4.

Computer Science & Information Technology (CS & IT) 9



Fig. 6: This figure shows the four possibilities of using the proposed pipeline depending on the type
of images. The grayed boxes skip a particular skip step for a particular images type. For custom
datasets, all steps are compulsory. If the existing model is used, there is no need for parameter
reduction because the model’s size is already optimal. When images are loaded from the gallery
image generator, digital images will not increase the accuracy. For digital and medical images like
CT scans, the image’s size is mostly fixed. If the model’s performance when tested on a mobile
phone is low, tune model architecture and perform hyper-parameter optimization by mutating
batch size, number of epochs, and the number of layers in the model.

Dataset 1
Size Accuracy
50 95.88 (+- 1.80)
100 95.77(+- 1.65)
200 96.54(+- 1.87)
300 59.80(+- 19.41)

Table 3: Dataset 1 [44] cross validation accuracy for different image sizes.

This reduced model was converted to TensorFlow lite (Section, 2.4), and the associated code
snippets and scripts can be found in this paper’s code repository. These steps involved running
the TensorFlow lite converter, generating an appropriate label file with classes, and adding the
Table 4 metadata to the TensorFlow Lite model. This resulted in a model with well-defined input
size, range of input values, and output (see Table 4). Then, the TensorFlow Lite Android wrapper
code generator was used to create platform-specific wrapper code, which efficiently deploys and
executes the model code on the mobile phone [45]. Next, we elected to use the Flutter image
classification template (Section 2.6), allowing users to capture an image with their camera and
pass it from their phone’s image gallery application to the model, which then gives the positive or
negative prediction.
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name Dataset 1 Model
version v1
image width 200
image height 200
image min 0
image max 1
mean [0]
std [255]
num classes 2
author X

Table 4: Model’s metadata parameters for the best model of dataset 1.

3.2 Dataset 2: Chest CT images

Dataset 2 [46] contained CT-scan images of size (1024, 1024, 3), which we reduced (Step 1, sec-
tion 2.1) to (30, 30, 3), (50, 50, 3), (100, 100, 3), (200, 200, 3), and (300, 300, 3). The model ar-
chitecture and training (Step 3, section 2.3) used two CNN models shown in Table 11 (Model 1)
and 13 (Model 2) with the data augmentation, and cross-validation to train the model. Table 5
shows the result of classification for dataset 2.

DataSet 2 / Model 1 Gen1 Gen2 Gen3 Gen4
Shape=30 63.11(+- 2.98) 59.69(+- 6.21) 61.05(+- 6.48) 59.20(+- 5.11)
Shape=50 63.93(+- 4.33) 57.82(+- 2.84) 59.60(+- 2.80) 57.87(+- 6.51)
Shape=100 65.82(+- 4.63) 62.85(+- 4.13) 57.65(+- 2.70) 53.41(+- 6.60)
Shape=200 59.56(+- 3.58) 56.23(+- 7.67) 54.22(+- 5.46) 53.56(+- 3.58)
Shape=300 60.16(+- 9.06) 52.37(+- 6.17) 56.04(+- 6.30) 55.08(+- 2.91)
DataSet 2 / Model 2 Gen1 Gen2 Gen3 Gen4
Shape=30 50.95(+- 6.31) 54.89(+- 5.13) 60.68(+- 3.05) 55.77(+- 2.27)
Shape=50 63.98(+- 1.88) 60.41(+- 3.96) 58.87(+- 4.76) 56.13(+- 5.77)
Shape=100 59.18(+- 3.80) 55.30(+- 4.00) 56.45(+- 3.53) 55.41(+- 10.60)
Shape=200 62.94(+- 5.49) 53.93(+- 4.03) 56.30(+- 3.41) 50.39(+- 4.00)
Shape=300 60.74(+- 6.91) 50.25(+- 3.97) 51.92(+- 0.81) 53.33(+- 5.81)
Table 5: We used 5-fold validation, 5 different sizes of input images, and 4 generators. If the
accuracy is too low, try multiple models.

The best accuracy for dataset 2 was for model 1 with image input size 100, model 1, and train
generator 1. Parameter reduction (sub-section, 2.3) reduced the size of the model from 2,374KB to
323KB. Figure 9 (See supplementary material, 6) shows the heatmap of accuracies for each com-
bination of filters and neurons in the first layer and the second layer. Convert model environment
to TensorFlow lite version (Step 4, section 2.4).

Specify appropriate metadata (Step 5, section 2.5) adds metadata to the TfLite version of the
model. The best accuracy for dataset 2 was for model 1, image size 100, so only change the
metadata fields mentioned in Table 6.

name Dataset 2 Model
image width 100
image height 100

Table 6: Model’s metadata parameters for the best model of dataset 2.
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After this step, we have a label file and a model with metadata. Specify appropriate applica-
tion development (Section, 2.6) used flutter image classification template. Examples of the final
application at work can be seen in Figures 7a and 7b.

In execution and final considerations (Step 7, section 2.7), we considered the first 5 images
from both (CT COVID and CT nonCOVID) categories for the final testing on mobile phone,
and those images were not part of model training/testing. We tested the model performance on
the mobile phone in real-time, and the final accuracy was 0.6, which means the model cannot
be deployed, but the performance increased to 0.80 percent when images were loaded from the
gallery (Flutter App).

3.3 Dataset 3: Leaves

The dataset [47] consists of five leaves: Ash (24), Beech (28), Hornbeam (30), Mountainoak (20),
and Sycamoremaple(20). Dataset is reduced (Step 1, section 2.1) to (50, 50, 3), (100, 100, 3),
(200, 200, 3), and (300, 300, 3). The model architecture and training (Step 3, section 2.3) used
two CNN models shown in Table 11 (Model 1) and Table 12 (Model 2) with the data augmenta-
tion, and cross-validation to train the model. Table 7 shows the result of classification for dataset
3.

DataSet 3 50 - Model 1 100 - Model 2 200 - Model 2 300 - Model 2
Gen1 87.13 (+- 19.63) 86.57 (+- 15.74) 98.04 (+- 2.39) 97.047 (+- 2.41)
Gen2 95.03 (+- 4.87) 91.28 (+- 7.73) 99.04 (+- 1.90) 96.04 (+- 1.97)
Gen3 96.73 (+- 1.64) 94.09 (+- 7.36) 96.04 (+- 3.73) 99.047 (+- 1.90)
Gen4 92.67 (+- 2.94) 91.28 (+- 8.18) 94.14 (+- 5.61) 91.33 (+- 12.92)

Table 7: We used 5-fold validation, 4 different sizes of input images, and 4 generators.

Parameter reduction (sub-section, 2.3) is skipped. Convert model environment to TensorFlow
lite version (Step 4, section 2.4) and produce two files: model.tflite and quantizedmodel.tflite.

Specify appropriate metadata (Step 5, section 2.5) adds metadata to the TfLite version of the
model.

After this step, we have a label file and a model with meta data. model.tflite is deployed
on TensorFlow lite template and quantizedmodel.tflite is deployed on Flutter template
(Section, 2.6).

In execution and final considerations (Step 7, section 2.7), we considered the first 4 images
from all categories for the final testing on mobile phone, and those images were not part of model
training/testing. We tested the model performance on the mobile phone when the image size was
50 for generator 3, but the final accuracy was 0.2, which means the model cannot be deployed. At
this stage, repeat the process with variation in the model architecture (Step 2, section 2.2) and test
the model performance. For shape 224, generator 1, and model 2 (See table 12), the performance
increased to 0.75 percent when images were loaded from the gallery (Flutter App). For shape 224,
generator 3, and model 2 (See table 12), the performance was 0.75 in real-time (TensorFlow App).

3.4 Dataset 4: Colorectal adenocarcinoma

This is a set of 7180 image patches (9 different categories) from N=50 patients with colorectal
adenocarcinoma [48]. The dataset is challenging to train, test, deploy on the phone, and real testing.

Dataset is reduced (Step 1, section 2.1) to (50, 50, 3), (100, 100, 3), (200, 200, 3), and (300, 300, 3).
The model architecture and training (Step 3, section 2.3) used one CNN models shown in Table
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DataSet 4 50 100 200 300
Gen1 73.19 (+- 6.27) 71.20 (+- 4.11) 18.00 (+- 9.54) 16.80 (+- 8.81)
Gen2 69.19 (+- 10.24) 75.59 (+- 3.20) 22.79 (+- 3.91) 22.39 (+- 2.65)
Gen3 68.40 (+- 4.96) 70.00 (+- 4.89) 17.20 (+- 4.11) 20.39 (+- 3.44)
Gen4 70.0 (+- 6.32) 67.20 (+- 7.44) 20.79 (+- 3.24) 22.40 (+- 6.49)

Table 8: Cancer classification result.

12 (Model 1) with the data augmentation, and cross-validation to train the model. Table 8 shows
the result of classification for dataset 4.

Parameter reduction (sub-section, 2.3) is skipped. Convert model environment to TensorFlow
lite version (Step 4, section 2.4) and produce two files: model.tflite and quantizedmodel.tflite.

Specify appropriate metadata (Step 5, section 2.5) adds metadata to the TfLite version of the
model.

After this step, we have a label file and a model with meta data. model.tflite is deployed
on TensorFlow lite template and quantizedmodel.tflite is deployed on Flutter template
(Section, 2.6).

In execution and final considerations (Step 7, section 2.7), we considered the first 4 images
from all categories for the final testing on mobile phone, and those images were not part of model
training/testing. We tested the model performance on the mobile phone in real-time, and the final
accuracy was 0.2, which means the model cannot be deployed. We increased the image size to
200, and the performance increased to 0.56 percent when images were loaded from the gallery
(Flutter App). One point to notice here is the test accuracy was 0.99 on the computer.

(a) (b)

Fig. 7: Screenshot of application 1 7a 7b for covid detection using CT scan, deployed on android
phone. Panels 7a/7b: Covid negative/positive Chest CT-scans, respectively.

The following paragraph elaborates the time to execute the pipeline.
For reading images (Step 1, 2.1), write a script, and it may take an average time of 20 - 30

minutes, depending on the way the dataset is stored. Below we calculated the time to train the
model for images of various sizes for dataset 2, containing about 744 images. Time to train ma-
chine learning model (Step 3, 2.3) was 10, 17, 50, 180, and 600 minutes (total time 14 hours) for
images having dimensions 30, 50, 100, 200, and 300. The parameter reduction step (Step 4, 2.4)
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is time-consuming, and for one model having two layers, it took about 1 to 2 days. Converting
the model to TensorFlow lite and adding metadata (Step 5, 2.5) takes about 5 minutes. Modifying
the image classification template (Step 6, 2.6) for a specific dataset will take about 30 minutes.
Building and deploying the application will take about 6 hours for one phone. So the total time for
running the pipeline for one dataset is about 3 days.

4 Discussion

This section contains the limitations and future directions of the proposed pipeline. There are a
few limitations associated with the proposed approach. For example, we considered only android
phones (a specific vendor) running a particular version of the Android operating system. There is a
high probability that the final classification performance would be identical for phones running the
Android operating system due to the same android operating system, but for iPhone or Raspberry
Pi, the results may vary. Such applications can also be developed for the iPhone using a different
application development framework, one of the future directions for the proposed framework.

5 Conclusion

This study proposed a pipeline for deploying a deep learning model for medical image classifica-
tion on mobile phones. The scope of the solution is not only limited to covid-19, but we can also
use it for breast cancer or any other medical dataset, making the mobile phone a diagnostic tool
for medical images classification. Complex models and other high-end application development
skills can also lead to image segmentation. It is essential to highlight the usability and application
of the proposed pipeline. Imagine traveling in a deep forest, which has insects and plants that can
cause rashes. If someone suffers from skin allergies from a plant, they cannot call a doctor or find
any medical assistance. Nevertheless, having a mobile phone application can tell which medicine
is appropriate for a particular injury. Such applications can empower doctors in clinical settings
where they may require knowledge from other sources to diagnose some diseases better. It will
also give access to the public to use that application because there are about 4.3 billion people who
use mobile phones.
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6 Supplementary information

The documentation associated with the manuscript is available at the following link. https:
//github.com/MuhammadMuneeb007/A-pipeline-for-image-classificati
on-using-deep-learning-on-mobile-phones

The code segments associated with the documentation are available at the following link. ht
tps://muhammadmuneeb007.github.io/A-pipeline-for-image-classific
ation-using-deep-learning-on-mobile-phones/Find%20a%20dataset.ht
ml#directory-form

The files, associated applications, and directories are available at the following link. https:
//1drv.ms/u/s!AlFVll05llt7gwheV2i4SN3rba13?e=My0QKq

This section contains the material referenced in the section 3.

Model 1 architecture for dataset 1
Layers Parameters

Layer 1 - Con2D
30 Filters *
(kernel size = (3,3))

Layer 2 - MaxPool2D (pool size = (2,2))
Reshape -
Layer 3 - FullyConnected (50 Neurons)
Relu -
Layer 4 - FullyConnected (2 Neurons)
Softmax -

Table 9: Model 1 architecture for dataset 1.

Model’s Hyper-parameters
Hyper-parameters Value
Batch size 10
Epochs 50
Validation size 10%
Optimizer SGD
Loss categorical/binary crossentropy
Metrics Accuracy

Table 10: Hyper-parameters for all dataset 1 and 2.

Model 1 architecture for dataset 2
Layers Parameters

Layer 1 - Con2D
32 Filters *
(kernel size = (3,3))

Layer 2 - MaxPool2D (pool size = (2,2))
Reshape -
Layer 3 - FullyConnected (128 Neurons)
Relu -
Layer 4 - FullyConnected (2 Neurons)
Softmax -

Table 11: Model 1 architecture for dataset 2.
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Model 2 architecture for dataset 3
Layers Parameters

Layer 1 - Con2D
32 Filters *
(kernel size = (3,3))

Layer 2 - MaxPool2D (pool size = (2,2))

Layer 3 - Con2D
32 Filters *
(kernel size = (3,3))

Layer 4 - MaxPool2D (pool size = (2,2))

Layer 5 - Con2D
32 Filters *
(kernel size = (3,3))

Layer 6 - MaxPool2D (pool size = (2,2))

Layer 7 - Con2D
64 Filters *
(kernel size = (3,3))

Layer 8 - MaxPool2D (pool size = (2,2))
Reshape -
Layer 9 - FullyConnected (128 Neurons)
Relu -
Layer 10 - FullyConnected (50 Neurons)
Relu -
Layer 11 - FullyConnected (20 Neurons)
Relu -
Layer 12 - FullyConnected (Categories Neurons)
Softmax -
Table 12: Model 2 architecture for dataset 3 and 4. We increased the number of convolutional
layers to extract the information because the model 13 did not work.

Model 2 architecture for dataset 2
Layers Parameters

Layer 1 - Con2D
32 Filters *
(kernel size = (3,3))

Layer 2 - MaxPool2D (pool size = (2,2))

Layer 3 - Con2D
64 Filters *
(kernel size = (3,3))

Layer 4 - MaxPool2D (pool size = (2,2))
Reshape -
Layer 5 - FullyConnected (256 Neurons)
Relu -
Layer 6 - FullyConnected (128 Neurons)
Relu -
Softmax -

Table 13: Model 2 architecture for dataset 2.
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ABSTRACT 
 

The application of Generative Pre-trained Transformer (GPT-2) to learn text-archived game 

notation provides a model environment for exploring sparse reward gameplay. The transformer 

architecture proves amenable to training on solved text archives describing mazes, Rubik’s 

Cube, and Sudoku solvers.  The method benefits from fine-tuning the transformer architecture to 

visualize plausible strategies derived outside any guidance from human heuristics or domain 

expertise.  The large search space (>1019) for the games provides a puzzle environment in 

which the solution has few intermediate rewards and a final move that solves the challenge. 
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1. INTRODUCTION 
 

The transformer architecture provides a scalable mechanism for natural language generation 

(NLG) to encode long-range dependencies needed to output plausible text narratives. 

Transformers [1] have rapidly advanced to rival or overtake other deep learning architectures 

such as convolutional neural networks (CNN). Initially developed to handle long-term language 

dependencies, this approach over-weights important relations via the “attention” method rather 

than attempting to localize dependencies (CNN) or grow dense networks for all weights. While 

the resulting sparse network extends available long-term connections needed to relate distant 

parts-of-speech or sentence context, the net effect has grown to massive models now in the 

trillions of connection weights [2].  This approach has since found application in other fields 

unrelated to the original language modeling, such as non-local effects needed for visual context 

problems. Among the early successes, the Generative Pretrained Transformer (GPT-2) from 

Open AI [3] remains one of the most robust architectures for fine-tuning applications. In these 

cases, the original training set gets specialized to diverse domains outside of its initial text data 

[4]. As a result, previous work has applied GPT-2 to play chess [5], Go [6], and other complex 

strategy games without knowing the explicit rules but instead learning the text patterns necessary 

to transfer learning from archival play. Since no move constraints get introduced to the 

transformer (e.g. legal vs. illegal moves), the trained model results in gameplay without human 

knowledge [7].  Because of its origins in natural language modeling, GPT-2 serves as a viable 

mimic of human narratives (sometimes called a “stochastic parrot”), particularly for the 

specialized use case called here as “unnatural language” generation. Figure 1 highlights some 

example applications of learning text archives for puzzles including Rubik’s cube, Sudoku, and 

maze solvers. 
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1.1. Puzzles and Games 
 

                                         
 

                                      
 

The application of AI and machine learning approaches to gameplay offers a rich history ranging 

from Deep Blue in chess (1997) to AlphaZero [7]. One appealing aspect follows from the 

obvious scoring metrics associated with scoring humans vs. machines. In economics and game 

theory, a key distinction among the types of games amenable to AI implicitly favors perfect 

information games, such as chess, checkers, Go, etc. The board state is known equally to the 

human and machine players and gameplay progresses sequentially. The sequential play alternates 

its moves in a way different from simultaneous plays like Rock, Paper, Scissors, which are also 

perfect information but not alternating moves. Recent advances in Monte Carlo tree search [7] 

have conquered human experts even in imperfect information games like poker, in which players 

can bluff while concealing their true game state until forced to reveal winners and losers in the 

final move of turning over cards or folding their hands. A third game category has recently 

attracted AI attention and might be informally classed as open-ended worlds like the video play 

in DOTA and StarCraft 2. Playing these games effectively as a tree search problem requires 

 

Figure 2. Example sparse reward puzzles in text notation 

 

Figure 1. Rubik's Cube String Notation and 

Syntax for Position and Colors 
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enormous computing resources and must handle the wide universe of available strategies (“where 

almost anything goes”). The present research examines a fourth possible category well known to 

the reinforcement learning community as games or puzzles that offer sparse rewards. These 

problems are generally characterized by large state spaces and a relatively small number of states 

which have an associated reward signal. Infrequent rewards often make gradient-based search 

and other methods that depend upon a smooth reward signal impractical. 

 

1.2. Sparse Rewards 
 

One notable example of a sparse rewards task is the Rubik's cube. The Rubik's cube is a puzzle 

with 6 rotating faces, each composed of 9 smaller squares ("cubies") which take one of 6 colors. 

The objective is to rotate the faces until each face contains 9 squares of the same color. The 

Rubik's cube is an extreme example of a sparse rewards task [8-9] it has a large state space 

consisting of approximately 4.9×1019 possible configurations, and only the goal state has an 

associated reward signal. This causes a sudden stepwise gain in rewards when making the final 

solving move. 

 

A less extreme example of a sparse rewards task is the numerical puzzle game, Sudoku. The 

objective of Sudoku is to fill in missing cells of a 9×9 grid with the numbers 1-9, subject to the 

conditions that no number may appear twice in the same row, column, or 3×3 block. Because of 

these conditions, Sudoku is also known as a constraint satisfaction game. Like the Rubik's Cube, 

Sudoku has an enormously large state space, as there are approximately 6.671×1021 valid Sudoku 

grids alone [10], and a reward signal is only achieved during the final step of the solving process.  

 

                     
 

It is worth noting that traditional Monte Carlo tree search techniques have exhaustive computing 

needs compared to GPT-2. For example, AlphaGo uses 1920 CPUs and 280GPUs (or $3000 in 

electricity costs) for each game [11]. The research explores solving these sparse reward games 

without reinforcement learning or Monte Carlo tree search. Instead, we apply the long-range 

rewards (weights) found in current language transformers based on their attention strategies 

applied to text generators. The best-known examples of games with text generators largely focus 

on fine-tuning the GPT-2. Previous work has applied GPT-2 to perfect information games (e.g. 

chess, Go).  For Sudoku and Rubik’s Cube, deterministic (search) algorithms deliver sufficient 

quantities of good training data such that traditional deep learning techniques can solve the games 

using computer visions approaches and convolutional neural networks [12-13]. We propose to 

solve the games using text-based (ASCII) archives and fine-tune the transformer architecture to 

visualize another strategic solution to the sparse rewards challenges. 

 

 

Figure 3. Solution Cube Notation for Visualizing Moves 
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2. METHODS 
 

This research compares solving three classes of games using language modeling: Rubik’s Cube, 

Sudoku, and mazes. For each game or puzzle, language representations are generated from 

archives of available gameplay and fine-tuning large pattern recognition models. While the 

models were originally trained for language generation tasks, they can be fine-tuned to generate 

plausible game moves. One common element of the approach stems from the game moves in a 

string (ASCII text) format.  Another notable feature is their visualization, so the language model 

can be viewed as another game player and not an abstract symbol generator alone. In other 

words, one can assess the model through a score and rate the strategies it employs. 

 

2.1. Rubik’s Cube Representation 
 

For a Rubik's task, we generated a dataset consisting of 5,000 pairs of initial cube configurations 

and corresponding solutions. To generate the initial configurations, a scrambling formula was 

created by randomly generating a sequence of moves to perturb the cube from the completed 

state. These scrambling formulas were anywhere between 1 and 5 moves in length, and an equal 

number of samples were generated for each possible scramble formula length. Once an initial 

configuration was determined, the cube state was represented by an encoding string following 

text formats[14]. As illustrated in Figures 2-3, this encoding uses the cube string positions for an 

unfolded cube with ordered positions (9 digits) for the following faces: Up (U), Right (R), Front 

(F), Down (D), Back (B) and Left (L). The string order proves important [15] since a fully solved 

cube would have 9x(URFDBL) for the completed color faces. The position U1 can be any of the 

6 standard colors (red, yellow, orange, blue, white, green). A starting state like “RBL…” means 

the right color (say, green) is in fixed position U1, the back color (say, red) is in position U2, etc. 

Finally, once all scrambling formulas were converted to encoding strings, duplicate cube states 

were removed from the dataset and the remaining samples were split into a training set containing 

2404 samples and a test set containing 601 samples.  

 

                                     
 

 

 

Figure 5. Maze generator and transformer solutions 

 

Figure 4. Example Sudoku Starting and Final States 
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After the initial Rubik's cube configurations and corresponding encodings were generated, a 

solution was determined using the Kociemba algorithm [15]. The Rubik’s solution syntax 

introduces each move as space-separated letters with punctuation and numbering conventions 

describing the turn. A single letter alone means to turn that face in the URFDBL dictionary of 

choices clockwise by 90 degrees (quarter turns). A letter with an apostrophe means the opposite 

counterclockwise turn by 90 degrees. If the letter has a number 2, the face gets a half-turn (180 

degrees).  An example initial state and solution of single moves is shown in Figure 3.  We 

visualize each step of the cube solution using the Visual Cube application [16] and validate 

solutions using the PyCuber python library [17]. 

 

2.2. Sudoku Representations 
 

For Sudoku, we collected one million solved games [18], which consists of a similar split view of 

the initial and final state. To divide the start and finished puzzle, we insert a word prompt [WP] 

to demark the first digit of the 81 in the 9x9 puzzle (Figure 4). A zero value represents a blank or 

open slot. The second demarcation [RESPONSE] serves as a delimiter for the puzzle solution. 

The visualization of a solved puzzle was customized in a console application that pushes each 

new digit onto the string for replacing the next available open gap (zero). The puzzle’s starting 

and ending delimiters (<|…|>) allow the generated text of a proposed solution to be parsed and 

truncated to simplify interpretation.  

 

                                      
 

2.3. Maze Representations 
 

For solving mazes, we generated 10,000 random mazes and embedded their ASCII text solutions 

between the start and stop delimiters. To generate mazes of 4x4 and 5x5 [19], we use (+) and (-) 

signs to outline the text grid boundaries, the use (|) pipe symbology to define walls. As shown in 

Figure 5, we encode both the unsolved and solved mazes in a single training text example for 

each maze. The training solutions follow the search methods outlined as breadth or depth-first 

techniques [20]. Each example maze begins with the upper left corner as the starting position 

(**); the direction of maze navigation follows a text arrow notation (^^=up; >>=right; vv=down; 

<<=left).  As with the other cases, the training set represents a series of maze pairings (unsolved 

and solved) with one maze in a single row submitted to the transformer.   

 

3. RESULTS 
 

For each puzzle, this work found a visual representation of the language model at play. Where 

possible, the gameplay is shown as animated versions with sequences of moves. 

 

 
Figure 6. Rubik’s Cube Transformer Solving for 

Single Rows 
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3.1. Cube Solver 
 

On the Rubik's Cube data, the transformer was unable to solve the complete puzzle more than 

one in seven attempts. Out of the 601 generated responses for the test examples, 11 were invalid 

(~1.8%), 576 were incorrect (~95.8%), and only 14 were correct (~2.3%). The small proportion 

of invalid generated responses indicates that despite being trained initially on natural language, 

the transformer has adapted well to the "unnatural" language of Rubik's cube formulae; even 

when it was unable to solve the cube, the overwhelming majority of the time the transformer 

produced an output which corresponds to a valid Rubik's formula. Figure 6 shows the solution for 

single rows as an incomplete solution but progressively improved cube state.  

 

                                           
 

Given the short fine-tuning period (~2000 epochs) and the small number of training examples 

(~2400), it is significant that the transformer was able to solve the Rubik's puzzle at all. 

Interestingly, though the majority (9/14) of correct generated responses were only 1-3 moves in 

length, the remaining correct responses were long: one response was 52 moves long, three were 

53 moves long, and the longest was 61 moves. Given the small sample size, it is difficult to 

generalize about the transformer's performance. Regardless, the existence of these solutions 

suggests the transformer may have learned certain solving patterns present in the Kociemba 

algorithm. 

 

A video comparing Rubik’s Cube solutions is found online [21]. Figure 7 compares the 

Kociemba algorithm (right) to the transformer solution (left) at the same time step. The algorithm 

solution shows a quarter turn before reaching the end with all six aligned colored faces after 71 

steps.  The transformer generates 64 steps before reaching the token limit (1024) for generated 

text outputs as an inherent GPT-2 limit. To illustrate the sparse rewards, neither the algorithmic 

nor transformer solution capitalizes on a partial reward, such as solving one color for a face or 

multiple faces in an intermediate step.  The transformer did, however, occasionally solve for 

single rows and columns in instances where it was unable to solve the puzzle before reaching the 

token limit. An example of the Rubik’s Cube transformer solving for rows and columns is shown 

in Figure 6.  

 

3.2. Sudoku Solver 
 

Figure 8 shows the GPT-2 gameplay for Sudoku from a randomly selected initial state to a partial 

(but flawed) final solution. The orange diamonds show the repeated digits as errors in completing 

the square with unique numbers both in the interior square and the overall rows and columns. A 

validation algorithm that checks for repetitions (1-9) in every row, column, and sub-square could 

potentially serve as an overlay on generated text games, much in the same way that Chess game 

generators playing against humans filter out invalid moves.  Because GPT-2 models include the 

Figure 7. Transformer (left) vs. Kociemba 

(right) algorithm 
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training text formatting in their transformer architecture, the Sudoku training set may benefit 

from the native grid or matrix rather than string input which masks the sub-grid orientation. The 

resulting transformer would generate complete puzzle grids rather than require additional 

visualizations as shown in Figure 8 for a console (command-line) player.  

 

                    
Figure 8. Sudoku Solution Stages using GPT-2 

 

3.3. Maze Solver 
 

Figures 5 and 9 show transformer solutions to the 5x5 (Fig. 5) and 4x4 (Fig. 9) maze sizes.  

Unlike the Sudoku case, the maze training set preserves formatting for its basic maze grid 

without removing all end-of-line breaks as a single string. In this way, the maze resembles a 

narrative paragraph versus the Sudoku sentence format. The trained transformer outputs both a 

viable unsolved maze and its proposed solution as a pair bracketed by starting and ending 

delimiters. Since all outputs are generated unconditionally and without a prompt for a starting 

maze, the output appears as both a scenario generator (viable unsolved maze) and a solution 

generator (moves to complete the puzzle).  Given the token limit of 1024 for generated text, the 

proposed maze sizes stop at 6x6 grids if the formatting is 4 spaces per grid as shown in Figure 9 

and if the unconditional output includes both the starting maze and its paired solution.  If a 

prompt or conditional model is run, the maze sizes naturally extend but the combinatorial moves 

limit the solution’s viability. 

 

                                              
Figure 9. Transformer solution to text mazes in 4x4 size 

 

4. DISCUSSION 
 

Many other games with sparse reward signals have received attention from the reinforcement 

learning community, including Sokoban, Montezuma's Revenge, and Mountain Car [13,22]. 

Unlike these games, both Rubik’s Cube and Sudoku are well-suited to the application of text 

generators because they conveniently allow for the examination of sparse rewards problems from 
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within the confines of games with sequential play and discrete representations of state. 

Additionally, for both games, deterministic (search) algorithms can provide sufficient quantities 

of training data such that traditional deep learning techniques, e.g. CNNs, can solve them.  

Compared to denser reward games, the maze, Rubik’s, and Sudoku puzzles require considerable 

exploration across a flat fitness or optimization landscape.  In the case where a solution might 

take more computing resources to iterate exploratory steps, the attention mechanism behind GPT-

2 offers a method to attack the contextual problem of knowing where the numbers or colored 

faces might relate to each other in the constrained volume of the cube or number squares. Figure 

10 illustrates the Sudoku weights for layer 9 as an example of long-term attention and context 

between a starting number and its long-range dependencies. However, the transformer’s ability to 

solve beyond the 1024 token limit of generated solutions limits the exploration to easier game 

starting points only. No transformer output for either game achieved a finished state from an 

arbitrarily random (“hard scrambled”) state in the allotted number of steps.  Instead, the 

transformer trained on nearly completed states (e.g. perturbed from a finished state) showed 

promise in accomplishing its goal to solve the puzzles.  Just as with the chess and Go 

Transformers, the goal of generating plausible gameplay shows possible application but succeeds 

with supervision and filtering of illegal actions. The secondary goal of demonstrating rule-

acquisition (plausible moves) suggests that explicit human knowledge of strategies or heuristics 

may not be needed specifically for opening or closing moves when the completion times fall 

within the attention limit of the transformer’s context.  

 

Well-known techniques in reinforcement learning emphasize turning a sparse reward game into a 

denser environment. These approaches feature human domain expertise to craft heuristics, such 

that the exploration space shrinks or partial rewards provide a stepping stone to reach the 

solution. A simple example would be solving a maze problem by recursive backtracking or 

applying the right-hand rule [23]. In the case of Rubik’s Cube solvers, many intermediate steps 

might qualify as partial rewards, such as the layered method, cross, or daisy creations [24]. As a 

bookkeeping strategy, human Sudoku solvers favor keeping track of which numbers are still 

possible for each square, thus iteratively narrowing the search space.  The hard-coding of such 

heuristics however ranges outside the scope of the transformer architecture and its powerful 

capabilities to take raw text games as its only input without domain knowledge when fine-tuned 

to a new text source and format.  
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Figure 10. Layer visualization of long-range dependence for a single Sudoku game 

 

One intriguing outcome of exploring transformers with sparse rewards is to suggest new 

approaches. The attention mechanism itself builds in overweighted connection strengths across 

longer-range contexts, a critical feature for language models.  Ironically, one can posit that 

attention weights create a sparse reward landscape appropriate for generating interesting narrative 

text since a frequency-based word approach emphasizes common but less telling words (such as 

stop words “a”, “the”, etc.). In this way, attention-based models effectively balance the training 

dataset based on token interest and context rather than frequency.  For games, the reinforcement 

learning community similarly maps flat gradient landscapes to maximize the ratio of rewarding 

exploitation steps compared to fruitless exploration ones. A simple strategy in sparse rewards 

substitutes “curiosity-driven” exploration, such that incremental rewards appear when going to 

points previously not visited. In Sudoku, one can imagine a similar exclusion priority or 

constraint geared towards not aimlessly substituting [1-9] digits when a row, column, or sub-

square already has it.  This approach prioritizes a restricted action. In the linguistic origins of 

GPT-2, the same reward or weight structure might favor novel word choices to avoid repetitive 

phrases.  

 

The capability of transformers and other text generation methods to play games extends far 

beyond mazes, Rubik's Cube, and Sudoku. Previous research has highlighted their potential to 

generate plausible moves for other games which have historically served as benchmarks for 

game-playing algorithms, notably Chess [5] and Go [6]. Other board games and puzzles offer 

additional angles from which to examine environments with sparse reward signals (Figure 11). 

Hex, a board game that has previously drawn attention from the AI community, is one such 

game. Like Rubik's and Sudoku, it is a perfect information game where the only obvious reward 

signal is triggered after the final, game-winning move. Unlike Rubik's and Sudoku, Hex is a 

competitive, 2-player game. It is also amenable to Smart Game Format (SGF), a common 
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standardized notation for the textual representation of game states. Other candidate games and 

puzzles include TwixT, which is similar to Hex in both game layout and objective, and Tantrix, 

which offers sparse rewards in a competitive setting with more than 2 players. 

 

5. CONCLUSIONS 
 

Without encoding puzzle heuristics, the application of GPT-2 can generate viable moves in three 

sparse reward games: mazes, Rubik’s Cube, and Sudoku. These examples offer a novel text-

based method to learn plausible moves without human instruction, heuristics, or explicit domain-

specific rulesets. These puzzles provide appealing visualization environments to track algorithmic 

progress incrementally and score winning strategies, identify novel solutions, and augment the 

traditional black-box understanding inherent in large-scale transformers.  Just as attention-based 

methods provide long-range context, future efforts for improving transformers in gameplay 

should emphasize larger token limits (>2048 in GPT-3) or condensed game notations for 

archives.  
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ABSTRACT 
 

Contrast enhancement is very important in terms of assessing images in an objective way. 

Contrast enhancement is also significant for various algorithms including supervised and 

unsupervised algorithms for accurate classification of samples. Some contrast enhancement 

algorithms solve this problem by addressing the low contrast issue. Mean and variance based 

sub-image histogram equalization (MVSIHE) algorithm is one of these contrast enhancements 

methods proposed in the literature. It has different parameters which need to be tuned in order 
to achieve optimum results. With this motivation, in this study, we employed one of the most 

recent optimization algorithms, namely, coot optimization algorithm (COA) for selecting 

appropriate parameters for the MVSIHE algorithm. Blind/referenceless image spatial quality 

evaluator (BRISQUE) and natural image quality evaluator (NIQE) metrics are used for 

evaluating fitness of the coot swarm population. The results show that the proposed method can 

be used in the field of biomedical image processing. 

 

KEYWORDS 
 

Contrast Enhancement, Coot Optimization Algorithm, Knee X-Ray Images, Biomedical Image 

Processing. 

 

1. INTRODUCTION 
 

There are factors that affect the quality of the image such as contrast, noise and illumination. 

Contrast is the difference between darkest and brightest parts belong to an image. Hence, higher 

contrast makes the image regions more separable and it is important to enhance the distorted 
contrast [1]. Contrast enhancement is significant in the field of computer vision and used for 

several applications such as retinal image enhancement [2], underwater image enhancement [3] 

and chest x-ray enhancement [4]. Researchers proposed many techniques for enhancing the 
contrast of images. Histogram equalization (HE) is one of the most simplest methods proposed 

[5]. It simply increases the dynamic range of an image by redistributing pixel intensities. For this 

purpose, HE makes use of probability density functions (PDF) and cumulative distribution 
functions (CDF). It first computes the image histogram. After calculating the values for PDF and 

CDF functions according to the histogram of the image, it applies transformation on the output 

image using the appropriate transformation function. Different HE methods based on the classical 

HE is proposed in order to overcome limitations of the HE. Brightness preserving bi-histogram 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N09.html
https://doi.org/10.5121/csit.2022.120903
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equalization (BBHE) separates image histogram into two parts according to the mean of the 
histogram and equalizes these parts independently [6]. Equal area dualistic sub-image histogram 

equalization (DSIHE) does not make use of mean but median using the same methods as BBHE 

[7]. Recursive sub-image histogram equalization (RSIHE) also uses median of the histogram, but 

it continues to separate image histogram until achieving a certain recursive level [8]. Exposure 
based sub-image histogram equalization (ESIHE) considers bright and dark regions separately for 

HE [9]. Mean and variance based sub-image histogram equalization (MVSIHE) [10] divides 

image histogram into four regions according to mean and variance difference, and employs a 
delta parameter to fuse input image and output image. 

 

Algorithms like HE, BBHE, DSIHE, RSIHE and ESIHE suffers from different artifacts that 
occur in the output image but MVSIHE is one of the most outstanding methods among other HE 

techniques according to [11], [12]. Although it has a relatively good performance, its 

performance mainly depends on the delta parameter, which controls the rate of the image fusing 

[10]. Since contrast enhancement algorithms are widely employed in the field of medical imaging 
and biomedical image processing [13]–[15], we tried to provide optimal image quality for the 

knee x-ray images in this study. We have selected delta parameter and segmentation thresholds of 

MVSIHE algorithm using coot optimization algorithm (COA) [16]. Metaheuristic algorithms try 
to minimize/maximize value of the determined fitness function with respect to the problem type. 

For the fitness function, we have employed Blind/referenceless image spatial quality evaluator 

(BRISQUE) [17] and Natural Image Quality Evaluator (NIQE) [18] which are used for 
measuring image quality. These metrics are robust and insensitive to changes, since they are 

trained on wide variety of images. Besides that they are capable of assessing different kinds of 

distortions in the image. COA is also another novel optimization algorithm with a good 

performance as it is claimed in the original study. As it is pointed out in [11], MVSIHE preserves 
main brightness of the resultant image and also does not cause artifacts, however, we can’t ensure 

that we found the optimum solution. Hence, we focused on improving its performance via 

parameter selection using COA. Rest of this paper is organized as follows. In Section 2, the used 
materials and methods are explained. In Section 3, experimental results are given and the 

proposed method is discussed with its advantages and disadvantages. In Section 3, a conclusion is 

made. 

 

2. MATERIALS & METHODS 
 

2.1. Coot Optimization Algorithm 
 
The COA is a novel optimization algorithm proposed in [16], which is inspired from behavior of 

the coot birds. COA tries to simulate collective behaviors of the coots. The coots are directed by a 

few coots on the water surface. They have four distinct behaviors from observations: random 
movement, chain movement, position adjusting with respect to the group leaders and leading the 

group towards optimal area. We need a mathematical model to implement these behaviors. 

 
First of all, a random population of coots is generated at the beginning. Assume that we have a 

multi-dimensional problem need to be solved for D dimensions, a population of N coots can be 

generated using Equation 1. 

 
  

(1) 

 

In Equation 1, the position of the coots in multi-dimensional space is generated randomly, with 

respect to the upper bounds UB and lower bounds LB that determined for each dimension. 
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Hence, the coots are prevented to overflow or underflow these limits. This initial random 
population is also evaluated according to a selected fitness function given in Equation 2. 

 

  (2) 

 
In order to model random movement of coots, first, a random position is produced according to 

the Equation 3. As the second step, the new position of the coot is computed according to the 

Equation 4. 
 

  
  (3) 

 

  (4) 

 

In Equation 4, RN2 is a random number in the range of [0, 1]. A and B are determined according 
to the Equation 5: 

 

 
 

(5) 

 

In Equation 5, T(i) is the current iteration, IterMax is the maximum number of iterations. In order 

to move a coot towards another coot to implement chain movement, average position of the two 
coots is employed as given in Equation 6. 

 

  (6) 

 

Coots also select a leader coot and follow them using Equation 7: 

 
  (7) 

 

In Equation 7, Lind is the index of the leader and NL is the number of leaders that determined as a 

parameter. A probability p is also defined. Finally, the rules given in Equation 8 is employed for 
determining leader positions. 

 

 

 
(8) 

 

In Equation 8, R3 and R4 are random numbers in the range of [0, 1], gBest is the current global 

best, π is 3.14. Pseudocode of the COA is given in Figure 1. 
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Figure 1. Pseudocode of the COA. 

 

2.2. Mean and Variance based Sub-Image Histogram Equalization Algorithm 
 

MVSIHE algorithm can be divided into 5 stages in the following order: histogram segmentation, 
histogram bin modification, histogram equalization, normalization and image fusing. 

 

2.2.1. Histogram Segmentation 

 

Firstly, input image histogram is divided into two sub-histograms using a threshold k. The 

probability density function (PDF) of these two parts are computed. Then, for the first separation 

level k, two variables namely ω0 and ω 1 can be given as in Equation 9. 
 

 

 

(9) 

 
In Equation 8, i is the processed intensity level and Imax is the maximum intensity level that is 
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possible (256 for 8-bit). Mean of each part µ0 and µ1 can be given as in Equation 10. 
 

 

 

(10) 

 

In Equation 9, Imax is the maximum intensity level and i is the intensity level. Whole image mean 

can be given as in Equation 11 and variance of the two parts can be defined by Equation 12, 
respectively. 

 

       (11) 

 
  (12) 

 

The MVSIHE algorithm finds the maximum value of the variance σ2. After finding optimum 
threshold kopt (or kH2), same procedure from Equation 9 to Equation 12 is repeated for two distinct 

histograms. Threshold of the lower sub-histogram, namely, kH1 and threshold of the upper sub-

histogram, namely, kH3, are employed to determine other separation points. Thus, the segmented 
histogram is given in Equation 13 with its four sub-histograms. 

 

 

 

(13) 

 
In Equation 13, Ilowb is the lower bound intensity level, Iupb is the upper bound intensity level for 

the four sub-histograms. 
 

2.2.2. Histogram Bin Modification 

 

First of all, PDF for the sub-histogram i can be expressed as in Equation 14. 

 
 

 
(14) 

 
In Equation 14, ni,4 is the number of pixels in the sub-histogram i. MVSIHE applies a histogram 

bin modification to overcome the domination of high frequency intensity levels and to balance 

high frequency and low frequency intensity levels [16]. Histogram bin modification is given by 

Equation 15. 
 

 

 

(15) 

 

In Equation 15, e is the exponential function. Cumulative distribution function (CDF) of each 
sub-histogram is then calculated using Equation 16. 

 
 

 

(16) 
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2.2.3. Histogram Equalization 

 

HE is applied to each sub-histogram separately instead of global HE. A transformation function 

which considers the upper and lower boundaries of the sub-histogram is used in this case. Hence, 

a scaled HE is made and each of the intensity levels is equalized in its own range. Equation 17 is 
employed for this purpose. 

 
 

 (17) 

 

After each sub-histogram is equalized, they are merged to generate the final image. 
 

2.2.4. Normalization 

 
Since the transformation is applied distinctly for each sub-histogram, brightness saturation and 

artifacts might occur when the distinct histograms are merged, due to non-uniform illumination. 

Therefore, a normalization is applied on the image according to the Equation 18: 
 
 

 
(18) 

 

In Equation 18, X is the input image which is actually the output of Equation 17, Xmin is the 

minimum intensity level in X, Xmax is the maximum intensity level in X, Xupb is the upper bound 
(which is 255 for 256 levels) and Xlowb is the lower bound (0). 

 

2.2.5. Image Fusing 

 

The original input image and output of Equation 18, are fused in this stage with the aim of 

preserving more information in the final image. The δ parameter is selected for determining the 

fusing rate, which is in the range of [0, 1], it determines the domination of the input image to the 
resultant image and vice versa. The fusing is done according to Equation 19. 

 
  (19) 
 
In Equation 19, O is the final image, IN is the normalized image obtained using Equation 18, and 

I is the input image, respectively. 

 

2.3. Proposed Method 
 

The proposed method consists of three stages as follows: Determination of COA parameters and 
defining fitness function, selection of MVSIHE parameters via COA and enhancing the image 

using the selected parameters. The optimum thresholds for segmentation (kH1, kH2, kH3) and delta 

(δ) parameter are selected by COA which employs the fitness function given in Equation 26. The 
illustration of the proposed method is given in Figure 2. 
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Figure 2. Illustration of the proposed method. 

 

2.3.1. Determination of Coot Optimization Algorithm Parameters 

 

Like in other metaheuristic optimization algorithms, parameters and fitness function of COA 
need to be determined. Parameters can be selected experimentally. In this study, we selected 

parameters to be reasonable as possible for an image enhancement task. We opted maximum 

number of iterations and population size as 10 to be relatively small as compared to some other 
optimization tasks in the literature since image enhancement is a long process that depends on the 

image size and bit depth. Upper bounds and lower bounds are specified in order to prevent COA 

to exceed limits. Number of dimensions is selected according to the problem type. Since we 

select delta parameter, and three histogram thresholds for MVSIHE, it is defined as four. The 
selected parameters are given in Table 1 for further information. 

 
Table 1. Parameters of COA. 

 

Parameter (s) Value (s) 

Upper bounds [0, 0, 51, 151] 

Lower bounds [1, 50, 150, 255] 

Number of dimensions 4 

Maximum number of 
iterations 

10 

Population size 10 

Number of leaders ⌈Population Size * 0.1⌉ 
Probability 0.5 
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2.3.2. Fitness Function 

 

The aim of fitness function is to converge to the optimum solution. Each member of the 

population is evaluated using the determined fitness function with respect to the problem type. 

Because it is tried to enhance images using COA in this study, fitness function should be opted 
such that minimum distortion occurs in the resultant images. With this motivation, we selected 

BRISQUE and NIQE, which are developed to measure quality without needing any reference for 

various kind of distorted images. 
 

BRISQUE [17] comprises three stages: extracting natural scene statistics (NSS), computing 

feature vectors and training support vector machines (SVM) [19] for predicting image quality 
scores. It is known that distribution of the distorted normalized images are different from the 

distribution of more natural normalized images. Distribution of the relatively less distorted 

images usually follow a bell curve therefore deviation from this curve can be perceived as a sign 

of distortion. Mean Subtracted Contrast Normalization (MSCN) is employed in BRISQUE in 
order to normalize an image. First, to calculate MSCN coefficients, the image is transformed to a 

luminance matrix as given in Equation 20: 

 
 

 
(20) 

 
In Equation 20, I is the image, M and N are height and width of the image, i and j are spatial 

coordinates in x-axis and y axis, respectively. C is a small constant that is added for making sure 

the denominator is not equal to zero. The µ is the local mean field whereas σ is the local variance 
field. Assume that GB is the Gaussian blur window (GBW) and I is the image, we can compute µ 

by using Equation 21 and σ by employing Equation 22. 

 
  (21) 

 

 

 
(22) 

 

Since distortion also depends on the relationship of the pixels, pair-wise product of MSCN image 

with a shifted MSCN image is calculated. These pair-wise product images are horizontal, 
vertical, left-diagonal and right-diagonal. In the second step, the 5 images obtained in the first 

step (MSCN and pair-wise product images) are employed for feature extraction. MSCN image is 

fitted to a generalized Gaussian distribution (GGD) whereas pair-wise product images are fitted 
to an asymmetric generalized Gaussian distribution (AGGD). GGD has two parameters (shape 

and variance) and AGGD has four parameters (shape, mean, left variance and right variance). 

Hence, 2 features are obtained from MSCN image and 16 features (4 x 4) are obtained from pair-

wise product images. The image is downsized by two (half of its original size), the same feature 
extraction technique is repeated and thus 36 features are gathered. In the last step of BRISQUE, 

feature vectors as inputs and their quality scores as outputs are fed to SVM and a model is 

trained. This model is used for predicting image quality score afterwards.  
 

NIQE [18] consists of five phases: extracting NSS, patch selection, patch characterization, fitting 

patches to the multivariate Gaussian model (MGM) and applying NIQE index. For the first 
phase, NSS extraction, the process is similar to the NSS extraction in BRISQUE except that 

NIQE is only trained on the natural images but not distorted images. Hence, NIQE does not 

depend on any particular distortion type. In the second phase, the image is divided into P × P 

patches and patches exceeding a threshold T (which is defined as 0.75 in the original study) are 
selected according to the average local deviation field δL given in Equation 23. 



Computer Science & Information Technology (CS & IT)                                    41 

 

 
(23) 

 
In Equation 23, i and j are the spatial coordinates belong to patch, t is the patch index, NP is the 

number of patches, and σ(i, j) is the related variance value. In the third phase, similar to the 

BRISQUE, GGD and AGGD are employed for fitting and with a downsizing, a total number of 

36 features are obtained. In the fourth phase, the NSS features obtained in the previous phases are 
fitted with an MGM model. MGM density can be given as in Equation 24. 

 

 

 

(24) 

 
In Equation 24, (x1, …, xk) are the features, Σ is the covariance matrix and v is the mean. In the 

last phase, the quality of the distorted images can be computed using Equation 25. 

 
 

 

(25) 

 

In Equation 25, v1 and v2 are the mean vectors whereas Σ1 and Σ2 are covariance matrices of 
natural MVG model and distorted image, respectively. 

 

We have used BRISQUE and NIQE together by multiplying their outputs. The results of this 

multiplication is opted as the fitness function for a minimization problem. Because as the 
BRISQUE and NIQE scores increase, the quality of the evaluated images are decreased. We have 

used these metrics together to take advantage of the powerful sides of them. The preferred fitness 

function is defined in Equation 26. 
 

  (26) 

 

In Equation 26, I is the input image given to the fitness function F. 

 

2.4. Dataset and Preprocessing 
 

Digital knee x-ray images [20] dataset is employed in the study for enhancing knee x-ray images. 
The images are obtained using PROTEC PRS 500E x-ray machine. This datasets includes 

images with labelled severity levels (using Kellgren and Lawrence grades) with the help of two 

distinct medical experts. In this study, we used the images contained in subfolder 
“MedicalExpert-I” for evaluating our method, since the images are same and only labels differ, 

the other subfolder is ignored. The images are first converted to gray before evaluating the 

proposed method. Further details about the dataset can be found in Table 2. 
 

Table 2.  Details of the dataset. 

 

Expert 

ID 

Number of images for severity level Total 

number 

of images 

Bit 

depth 

Types of 

Images Normal Doubtful Mild Moderate Severe 

I 514 477 232 221 206 1650 8-bit PNG 

II 503 488 232 221 206 1650 8-bit PNG 
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2.5. Evaluation Metrics 
 

2.5.1. Absolute Mean Brightness Error 

 
Absolute mean brightness error (AMBE) calculates the mean brightness error, hence, a lower 

AMBE indicates a better brightness preservation. AMBE is defined as in Equation 27. 

 
  (27) 

 

In Equation 27, MI and MO are the mean values of the input image and the output image 

respectively. AMBE is defined in the range of [0,255]. 
 

2.5.2. Peak Signal-to-Noise Ratio 

 
Peak signal-to-noise ratio (PSNR) is employed for measuring the error between input and output 

image after an operation that might present distortion. Hence, a higher value of PSNR indicates 

better image quality and less distortion. In order to compute PSNR, first of all, mean squared 
error (MSE) is computed using Equation 28. Then, PSNR is calculated using Equation 29. 

 

 
 

(28) 

 

 
 

(29) 

 

In Equation 28, I and O are input image and output image, respectively, and i and j are the spatial 

coordinates of x-axis and y-axis, respectively. In Equation 29, n is determined according to image 
type, that is, for 256 gray levels, it is equal to 8 since 28 is equal to 256. Higher PSNR value 

indicates better quality, which is infinite when MSE is equal to 0. 

 

2.5.3. Structured Similarity Index 

 

Structured similarity index (SSI) is a measures the similarity index by considering the input and 
output image. Higher SSI value indicates more similarity. SSI value is in the range of [-1, 1]. SSI 

could be calculated by employing Equation 30. 

 

 
 

(30) 

 
In Equation 30, MI, MO, σI, σO, σIO, σIO, C1 and C2 are mean value of the input image, mean value 

of the output image, standard deviation of the input image, standard deviation of the output 

image, first constant and second constant, respectively. The constants are usually selected as 

small values such that they are close to zero which ensures that numerator and denominator to be 
greater than zero. 

 

3. RESULTS & DISCUSSION 
 

In this section, visual results, performance evaluation results, stability results and convergence 
curves are provided. Visual results are important since performance metrics are not enough to 

compare image enhancement algorithms. Performance evaluation results are also given for an 

objective assessment. Stability results are provided because the results (outputs) of the 
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metaheuristic algorithms may change slightly at each run and convergence curves are given to 
indicate performance of the COA algorithm on the dataset. 

 

3.1. Performance Evaluation Results 
 

The performance evaluation results are given in Table 3 in terms of AMBE, PSNR and SSI. First 

best results are in bold whereas second best results are underlined. The evaluation results show 
that our method is capable of enhancing different classes of images in the dataset. Proposed 

method outperforms most of the other methods compared in this study and exhibits competitive 

performance as compared to some of them. Although, visual results in Section 3.2 indicate that 

our method is better at preserving details in the image. 
 

Table 3.  Average performance evaluation results for AMBE, PSNR and SSI on 1650 knee x-ray images. 

 

Method AMBE PSNR SSI 

HE 22.5258 16.6345 0.6898 

BBHE 21.4886 17.5533 0.7266 

DSIHE 18.4800 17.3079 0.7021 

ESIHE 9.8640 21.1487 0.8525 

MVSIHE(0.6) 5.3629 24.6394 0.9185 

COA-MVSIHE 7.9919 26.2748 0.9139 

 

3.2. Visual Results 
 
Visual results for the images belong to distinct classes (severity levels) are given in Figure 3 for 

compared methods. The proposed method provides a balanced enhancement and prevents most of 

the detail loss as it can be observed from the figure. For example, the enhanced output of the 
sample output image that belong to the mild class provides more details and higher contrast as 

compared to the outputs of other methods. Other outputs are also balanced and not too sharp or 

washed-out (saturated). 

 

 
 

Figure 3. Visual results for images belong to different severity levels (classes) and algorithms. 
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3.3. Convergence Curves and Stability Results 
 

Convergence curves of the COA algorithm employed for the image enhancement task are given 

in Figure 4. As it can be seen from the convergence curves that as the number of iterations 
increases, the COA converges to the minimum (optimum value) better. We can conclude that 

increasing the maximum number of iterations might increase the chance of finding global 

optimum. 
 

 
 

Figure 4. Convergence curves for different number of iterations with the same population size of 10: (a) 10 

iterations. (b) 50 iterations. (c) 100 iterations. 

 

Since COA is a metaheuristic optimization algorithm, different results might be obtained at 

different runs. In this study, the stability of the proposed method is tested using 10 sample images 
by performing 10 runs.  The parameters given in Table 1 is used for the test. The stability results 

are given in Table 4. We used variance, standard deviation and range (difference between 

maximum and minimum value) for such aim. The standard deviation and variance values is lower 
than one and close to the zero for AMBE and PSNR. SSI varies relatively higher as compared to 

the other metrics. Since these metrics show variation of the data, these given results should be 

considered for the use of proposed method in further studies. 
 

Table 4. Stability results of the proposed method for 10 samples and 10 runs. 

 
Measurement AMBE PSNR SSI 

Variance 0,793405 0,000125 2,836652 

Standard Deviation 0,845023 0,010618 1,597807 

Range 2,56 0,0357 4,8175 

 

3.4. Discussion 
 
The proposed method is adaptive, that is, it can find the optimal parameters for the enhancement 

of wide variety of images. It does not need any pretrained structure. Its parameters could be 

changed according to device type for gaining more performance (such as decreasing number of 
iterations etc.). However, its stability should be considered when a more stable enhancement 

technique is significant. Also, changing parameters may increase or decrease the success of the 

enhancement task with respect to the data type. 
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4. CONCLUSIONS 
 
In this study, a method combining COA with MVSIHE is proposed for enhancement of the knee 

x-ray images. The experimental results show that our method outperforms most of the other 

cutting-edge methods or at least shows a competitive performance. Visual results also indicate 

that our method provides a balanced enhancement for most of the images in the used dataset. 
Hence, the proposed method can support various supervised models by performing preprocessing 

task, which might be employed to increase the classification success in further studies. 
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ABSTRACT   
 

While facial expression is a complex and individualized behavior, all facial emotion recognition 

(FER) systems known to us rely on a single facial representation and are trained on universal 
data. We conjecture that: (i) different facial representations can provide complementing views 

of emotions; (ii) when employed collectively in a discussion group setting, they enable accurate 

FER which is highly desirable in autism care and applications sensitive to errors. In this paper, 

we first study FER using pixel-based DL vs semantics-based DL in the context of deepfake 

videos. The study confirms our conjectures. Armed with the findings, we have constructed an 

adaptive FER system learning from both types of models for dyadic or small interacting groups 

and further leveraging the synthesized group emotions as the ground truth for individualized 

FER training. Using a collection of group conversation videos, we demonstrate that FER 

accuracy and personalization can benefit from such an approach. 

 

KEYWORDS 
 

Emotion recognition, facial representations, adaptive algorithm, training data ground truth . 

 

1. INTRODUCTION 
 

In medical practice, emotion recognition is crucial to accurate clinical decision-making [1]. 

However, there are several obstacles. Patients’ emotional behaviors could oftentimes be affected 
by an underlying condition such as neurodivergence. On the other hand, physicians could be 

biased by their own emotions and limited by their cognitive ability. 

 

Deep learning (DL) offers a unique value in this context as a DL-based system does not have an 
emotional bias and could detect patterns and changes too subtle for human cognition in real-time. 

Yet, there are many challenges for building an accurate DL-based facial emotion recognition 

(FER) system. Leveraging a small conversing group setting in autism care, our research 
investigates the potentials of composing DL-based FER systems with dual-representations and 

automatically deriving the ground truth for quality training data. 

 

This paper hypothesizes that for comparable accuracy rates, pixel-based DL and semantics-based 
DL sometimes deliver complementing predictions in FER. In the context of small conversing 

groups, the two types of DL models could be orchestrated to deliver more accurate group and 

individual emotion recognition. Our adaptive group emotion recognition system includes three 
components: individual emotion recognition, adaptive group emotion synthesis, and group vs 

individual emotion modeling. We aim to understand the relationship between pixel-based DL and 

semantics-based DL and how they could work together to potentially outperform humans in FER. 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N09.html
https://doi.org/10.5121/csit.2022.120904
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The main contributions of this paper are (i) a comparatively study of DL models trained with 
different facial representations; (ii) an adaptive approach toward accurate individual and group 

FER leveraging discussion group context; and (iii) a proposal to use group emotion as ground 

truth labels for FER personalization. 

 
The remainder of the paper is organized as follows:  In section 2, a few closely related works are 

presented. In section 3, we outline the two neural networks we used for this work and how their 

different performances inspired us. Section 4 describes our system architecture, face detection 
mechanism and working model for adaptive group emotion recognition in detail. Recognizing the 

established group emotion as a robust ground truth, section 5 outlines how it could be leveraged 

to improve emotion recognition for individuals and automatic training data labelling. The section 
then analyzes the test results of our experiment. Section 6 discusses the threats to the validity of 

our research. Section 7 gives the conclusion and future work of the paper. 

 

2. RELATED WORKS 
 
In the area of individual FER, this work benefitted from studying the pioneering work such as 

[3][4][14] and holistically understanding their principles and limitations. In the area of group 

FER, this work has been informed by a diverse set of existing research settings ranging from a 
four-person UNO game [10] to public crowds [12]. In the area of comparative research in 

different facial representations and different DL architectures, this work drew its inspirations 

from [13]. Last but not least, this work relies on [15][16] for the complete and up-to-date survey 

of all published research works in FER and group FER. With deep appreciation, in this section, 
we review these representative papers that are most related to and influenced our work. 

 

Alex Krizhevsky et al [14] provides a first detailed description and analysis of architecture and 
design variables of DL-based image classification. Ian Goodfellow et al [2] has an early yet 

insightful discussion on the challenges of facial emotion recognition and outlines some important 

considerations in designing a successful solution. Octavio Arriaga et al [4] explains one of the 
first and very successful CNN-based individual FER systems. The system does not rely on facial 

landmarks. Tatsuya Hayamizu et al. [10] is one of the earliest works in group emotion 

recognition. It also studies a 4-person group, but it relies on classic statistics-based AI techniques 

instead of DL. Liwei Wang et al. [13], presents a first systematic approach quantitatively 
characterizing what representations do deep neural networks, and how similar are the 

representations learned by two networks with identical architecture but trained from different 

initializations.  
 

3. ANALYSIS OF TWO TYPES OF FER MODELS 
 

When training a DL model for image analysis tasks, there are two general approaches. One is to 

use the full images as training input data, which is called in this paper as pixel-based DL or 
image-based training. The other approach is semantics-based, which extracts semantics from the 

images and uses extracted features such as facial landmarks as the training data. We choose to 

comparatively study these two different approaches as the human emotion recognition system 
operates similarly.  

 

In the human brain, a section called the fusiform face area looks at the whole face holistically, 

which is similar to how a model trained on full images would function. On the other hand, a part 
of the human brain called the occipital face area recognizes the eyes, nose, and mouth as 

individual pieces, which would be very similar to a model trained on facial landmarks. The 

landmark-based training is generally considered more effective because it helps the neural 
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networks to focus on the essence of the problem, which is the outline of a face. In facial emotion 
recognition where the outlines to emotion mapping may not be well defined [2], we assume that 

image-based training may outperform landmark-based training in some cases. This section 

explains our experiment for validating our assumption. 

 
Our first model is a standard fully-convolutional neural network composed of 60 convolutional 

and separable convolutional layers, ReLUs, Batch Normalization, Dropout, Flatten, and Global 

Average Pooling layers. It is trained with the ADAM optimizer, and achieved a validation 
accuracy of 60% on the FER-2013[3] dataset.[4] 

 

Our second model is trained on facial landmarks which are extracted by solving the shape 
prediction problem. In this approach, each face consists of a few shapes which outline the face, 

eyes, mouth, and nose. Through extracting these shapes, this model will ignore the other features 

and details of the face, which may have introduced noise into the data of pixel-based training. We 

use a standard 68-point facial landmark system. There are 6 landmarks for each eye, 9 for the 
nose, 20 for the lips, and the remaining 27 outline the face.  

 

Landmark-based training uses information about these 68 landmarks on the face to correlate the 
shape of these landmarks with a certain emotion. Four pieces of information from each landmark 

is extracted: the x and y coordinates, its distance from the mean of all the points, and its vector 

angle. Collectively, this representation of the 68 landmarks gives a comprehensive summary of 
facial features. Our second model is a simple neural network consisting of two hidden layers of 

128 neurons using the Rectified Linear Unit activation function, and Adamax optimizer. This 

produces a validation accuracy of 58%. 

 
For our experiment, we analyzed a well-known deepfake video of Robert Downey Jr. created 

from a speech by Elon Musk using DeepFaceLab 2.0 Quick96 at 1 million iterations. We apply 

our two trained models to every frame of the video and produce a probability value for each of 
our seven core emotions. Subsequently, we correlated the results from both models and 

constructed correlation heatmaps as shown in Fig. 1. 

 

The correlation analysis reveals some interesting results. On the two heatmaps, the correlation 
between the original and deepfake videos’ corresponding emotions is shown as a diagonal orange 

line of square cells. Our data shows that the landmark-based training model detected a much 

higher correlation between the original and the deepfake, even in the “Disgust” and “Surprise” 
components, which are very minimal in the videos. 

 

 

 
Fig. 1. Emotion Correlation by Image-Trained (left) vs. Landmark-Trained Model (right) 
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We believe that this is due to the fact that subtle facial expressions are difficult to accurately 
capture through facial landmarks. On the other hand, the image-based training model detected 

details that were lost during the creation of the deepfake. To confirm this belief, we employed 

three human evaluators of the video. Given the manually labeled video from each of the three 

evaluators, we computed the two-judges agreement to obtain the true labels (e.g., a label was 
marked as a true positive if at least two of the three evaluators classified it as such). As our 

assumption predicted, the emotion ground truth on the two faces, as shown in Fig. 2, do not 

match well. Generally, Elon Musk appeared to have many more positive emotions than the 
deepfake did.  

 

Our manual analysis also confirmed some subtle or mixed emotions lost in the deepfake video. 

 

 

 
Fig. 2. Ground Truth for Deepfake (left) vs. Original (right) 

 
To analyze our assumption that our two models have complementing strengths in detecting facial 

emotions, we constructed the complementarity metrics for the recognized emotions as shown in 

TABLE I. 
 

Tabel I. Dl Models Complementary Metrics 

 

 

 

 

 

 
 
With the two tables on the left, we report the intersection of sets of true positive emotion detected 

by two models. For example, 23% of the true positives in the original video and 15% of the true 

positives in the deepfake are detected by both the image-trained model and landmark-trained 

model. The relatively small overlap (no more than 51%) suggests that these representations 
complement each other. 

 

The two tables on the right show the difference in the sets of true positives detected by the two 
representations. For example, 42% of the true positives detected by the landmark-trained model 

were not correctly identified by the image-trained model for both the original and the deepfake. 

In summary, while the image-trained model picks up more textual details and recognizes more 
subtle emotions, the landmark-trained model detects less noise and has better accuracy in 

detecting well-articulated emotions. Thus, there is a potential to create a more effective emotion 

recognition system by combining the two models. 
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4. ADAPTIVE FER LEVERAGING GROUP EMOTION CHANGE CADENCE 
 
With its wider adoption, DL-based FER today is used in technologies interacting with humans 

where accurate detection of individual and group emotion becomes desirable or even necessary 

[5]. Our motivating interest in better autism care is one example. Group emotion is a complex 

function of group members’ emotions, group context, and environmental context. While the 
context information is relatively easy to acquire, people reflect their emotions facially in different 

ways and varying degrees of intensity. It is a challenge to design a system that accounts for 

individual behaviors. 
 

Taking on the challenge, we construct a system combining the strength of both models from the 

previous section. Since group emotion is defined by the cadence of individual emotion changes in 

an engaging environment, our basic idea is to use the cadence to find an optimal trade-off 
between the two models.  

 

We chose small (4 people) conversing groups as the experiment context of our system for four 
reasons: First, compared to static images, videos are more redundant for robust emotion 

recognition. Second, emotional changes within a conversation group tend to be synchronous 

which simplifies our system design. Third, small groups are easier for manual emotion evaluation 
and annotation. Lastly, we found a good amount of 2x2 grid view conversation videos for 

analysis. 

 

The architecture of our system is shown in Fig. 3. There are three important components: noise 
reduction in emotional change recognition, group emotion synthesis and change alignment, and 

adaptive weights of two models’ outputs. 

 
 

 
Fig. 3. Architecture of the Adaptive FER System 

 

4.1. Noise Reduction in Emotional Change Recognition 
 

One important limitation observed of the DL-based FER models is that they are sensitive to noisy 

inputs. For example, image quality jitters from frame to frame in the video stream could cause 

brief false emotion readings. To combat this, we computed the weighted arithmetic mean of 

detected emotions for every frame in a second. This averaging allows us to ensure that correlation 
between changes in emotion are in fact caused by participant’s emotions, and reduces the impacts 

from various input noises. 
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4.2. Group Emotion Synthesis and Change Alignment 
 

A group’s emotion should reflect all its members’ emotions. It is more diverse than individual 

emotions and could consist of more than one dominating emotion reflecting a polarizing group 

sentiment. To account for that, for any given point in time, our system sums up the probabilities 
of each emotion type from all group members and uses Euclidean distance to check for deviation. 

This is adequate for the small group size we analyze. For larger groups, a clustering algorithm 

such as K-means could be used to separate polarized sections. 

 

 

 
Fig. 4. Euclidean Distance 

 
In detecting emotion changes, we separate the group-wise events where most members change 

emotions from the individual events where only one member changes. This allows us to treat 
group-level noises differently from individual-level noises. For group-level noise, we use DFT to 

convert the time series into frequency-domain and the noise reduction is achieved by eliminating 

the low-energy frequencies. 
 

 

 
Fig. 5. Discrete Fourier Transform 

 

For individual-level noises, we want to handle them more carefully because we do not want to 

miss any real emotion readings obscured by personalized behaviors. We adopted a collection of 
heuristics such as checking for recurring patterns before dismissing it as a noise. 

 

4.3. Adaptive Weights of Two Models’ Output 
 

By our observations, the most common inconsistency in recognized emotions is the intensity in 

which people express their emotions. One’s faint twitch of the cheek may convey the same 
amount of happiness as another’s wide grin. As we demonstrated in earlier discussion, the image-

based model is better equipped for recognizing these subtleties which the landmark abstraction 

could overlook. Thus, if not enough changes in emotions were detected in a certain group 
member, we increase the weight of the image-trained model to account for more subtle changes. 

On the other hand, if the emotion readings are noisier than the group average, the group 

member’s facial expressions may be exaggerated, or the image quality may be low. In this case, 
we amplify the landmark-trained model to focus on the key emotions. 

 

In Fig. 6, we describe our adaptive algorithm. For example, as a baseline, both models are given 

the same weight. Every minute, we track the amounts of changes in emotion during that minute. 
Out of the four participants, the ones that were detected to have above-average amounts of 

changes in emotion were given an extra weight to the landmark-based model and the same weight 

change is reduced from the image-based model. The opposite was done to the participants who 
were detected to have below-average amount of changes in the same time frame. Overtime, the 

weight for each participant settles into equilibrium as the group emotion dynamics converges. To 

facilitate the convergence, the weight adjustment value is a function of emotion change amount 

distribution among the group members. The higher the deviation, the higher the adjustment value. 
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Fig. 6. Pseudo-code for the Adaptive Algorithm 

 
To illustrate the results of our system, the graph to the left in Fig. 7 shows that the adaptive 
algorithm starts taking corrective action after 20 seconds and has eliminated three transient noises 

the non-adaptive algorithm classified as “Sad”. The graph to the right in Fig. 7 shows that the 

adaptive algorithm corrected the false “fear” while bringing to surface a subtle angry emotion 
that would have been missed otherwise. 

 

An issue our adaptive system does not handle well is when an individual’s facial structure or 
neurodivergence makes the person show unintended emotions. In some recordings we reviewed 

as a part of this work, there were participants consistently misclassified as having a sad or angry 

emotion component. A more advanced online learning algorithm could aim to detect such 

persistent patterns in people’s emotions and systematically remove the misleading structural 
component. Alternatively, considering our discussion group context, one could automatically 

generate personalized DL training data using the group emotion as the ground truth. The next 

section explores the latter as a solution. 
 

 

 
Fig. 7. Emotions Recognized by Adaptive vs Non-adaptive Algorithm 

 

5. GROUP EMOTION AS THE GROUND TRUTH 
 

Group emotion recognition has applications in social psychology [6], shot selection [7], image 
retrieval [8], surveillance [9], event detection [10], and event summarization [7]. We propose that 

group emotion be also used for personalizing individual emotion recognition. 

 
For our group emotion recognition purpose, we classify discussion groups into four types: (i) 

unengaged groups, (ii) engaged groups, (iii) synchronous groups, and (iv) homogenous groups. 
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An engaged group can establish more information about the emotion correlation among group 
members than an unengaged group. A synchronous group is a strongly engaged group whose 

members share the same emotion change cadence, but the specific emotions at a given time may 

not be the same. At the highest level of engagement, in a homogenous group, group members 

tend to share the same emotions at any given time. 
 

In the previous section, we discussed how group emotion cadence assists our adaptive algorithm 

to recognize individual emotion more accurately. It assumes that emotions of the members of the 
group are all affected by group-wise events, which would indicate that it is a synchronous group. 

This assumption required us to identify and eliminate the unengaged members from the group 

emotion calculation. 
 

If we further restrict our application context to a homogenous group, such as in classrooms, or 

movie theatres, or concert halls, we hypothesize that the group emotion could be treated as the 

ground truth and used to label new training data. For example, when a group member’s images 
are labelled with this ground truth, DL model could be trained against the member’s personal 

facial expression patterns. In this section, we discuss our experiment designed to validate this 

idea. 
 

Our experiment consists of the following four steps:  

 
Step 1. We identified group discussion videos of knowledge-sharing nature where group 

members’ emotions are highly synchronized without any divergence of opinions. 

Step 2. Using the first half of the video, we compute the group emotion Gx using 3 of the 4 

people in the group and label all image frames of the fourth person using Gx as the ground truth. 
Step 3. Train our emotion recognition model with the labelled images obtained in Step 2. 

Step 4. Using the second half of the video, we apply the newly trained model to the fourth person 

and check its performance against the models described earlier in this paper. 
 

In principle, Step 3 could be achieved through active learning techniques so that the training 

could happen online in real-time. However, for this work, we have not tried that because our 

main goal is to show the validity of using group emotion as the ground truth and the viability of 
such an approach. 

 

For the validation in Step 4, while a quantitative and general analysis is very difficult, we 
consider as a qualitative indicator whether automatic labeling increases the correlation between 

the individual and group emotion. Under our assumption that our group discussion videos do not 

produce diverging emotions and the group members are evenly engaged throughout the videos, 
more correlation between the individual and the group would indicate that automatic labeling 

improves the accuracy of the model. Our correlation metrics are calculated using the Pearson 

algorithm. For the videos we experimented with, we observed an anecdotal correlation 

improvement of 15% - 20%. While this is encouraging, we believe more data is needed for a 
thorough quantitative analysis. 

 

 

 
Fig. 8. Pearson Correlation Coefficient 

 

As a specific example, Fig. 9 compares two time series obtained in our experiment. The blue line 
is generated by the adaptive FER system described in the previous section. The orange line is 
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generated by the model trained with the automatically labeled data. The main difference between 
the two is that the blue line was trained with universal data (FER-2013) and the orange line was 

trained with personal data.  Rather than relying on a universal facial emotion model, the orange 

line is able to identify the inherent “Sad” component in this particular group member’s facial 

expression. Additionally, the false readings of “Fear” and “Angry” due to unrelated facial 
changes were also detected and compensated. 

 

 

 
Fig. 9. Model Trained with Auto Labels vs Manual Labels 

 
One important prerequisite for this approach is that the group videos used to collect training data 

need to exercise the full range of emotion states. This allows the personalized DL model to be 
trained with labels of all possible emotion values. 

 

Labeling training data is an expensive, error-prone, yet critical step in developing DL-based 
systems. Our experiment shows an example of how this step could be automated to some extent 

through the knowledge of group context. Another interesting observation made in our experiment 

is that data labelled this way captures individual facial emotion patterns which could lead to more 

accurate and personalized emotion detection. We believe this finding could be applied to other 
group behavior analysis contexts where DL could play a bigger role in both synthesizing group-

level behavior properties and creating individualized DL models.  

 

6. THREATS TO VALIDITY 
 

Construct validity. The main threat is related to how we assess the complementarity of the facial 

representations: image vs landmark. We support this claim by performing two different analyses: 

(i) complementarity metrics; and (ii) correlation test.  
 

Internal validity. This is related to possible subjectiveness when evaluating the group emotion in 

the video fragments used. To mitigate such a threat, we employed three evaluators who 
independently checked the emotion. Then, we computed two-judges agreement on the evaluated 

videos. We also qualitatively discuss false positives and borderline cases. 

 

External validity. The results obtained in our study used a small number of selected videos that 
may not generalize to other small conversing group contexts. To mitigate this threat, we applied 

our approach to a collection of group discussion videos of different subject areas, such as art, 

technology, politics, entertainment and sports. Another threat in this category is related to the fact 
that we apply our approach on pre-recorded videos only. While we do not yet have data to show 

the effectiveness of our approach in a live group meeting context, the focus of this paper is to 

show a general technique rather than to build a tool. 
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7. CONCLUSIONS 
 
In this paper, we show that accurate emotion recognition can be informed by different facial 

representations. We evaluated the performance of two dominant facial representations and 

showed their complementary values. Our adaptive group emotion recognition system is flexible 

and could be reused for different group sizes and contexts. This avoids retraining which 
eliminates a large time sink native to some DL approaches, and broadens the applicability of our 

approach. Moreover, as an on-going effort, the adaptive algorithm used by our system is being 

replaced with an adaptive machine learning (ML) model. Further analysis is being done to assess 
the relative effectiveness of this ML model against our hand-crafted adaptive algorithm. We 

hypothesize that the two also present complementary values to some degree, and their 

complementarity metrics should be studied.  

 
Our approach also highlights the values of accurate group emotion analysis. We showed that by 

establishing the recognized group emotions as the ground truth, individual emotion patterns such 

as resulting from neurodivergence could be better analyzed and modeled through automatic 
training data labeling. This finding speaks to the general possibility of automating the creation of 

certain training data in various group meeting contexts. 
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ABSTRACT 
 

This paper aims to fill the gap in major Islamic topics by developing an ontology for the Book of 

Purification in Islam. Many trusted books start with the Book of Purification as it is the key to 

prayer (Second Pillar after Shahadah, the profession of faith) and required in Islamic duties like 

performing Umrah and Hajj.  

 
The strategy for developing the ontology included six steps: (1) domain identification, (2) 

knowledge acquisition, (3) conceptualization, (4) classification, (5) integration and 

implementation, and (6) ontology generation. Examples of the built tables and classifications 

are included in this paper.  

 

Focus in this paper is given to the design and analysis phases where the technical implementing 

of the proposed ontology is not within this paper’s objectives. Though, we presented an initial 

implementation to illustrate the steps of our strategy. 

 

We make sure that this ontology or knowledge representation on the Book of Purification in 

Islam satisfy reusability, where the main attributes, concepts, and their relationships are defined 

and encoded. This formal encoding will be available for sharing and reusing. 

 

KEYWORDS 
 

Domain Ontology, Book of Purification, knowledge representation, OWL, Protégé. 

 

1. INTRODUCTION 
 

Sharing and exchanging knowledge are two of the basic purposes of communication. People 
request and give information in daily communication. Comprehending the topics they share and 

their relationships with other people happens smoothly and naturally with a person’s knowledge-

building process. Teaching is one of the best-known examples of knowledge exchange. 
 

With the increased use of the internet, people have carried their communicative natures to the 

digital community, where question-answering systems are one method of revealing their need for 
information-sharing, and where people, or an intelligent agent that acts on their behalf, share and 

request knowledge from one or many sources. 

 

As information is distributed by many sources, it is hard for machines to understand it and, 
therefore, to give the right answer to a specific question. To make the process of understanding 

this data or information possible, we need to model domain knowledge that comprises the main 

concept described with attributes and relationships with other concepts. 
 

http://airccse.org/cscp.html
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The Semantic Web was originated by the creator of the World Wide Web, Tim Berners-Lee, who 
described it as the shift of the web from its conventional, hyperlinked documents, to a huge 

semantic information storage system where machines can understand and retrieve knowledge 

from it. Machines should conduct automated reasoning using inference rules on the structured 

data in order to exploit the Semantic Web. In order to achieve that, knowledge representation 
must be modeled [1]. 

 

Modeling concepts along with their relationships in a way that makes it easy for machines to 
comprehend them introduces the importance of ontology. Ontology is a philosophical term that 

has been discussed for a long time, and it refers to the subject of existence, defining a being in a 

manner that answers the questions: How does this being mean to exist? How does the existence 
of one being differ from that of another? In computer science, ontology is a structured set of 

concepts that makes sense for information [2]. 

 

Ontology in the context of knowledge sharing, as Tom Gruber has described, is a specification of 
conceptualization [3]. Representing the information in an ontology makes it both understandable 

for machines and humans and available for share and reuse.   

 
Ontologies provide a framework for extracting conclusions from the structured information [4]. 

They mainly reduce the conceptual confusion among those who share the information. They can 

be applied to many areas, for example knowledge-sharing and reuse, artificial intelligence (AI), 
software design, and the Semantic Web. 

 

Work on expert systems in the 1980s led AI developers to model knowledge in a standardized 

semantic manner that machines would be able to understand and comprehend. They also wanted 
this knowledge to be shared and reused. As ontologies offer this paradigm of knowledge 

representation and sharing, it was an emerging solution to such an environment. 

 
Ontologies are defined using semantic markup languages like the Resource Description 

Framework (RDF) and the Web Ontology Language (OWL) and are structured as taxonomies. 

RDF models the information objects as HTTP Uniform Resource Identifiers (URIs), comprise the 

information found on the web, and start with “http:.” The RDF models the information or 
resources conceptually and describes them as a statement of (subject, predicate, object) form. 

 

The Resource Description Framework Schema (RDF/S) adds, to some extent, a semantic to the 
RDF description, so it is an enhanced approach of describing resources based on the RDF 

definition. RDFS describes the resources along with the relationships among them by defining 

the domain as classes, subclasses, and properties. The OWL offers much more richness in the 
semantic description of the relationships between concepts like stating the disjointedness between 

two classes. 

 

The level of expressiveness of the semantic can be enhanced by the use of the OWL, which is 
built on top of RDF and RDFS, to model complex relationships. Querying the data stored in the 

RDF representation is possible using an RDF query language called SPARQL. This could be 

used to test the built ontology against the domain for which it was developed.  
 

Some authors in [5] identified three major scenarios for the use of ontology: first, supporting the 

communication process between people, where an unambiguous yet informal ontology would be 
sufficient; second, achieving interoperability in communication between computer systems by 

translating between the different modeling techniques, paradigms, languages, and software tools 

where the ontology is used as an interchange format; third, improving both the process and 
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quality of engineering software systems by meeting the reusability, reliability, and 
maintainability. 

 

2. BACKGROUND 
 

Arabic and/or Islamic ontologies have been active fields of academic research. The WordNet 
Project [6] introduced an ontology for mapping between different languages. In Quranic 

ontology, Quran is the religious book of Islam and a revelation from Allah. Knowledge 

representation defines key concepts in Quran, along with the relationships between these 
concepts. A few ontologies have been developed [7] [8]. 

 

A few ontologies also have been developed for Hadith, the second source of Islamic legislation, 

which is a record of the words, actions, and silent approval of the Prophet Muhammad PBUH. 
TibbOnto [9] presents the Prophet's medicine in a semantic ontological representation based on 

an authentic Tibb Al-Nabawi Hadith. As an example of Islamic ontology, some authors in [10]  

developed an ontology of the business model, diverse roles, distinct concepts, and representation 
rules of the Islamic banking industry.  

 

Another group of researchers of Hadith science defined a large Arabic Islamic ontology [11] 
They followed different steps including defining concepts, relationships, functions, axioms, and 

instances. They defined five criteria to shed light on the importance of the ontology of clarity, 

consistency, extensibility, minimal encoding deformation, and minimal ontological commitment. 

Their ontology was created with Portege’s editor and the OWL and included 183 concepts and 
145 relations.  

 

With Islam-related research, researchers need to carefully choose their main source or reference 
for ontology development, whether the Quran, Hadith, Qiyas, or consensus. Commentary books 

(Kutub Al Shuruh) are also reliable sources of Islamic legislation. The problem with Islamic 

ontology is the lack of coverage of many Islamic topics. One study on Ketab Al-Salaat [12] 
proposed an ontology for Salaat (the Second Pillar of Islam) on the Protégé tool based on a test-

driven ontology-development methodology (TODE). They have developed a prototype 

application on the JENA semantic web toolkit for the utilization of the proposed ontology. Their 

ontology  (Figure 1) consisted of 113 concepts and 85 properties. 
  

 
 

Figure 1. The proposed ontology of Salaat along with properties and relations [12]. 

  

Authors in [13] also proposed an ontology for Salaat, their constructing process encompassing 

three stages: first, determining the domain and scope of the ontology, which are Islamic 

knowledge and Salaat, or prayer, respectively; second, reusing the existing ontologies where they 
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used Quran indexes; and third, defining the classes, the class hierarchy, and the properties of 
classes. Finally, they evaluated their method. Their ontology (Figure 2) covered 48 concepts and 

51 properties. 

 

 
 

Figure 2. The proposed ontology of Solat along with properties and relations [13]. 

 
Authors in [14] defined an ontology for Hadith understanding with a specification word, 

“Samiaa,” which indicates the hearing. The domain of knowledge was Sahih Al-bukhari, which is 

recognized as the most reliable book of Hadith. They performed five stages of Hadith 
understanding. In the first phase, they extracted Sahih Al-bukhari from Hadith software. In the 

second phase, they identified the word Samiaa as the root word and then identified the noun form 

of Samia and its morphologies. Then, they extracted all Hadith that contained the word Samiaa 
and analyzed them based on commentary books. Their overall Hadith ontology is shown in 

Figure 3. 
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Figure 3. Ontology of Hadith [14]. 

 

Other authors [15] proposed an Arabic prophetic ontology about prophets and messengers in 

Islam based on the Holy Quran, AlHadith, and commentary books. They followed five steps for 
their ontology building: the first was specification, which means understanding the concepts and 

their relationship in the Quran, Hadith, and commentary books by meeting experts and reusing 

related ontologies. Then, they represented the conceptualization in an intermediate representation. 
Then, they started to build the ontology by defining the class hierarchies and properties of the 

classes. The resulting ontology contained 151 classes and 44 properties. 
 

3. PROBLEM DEFINITION 
 
This paper aims to fill the gap in major Islamic topics by developing an ontology for the Book of 

Purification in Islam. Many trusted books start with the Book of Purification, as it is the key to 

prayer (the Second Pillar after Shahadah, the profession of faith) and is required in performing 
Umrah and Hajj, for example.  

 

4. ARCHITECTURE DESCRIPTION 
 

This paper’s focus is to ensure that this ontology or knowledge representation on the Book of 
Purification in Islam has satisfying reusability, where the main attributes, concepts, and their 

relationships are defined and encoded. This formal encoding will be available for sharing and 

reuse. 
 

This paper also focuses on meeting the interoperability, reliability, and maintainability attributes. 

The defined ontology will ease the process of communication between the software systems 
(interoperability). This formal encoding will also help in the automation of consistency checking, 

which will make the system more reliable (reliability). The use of the defined ontology in a 

software system can render maintenance easier in many ways. Building systems by defining an 

explicit ontology improves documentation of the software, which, in turn, reduces maintenance 
costs [16]. 

 

 
 

Figure 4. Design and development of the Book of Purification ontology. 

 

Figure 4 presents our methodology for the development of the Book of Purification ontology.  
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4.1. Domain Identification 
 

This first step is concerned with identifying the domain of this ontology and specifying the 

reference for constructing the ontology. It encompasses the process of defining the domain, 
scope, and purpose of the ontology and reviewing any existing domain ontologies. 

 

The ontology model for the Book of Purification in Islam provides a semantically structured 
model that is understandable by both humans and machines for the concepts of purification and 

facilitates knowledge-sharing and retrieving in the domain of purification. 

 

As this paper aims to develop an ontology for the Book of Purification, the reference that will be 
used to identify the ontology is the book Alruwd Almurbea. This is one of the Shuruh books 

written by Imam Mansoor Alhanbali. Other references, like Sahih al-bukhari, Sunan Ibn Majah, 

and Sunan Abi Dawud, can be included in future work. 

 

4.2. Knowledge Acquisition 
 

This step is concerned with acquiring the knowledge needed to build the ontology from the 

specified reference. This step includes meeting experts and revising knowledge. 

 

4.3. Conceptualization 
 

Table 1.  Sample of the concept table for the Book of Purification ontology. 

 

 
 

In this step, we specify conceptualization by defining tables. These tables will be used to directly 

build the ontology in section 4.5: (1) The concept table (table 1 presents a sample) contains the 
domain concepts along with the hierarchy of these concepts. Each concept will be defined in a 

<concept, description> glossary. (2) The properties table (table 2 presents a sample) is used for 
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identifying the internal structure between concepts by specifying the domain and range for every 
property along with a description for it. (3) A relation table defines constraints, types, and 

cardinality. (4) Create the individuals of the concepts and their defined relationship. 

 
Table 2.  Sample of the properties table for the Book of Purification ontology. 

 

 
 

4.4. Classification 
 

 
 

Figure 5. Part of the defined classes along with subclasses. 

 

Classification is the main step of building the ontology, it consists of four steps. (1) Identifying 
the class hierarchy: the class is the general specification that can be used to instantiate 

individuals. Figure 5 presents part of the ontology of the Book of Purification and the classes 

along with subclasses. (2) Defining the properties of classes. Properties represent the 
relationships in the ontology; this is the second step after defining the classes and subclasses. 

Property could be either data property or object property. Object property has the type 

owl:ObjectProperty and links individuals to individuals, whereas data property has the type 

owl:DatatypeProperty and links individuals to data values. Figure 6 presents part of the defined 
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object and data properties. (3) Creating the individuals of our ontology. Individuals are the 
instances of our classes. Figure 7 represents individuals for the class Natural_Discharges under 

the Minor Hadath class. (4) Creating the axioms of our ontology. In order to describe the nature 

of the relationship between the classes, attribute and instance axioms are used. Axioms are 

defined for the classes to describe how a certain class relates to another. It could be either a 
subclass (where a class is a subclass of another class), an equivalent class, or a disjointed class. 

 

 
 

Figure 6. Part of the defined object and data properties. 

 
The class hierarchy in Figure 7 represents some of these axioms, where Minor and Major Hadath 
are subclasses of the class Hadath. 

 

Axioms for attributes represent how an attribute relates to another, and whether the relationship is 

transitive, inverse, or equivalent. Axioms for individuals state whether two individuals are the 
same or different. 

 

 
 

Figure 7. Individuals of the proposed ontology for the Book of Purification. 

 

4.5. Integration, Implementation and Ontology Generation 
 
The last two steps include implementing the knowledge defined in the previous steps and 

possibly re-using an existing ontology like Salaat to expand the applicability of our ontology. 

 
The implementation process will be achieved using the standard ontology language OWL and the 

ontology editor Protégé, which includes reasoning tools to check the consistency of the built 

ontology. 

 
Since the technical implementation of the proposed ontology is not within our objectives in this 

paper, focus is given to the design, analysis, and initial work of the last two steps. The intensive 

work on Steps 5 and 6 will be left for future work. 
 

5. CONCLUSIONS 
 

In this paper, we have discussed the gap that needs to be filled with encoding the major Islamic 

topics in the formal encoding that is available for share and reuse by means of ontology. 
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We make sure that the proposed ontology or knowledge representation on the Book of 
Purification in Islam is defining and encoding the main attributes, concepts, and their 

relationships. 

We have presented in detail our strategy in building the ontology, which encompasses six steps, 

including domain identification, knowledge acquisition, conceptualization, classification, 
integration and implementation, and ontology generation. 

 

As designing and analyzing the ontology was the focus of this paper, we started with an initial 
implementation to represent the steps in our strategy in this paper. 

 

Other systems such as Q&A systems can reuse our ontology. It can be tested and evaluated by 
user-driven and application-driven approaches. 
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ABSTRACT 
 

Dealing with extensive amounts of textual data requires an efficient deep learning model to be 

adapted. However, the following reasons; the highly ambiguous and complex nature of many 

prosodic phrasing also enough dataset suitable for system training is always limited, cause big 

challenges for training the NLP models. This proposed conceptual framework aims to provide 

an understanding and familiarity with the elements of modern deep learning networks for NLP 

use. In this design, the encoder uses Bidirectional Long Short-Term Memory deep network 

layers, to encode the test sequences into more context-sensitive representations. Moreover, the 

attention mechanism is mainly used to generate a context vector that is determined from distinct 

alignment scores at different word positions, hence, it can focus more on a small words' subset. 

Hence, the attention mechanism improved the model data efficiency, and the model performance 

is validated using an example of data sets that show promise for a real-life application. 

 

KEYWORDS 
 

NLP, Deep Learning, LSTM, Attention Mechanism, Data Efficiency. 

 

1. INTRODUCTION 
 

Syntactic and semantic analysis is becoming more crucial with time as it can provide valuable 

information needed in many wide-world applications. Several Natural Language Processing 

(NLP) based syntactic and semantic analysis methods that trained using the following deep 

learning models: RNN, GRU and LSTM models [1]. Bidirectional LSTM (BiLSTM) deep neural 

network layers have been used more in NLP algorithms, particularly in the Encoder stage. 

Basically, the BiLSTM layers are implemented in a Bidirectional manner, to form two learning 

models in different directions [2]. The main advantage of the BiLSTM layer is to encode the text 

sequences into more context-sensitive representations. Recently, attention mechanism designs led 

to the development of modern NLP architectures. [3] This research conducted three syntactic 

experiments. Also, their data is associated with different percentages of noise. These experiments 

use the following three models; the conventional LSTM, bi-directional LSTM, and bi-directional 

LSTM with Conditional Random Field (CRF) which has given the best performance among the 

other two. [4] This research also presents an architecture for argument classification that uses 

Bidirectional LSTM and CRF decoding for finding optimal sequences. This method is based on 

the combination of syntactic features and external word representations from FastText, where the 

FastText is used to obtain better results for words that do not exist in the dictionary. 

 

The Attention mechanism essentially generates a context vector that is computed from various 

alignment scores at various word positions, so it can focus on a small words' subset. It weighs all 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N09.html
https://doi.org/10.5121/csit.2022.120906
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inputs individually that are fed to the decoder to create the target sequence. This leads to a better 

contextual understanding resulting in a maximum prediction score in target sequence generation. 

Also, attention mechanism is used widely in the language translation fields [5]. 

 

However, these algorithms still need to be implemented in the syntactic and semantic analysis in 

terms of data efficiency perspective. Hence, the proposed NLP algorithm uses the attention layer 

to extract only the valuable data and remove the others; therefore, it can improve the training 

limitation problem and leverage the model into more data-efficient. 

 

Figure. 1 demonstrates the overall system architecture, particularly, it shows that the input 

clauses are encoded into sequences of distributed vectors in the Encoder stage. The learnable 

parameters; E, W, M, and W’ are the adjustable weights between the model hidden layers. The 

final layer of the Encoder sends the output Yt+1 information to the Decoder after an extensive 

processing of data dependencies in the attention layer (with the output ht+1). Finally, the Decoder 

can analyse the entire contextual understanding of all the previous words via probability 

distribution of the Softmax function. Combining each hidden layer’s output, the weight matrices, 

and bias (b) can mathematically be expressed as follows: 

 

Encoder:  𝑌𝑡+1 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝐸𝑡+1 . 𝑥𝑡+1 + 𝑊𝑡  . 𝑌𝑡 + 𝑏𝑡+1)(1) 
 

Decoder: 𝑂𝑡+1 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑀𝑡+1 . ℎ𝑡+1 + 𝑊𝑡−1 
′ . 𝑂𝑡 + 𝑏𝑡+1)           (2) 

 

 

 
 

Figure 1.  Overall NLP architecture. 
 

Where the Softmax is the activation function at the neural network layer output. With attention 

assistance, the Decoder can determine the extent of the match between the t-th input and the 

corresponding t-th output information. More details on the main parts and the pipeline data 

processing of the above diagram are clarified below. 
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2. ARCHITECTURE DETAILS 
 

The following Architecture-based approaches are organized into four main levels using text 

sequences' analysis. Each level constructs a model and shows the algorithm that uses syntactic 

elements of a text and how to initiate the relevant learning weights to eventually ends with a 

prediction category for the final text sequence patterns. 

 

2.1. Word Embeddings and Tokenization 
 

The text is processed in this model and represented as a sequence of embedding tokens to express 

the semantic features of the sequences; given the text X = (x1; x2; : : : ; xn) in which consisting of 

n clauses, and with each clause, xt =(w1;w2; : : : ;wm) containing m words. First, we obtain a 

hidden representation and the tokenization process of the sequences using the pre-trained model 

called Bidirectional Encoder Representations from Transformers (BERT); Tt = BERT(xt). In this 

way, the input clauses are encoded into a sequence of the distributed vectors T = [T1; T2; : : : ; 

Tn]. In BERT, four types of embedding: token embedding, segment embedding, position 

embedding, and topic embedding. The token embedding performs the embedding vector of each 

word, segment embedding is utilized to distinguish sentences, position embedding learns 

embedding at each word position in order to represent the sequences’ order information, finally, 

the topic feature embedding is used to capture the underlying topic information [2, 6]. With these 

mentioned combined features, it can generate different embeddings for polysemous words and 

can model words and context by characters which leads to better contextual management, 

especially with the words that have multiple grammatical structures. 

 

2.2. The Encoder - BiLSTM Layers Implementation 
 

 
 

Figure 2.  Encoder architecture - using BiLSTM. 

 

Recently, the LSTM architecture has already offered great prediction results in many engineering 

applications. In this work, BiLSTM is used in the Encoder stage to enable additional training by 

crossing over the input data sequences twice. This can be happened by including two LSTM 
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layers, one takes the forward direction sequences, and the other takes the backwards direction 

sequences, which offers better predictions. In this way, The approach can capture contextualized 

word representations in a clause. So, BiLSTM model leverages the Encoder task in extraction of 

the contextual word representations. The goal of BiLSTM is to model (1) complex semantical 

and syntactical characteristics of words (2) lexical ambiguity or polysemy, words with similar 

pronunciations could have different meanings at different locations or contexts [7]. 

 

At time step t-1 the forward language model can predict the next token Tt for the given previous 

tokens of the input sequence using the joint probability distribution as in (3). For the backward 

direction it is following the same manner except it is in a reversed order as shown in (4) [8, 9]: 

 
𝑝(𝑇1, 𝑇2, . . , 𝑇𝑛) = ∏ 𝑝(𝑇𝑖 | 𝑇1, 𝑇2, . . , 𝑇𝑖−1)

𝑁
𝑖=1 Forward direction(3) 

 

𝑝(𝑇1, 𝑇, . . , 𝑇𝑛) = ∏ 𝑝(𝑇𝑖 | 𝑇𝑖+1, 𝑇𝑖+2, . . , 𝑇)𝑁
𝑖=1 Backward direction(4) 

 

Hence, the two LSTMs can process sentence inputs twice in reversed directions to encode the 

input sequence T into more context-sensitive representations. For each token representation Tithe 

bi-directional vector representations can be computed by their two hidden layersℎ⃗ 𝑖𝑗and ℎ⃗⃐𝑖𝑗, in 

which their weights can be updatedusing 𝜇 of each LSTM model as  

 

ℎ𝑖𝑗
⃗⃗⃗⃗  ⃗ = 𝐿𝑆𝑇𝑀⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑇𝑖, ℎ𝑖−1,𝑗

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ;  𝜇𝐿𝑆𝑇𝑀)Forward direction(5) 

 

ℎ𝑖𝑗
⃖⃗ ⃗⃗⃗⃗ = 𝐿𝑆𝑇𝑀⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  (𝑇𝑖, ℎ𝑖+1,𝑗

⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗;  𝜇𝐿𝑆𝑇𝑀)Backward direction(6) 

 

Where  ℎ⃗ 𝑖−1,𝑗and ℎ⃗⃐𝑖+1,𝑗 are the forward and backward LSTM hidden layers respectively. By 

concatenating these two directional outputs the final representation to be sent to the attention 

layer is as follows: 

 

𝑌𝑡+1 = [ℎ𝑖𝑗
⃗⃗⃗⃗  ⃗ +  ℎ𝑖𝑗

⃖⃗ ⃗⃗⃗⃗ ](7) 

 

2.3. The Attention Layer 
 

The main objective of the attention layer is to detect long-range dependency between the word 

pairs in a sentence using the attention weights. Therefore, the model can capture pair-wise 

relations of the input tokens in a sequence. So, It sets large weights on the important tokens to the 

word. In the other words, the attention layer enhance the contextualization by generating attention 

vectors, that can determine the relevance of the t-th word in a sequence that concerning other 

words. To obtain the attention output, Feed Forward Neural (FFN) Network receives the attention 

vectors and outputs the attention’s result to the Decoder's model. In fact, the Encoder output and 

Decoder input embeddings are both fed to the attention to performs attention between the them. 

This obtains the relevance of the input's tokens concerning its targets tokens as the Decoder 

determines the actual vector representation between the mapping target and the source [3]. 



Computer Science & Information Technology (CS & IT)                                    73 

 
 

Figure 3.  The attention mechanism. 

 

It is worth noting that the attention layer is formed by multihead attentions, which contains of t 

attention heads, each learns different representation in a sequence. The main task of multihead 

attention is to map the hidden state sequence received from the BiLSTM into t different query, 

key and value matrices via a linear projection. Therefore, for the t-th head, the queries, keys and 

values can be represented by Q, K and V matrices respectively. Finally, the context vectors for 

each attention head (Ht) can be calculated using the following formulation [10]: 

 

𝐻𝑡 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛( 𝑄 𝑊𝑡
𝑄 , 𝐾 𝑊𝑡

𝐾 , 𝑉 𝑊𝑡
𝑉)         (8) 

 

𝐻𝑡 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (
(𝑄 𝑊𝑡

𝑄
) (𝐾 𝑊𝑡

𝐾)

√𝑟
)𝑉.𝑊𝑡

𝑉(9) 

 

Where the WQ
t, WK

t, and WV
t are the weights of Q, K, and V matrices respectively. The softmax 

function is used to find the probability of the matrices correlation, where √𝑟 is just to scale the 

final attention score. 

 

Multihead attention enhances the model's capability to attend sequence parts from a different 

perspective by implementing attention parallelly multiple times. This performs a self-attention 

vector for each token by weigh the word with higher than others by the high resultant dot product.  

 

This attention mechanism will be implemented in parallel for multiple times is computed which 

result in multiple attention vectors for each token to determine the attention vector. Finally, the 

resulting heads or attention outputs are concatenated and then transformed to the next LSTM 

layer (in the Decoder). 

 

2.4. The Decoder 
 

After capturing the information using the previous multihead attention layer, the sequence 

representations are sent to the next stage which is the Decoder. In fact, multihead attention can 

help the Decoder in better learning the soft alignment between the summary and the source 

document. The Decoders predicts the final summary representation also learns the final objective 

which is maximizing the likelihood of the conditional probability. Therefore, as shown in the 

figure. 1 the Decoder is also using LSTM Layer in order to predict the final summary 
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representation. This layer is implemented to model the output distribution over the class tags then 

generates an output sequence of predicted tags (St) [7, 8]: 

 
 

𝑆𝑡+1 = 𝐿𝑆𝑇𝑀(𝐻𝑡 , 𝑆𝑡;  𝜃𝐿𝑆𝑇𝑀)(10) 
 

 

Subsequently, the output of Decoder's LSTM is sent to the Softmax layer over tag vocabularies. 

The Softmax layer determines the normalized probability distribution over thw labels of the 

possible phrase for each word: 

 
 

𝑝𝑝𝑟𝑒𝑑(𝑂𝑡 = 𝑙𝑡|𝑆1:𝑁 = 
exp (𝑊𝑡𝑆𝑡+𝑏𝑡)

∑ 𝑊𝑡𝑆𝑡+𝑏𝑡
𝑁
𝑡=1

)                                                  (11) 

 

Where 𝑝𝑝𝑟𝑒𝑑 represents the possibility that the t-th token’s label is in the label set, 𝑂𝑡 represents 

the output of the t-th token. Wt and bt are referred to the weight vectors and bias vectors 

respectively. lt is the ground truth of the clause St for the tag prediction, and N denotes to the total 

number of tags. 

 

This model is trained to maximize the log-likelihood of a tag prediction as an objective function 

in which the following loss function can be determined: 

 
 

𝐿𝑜𝑠𝑠𝑡 = ∑ 𝑝𝑘
𝑟𝑒𝑎𝑙 ∗ log (𝑝𝑘

𝑝𝑟𝑒𝑑
)𝐾

𝑘=1 (12) 
 

 

Losst denotes to the loss of the t-th token. K is the length of label set. 𝑝𝑘
𝑟𝑒𝑎𝑙 denotes the real 

possibility that the t-th token‘s label in the label set is close or equal to 1 if the label is the real 

label, otherwise is 0. 

 

3. INITIAL RESULTS 
 

The proposed algorithm applied to the training data set represented by four chapters of the Moby 

Dick book. The test procedure passes 25 words as test data to the NLP algorithm and the 

algorithm predicts the 26th word. The vocabularies of all words that occurred less than five times 

in the training data set have been discarded. 

 
Table 1.  Accuracy of syntactic and semantic matching. 

 
NLP Algorithm Syntactic [%] Semantic [%] Total accuracy [%] 

Without Attention Mechanism 59 54 57 

With Attention Mechanism 61 58 60 

 

Table. 1. shows the precision syntactic and semantic matching. It has experimented on ten 

sentences frequency. As it can be seen from the table, the attention mechanism can improve the 

syntactic and semantic word relationships accuracy prediction. 

 

4. CONCLUSIONS 
 

The main key contribution of this work is to obtain a syntactic and semantic prediction. The 

proposed NLP architecture is represented by combining two powerful deep learning models; 

BiLSTM and attention mechanism, showing how to train distributed representations of words and 

phrases to make precise analogical reasoning possible. It is successfully trained the models on 
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several terms and phrases. With more improvements to the current model that the author planned 

to achieve in future work, the technique can be used to train the large-of-words models and for 

the syntactic and semantic prediction fields. Thanks to the attention mechanism for its 

computationally efficient architecture to deal with critical training data set. 
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ABSTRACT 
 
This paper provides results of evaluating some text summarisation techniques for the purpose of 

producing call summaries for contact centre solutions. We specifically focus on extractive 

summarisation methods, as they do not require any labelled data and are fairly quick and easy 

to implement for production use. We experimentally compare several such methods by using 

them to produce summaries of calls, and evaluating these summaries objectively (using 

ROUGE-L) and subjectively (by aggregating the judgements of several annotators). We found 

that TopicSum and Lead-N outperform the other summarisation methods, whilst BERTSum 

received comparatively lower scores in both subjective and objective evaluations. The results 
demonstrate that even such simple heuristics-based methods like Lead-N can produce 

meaningful and useful summaries of call centre dialogues. 

 

KEYWORDS 
 
Information Retrieval, Text Summarisation, Extractive Summarisation, Call Centre Dialogues. 

 

1. INTRODUCTION 
 

In the last decade, the rate of adoption of AI technology in the contact centre space has been on 

the increase. The popularity of speech analytics products is not surprising. The technology allows 

call centre managers to quickly assess the performance of their call centre agents. It also allows 
analysts to extract business insights from conversations. Businesses can also use information 

extracted by speech analytics to improve future customer journeys and experiences. 

 
Whilst modern Automatic Speech Recognition (ASR) solutions reach a very high level of 

accuracy for call transcription, producing accurate and succinct call summaries is still a very 

challenging task, and the area of conversation summarisation remains an active research field. 

Call summaries are usually short abstracts summarising the interaction between a customer and 
an agent. It is not uncommon to capture such important information as a customer's reason for a 

call, their concerns, agent’s handling of the call and final call resolution. Once call conversation 

transcripts have been obtained, call summarisation can be viewed as a text summarisation 
challenge. 

 

Various approaches have been proposed and applied towards text summarisation. However, they 
do fall broadly into two categories: extractive summarisation and abstractive summarisation. 

Extractive summarisation is based on selecting the most important sentences from the text and 

presenting them in the summary verbatim (i.e. word for word). Abstractive summarisation is 

based on creating new paraphrased sentences that summarise the text. 
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In this paper, we focus on extractive methods for call summarisation. There are several 
advantages associated with extractive summarisation methods. Firstly, most extractive 

summarisation methods do not require labelled data (labelling is a very time consuming exercise). 

Secondly, most extractive summarisation methods do not require any training (with some 

exceptions). Thirdly, algorithms and models used in extractive summarisation do not normally 
present challenges for production deployment. 

 

Whilst the task of call summarisation can be addressed through exploring techniques commonly 
used in text summarisation, it is important to bear in mind that call transcripts exhibit certain 

characteristics. In particular, call centre conversations normally involve two or more people (e.g. 

an agent and a customer). Call centre transcripts arising as a result of the application of the ASR 
technology normally lack punctuation, and punctuation often needs to be restored in order for the 

summary to be made more comprehensible (Figure 1 illustrates a typical call centre dialogue 

summarisation pipeline). Additionally, conversations are characterised by such phenomena as 

hesitations, speech restarts, ill-formed sentences, etc. These aspects need to be additionally 
addressed when producing call conversation summaries. 

 

In this paper, we evaluate several techniques that can be used to produce call summaries based on 
call transcripts. We present results from objective and subjective evaluations carried out on our 

data and point out benefits and limitations of various approaches. The paper is organised as 

follows. Section 2 briefly surveys previous work on extractive summarisation. Section 3 provides 
an explanation of how different methods work and the evaluation criteria and tools used. Section 

4 provides experimental set up and results for the objective evaluation, whilst Section 5 provides 

experimental set up and results for the subjective evaluation. Section 6 offers a discussion of the 

results, stating the limitation of the methods tested. Finally, Section 7 provides a summary of the 
paper outlining the conclusions, limitations as well as directions for future work. 

 

 
 

Figure 1. A Typical Call Centre Dialogue Summarization Pipeline 

 

2. RELATED WORK 
 

As mentioned above, research on text summarisation is broadly divided into two approaches: 

extractive summarisation and abstractive summarisation. Below we survey some of the previous 
work carried out on extractive summarisation. 

 

[1] was one of the first attempts to introduce extractive summarisation for texts. The method is 
based on extracting important sentences using such features as word frequency and phrase 

frequency. Common words of high frequencies are ignored in this approach. 
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[2] and [3] explored the application of HMMs (Hidden Markov Models) for the task of extractive 
summarisation. The method is based on the model computing the likelihood that a sentence 

should be included in the summary or not. Only the sentences with maximum posterior 

probability are selected. 

 
[4] and [5] approached the task of text summarisation using topic models. Latent Semantic 

Analysis (LSI) technique is used to identify semantically important sentences. Thus, sentences 

selected for the summary are characterised by minimum redundancy. 
 

[6] attempted to apply fuzzy logic towards the task of text summarisation. 8 most important 

features are selected and calculated for each sentence first. Fuzzification and inference rules are 
then applied, with the defuzzification step producing a sentence score. A set of sentences with 

highest scores is then extracted for the summary. 

 

Neural networks have also been explored for producing summaries. [7] have successfully used 
RNNs (Recurrent Neural Networks) to carry out extractive summarisation of documents. 

 

More recently, transformer-based models have been considered and applied to text 
summarisation. [8] used BERT (Bidirectional Encoder Representations from Transformers) 

model to summarise lecture notes. [9] describes further improvements to the BERT model by 

way of creating a fine-tuned summariser. 
 

[10] specifically address the task of summarisation of call transcripts for call centres. They 

propose a novel method which combines call channel separation, topic modelling, sentence 

selection and punctuation restoration. 
 

A good summary of text summarisation techniques can be found in [11], [12], [13], [14], [15]. 

 

3. CONCEPTS AND TERMINOLOGY 
 

3.1. Lead-N 
 
Lead-N is an extension of the well-used summarisation baseline Lead-3. Lead-N first filters away 

sentences that contain fewer than 7 non-stop words, then selects the first N number of sentences 

for the summary. For our purposes, as per user specification, we set the number of sentences for 

each model at 7. Henceforth, this model would be referred to as Lead-7. 
 

3.2. Text Rank 
 

Text rank is a graph-based ranking algorithm proposed by [16] . Text data is split into sentences, 

and a similarity matrix is created. The similarity matrix is then converted into a graph where 

sentences are nodes and similarity scores are edges. Top ranked sentences then selected for 
extractive summary. 

 

3.3. KLSum 
 

The KLSum (Kullback-Leibler Sum) algorithm iteratively adds sentences to the summary by 

selecting at any time step, a sentence that minimises the KL divergence between the candidate 
summary and the unigram distribution of the original document. An extensive analysis of this 

model was carried out by [17]. 
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3.4. BERTSum 
 

BERTSum is a transformer-based extractive summarisation model proposed by [8]. BERTSum 

first filters away “too long” or “too short” sentences from the document, then encodes the 
remaining sentences using the BERT large model, representing each sentence as the averaged 

embeddings of its tokens. The model then clusters these embedded sentences into N clusters, 

where N is the number of sentences required for the summary. A summary of the call document 
is created by taking the centroid sentence for each cluster. 

 

3.5. TFIDFSum 
 

TFIDFSum scores each sentence as the sum of the tf-idf scores of the tokens in that sentence. The 

sentences with the highest scores are then selected for the summary. This method is often used as 
a baseline summarisation method. 

 

3.6. TopicSum 
 

TopicSum, like TFIDFSum, scores each sentence by scoring its tokens. However, rather than 

using tf-idf scores for tokens, a topic model is applied to the document, and the score of each 
sentence is the sum of the scores assigned to its tokens by all the topics. We found the Latent 

Dirichlet Allocation (LDA) topic model [18] with the number of topics set to 15, to perform best 

for our purposes. 

 

3.7. RBMSum 
 
The RBMSum approach proposed by [19] is based on extracting features from each sentence 

(sentence position, sentence length, etc.). These features are then enhanced using an RBM 

(Restricted Boltzmann Machine), and sentence scoring is then created using the sum of the 

enhanced features. 
 

3.8. ROGUE-L 
 

ROGUE (Recall-Oriented Understudy for Gisting Evaluation) is a metric often used in objective 

evaluation of text summaries [20]. The ROUGE-L version of this metric is a function of the 

longest common subsequence of between the produced summary and the reference summary 
(also often referred to as the gold summary). Summaries that share a longer sequence with gold 

summaries tend to have a higher ROUGE-L score. This metric is widely preferred for extractive 

summarisation evaluation. 
 

3.9. MOS 
 
MOS (Mean Opinion Score) is a popular measure for representing the quality of a system or a 

stimulus. It is a rating which is obtained by averaging scores from a subjective evaluation test. 

 

3.10. Label Studio 
 

Label Studio is an open source data labelling tool for labelling video, audio, image, time series, as 
well as text data[21]. We used this tool to collect annotator judgement in Experiment 2. 
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4. EXPERIMENT 1 

 
In this section, we describe the objective evaluation of the methods discussed in Section 3 using 

the ROUGE-L metric (see section 3.8). Section 4.1 outlines the details of the experiment such as 

the dataset used and process of creating reference summaries. Section 4.2 provides the results of 

the experiments, and we briefly discuss them with the reference to the evaluation metric. A 
detailed discussion of the results is provided in Section 7. 

 

4.1. Method 
 

In this subsection, we discuss the dataset used for this experiment and the procedure for 

evaluating the models with relation to gold summaries. 
 

4.1.1. Data 

 
For this evaluation experiment, we selected 15 calls with an average duration of 15 minutes at 

random from the mobile phones domain. For each of these calls we (a) create call documents (b) 

produce a gold summary from the call document.  These steps are detailed below: 

 

A. Creating Call Documents 

 

1. Manual Call Annotation. We listened to the calls and manually annotated them using 
lower case letters only and no punctuation. This is the format typically used by ASR to 

output call transcriptions. 

2. Punctuation Restoration. The next step was to restore punctuation to the call transcripts. 
We did this using a python package from Hugging Face [22]. This BERT-based 

punctuator comprises the BERT-base encoder with an additional linear layer. This layer 

takes the encoded input (the text stream) and for each token predicts whether or not it is 

followed by a punctuation mark. With punctuation in place, sentence segmentation was 
carried out using the Spacy Sentencizer [23]. 

 

B. Producing Gold Summaries of Calls 
 

Reference summaries for each single document version of the call were produced by 

manually selecting the 7-10 most relevant sentences for each call. We aimed at including 

the following information in the summary: (1) the reason for the call, (2) pertinent 
information unique to the call, and (3) the call resolution. We consider these reference 

summaries as the ‘gold standard’ for our purposes. 

 

4.1.2. Procedure 

 

The evaluation procedure was as follows: 
 

1. We produced summaries for the 15 documents using the models described in Sections 

3.1 - 3.7. 

2. We computed the ROUGE-L scores between these summaries and the manually 
generated gold standard summaries. The results are presented below in Section 4.2. 
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4.2. Results 
 

Table 1 contains the results of evaluating all the models discussed in Sections 3.1 - 3.7 on their 

ability to produce summaries that closely match the gold summaries using ROUGE-L. As can be 
seen from the table, although TFIDFSum has a higher recall, Lead-7 outperforms the other 

models in precision and F1 score. 

 
Table 1. ROUGE-L evaluation of models relative to gold summaries 

 

Model Name Precision Recall F1 

Lead-7 0.532 0.405 0.449 

TextRank 0.499 0.414 0.441 

TFIDFSum 0.460 0.428 0.429 

TopicSum 0.459 0.423 0.427 

BERTSum 0.510 0.340 0.397 

KLSum 0.521 0.329 0.386 

RBMSum 0.465 0.280 0.340 

 

5. EXPERIMENT 2 
 

In this experiment, we evaluated the effectiveness of the summarisation methods using subjective 

judgements of human annotators. The MOS was used to aggregate these judgements. 
 

5.1. Method 
 
This subsection contains a discussion of the data, data preparation and procedure for this 

subjective evaluation experiment. In this subsection, we discuss the dataset used for this 

experiment and the procedure for the subjective evaluation of the models. 
 

5.1.1. Data 
 
For this evaluation experiment, we selected 8 calls from 5 domains – mobile phones, life 

insurance, debt collection, home improvements, and solar panel funding. The average duration of 

these calls is 11 minutes. The data was processed in the same manner as the data in Experiment 1 
(see 4.1.1) and the summaries produced were used for the experiment outlined in 5.1.2. 

 

As a preliminary step, we reduced the number of models from 7 models to 4. The 4 models were 

selected by examining the summaries produced by the models during Experiment 1. This was 
done by subjectively ranking the models in order of how well the summaries produced met the 

gold standard – in other words we asked and answered the question, ‘how well did they meet the 

criteria by which we created gold summaries’ (see Section 3.1.1). Based on this, we chose Lead-
7, BERTSum, TopicSum and RBMSum. Although TextRank performed competitively with 

respect to ROUGE-L scoring in Experiment 1, the summaries produced by TextRank for the life 

insurance domain were poor (see Section 6.1). For this reason, it was decided not to include 
TextRank in subjective evaluation. 

 

We produced summaries of the calls outlined above using the four methods selected. 
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5.1.2. Procedure 
 

Label Studio was used to collect subjective judgements from the annotators about the summaries 

produced by various models. Our goal was to conduct a 2 hour experiment to ascertain which 

model’s summaries the participants preferred. The participants were drawn from the data science 
and transcription teams of the company – these participants work on various aspects of call centre 

data intelligence. 

 
The procedure of this experiment was as follows: 

 

1. We carried out an initial pilot experiment to ensure that the task setup was intuitive. 
This pilot experiment had 1 participant. This participant was asked to listen to 8 calls (one 

at a time) and rank each of the four summaries of any given call on a scale of 1-10. 

2. We carried out the main experiment with 6 participants. The participants were asked to 

repeat the steps from the pilot experiment. The names of the models were removed to 
facilitate an unbiased annotation. It is also important to note that the participants did not 

have access to the text transcript of the call, or the gold summaries. They had to make their 

judgement solely on the basis of how well they thought the written summary captured the 
audio recording of the call. 

3. The judgments of the participants were aggregated using the Mean Opinion Score 

(MOS). The results of this are shown in Table 2 in the section that follows. 
 

5.2. Results 
 
Table 2 contains the aggregated results of the subjective judgements of human annotators. The 

Table places the model name side by side with the mean opinion score for each model (see 

Section 3.9). As can be seen from the table, TopicSum emerges as the preferred summarisation 
model, with the highest MOS score of 5.96. 

 
Table 2.  Aggregated results of the subjective judgements of human annotators. 

 

Model Name Mean Opinion Score 

TopicSum 5.96 

Lead-7 5.14 

RBMSum 4.20 

BERTSum 3.66 

 

6. DISCUSSION 
 
In this section, we discuss the results of the experiments in two parts. Firstly we discuss the 

suitability of the 7 models evaluated in Section 5. For each method, we analyse the results of 

Section 6, stating the benefits and limitations of the model. Secondly, we briefly compare 
subjective and objective evaluation of summaries. 

 

6.1.  Comparing extractive summarisation methods of call centre dialogue 

summarisation 
 

Table 1 shows that Lead-7 received the highest F1 score compared to other methods. This is 
likely because by favouring sentences that occur at the beginning of the call, Lead-7 usually 
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captures the reason for the call, which is an important part of gold summaries. For subjective 
evaluation, Lead-7 was shown to be the second most preferred method. Taken together, these 

results show that Lead-7 can be a very competitive baseline for call centre dialogue 

summarisation. On the negative side, a post-hoc analysis revealed that Lead-7 received lower 

subjective ratings scores when the sentences in the summary were too long resulting in a “wordy 
summary”. Lead-7 was also revealed to frequently miss the call resolution, a side-effect of 

selecting sentences from the beginning of the call document. 

 
From Table 1, we see that Lead-7 outperformed TextRank by a small margin when evaluated 

using ROUGE-L. In fact, a side by side examination of summaries produced by the two models 

showed that Lead-7 and TextRank produced summaries with the highest degree of token overlap. 
One possible reason for the competitive ROUGE-L scores for TextRank is that by preferring 

sentences with the highest similarity to other sentences, TextRank selects sentences with the most 

diverse words, hence capturing an extensive vocabulary, and Rouge-L being an n-gram based 

scorer rewards this behaviour. An examination of the summaries produced by TextRank showed 
them to be highly coherent but with the disadvantage of lacking in topic diversity. Furthermore, 

for longer calls where several topics are discussed, TextRank often settles on one aspect of the 

call, ignoring other usually important aspects. For these reasons, TextRank was not included in 
Experiment 2. 

 

As already mentioned, the heuristic model TFIDFSum works by ranking sentences according to 
the portion of important tokens they contain: where token importance is computed as token term-

frequency inverse document frequency. The competitive ROUGE-L score obtained for this 

method suggests that by maximising the sum of this token tfidf, TFIDFSum encourages the 

selection of longer sentences, especially ones that contain weighty words. Also, because high 
tfidf words are frequently occurring, they are likely to be found across the entire document. Thus, 

the technique of choosing high-weighted sentences also encourages high coverage summaries. 

TopicSum, designed to improve on the word importance scoring of TFIDFSum also achieves 
similar ROUGE-L scores and produces very similar summaries. However, TopicSum produced 

summaries that contained more call-specific details and for this reason, it was selected for 

subjective evaluation over TFIDFsum. 

 
Table 1 shows KLSum to have a poor ROUGE-L score – it ranks in the bottom two models 

according to the metric. As noted in Section 3.2, KLSum aims at producing a summary that best 

matches the entire document (in our case, the whole call). It does so by selecting a candidate 
summary with the least divergence from the unigram distribution of the document. This 

approach, while encouraging diversity, has no notion of topic or word importance and leads to a 

poor recall of important but succinct topical sentences. Analysis of KLSum summaries revealed 
they were lacking in coherence, often drifting from topic to topic. This led us to the exclusion of 

KLSum from Experiment 2. 

 

BERTSum also received a low ROUGE-L score compared to other methods. BERTSum creates 
N clusters for each document, and selects N sentences closest to each centroid as the document 

summary. Thus, similarly to KLSum, BERTSum also encourages diversity, however a notion of 

topicality is enforced by clustering in this case. An examination of BERTSum summaries showed 
them to also be coherent but lacking in crucial details pertinent to the calls. This lack of detail, 

possibly a side-effect of the initial filtering process (see Section 3.4) was noted by the annotators 

in Experiment 2 and is the likely reason for the comparatively low ROUGE-L score for the 
model. 

 

The last model discussed in the section is RBMSum, which has the worst ROUGE-L score. An 

examination of the summaries produced by RBMSum shows that RBMSum, like BERTSum, 
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selects shorter sentences, hence producing relatively shorter summaries. That notwithstanding, 
RBMSum summaries neatly capture the highlights of the calls. 

 

6.2. Comparing objective and subjective evaluation 
 

In comparing the objective and subjective evaluation results, we observe two key differences: 

 
1. Although RBMSum received the lowest ROUGE-L score in the objective evaluation, in 

Experiment 2, the annotators rated RBMSum higher than BERTSum. 

2. TopicSum was preferred over Lead-7 by human annotators, even though it scored lower 

than Lead-7 according to the ROUGE-L metric. 
 

This seems to indicate, in line with findings of the perspectivist view of NLP [24] [25], that the 

gold standard might be just one opinion of what constitutes a good summary. This suggests that 
while metrics like ROUGE-L are useful for comparing models, the choice for best summary 

might be user/purpose dependent. 

 

7. CONCLUSIONS AND FUTURE WORK 
 
In this paper, we experimentally compared the use of several extractive summarisation models in 

building a call centre dialogue summarisation pipeline without depending on gold summaries for 

model training. To summarise the audio recordings, we convert each call to a document of 
sentences and apply an extractive summarisation model to extract the most important sentences 

from this document. We observed that models that take word importance into consideration 

produce summaries which are most similar to the gold summaries. We also observed that even 
simple baselines like Lead-7 can produce good summaries of calls. We evaluated the quality of 

the summaries by aggregating subjective judgements of human annotators. Comparing objective 

and subjective evaluation of the summaries suggest that both are needed to ascertain the 

suitability of summarisation models. 
 

We limited the scope of our work in this paper to extractive summarisation techniques as these 

techniques are often unsupervised and as such neither need labelled training nor present serious 
challenges for production deployment. Our experiments are also limited in the number of calls 

annotated, and the expertise of the annotators who, while being well-versed in call centre data 

transcription and information extraction are not call centre agents or managers. Further research 

would involve (1) evaluating our results on a larger set of annotated calls of varying lengths with 
annotation guidelines produced by call centre managers, and (2) extending the scope of our work 

to include supervised extractive summarization techniques which we will train on dialogue 

datasets like TweetSum[26] and evaluate on our call centre calls. 
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ABSTRACT 
 

Machine learning models allow us to compare languages by showing how hard a task in each 

language might be to learn and perform well on. Following this line of investigation, we explore 
what makes a language “hard to pronounce” by modelling the task of grapheme-to-phoneme 

(g2p) transliteration. By training a character-level transformer model on this task across 22 

languages and measuring the model’s proficiency against its grapheme and phoneme 

inventories, we show that certain characteristics emerge that separate easier and harder 

languages with respect to learning to pronounce. Namely the complexity of a language's 

pronunciation from its orthography is due to the expressive or simplicity of its grapheme-to-

phoneme mapping. Further discussion illustrates how future studies should consider relative 

data sparsity per language to design fairer cross-lingual comparison tasks. 

 

KEYWORDS 
 

Phonology, Orthography, Linguistic Complexity, Grapheme-to-Phoneme, Transliteration. 

 

1. INTRODUCTION 
 

The aim of this work is an initial computational exploration of what makes a language “hard to 

pronounce” as suggested in the discussion for the SIGMORPHON 2020 shared task of grapheme-
to-phoneme (g2p) transliteration [1]. Specifically, we will look at learning to transliterate several 

languages into the international phonetic alphabet (IPA), a form of g2p transliteration, as an 

indicator of language complexity. In order to do this, we train a character-level transformer 

model on g2p transliteration for 22 languages and measure the ratio of grapheme-to-phoneme 
used in languages against the character-level accuracies per word that is achieved by training the 

models under medium-resource assumptions. In the analysis below, we show that this method can 

empirically demonstrate intuitive notions of cross-lingual complexity such as phonetic 
orthographies being easier to learn than non-phonetic ones. We also show that data sparsity is a 

key issue in making cross-lingual comparisons that hasn’t been well addressed in previous 

literature. Specifically, we will argue that it is unfair to compare languages with different 

inventories using the same training and testing set sizes. 
 

Transliteration is defined here as the process of finding a mapping from one source language 

orthography to a target orthography. Sometimes the target transliteration alphabet is a 
simplification or variation of the source language orthography such as using a simplified 

alphabet, or an orthography designed to elucidate pronunciation as can be found in simplified 

English pronunciation schemes. Other times transliteration is used to map language artifacts 
native to one language to a transliteration that elucidates its pronunciation in another alphabet for 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N09.html
https://doi.org/10.5121/csit.2022.120908
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readers of the target language. For example, in romanization a transliteration of a name natively 
belonging to one language is written in a “roman” or Latin-based script such as English in order 

to be readable by a reader of a Latin script or is written under constraints such as only having 

access to a Latin script-based keyboard. In this work we specifically focus on the g2p 

transliteration task that preserves a source language's native orthography and outputs letters 
drawn from IPA. It is our belief that setting up the task in this way ensures that we are learning 

informative end-to-end pronunciation transliterations that are useful for comparing languages. 

Previous g2p task set ups have allowed human or automated romanization of source 
orthographies (see descriptions of this in [1]) which we believe is detrimental to measuring 

language complexity. This is particularly important in orthographies such as used by Mandarin 

where romanization such as in Pinyin is giving the language a “phonetic” head start. Since we 
don’t allow English to be reduced to a simpler phonetic variety, why should we allow other 

languages to be? 

 

2. PREVIOUS WORK 
 
For natural language processing, transliteration models provide many unique and desirable 

qualities for inspecting language learning. First g2p language models have had a particular 

historical importance due to their role in speech to text and automatic speech recognition systems. 
Second, phonology and orthography are well studied areas. Theoretical models about how 

sequences of characters should be composed orthographically and how pronunciation occurs are 

readily available for researchers to guide their modelling of the task of transliteration including 

how feature representations, loss, and evaluation functions should be designed in order to 
preserve features such as phonetic similarity [2].  Third, unlike the high dimensionality of word 

and audio feature spaces, transliteration models have relatively low complexity in their feature 

spaces as they are bounded by comparatively low alphabet sizes. Because of this transliteration 
models may provide interesting opportunities for inspecting tasks that traditionally would have 

required more costly audio inputs or outputs. Additionally, the transliteration process is itself 

interesting as humans commonly need to engage in understanding and explaining the 
pronunciation of written texts and the process of learning to transliterate requires some 

competency with the source and target orthographies that may elucidate the dynamics of the 

language that is being modelled.  Finally, unlike other language modelling tasks, transliteration 

models often focus on achieving good results in low resource scenarios where 1k (low resource) 
or 10k (medium resource) training samples are available. Insights for modelling with little data 

then may be drawn from work in transliteration. 

 
In our work, one aspect that we’d like to study is what transliteration models can tell us about 

language complexity. Language complexity is a well-studied field that asks whether some 

languages or dimensions of language such as its syntax or phonology can be more complex or 

harder to learn than others [3]. Typically, this is based on classical linguistic analysis of 
inventories of the number of features and rules available within a phonology, orthography, or 

syntax system. Recent studies, notably [4] and [5], have proposed that cross-lingual complexity 

can be framed as a learning problem: How hard is it to learn a model of reading, writing, or 
pronouncing? Based on the accuracy of a particular modelling applied across languages we can 

potentially draw empirical conclusions of how complex one language might be with respect to 

another. In this respect, [4] is the closest analysis to this work that tries to understand how hard 
one language might be to transliterate (grapheme-to-phoneme) or decode (phoneme-to-

grapheme). In our work, we look particularly at g2p transliteration to draw conclusions about 

joint orthography and phonology complexity. 
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3. METHODS 
 
For our g2p transliteration task, we chose to use the ipa-dict dataset of which consists of 

monolingual wordlists with IPA transliteration in 28 languages [6]. The alternative dataset under 

consideration was the Wiktionary project which has IPA phonetic transliterations available and is 

much more comprehensive in terms of the number of transliteration records and languages 
available. A version of this has been curated in the Wikipron project that has been used in various 

SIGMORPHON workshops. However, for the purposes of an initial investigation the smaller ipa-

dict dataset was chosen as we found it exemplary of many languages in an easy to access way.  
 

Given the ipa-dict data, we pre-processed the dataset by removing punctuation, splitting tokens 

by individual characters, and separated each individual dataset by language. Removing 

punctuation and splitting tokens by individual characters is problematic from a phonetic 
perspective since punctuation can change pronunciation and individual phonemes can be 

composed of multiple characters for instance in the case of gnocchi, an Italian pasta, whose 

phonetic transliteration /'ɲɔk.ki/ transforms the “gn” onto the voiced palatal nasal /ɲ/ and ch into 
the voiceless velar plosive /k/. Similarly, the comma in English can transform how adjacent 

words are blended during speech. In the case of tokenizing IPA transcriptions, we split units that 

have a single phonetic meaning such as the case of diacritics and other components that modify 
the preceding letter. However, we don’t consider these major obstacles for two reasons. In the 

tokenization case, we are looking to model transliteration from a sequence-to-sequence 

perspective where multiple characters can be decoded as single phonemes or single characters 

can be decoded as multiple phonemes depending on the context of proceeding characters and 
language under transliteration. For punctuation, since we are focusing here on word-to-word 

transliterations we don’t consider punctuation a major feature in this task. 

 
Our aim to model transliteration is to look at how the process of transliteration can be learned 

across languages. Therefore, we split the dataset into the 22 languages which have over 10k 

transliteration records. We select a random sample of 10k transliteration records for each 
language.  By focusing on a 10k set, we are emulating the medium resource sample size given in 

previous SIGMORPHON conferences [1]. We do this so that each transliteration model has the 

same number of samples to train from. In order to train the model that we describe below, we 

split the dataset into a training set of 8k samples, an evaluation test set of 1k samples, and a final 
test set of 1k samples. 

 

The architecture we chose to model transliteration was the popular transformer architecture [7]. 
We chose the transformer architecture because it provides a proven approach to model sequence 

transduction where positional context is considered across the sequence using attention and self-

attention that has been proven out in both character level [8] and transliteration contexts [9] 

achieving state-of-the-art g2p performance. The transliteration process can be understood as 
sequence transduction where a source language orthography for a given word is translated into a 

target language orthography. With attention, we theorize that we will be able to adequately 

translate a phonetic letter given both previous and preceding characters in the input sequence. 
Additionally, with self-attention, we theorize that the decoder can learn additional phonetic 

transliteration procedures that ensure that certain phonetic sequences are more likely than others. 

For instance, learning to attend to certain sequence dependencies like vowel harmony. Finally, 
with multi-head attention and multiple layers we theorize that multiple levels of phonetic and 

orthographic features can be captured in understanding the input sequence and producing the 

output sequence. 

 
Table 1 describes the parameters used to train a transformer model using the architecture 

presented in [7]. The learning rate was set to a uniform rate of 0.005 using an Adam optimizer 
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and dropout rate of 0.1 was used. The implementation of Vaswani [7] was made in PyTorch and 
the code is available on request. One thing to note is that the transformers used are relatively 

shallow and trained for a relatively low duration of 20 epochs. The choice of a shallow model 

was due to the relatively limited amount of training data and speed at which the model was able 

to converge on a relatively stable loss for each language. Larger models were underfitting and 
slow to converge. However, in the discussion below we theorize that this could potentially be 

resolved with self-supervision pretraining or a larger dataset such as Wiktionary. A large batch of 

512 was chosen due to [8] which suggests that for character-level transformers batch size is 
critical especially in the case of low resource settings where transliteration tasks often take place. 

 
Table 1.  Parameters used to train each transliteration model. 

 
Dropout 

Rate 

Learning 

Rate 

Batch 

Size 

Embedding 

dimension 

Layers Feed 

Forward 

Size 

Attention 

Size 

Number of 

Attention 

Heads 

0.1 0.005 512 32 2 32 32 2 

 

4. RESULTS 
 

We trained 22 transliteration models in order to compare the ability to learn transliteration for 

different languages. Once the models were trained, they were evaluated on their respective test 
sets using a simple character-level accuracy metric as seen in [10]. The accuracy metric for each 

predicted sequence is the mean of per-token comparison of the predicted IPA transliteration and 

the ground truth transliteration. Simple character level transliteration was chosen over the more 
common word and phoneme error rate (See [9]) for demonstrative purposes in this paper rather 

than to prove performance against some baseline. In future studies, word and phoneme error rate 

could be more illustrative of performance and provide standard comparative metrics.  In Table 2, 

we present these accuracies across each language we trained a transliteration model for. Notably, 
Esperanto, Malay, Swahili, and Vietnamese are the most accurately transliterated while 

Cantonese, Japanese, and Mandarin (hans indicates simplified and hant indicates traditional) are 

the least accurately transliterated. In order to explore these results further we had the following 
questions on what might contribute to the differences of accuracies.  

 

Following [4], we theorized that the range of letters used by the source language, it’s graphemes, 
and the range of IPA letters used, its phonemes, are potentially illustrative of the complexity 

involved in the language. We also show the ratio of grapheme to phonemes used including a 

convenience column that shows the distance from a 1:1 ratio. These numbers are presented below 

in Table 2 with German and French (Quebec) appearing to use the most IPA sounds and Malay 
and Esperanto using the least. The smallest source alphabets were Swahili, English (both UK and 

US), and Malay and the largest were Mandarin. As for the ratio of sounds used to source alphabet 

length, German, English (UK), and Swahili had the highest ratio of sounds used per letter with 
Esperanto, French (France), Spanish (Both Mexico and Spain) having the closest to a 1:1 ratio 

and Mandarin and Cantonese having the lowest ratio. Figure 1 explores these results graphically 

presenting the ratio of IPA letters used to source language letters used plotted against the 
accuracy of each model. One clear limitation of this approach is that a simple ratio of grapheme 

to phoneme does not robustly indicate how close a language is to representing phonemes in a 1:1 

way. An example of this is Arabic, which appears in relatively close alignment but in this dataset 

is not using any graphemes for vowels as is common in standard written Arabic. 
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Table 2. Transliteration model for languages, their vocabulary length, and ratio of number of IPA tokens 

used to source vocabulary tokens used. 

 

Language Accuracy IPA Vocab 

Length 

Source Vocab 

Length 

Ratio of IPA to 

Source Length 

Distance from 

1:1 ratio 

Mandarin (hant) 71.98% 41 23283 0.002 1.00 

Mandarin (hans) 73.88% 41 20505 0.002 1.00 

Cantonese 79.95% 33 14672 0.002 1.00 

Japanese 73.66% 32 5510 0.006 0.99 

Vietnamese 

(Southern) 

95.53% 43 90 0.478 0.52 

Vietnamese 

(Northern) 

95.65% 43 90 0.478 0.52 

Vietnamese 

(Central) 

96.32% 45 90 0.500 0.50 

Odia 95.00% 38 63 0.603 0.40 

Arabic 87.10% 32 38 0.842 0.16 

Esperanto 97.08% 27 29 0.931 0.07 

French (France) 92.12% 43 46 0.935 0.07 

Spanish 

(Mexico) 

95.68% 32 33 0.970 0.03 

Spanish (Spain) 94.85% 33 33 1.000 0.00 

Malay 96.87% 30 27 1.111 0.11 

Finnish 91.81% 38 34 1.118 0.12 

French (Quebec) 90.80% 54 47 1.149 0.15 

Norwegian 84.74% 48 34 1.412 0.41 

English (US) 80.30% 37 26 1.423 0.42 

Swedish 85.42% 48 33 1.455 0.45 

Swahili 96.63% 40 24 1.667 0.67 

English (UK) 83.92% 47 26 1.808 0.81 

German 85.55% 84 32 2.625 1.63 
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Figure 1.  IPA Transliteration model accuracy and the ratio of IPA length to source  

language alphabet. The blue line indicates a 1:1 ratio for grapheme-to-phoneme. 

 

5. DISCUSSION 
 

When looking at learning to transliterate we are interested in two core competencies. The first is 

learning to read, deciphering a source alphabet and making some transformation of it, and the 
second is learning to pronounce, understanding how a source alphabet maps to phonemes. In the 

above experiments, we are asking how learning to read and pronounce under the g2p task differ 

across languages. Why does Mandarin appear the hardest to learn and Esperanto, a constructed 
language, the easiest? The above results provide an empirical justification for two intuitive 

hypotheses presented below: logographic writing systems are harder to learn to transliterate than 

phonetic writing systems, second that languages with high redundancy for phonemes or close to a 

1:1 ratio of letter to phoneme are the easiest to learn. 
 

First, we should say that the ratio of grapheme-to-phoneme is a very simplistic measure of 

language complexity, as is demonstrated in the case of Arabic noted above. However, we feel 
justified in using it at the very least to illustrate a few things about language complexity because 
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it allows us to look at the size of an input vocabulary (the graphemes) and output vocabulary (the 
phonemes) as the model being trained would. That is without explicit knowledge about how to 

evaluate the complexity of a language. We will see this below when we discuss the notion of 

complexity as it relates to source vocabulary size and data sparsity. Secondly, the below 

discussions are based on. Another related limitation that should be presented before discussing 
results is that Latin-script based orthographies are overrepresented in our comparison. Table 3 

shows that we include 4 logographic orthographies, 1 abugida, 1 abjad, and 16 Latin-based 

orthographies. In future works, we should try to study more languages that do not use Latin-based 
orthographies. 

 

Given the limitations above, the major discrepancies in accuracy results are the differences 
between languages with logographic writing and languages without. This is an intuitive result and 

follows naturally from the fact that the number of values the input alphabet can take is orders of 

magnitudes larger than non-logographic orthographies. If each unique character is understood as 

a class under a multi-class classification scheme, then we can easily see that some languages are 
much sparser than others. Summarizing results from the SIGMORPHON 2020 workshop [1] 

discusses the lack of performance in Korean. The authors note that some orthographies, notably 

Korean in their dataset, are much sparser than others. Meaning the mapping between the number 
of training samples and source graphemes is very low or sparse compared to other languages. In 

order to illustrate the dynamics of this in our dataset we have tabulated the sparsity of each 

language we are using in Table 3 which shows the number of samples per unique character per 
language. In this case Mandarin only has 0.34 examples per letter and Japanese only has 1.45 

samples per class. The next lowest number of samples per letter in a source language alphabet is 

Vietnamese with 88 samples per class. We know that the accuracy of a classifier will naturally 

depend on the number of training samples per class producing underfitting in a situation without 
enough data. However, we can’t simply say that large source vocabularies require more training 

data to learn transliteration as Vietnamese is one of the easiest languages to learn, achieving an 

accuracy of 96.32% on Vietnamese (Central) despite only having 88 samples per letter. 
(Interestingly, Vietnamese was also the lowest baseline word error rate in the SIGMORPHON 

2020 task [1]).  Again, English (US) has the lowest accuracy score of 80.30% among non-

logographic orthography despite having 307 samples per letter. Based on this we can observe that 

logographic orthographies are harder to learn to transliterate than phonetic ones. We should be 
wary to suggest that there is a linear relationship between number of letters in a source 

vocabulary and its ease of learning, at least in the case where non-logographic orthographies are 

involved. 
 

Table 3.  Samples per unique character in alphabet for each language given a training set of 8000 tokens. 

 

Language Type of 

Orthography 

Accuracy Number of 

Unique 

Characters 

Number of Samples per 

Unique Character 

Mandarin (hant) 

Logographic 

71.98% 23283 0.34 

Mandarin (hans) 

Logographic 

73.88% 20505 0.39 

Cantonese Logographic 79.95% 14672 0.54 

Japanese Logographic 73.66% 5510 1.45 

Vietnamese (Southern) 

Latin based 

95.53% 90 88.88 
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Vietnamese (Northern) 

Latin based 

95.65% 90 88.88 

Vietnamese (Central) 

Latin based 

96.32% 90 88.88 

Odia Abugida 95.00% 63 126.98 

French (Quebec) 

Latin based 

90.80% 47 170.21 

French (France) 

Latin based 

92.12% 46 173.91 

Arabic Abjad 87.10% 38 210.52 

Finnish Latin based 91.81% 34 235.29 

Norwegian Latin based 84.74% 34 235.29 

Spanish (Mexico) 

Latin based 

95.68% 33 242.42 

Spanish (Spain) 

Latin based 

94.85% 33 242.42 

Swedish Latin based 85.42% 33 242.42 

German Latin based 85.55% 32 250 

Esperanto Latin based 97.08% 29 275.86 

Malay Latin based 96.87% 27 296.29 

English (US) Latin based 80.30% 26 307.69 

English (UK) Latin based 83.92% 26 307.69 

Swahili Latin based 96.63% 24 333.33 

 
In order to explain why certain languages are easier to learn than others we hypothesize that first 

and intuitively the phonetic alphabets are easiest to learn. Among those languages with close to a 

1:1 mapping between a grapheme and a single phoneme or with many redundancies in terms of 
multiple graphemes mapping to a single phoneme, or which are highly expressive with respect to 

how source letters can be transliterated are the easiest to learn. In Figure 1, we see those 

languages with close to a 1:1 ratio of grapheme to phoneme appear to do the best. Languages 

which are more expressive in terms of a phonetic writing system, meaning they have multiple and 
even redundant graphemes to phonemes, also appear to do well. Languages that appear to do 

poorly like English and German have a low ratio of letters in the source language to phonemes 

they express. This means that the languages have letters that can map to multiple different 
phonemes introducing which would have the effect of introducing ambiguity in the g2p task. 

 

Based on the findings above, we can propose an initial hypothesis that there appears to be a 

pattern where languages with the closest grapheme-to-phoneme ratio or language with the most 
expressive phonetic orthographies tend to be the easiest to learn. Related to this, we should note 

that under the transliteration task cross-lingual comparison of languages appears to be 

constrained by data sparsity. The ease of learning a language from a computational point of view 
is tied to the number of samples we can observe for each transliteration pair. Languages with 

large source orthographies, especially logographic ones, are dramatically more sparse than other 
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ones. With this in mind, we should question the fairness of comparing languages under g2p 
transliteration tasks where data sparsity is dramatically different. Perhaps this can explain some 

of the results on why logographic languages appear to be harder to learn. We speculate that if 

each language was given a training set proportional to their source vocabulary, then we could 

have a much more robust way to compare the complexity of languages under the machine 
learning scheme. We urge future authors who are using joint orthography and phonology datasets 

such as those studying g2p to consider the sparsity of data when comparing languages. 

Additionally, future work should try to design tasks where the relative data sparsity is fairer. 
 

6. CONCLUSION 
 

In this work we have suggested that exploring the process of transliteration can yield interesting 

insights into the process of language learning especially for machine models. In order to further 
pursue this work further a few interesting notes should be made. First, as seen with logographic 

languages and languages with high phoneme-source letter ambiguity the number of training 

samples must be higher for effective learning therefore in future work more comprehensive 
datasets should be used such as Wiktionary and comparison based not on absolute number of 

samples but on number of samples per class should be made. Additionally, in order to prove out 

the theory that the simplest (closest to a 1:1 mapping between phoneme and grapheme) or most 
expressive phonetic orthographies are the easiest to pronounce we should sample many different 

orthographies and devise a metric for complexity that isn’t simply a ratio of grapheme over IPA 

letter.Due to the simplicity of the ratio of absolute number in grapheme and phoneme inventories, 

future work should develop measures based on theorical results from linguistics on how each 
phoneme maps to each grapheme.  Finally, once a fairer complexity measure and task is 

developed for cross-lingual comparison, we should look at performing an ablation study that 

illustrates how complexity of learning to pronounce a language change under training and 
modeling strategies that are known to improve the ability to transliterate such as encoding 

phonetic similarity in features, self-supervision, data augmentation, and joint or cross language 

modeling. 
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ABSTRACT 
 

This work consists of applying supervised Machine Learning techniques to identify which types 

of active debts are appropriate for the collection method called protest, one of the means of 

collection used by the Attorney General of the State of Pernambuco. For research, the following 

techniques were applied, Neural Network (NN), Logistic Regression (LR), and Support Vector 

Machine (SVM). The NN model obtained more satisfactory results among the other 

classification techniques, achieving better values in the following metrics:  Accuracy (AC), F-

Measure (F1), Precision (PR), and Recall (RC) with indexes above 97% in the evaluation with 

these metrics. The results showed that the construction of an Artificial Intelligence/Machine 

Learning model to choose which debts can succeed in the collection process via protest could 
bring benefits to the government of Pernambuco increasing its efficiency and effectiveness. 

 

KEYWORDS 
 
Data Mining, Artificial Intelligence, Machine Learning & Public Debt Collection. 

 

1. INTRODUCTION 
 

According to Witten, it is estimated that data from organizations double every 20 months, and 
this large amount of data is increasingly difficult to use for decision making [1]. According to 

Wirtz, this problem is even more pronounced in the public sector [2]. In this context, the 

application of Artificial Intelligence (AI) and Machine Learning (ML) techniques has been 
shown to be increasingly appropriate to solve this problem [1]. And, as pointed out by Gousios, 

there is more and more data to be used in software engineering associated with data science 

techniques [3] to find descriptive and predictive information, in several areas, from credit 

analysis [4] to the billing process [5]. 
 

According to Hunt, the debt collection process is increasingly using Artificial Intelligence for 

better results. And the application of these techniques in the public sector that deal with debt 
collection becomes even more relevant for two reasons: (1) the need to differentiate debtors from 

tax evaders; and (2) the legal obligation to collect, regardless of the amount. The first is related to 

the need for greater assertiveness in the process, and the second is related to efficiency. Both are 

expected contributions using AI [6]. 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N09.html
https://doi.org/10.5121/csit.2022.120909
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Arising from the above argument, the following challenges are commonly encountered in 
government agencies to adequately carry out public debt collections: (1) dealing with the large 

volume of data [1], and (2) using reliable and agile mechanisms to carry out debt [6]. 

 

This article is organized into six sections. This section presented the objective for the 
development of this work. The second section dealt with motivation. The third section described 

the theoretical foundation. The fourth section presented the research method used. The fifth 

section presented the results. And the sixth section presented the conclusions, with applicability 
for future work. Finalizing the document with the references. 

 

2. MOTIVATION 
 

The Attorney General of the State of Pernambuco (AGS/PE) has been using a tool for Business 
Intelligence (BI), called Qlik Sense since 2019, and with it, descriptive analyses were performed 

to obtain knowledge of the data, which are available to the organization stored in the Oracle 

database of this institution, and data inserted and maintained by transactional application called 
the Justice Automation System (JAS) implemented since 2006. 

 

With these data, added to several others stored in the SQL Server database of this body, from 
applications integrated in the platform called Portal-AGS/PE, it was possible to better understand 

the evolution of active debt over the years, and in this understanding, it was observed the need to 

better understand how data behaves. 

 
AGS/PE being the state government agency, responsible for collecting active debts, with the 

knowledge obtained with the BI tool, observed the annual increase in the amount of debt and the 

number of debtors, which motivated the use of Business Analytics (BA) to identify the causes 
and consequences and in the search for its solutions, with a focus on improving the collection 

processes. 

 
With the purpose of assisting in this process, in this article, we use AI and ML techniques to 

identify which debts are most appropriate for the protest collection modality. Thus, the AGS/PE 

Active Debt Center will have a less costly tool for public coffers than electronic court. This was 

possible by training smart techniques based on data from the Active Debt Registration (ADR). 
 

3. THEORETICAL BASIS 
 

This section provides an overview of the techniques used to perform Supervised Machine 
Learning. In addition, it also presents the metrics used for the analysis of classification 

techniques. 

 

3.1. Supervised Learning Techniques 
 

Neural Network (NN) allows you to perform complex computations through a training function 

on a dataset. Thus, NNs can be seen as approximations of nonlinear functions, e.g., classification 
or regression. There are several parameterization and models, usually have an input layer and 

one, output, and one or more intermediate layers [7].  

 
Logistic Regression (LR) allows estimating the probability associated with the occurrence of a 

given event in front of a set of explanatory variables, being a statistical technique that aims to 

model, from a set of observations, the logistic relationship between responses and a series of 
numerical or categorical explanatory variables [8]. 
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Support Vector Machine (SVM) allows you to generate a representation of examples as points in 
space, mapped so that the examples in each category are divided clearly and accurately. Thus, 

new input cases are then mapped appropriately as belonging to one of the categories of the output 

space. Therefore, what an SVM does is find a separation line, a hyperplane, between data from 

multiple classes. That is, the hyperplane seeks to maximize the distance between the closest 
points relating to each of the existing classes [9]. 

 

3.2. Classification Analysis Metrics 
 

Accuracy (AC) is the ratio between true positives (TP) and true negatives (TN) for the sum of 

true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN) [10]. 
 

 
(1) 

 
Precision (PR) is the ratio between true positives (TP) for the sum of the number of true positives 

(TP) and false positives (FP) [10]. 

 

 
(2) 

 

Recall (RC) is the ratio between true positives (TP) for the sum of the number of true positives 

(TP) and false negatives (FN) [10]. 
 

 
(3) 

 

F-Measure (F1) is twice the ratio between multiplying precision by the recall to precision and 
recall [10]. 

 

 
(4) 

 

Receiver Operating Characteristic (ROC) is a metric for comparing the performance of the 

models, represented by the area under the ROC curve. The ROC curve is plotted as a diagram of 
true positive values (TP) as a function of the false positive ratio (FP). The closer the value is to 1, 

the better the classifier performance [10]. 

 

Finishing, True Positives (TP) are tests that are passing because the application is behaving as 
expected. True Negatives (TN) are tests failing due to real failures. False Positives (FP) are tests 

that pass, but they shouldn't pass. And, False Negatives (FN) are tests failing, however, due to 

inconsistency in the test itself [10]. 
 

4. METHOD 
 

It is through the scientific method that the researcher's way of proceeding to the conclusion of 

research to achieve a goal is defined [11]. Thus, the goal of this section is to describe in the 
broadest sense, the application of the above techniques based on the data obtained belonging to 

AGS/PE and referring to the registration of active debts. 

 
The first step of the method was the identification of the problem. Thus, at this stage, we sought 

to identify problems in the tax foreclosure that prevented the financial recovery of the state. 
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Therefore, a classification of the debts entered was carried out, to be able to learn, based on the 
occurrences, which debts were appropriate to the protest collection modality. Being more 

specific, several pieces of training of techniques already named was carried out to identify in the 

Active Debt Registration (ADR) which debts are most appropriate. 

 
The idea here was: the characteristics that pointed to a greater assertiveness in the automated 

sending of lots of ADR to protest, would be decreased in the number of ADR returned because 

they did not fit the rules of this modality. 
 

The second step was data mining because to apply Artificial Intelligence / Machine Learning it is 

necessary to first perform data mining. The Cross-Industry Standard Process for Data Mining 
(CRISP/DM) technique was used, performing the activities, as described by Chapman, which are: 

(1) understanding of the business; (2) understanding of the data; (3) data preparation; (4) data 

modeling; (5) evaluation of the data; and (6) deployment. Repeating the process as many times as 

necessary, until the mined data are satisfactory [12]. 
 

The goal of this step was to determine which data set is the most appropriate to solve the 

problem, and how this data should be standardized, and balanced, to avoid bias in the learning 
process. And for this problem, which aims to predict which active debt (ADR) should be 

protested electronically or not, the following data were selected: 

 
• CAD: number of the certificate of the active debt. 

• COMPANYNAME: name (company name). 

• OCCURRENCE, type of occurrence of the debt, being canceled, returned, paid, 

protested, withdrawn, and held. 
• SITUATION: debt situation, being it: awaiting regularization, with active installment, 

settled, exhausted installment, under-defense and under-defense, and guaranteed judicial. 

• PROCESS: the type of the process: active, canceled, and liquidated. 
• BALANCE: the amount of the outstanding balance. 

• NOTARYPUBLICOFFICE: the identification of the protest office. 

• PROTOCOL: the protest protocol number. 

• DTOCCURRENCE: the date of occurrence. 
• DTSUBSCRIPTION: the date of registration of the active debt. 

• IRREGULARITY: the description of the irregularity, in most occurrences, were: invalid 

transferor, incompatible ZIP Code, insufficient address, uninformed, other jurisdiction, 
and insufficient time. 

• PROVIDENCE: the type of providence, which can be a cancellation with charge, 

cancellation without charge, and not informed. 
 

After data selection, the next phase was data elaboration, and the activities of cleaning, creation, 

integration, and formatting of the data were carried out, to identify which are the independent 

variables, and the ones identified were: OCCURRING, SITUATION, PROCESS, BALANCE, 
NOTARYPUBLICOFFICE, DTOCCURRENCE, DTSUBSCRIPTION, and IRREGULARITY. 

 

With the purpose of supporting the definition of the new variables created, with the goal of being 
used in the calculation of dependent variables. They are, OCCURRENCEDAY and 

SUBSCRIPTIONDAY, were created. 

 
In this process, we chose to remove the PROTOCOL variable because it was not adding any 

value to the problem. And, the CAD variable because it is a unique identifier that does not have 

duplicity and does not contribute to the process of extracting characteristics, was anonymized, 

and left as a goal only for the identification. 
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This is to keep the debtor's identification in absolute secrecy, due to the confidential nature of the 
taxpayer's data and the legal requirements of the General Data Protection Act (GDPA). 

Therefore, as the data from this sample are real, we chose not to show the debtor, and the 

COMPANYNAME variable was also extracted, thus ensuring its anonymity. 

 
The variables SITUATION, IRREGULARITY, and PROVIDENCE were divided into several 

binary variables with the application of normalization. Finally, the variable OCCURS was 

marked as the target variable with the values representing success or failure in the protest 
process. 

 

After this elaboration, all independent variables were normalized to balance the values that were 
at different or very heterogeneous scales. For this process, the method of obtaining the Y of X 

was used, based on the rule Y = (X-MIN)/(MAX-MIN), to be used as data entry in the tested 

models, avoiding bias.  

 
In the next step, the selection process was applied, using the vertical selection technique, 

selecting only the records whose PROCESS criterion was equal to 'active', ignoring the 'canceled' 

and 'settled' because there is no point in calculating the dependent variable of processes that are 
not in progress. Following the same logic, the tuples that had the variables with null values were 

also extracted, resulting in 6966 tuples available for learning. 

 
With the cleaning and transformation of the data performed in all variables, to better adapt the 

classification techniques for supervised training, the Google Colaboratory tool [14] was used for 

the test stage of the models, aiming to verify which of the chosen techniques is the most 

appropriate. 
 

The tests of the models were performed with varying hyperparameters, to identify which 

configuration was the most applicable to the data treated. Emphasizing that the classification 
techniques applied to the data were NN, LR, and SVM, and all training was performed using the 

Orange Canvas tool [13]. 

 

During the training of the selected models, the evaluation stage was performed. In this step, it 
was possible to observe how the results obtained with the techniques met the specified problem. 

In this study, the evaluation was performed through techniques that seek to influence better 

decision-making, through training for classification through metrics, such as Accuracy, Precision, 
Recall, F-measure, and area under the Receiver Characteristic Operating (ROC) curve. The 

results obtained in this evaluation phase are presented in the results section. 

 
Finally, the last phase performed was the implementation, in this phase all the learning obtained, 

through data mining, training, testing, and validations with the choice of the best model based on 

the best values in the analyzed metrics were saved, generating a pickle file to be able to use it 

when necessary, allowing the serialization of objects to be used in python applications. 
 

5. RESULTS 
 

In this section, we present the results of the application of the techniques with the evaluation by 
the metrics Accuracy (AC), F1, Precision (PR), and Recall (RC). Thus, after the application of 

the techniques, it was observed that the Neural Network that obtained the highest RATE of AC 

was 98%, with F1 with 97%, PR with 97%, and RC with 98%. 

 
Table 1 shows the settings of the hyperparameters that were applied to the neural network until 

they reach the best value. The column 'L' represents the number of layers used in the experiment, 
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the column 'N' the number of neurons per layer, the column ‘F’ is the function, the column 'S' the 
method applied, and the column 'R' the learning rate used that was 0.0001 for all, with the best 

results in bold. 

 
Table 1. Values used in NN hyperparameters and the results evaluated by AC, F1, PR and RC metrics 

 

L N F S R AC F1 PR RC 

1 32 ReLu Gradient 0.0001 0.978 0.971 0.971 0.978 
1 64 ReLu Gradient 0.0001 0.978 0.971 0.970 0.978 
1 128 ReLu BFGS 0.0001 0.978 0.970 0.969 0.978 
1 256 ReLu Adam 0.0001 0.978 0.970 0.969 0.978 
1 512 ReLu Adam 0.0001 0.978 0.976 0.974 0.978 
2 64 Adam Gradient 0.0001 0.977 0.968 0.967 0.977 
2 64 ReLu Gradient 0.0001 0.979 0.972 0.972 0.979 
2 64 Hyperbolic Gradient 0.0001 0.978 0.971 0.971 0.978 
2 64 ReLu BFGS 0.0001 0.979 0.977 0.975 0.979 
3 64 ReLu Gradient 0.0001 0.978 0.971 0.970 0.978 
3 128 ReLu Gradient 0.0001 0.978 0.971 0.971 0.978 
3 128 ReLu Gradient 0.0001 0.979 0.972 0.972 0.978 
4 256 ReLu Gradient 0.0001 0.979 0.972 0.972 0.978 
4 256 ReLu Adam 0.0001 0.980 0.978 0.977 0.980 

 

Table 2 shows the regularization hyperparameters represented by column 'R' and Strength by 
column 'S' used in the LR model with the application of the metrics Accuracy (AC), F1, Precision 

(PR), and Recall (RC), with the best results in bold. 

 
Table 2. Values used in LR hyperparameters and the results evaluated by AC, F1, PR and RC metrics 

 

R S AC F1 PR RC 

L1 80 0.978 0.977 0.971 0.975 
L1 70 0.978 0.977 0.971 0.975 
L1 60 0.978 0.977 0.971 0.975 
L1 50 0.978 0.977 0.971 0.975 
L1 40 0.978 0.977 0.975 0.975 
L2 50 0.977 0.967 0.965 0.975 
L2 40 0.979 0.977 0.975 0.975 
L2 30 0.978 0.977 0.975 0.975 
L2 20 0.979 0.977 0.975 0.975 
L2 10 0.978 0.978 0.976 0.978 
L1 30 0.978 0.978 0.976 0.978 
L1 20 0.979 0.978 0.976 0.978 
L1 10 0.979 0.978 0.976 0.978 
L1 1 0.980 0.978 0.977 0.980 

 

Table 3 shows the Cost hyperparameters represented by column 'C' and Regression by column 'R' 
used in the SVM model with the application of Accuracy (AC), F1, Precision (PR), and Recall 

(RC) metrics, with the best bold results. 

 
Table 3. Values used in VMS hyperparameters, and the results evaluated by AC, F1, PR and RC metrics 

 

C R AC F1 PR RC 

0.10 0.40 0.974 0.970 0.970 0.977 
0.10 0.30 0.974 0.970 0.970 0.977 
0.10 0.20 0.974 0.970 0.970 0.977 
0.10 0.10 0.974 0.970 0.970 0.977 
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0.50 0.50 0.975 0.970 0.970 0.977 
0.50 0.40 0.975 0.960 0.960 0.977 
0.50 0.30 0.975 0.970 0.970 0.977 
0.50 0.20 0.975 0.970 0.970 0.977 
0.50 0.10 0.975 0.970 0.970 0.977 
1.00 0.50 0.975 0.971 0.971 0.978 
1.00 0.40 0.976 0.971 0.971 0.978 
1.00 0.30 0.976 0.971 0.971 0.978 
1.00 0.20 0.976 0.971 0.971 0.978 
1.00 0.10 0.978 0.971 0.971 0.978 

 
Table 4 presents the results of the metrics applied to compare performance between the 3 

classification techniques used: the neural network, logistic regression, and the support vector 

machine. With the configuration of 4 layers, with 256 neurons in each layer, using the ReLu 

activation function with the Adam technique and learning rate of 0.0001, the neural network, 
proved to be the best model among the 3 tested, as can be observed in the following table, with 

the best results in bold. 

 
Table 4. Comparison of the results obtained with the experiments  

between the techniques of NN, LR and SVM 

 

Technique AC F1 PR RC 

LR 0.978 0.971 0.970 0.978 

SVM 0.978 0.970 0.971 0.978 

NN 0.980 0.978 0.977 0.980 

 

The data set used in this experiment had 6966 records, with the variable OCCURRING being the 
target, with 5 categorical variables, 7 numerical, and 3 textual variables. Being used for this 

experiment 6 variables for extraction of characteristics, the independent variables: SITUATION, 

BALANCE, EVENTS, SUBSCRIPTIONDAY, IRREGULARITY, and PROVIDENCE. 
 

Targeting the VARIABLE OCCURS and the target variables, only for identification, 

CAD_ANONYMOUS, and NOTARYPUBLICOFFICE. For the set, only the paid occurrence 

was discarded because there were not enough instances to balance the training, since the data set 
included only the data from the years 2018, 2019, and 2020. Being used in training and 

evaluating a subset corresponding to 80% of the data, resulting in 5571 records, with the 

remaining 1392 for validation. 
 

To perform the tests, the Cross-Validation technique was used with the number of folds equal to 

3 in a stratified way. Thus, observing the ROC curve of these 3 techniques compared, it is 

possible to notice that the neural network model had the most representative area, as can be seen 
in Figures 1 and 2. In the validation it was also possible to observe that the neural networks 

model was able to predict with a certain rate of success, the data that have not yet been presented 

to the model, obtaining 98% accuracy. 
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Figure 1. ROC curve resulting from the evaluation performed between NN, LR and SVM 

 

 
 

Figure 2. Result of the application of the NN model with the AC, F1, PR and RC metrics 
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6. CONCLUSION 
 
This article sought to analyze the best Model of AI/ML that can be used to recommend CADs 

that should be protested or directed to another type of collection, optimizing the debt collection 

process, due to the gain of assertiveness, using a database of debts from the state of Pernambuco. 

With the results, it was possible to verify that the classification methods used achieved good 
accuracy results, being above 97%. Thus, it is possible to infer that the proposed model can be 

considered dependable since all search metrics achieved a satisfactory result. 

 
The method used to select characteristics allowed better attributes to be used in the learning 

process and this, consequently, can produce more assertive results. Thus, the AGS may reduce or 

even eliminate the number of CADs that are returned by the notary offices, allowing them, which 

do not suit this form of collection, can be directed in advance to the most appropriate method of 
collection to their characteristics. 

 

6.1. Future Works 
 

As future work, training will be carried out with the completeness of the data, which are since 

2006, the year of implementation of the justice system, since for this experiment was used a 
sample corresponding to the years 2018, 2019, and 2020. 

 

With the use of the complete database, it will be possible to apply the model to the CADs that are 
indicated as not suitable for protest can be directed to other debt collection modalities. Being 

possible the from the return of failure, to indicate what would be the other modality of judicial 

collection, considering the rule for sending to electronic filing, which can be represented by 

logic: Y = ((X1 ∩  (X3 > 4000))  ∪  (X2  ∩  (X3 > 2000)), where (Y) represents the range of life,  

(X1) represents ICMS, (X2) Other taxes, (X3) outstanding balance, allowing for electronic 

judgement only if the outstanding balance exceeds $4,000.00 in the case of TAX ON 

MOVEMENT or $2,000.00 in the case of other taxes, being able to send to BANKNOTE 
PROTEST SERVICE otherwise. 
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ABSTRACT 
 
Classifier algorithms are a subfield of data mining and play an integral role in finding patterns 

and relationships within large datasets. In recent years, fake news detection has become a 
popular area of data mining for several important reasons, including its negative impact on 

decision-making and its virality within social networks. In the past, traditional fake news 

detection has relied primarily on information context, while modern approaches rely on 

auxiliary information to classify content. Modelling with machine learning and natural 

language processing can aid in distinguishing between fake and real news. In this research, we 

mine data from Reddit, the popular online discussion forum and social news aggregator, and 

measure machine learning classifiers in order to evaluate each algorithm’s accuracy in 

detecting fake news using only a minimal subset of data.  

 

KEYWORDS 
 
Machine Learning, Natural Language Processing, Reddit Social Network   

 

1. INTRODUCTION 
 

Fake news has been considered a significant threat to democracy, journalism, and freedom of 
expression [1]. In [2], researchers detail the potential for fake news to reduce trust in governments 

and impact global politics, most notably during the “Brexit” referendum and the 2016 U.S. 

presidential election. Fake news has also sowed doubt and added additional hurdles when it 
comes to managing personal health and well-being, as recently experienced from disinformation 

campaigns surrounding the COVID-19 pandemic and statistics on vaccinations [3]. Fake news 

can lead to real-world consequences and pose significant challenges to information systems where 

the goal is delivering relevant, timely and accurate information.   
 

The general population continues to spend more time online each day consuming information, 

with some estimates that people in the U.S. spend an average of close to 2.5 hours a day on social 
media [4]. More so, the Internet has emerged as a primary source for entertainment and 

information that is rapidly replacing traditional media outlets. Consequently, broadcasting 

features of the Internet, primarily through social media technologies, allow any user to post 

original content or share content and claim it as ‘news’. In many cases, these opinion pieces can 
often be incomplete information or more deceitful in nature, and in other cases, they can spawn 

from artificial means such as computer bots. Exacerbating challenges to minimizing fake news is 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N09.html
https://doi.org/10.5121/csit.2022.120910
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the sheer volume and velocity of this information and how quickly it can disseminate within and 
across social networks. Consequently, as reported in [5], the more exposure a user has to 

information that is inaccurate or false, the greater the likelihood that they perceived that 

information as accurate. Additionally, individualistic methods for evaluating fake news range 

drastically, as reported in [6], and become even more difficult to combat when a person has a 
personal interest in the story, as reported in [5]. For these reasons, and more, computing solutions 

are required to minimize exposure to fake news early on and provide users with quick tools for 

evaluation.  
 

In this research, we focus on Reddit, which has one of the highest percentages of users who 

receive news, according to Pew Research Center [7], and investigate machine learning models for 
predicting veracity in Reddit posts using only a minimal subset of data  

 

2. BACKGROUND AND RELATED WORK 
 

2.1. Social Media  
 

According to a report by Elisa Shearer and Jeffrey Gottfried in, “News Use Across Social Media 

Platforms 2016”, an estimated 62% of Americans get news on social media, with around 50% of 
this population having viewed this news on social media [8]. While interest in news and current 

events is generally encouraging, access to accurate and reliable information is critical online, 

where misinformation can be difficult to determine and quick to spread.  
 

Reddit is a web-based platform with features for social news aggregation, content rating, and 

discussion forums. According to Statista, Reddit has 430 million monthly active users which is 
slightly higher than the 330 million users of Twitter and it has a higher engagement rate [9]. It 

had over 199 million posts and 1.7 billion comments in 2019 and is the 5th most visited site in the 

U.S. More specifically, as reported in [8], 70% of users on Reddit get news from Reddit 

subreddits (see Figure 1), which is the highest followed by Facebook and Twitter. In other words, 
individuals flock to Reddit for news, more so than they would to Facebook or Twitter.  

 
Table 1. News by Platform 

 

Platform  Users Receiving News  

Reddit  70%  

Facebook  66%  

Twitter  59%  

Tumblr  31%  

Instagram  23%  

YouTube  21%  

LinkedIn  19%  

Snapchat  17%  

Vine  14%  

 

2.2. Fact-Checking Challenges  
 

Fact-checking is a common technique performed by journalists and involves the verification of 

claims and sources related to information. With access to a greater number of datapoints than ever 

before, due in large part to social networking technology and ubiquitous computing, manual fact-
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checking is laborious and time-consuming with numerous challenges. Detailed in [10], challenges 
involve (i) retrieval of all potentially relevant documents, (ii) verification of source reliability, 

(iii) prediction of source bias and (iv) determination of a document’s veracity.   

 

Numerous projects exist today with the goal of impeding the spread of false information online 
including popular websites. Within the U.S. alone, popular systems such as FactChecker.org, 

PolitiFact, Snopes and RealClearPolitics. These systems build atop ongoing research in the field, 

such as work in [11], which uses natural language processing (NLP) to quickly extract and order 
sentences in ways to aid in the classification of factual claims, and [12] which uses probabilistic 

classifiers that can both validate credibility but also aid in identifying what aspects of a document 

a user should focus on. Much other research exists in this emerging area of information systems, 
but these two studies highlight two critical components of fake news detection, including the 

challenges involved in data preparation and subsequent steps in algorithm construction, data 

modelling and testing.  

 

2.3. Natural Language Programming (NLP) Solutions  

 
On Reddit alone, hundreds of thousands of posts are created each day with many posts receiving 

thousands of views per hour. According to subredditstats.com [13], the top 10 subreddits, i.e. 

topics, have over 40,000 posts per day and over 360,000 comments each day. Table 2 highlights 

some of the more popular subreddits and the exposure these topics can generate. Consequently, 
any viable solution to monitoring veracity in this space would require a system capable of 

detecting fake news in real-time.   

 
Table 2. Top Subreddit by Post / Comments  

 

Subreddit  Subscribers  Comments  Votes  

Politics 7.6m  5.2m  93m  

WallStreetBets  10.5m  4.4m  54m  

Teenagers  2.5m  880k  52m  

NoStupidQuestions  2.3m  720k  9.2m  

m=millions, k=thousands    

 

In this research, we analyze the language used within the titles of Reddit posts. Titles are 
particularly interesting as they afford Redditors a quick glimpse into a Reddit post and are aimed 

at attracting viewers with minimal data. Additionally, Reddit post titles are limited to 300 

characters. More so, titles typically use language strategically designed to evade detection. 

Despite this, language leakage occurs, which is hard to monitor. This leakage includes 
frequencies and patterns of pronoun, conjunction, and negative emotion word usage [14]. The 

goal in the linguistic approach is to look for such instances of leakage or, so-called “predictive 

deception cues" found in the content of a message [15]. This can be achieved by creating a 
machine learning model using NLP algorithms. In this research we use titles to ascertain Ngrams.  

 

N-Grams are sets of keywords that are strung together in groups of n words, where n is a positive 
nonzero integer. N-Grams are either continuous sets of characters or words. The most basic 

version of an N-Gram is the unigram, which is an n-gram of size 1. The next two n-grams are the 

bigram and the trigram. Frürnkanz [16] noted that word sequences of only about 2 to 3 words 

were easiest to apply without causing performance stress compared to conducting n-gram 
analyses on larger word sets. N-Grams can be created from characters, words or even binary text. 
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In this research, we use a combination of unigrams, bigrams and trigrams as input to our 
classifiers.   

 

3. RESEARCH METHODOLOGY 
 

3.1. Cross Industry Standard Process for Data Mining (CRISP-DM)  
 

This research adheres to the Cross-Industry Standard Process for Data Mining (CRISP-DM), 
which is a framework for data mining [17]. Research in fact-checking systems adheres to CRISP-

DM in the following steps:   

 

1. Understand the problem domain,  
2. Understanding the underlying data,  

3. Preprocess and preparing this data,  

4. Model the data,   
5. Evaluate each model, and   

6. Deploy the system.   

 
Understanding the problem domain was covered in 2.1 and 2.2. In this section and subsequent 

sections, we discuss how we prepare the data, model the data and evaluate each model.  

 

3.2. Data Collection and Pre-processing  
 

Data was collected from two subreddits, theonion and nottheonion. Theonion is a subreddit of 
satirical Reddit posts and contains links to articles that have fake news. The nottheonion subreddit 

contains real news. Data was collected from Reddit using Reddit’s Python Reddit API Wrapper 

(PRAW) and Pushshift.io, an API that provides enhanced functionality and search capabilities 

over PRAW. Initial data collection is agnostic since early in the data mining process we are not 
concerned with the context of the data, however, limitations in using PRAW are numerous 

including limiting the result-set from an API call to 1000, preventing the collection of results 

between specified dates and limiting API calls to only 1 per second. For this reason, we use 
Pushshift which provides better search functionality and doesn't have any API call limits. Using 

Pushshift and PRAW 24,001 initial documents were retrieved from nottheonion subreddit and 

16,931 initial documents were retrieved from theonion subreddit on January 7, 2020. For all posts 

the following data was collected:  
 

• Post Title,  
• Post Domain from which the article was obtained,  
• Number of Comments Per Post,  
• Post Timestamp,  
• Post Author,  
• Post Score, which is calculated using the number of upvotes or downvotes a post received,  
• Author's Karma using reddit.info(), which is calculated using a user's contribution to the 

Reddit community.   
 
After the data collection phases, the pre-processing phase involved cleaning this data for further 

analysis. Using the Python programming language, more specifically, the numpy and pandas 

libraries, duplicate entries and stopwords are removed from the dataset. Stopwords were 
generated using the Python scikit-learn library and a custom algorithm for determining unigrams 

and bi-grams from the dataset was used. Lemmatization was used instead of stemming to reduce 
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words to their root form and to help normalize the dataset. Figures 1 and Figure 2 illustrate the 
Top 5 bigrams for the onion and not the onion subreddits.  

 

 
 
 Figure 1. Top bigrams theonion  Figure 2. Top bigrams nottheonion  

 
After the data cleansing process, our dataset consisted of 11,201 posts from nottheonion subreddit 

and 10,605 posts from theonion subreddit. We deemed this to be a good subset since data from 

each subreddit contained close to the same number of posts. An example title from theonion 
might look like this: Neighborhood Rallies To Designate Pothole As Historic Landmark. An 

example title from nottheonion might look like this: Researchers perform magic tricks for birds, 

who are not amused.  

 

3.3. Feature Extraction  
 

Feature selection is a critical step in machine learning and allows us to choose those features that 
contribute the most to the desired output. In other words, which features best afford to classify a 

post as fake or not. Feature selection not only helps reduce overfitting and improve accuracy but 

also decreases the training time as there would be lesser data to train. During this stage, we select 
which parts of the data we want to use from the data we collected. This is done using feature 

selection algorithms that identify the weight of a feature (i.e. attribute) from our data to affect the 

classification of our news. Feature selection algorithms reduce the dimensionality of the dataset 
and select only a minimal subset of features for input into our classifier algorithms. Data is 

encoded in a numerical format using a Count Vectorizer and TFIDF Vectorizer. A baseline 

accuracy is calculated prior to parameter hypertuning. KBest and Recursive Feature Elimination 

from the Python’s sklearn feature selection package identify those features which contribute most 
to our output.   

 

The KBest algorithm provides a score of each feature, where higher scores represent a higher 
contribution of that feature to the output. Recursive Feature Elimination gives us a ranking of the 

features by importance and it recursively discards the least important features. Recursive Feature 

Ranking was also calculated with similar output, which shows lower dependencies on a Reddit 
post’s title and domain name. KBest and Recursive Ranking of feature selection scores can be 

found in Table 3.  
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Table 3. Feature Rank  

 

Reddit Feature  KBest  
Score  

Recursive Rank  

Author Karma  9458741.764  6  

Reddit Score  1874318.802  4  

Number of Comments  250962.133  1  

Post Title  134261.909  5  

Post Author  91729.5  2  

Domain  15174.17  3  

 

Table 3 identifies that accuracy scores are significantly determined from a post’s karma score and 

author, followed by the number of comments on the post and then the title of a post. While this 
feature ranking gives indications to accuracy, they rely on social data affixed to a post after it is 

already published. Therefore, in this research, we rely primarily on post title and domain for 

training and testing purposes. As for the authors and their scores, we disregard them because both 
can be easily spoofed. As detailed in [18], it is estimated that between 9% and 15% of active 

Twitter accounts were in fact bots and 60 million accounts on Facebook were bots. For Reddit, 

while numbers are not official, the estimate is around 10% of posts being made by bots.  

 
Finally, features were converted from categorical form to binary form prior to training and 

testing. The dataset is subsequently split into training and testing datasets (e.g. 80% of the data for 

training and 20% for testing). After testing, a confusion matrix will be constructed for our best 
performing model. A confusion matrix helps to describe the performance of a classifier on a set of 

test data for which the true values are known.  

 

4. CLASSIFIER MODELS AND RESULTS 
 

Classification is the analog of regression when the variable being predicted is discrete, rather than 

continuous [19]. Classification algorithms are used to predict labels or classes of input data and 

map data to categorical values. More specifically, a classifier is a function that takes a range of 
known data as input (i.e. independent variables or predictors) and attempts to group that data into 

preset categories or classes, which can then be used to classify future unseen data. For each of our 

models, we focus only on optimized hyperparameters, or those determined through our feature 
extraction (Section 3.3).  

 

For each model, we calculate three scores. The training score is how well our model performs 

against the training dataset. The end goal of training is to form a generalized model and prevent 
overfitting, which occurs when a model fits so well to the data with lots of variance. Validation 

scores provide insight into average performance over multiple testing iterations. In this research, 

we focus on n-fold cross-validation, which repeatedly trains on 80% to 90% of our dataset. We 
set the value of n to 5, based on research in [20], which saw no significant change in the output 

when increasing the number of cross-validations and a lower number of cross-validations reduces 

the execution time.  
  

Test Scores are generated once a model has been optimized against relevant hyperparameters 

suitable for the algorithm. Test scores aim to test unseen data against the validated model and 

represent how the model would perform in a real-world scenario. Higher scores during testing 
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indicate a more generalized model. Based on the results during the validation and testing phases, 
we choose the best performing model in which to refine our final model.  

 

4.1. Model 1: Baseline 
 

Before implementing our classifier models, we use Logistic Regression to obtain a measure for 

baseline accuracy, our Model 1. Generally, researchers create a baseline model to validate against 
other models. In statistics, Logistic Regression can be used to model the probability of a certain 

outcome and is among the top 5 most widely used baseline models [21], largely chosen for its 

simplicity. For our baseline model, we use Logistic Regression and the title feature from our 

dataset. The hyperparameters used to formulate the baseline parameters were as follows:   
 

• Feature(s): Title   
• N-gram Range: 1 to 3  
• Stopwords: 1  
• Cost: 1  

 
Scikit-learn’s Count Vectorizer can be used to convert a collection of text documents to a vector 

of term/token counts. For our models, including our baseline model, we use Count Vectorizer to 

convert Reddit data to a vector of term/token counts. We set the Cost parameter to 1. The cost 

function for Logistic Regression quantifies the error between predicted values and expected 
values, which can make the model more complex on one hand but help reduce overfitting on the 

other hand.  

 
The end accuracy for our baseline model after training, testing and validation was 84.57% and 

serves as the model to improve upon going forwards. It should be noted that this model showed 

overfitting with training scores at 99%.  
 

4.2. Model 2 Count Vectorizer and Logistic Regression (1)  
 
Model 2, similar to our baseline model, integrates Count Vectorizer with Logistic Regression but 

includes more features to train and test (e.g. Title and Domain). Subsequently, two distinct 

pipelines for our data are generated using a Count Vectorizer on both the Title and the Domain 

name, to form a single pipeline, which serves as input to our Logistic Regression classifier. The 
primary parameters and hyperparameters for Model 2 were as follows:   

 

• Features: Title and Domain  
• N-gram Range: 1 to 3  
• Stopwords: 1  
• Cost: 1  

 

Table 4 highlights the results from training and testing and resulted in validation scores over 98%. 

The high accuracy can be attributed to the fact that domain sources were relatively homogenous, 

with the majority coming from theonion or a few other sources, all future models omitted domain 
as a parameter and focus only on the title.   
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Table 4. Model 2 Output  

 

Measure  Result  

Validation Score (%)  98.36  

Training Score (%)  99.57  

Testing Score (%)  98.27  

 

Elaborating on Model 2, it was decided that we eliminate Domain as a feature for subsequent 

models. Further analysis of the dataset identified the source for fake news coming largely from 
two different domains, theonion and clickhole.com. A breakdown of domains and their post 

breakdown can be found in Table 5 and Table 6.   

  
 Table 5. Domains By Reference (Fake)  Table 6. Domains By Reference (Real)  
 

Domain  Post Count (%)   Domain  Post Count (%)  

Theonion.com  7388 (44%)  Theguardian.com  727 (3%)  

Clickhole.com  4535 (27%)  Cnn.com  689 (3%)  

Local.theonion.com  1201 (7%)  Foxnews.com  582 (2%)  

Politics.theonion.com  1054 (6%)  Google.com  565 (2%)  

Youtube.com  457 (3%)  Bbc.com  561 (2%)  

Entertainment.theonion.com  410 (2%)  Independent.co.uk  474 (2%)  

Sports.theonion.com  382 (2%)  Nbcnews.com  471 (2%)  

Youtu.be  175 (1%)  Nypost.com  439 (2%)  

Lifestyle.clickhole.com  161 (1%)  Newsweek.com  434 (2%)  

i.redd.it  142 (1%)  Bbc.co.uk  381 (1%)  

 

4.3. Model 3 Count Vectorizer and Logistic Regression (2)  
 

For Model 3, we eliminate the Domain feature from our model and rerun our testing using Count 

Vectorizer and Logistic Regression. This creates a single pipeline for data input. Results are 

detailed in Table 4 and show validation scores around 84.94%. The primary parameters and 
hyperparameters defined for our baseline model were as follows:  

   

• Feature(s): Title   
• N-gram Range: 1 to 3  
• Stopwords: 1  
• LRC: 1  

 

 

 

 

 



Computer Science & Information Technology (CS & IT)                                    117 

Table 7. Model 3 Output  

 

Measure  Result  

Validation Score (%)  84.94  

Training Score (%)  99.84  

Testing Score (%)  84.62  

 

4.4. Model 4 TF-IDF Vectorizer and Logistic Regression  
 

Model 4 integrates TF-IDF with Logistic Regression. Term frequency/inverse document 
frequency (TF-IDF) is one of the most commonly used term weighting schemes in today's 

information retrieval systems [22]. This is different from Count Vectorizer as it takes into account 

the occurrence of the word not just in a single document but in the entire set of documents. 
Common words like ‘a’, ‘the’, etc. that appear frequently across all documents, have reduced 

weights and more weightage is given to words with lower frequency counts. To convert a 

collection of raw documents to a matrix of TF-IDF features we find the product of term frequency 

and inverse document frequency.   
 

Results for Model 4 are detailed in Table 8 and show validation scores of 84.04%. The primary 

parameters and hyperparameters used in this model were as follows: 
   

• Feature(s): Title   
• N-gram Range: 1 to 3  
• Stopwords: 0  
• Cost: 1  

 

Table 8. Model 4 Output  

 

Measure  Result  

Validation Score (%)  84.04  

Training Score (%)  91.84  

Testing Score (%)  84.00  

 

4.5. Model 5 Count Vectorizer with Support Vector Machine (SVM)  
 
For Model 5, we implement a Support Vector Machine (SVM). SVM is a supervised machine 

learning algorithm that is capable of performing linear and nonlinear classification. SVM is an 

optimal classifier in the sense that, given training data, it learns a classification hyperplane in the 
feature space which has the maximal distance (or margin) to all the training examples, with the 

exception of a small number of outlier examples [23]. Linear kernels such as SVM are preferred 

for text classification due to a number of reasons including that most text classification problems 
are linearly separable [24] and text tends to possess many features, which is good for a linear 

kernel where non-linear mapping does not improve the performance [25]. Results for Model 5 are 

detailed in Table 9 and show validation scores at 84.85%. The primary parameters and 

hyperparameters defined for our baseline model were as follows:   
 

• Feature(s): Title   
• N-gram Range: 1 to 3  
• Stopwords: 0  
• Cost: 0.1  
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Table 9. Model 5 Output  

 

Measure  Result  

Validation Score (%)  84.85  

Training Score (%)  99.88  

Testing Score (%)  85.50  

 

To elaborate more on Model 5, SVM costs are calculated differently from Logistic Regression, 
thus the difference in these hyperparameter values. However, Cost is used in a similar fashion to 

Logistic Regression and attempts to guide how much we want to avoid misclassifying the data. 

Higher cost values help avoid misclassifying data but increase execution time.  
 

4.6. Model 6 Count Vectorizer with Random Forest Classifier  
 
Random forest classifier is a supervised machine learning algorithm based on ensemble learning. 

In contrast to ordinary learning approaches which try to construct one learner from training data, 

ensemble methods try to construct a set of learners and combine them [26]. According to [27] 
there have been significant improvements in classification accuracy by growing an ensemble of 

trees and letting them vote for the most popular class. Although it generally gets a better 

accuracy, this is not true for all predictions and it is slow to generate predictions when multiple 

decision trees.  Results for Model 6 are detailed in Table 10 and show validation scores at 
81.27%. It should be noted that Model 6 was the lowest-performing model. The primary 

parameters and hyperparameters defined for our baseline model were as follows:   

 
• Feature(s): Title   
• N-gram Range: 1 to 3  
• Stopwords: 0  
• Max Depth: None  
• Min Samples Leaf: 1  
• Min Samples Split: 5  
• Estimators: 200  

 
Table 10. Model 6 Output  

 

Measure  Result  

Validation Score (%)  81.27  

Training Score (%)  99.92  

Testing Score (%)  81.85  

 

4.7. Model 7 TF-IDF Vectorizer with Multinomial Naïve Bayes  
 
Model 7 implements a Naïve Bayes Classifier. Naïve Bayes Classifiers are based on applying 

Bayes Theorem with the “naïve” assumption of conditional independence between features. 

Recent work in supervised learning has shown that a surprisingly simple Bayesian classifier with 

strong assumptions of independence among features, called Naïve Bayes, is competitive with 
state-of-the-art classifiers such as C4.5 [28]. Naïve Bayes classifiers use Bayes Theorem, which 

calculates the probability of an event based on the prior knowledge of conditions that might be 

related to the event. While Naïve bayes classifiers are simple, they can provide are fast and 
accurate.  
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The Multinomial Naïve Bayes classifier is a specialized version of Naïve Bayes that is suitable for 
classification with discrete features (e.g., word counts for text classification). Multinomial Naïve 

Bayes estimates the conditional probability of a particular term given a class as the relative 

frequency of the term t in all documents belonging to the class C [29]. It assumes that every word 

is independent of the other. Instead of calculating the probability of sentences, we now calculate 
the probability of every single word. These probabilities are multiplied and the highest probability 

gives us the class it belongs to. Results for Model 6 are detailed in Table 11 and show validation 

scores at 83.94%. The primary parameters and hyperparameters defined for our baseline model 
were as follows:   

 

• Feature(s): Title   
• N-gram Range: 1 to 3  
• Stopwords: 0  
• Alpha: [0.1, 0.3, 0.6, 1]  

 
Table 11. Model 7 Output  

 

Measure  Result  

Validation Score (%)  83.94  

Training Score (%)  90.53  

Testing Score (%)  83.51  

 

4.8. Model 8 Count Vectorizer with Multinomial Naïve Bayes  
 

In Model 8, we implement features of Model 3 and Model 7 using Multinomial Naïve Bayes 

Classifier with Count Vectorizer. Results for Model 8 are detailed in Table 12 and show 

validation scores at 85.17%.  It should be noted that Model 8 was the highest performing model. 
The primary parameters and hyperparameters defined for our baseline model are as follows:   

 

• Feature(s): Title   
• N-gram Range: 1 to 3  
• Stopwords: 0   
• Alpha: [0.1, 0.3, 0.6, 1]  

 
Table 12. Model 8 Output  

 

Measure   Result  

Validation Score (%)  85.17   

Training Score (%)  99.53   

Testing Score (%)  85.50   

 

Since this model generated the highest performance, we select this model as ‘Best’ and conduct a 
confusion matrix to further determine the model’s accuracy. Illustrated in Figure 3, the confusion 

matrix labeled 2301 true negatives, 350 false positives, 440 false negatives and 2361 true 

positives. 790 predictions were misclassified. Using these values, we calculate accuracy, 
precision and recall for this model. This results in an accuracy of 85.51%, precision of 87.09%, 

recall of 84.29% and F1-score of 85.67%. The accuracy for this model is better than our baseline 

accuracy.  
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Figure 3. Model 8 Confusion Matrix  

 

5. DISCUSSION 

 
In this section, we reflect on the implications of our results and identify a few key findings 

surrounding natural language approaches in fake news detection.  

 

5.1. Feature Removal - Domain  
 

Performing KBest and Recursive Feature Ranking allowed us to produce a subset of features to 
serve as input for our model. It is important to note that most features were omitted since much of 

the data comprised in those features, such as comments and postscores are values that are 

generated after a post is submitted. Instead, we rely solely on values that are generated at the time 
of the post. Furthermore, results from Model 2 indicated a high degree of fitting using Domain 

plus Title. However, further analysis identified Domain to be a poor feature since it was relatively 

homogenous and varied little across theonion subreddit. This is most likely due to the fact that 
most of our data belongs to two to three domains, most of the domains referenced in theonion are 

from theonion.com (7388), clickhole.com (4535) and the rest of them are referenced a very few 

number of times. This allowed us to eliminate Domain as a parameter and focus on a complete 

minimal subset of our data and only use Title. Consequently, computing Logistic Regression 
using title and Count Vectorizer resulted in an accuracy of 84.57%.   

 

5.2. NLP Considerations  
 

Our research supports the use of n-grams in fact-checking systems, which has shown particular 

success in previous studies, such as [30], which used trigrams and gradient boosting to achieve 
95% accuracy on an open-source Kaggle dataset. Using n-grams helped the classifiers capture 

complex expressions which in turn helped increase their accuracy. None of the N-grams and stop 

words from the NLTK package were selected. Additionally, we discovered that models not 
relying on lemmatization achieved slightly higher performance early on. Therefore, it was 

decided to proceed using non-lemmatized words.   

 

5.3. Over Fitting  

 

Overfitting takes place when a model achieves high testing scores with low validation scores. 
Models tend to overfit when a dataset is filled with noise and/or inaccurate data. One solution to 

avoid overfitting is to use linear algorithms on linear data or setting hyperparameters such as 

maximum depth if we are using decision trees.   
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Disregarding our baseline model, overfitting tended to take place in Model 3, Model 5, Model 6 
and Model 7. Overfitting is more common in linear models such as Logistic Regression and 

Support Vector Machines. It was surprising to find Model 7 overfitting since Random Forest 

classifiers are generally better at preventing overfitting, but this was not the case. More so, our 

best-performing algorithm also showed overfitting in its training and results. It would be 
worthwhile to explore different approaches for Model 4 and Model 8, which were the only two 

models not to experience overfitting.  

 

5.4. Hyper Parameters  

 

Hyperparameter optimization or tuning is a critical aspect of machine learning. A hyperparameter 
is a parameter whose value is used to control the learning process. Each model required different 

hyper-tuning parameters depending on the algorithm and its requirements. For example, the alpha 

hyperparameter for our Multinomial Naïve Bayes classifiers differed from Model 5 (0.6) and 
Model 6 (1.0). The alpha parameter, also known as the additive smoothing parameter controls the 

shape of our model. A lower score makes the model complex, whereas a higher score makes the 

model simple and biased. Additive smoothing adds to the probability and is used as a fail-safe for 
unknown words in the vocabulary.  

 

Hyper-tuning variables for each of the classifiers achieved only slight improvements of the test 

scores (e.g. 0.05% to 0.1%). All models used a cross-validation of 5 which repeatedly trains the 
model on the dataset 5 times. 

   

5.5. Count Vectorizer vs. TF-IDF  
 

It was interesting to note that Count Vectorizer performed slightly better than TF-IDF. This is 

typical since TF-IDF generally performs better on larger datasets. TF-IDF reflects the relative 
importance of a word for statistical analysis and is generally better than Count Vectorizers 

because it not only focuses on the frequency of words present in the corpus but also provides the 

importance of the words. Unfortunately, TF-IDF was only performed with Logistic Regression 
and multinomial naïve Bayes classifier. In future research, it also makes sense to extend the 

implementation to support vector and random forest classifiers. The implementation of TF-IDF 

across other machine learning approaches may result in better results.   

 

6. LIMITATIONS AND FUTURE RESEARCH 
 

The authors acknowledge that a number of limitations in this research exist. First, data collected 

was from a single day in January of 2020. Future research should look to expand the data 
collection phase. Next, improvement to each of the models could be made by using bootstrap 

aggregation, also called bagging and/or boosting which has shown to reduce bias and improve the 

stability and accuracy in statistical classification and help prevent overfitting. Also, models 
applying TF-IDF algorithms appeared to resist overfitting, so it would be interesting to apply TF-

IDF with Support Vector Machine and Random Forest. Finally, each model could be expanded to 

collect text from within an article. This might better train each model. In this research, we focus 

solely on Title since it is can play a critical factor in determining whether or not a user chooses to 
view a post.  
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7. CONCLUSION AND FUTURE WORK  
 
In this research, we implement and evaluate multiple classifier models, which can be used to aid 

in fake news detection, all of which performed well. The best model was built using Count 

Vectorizer and Multinomial Naïve Bayes and was able to get an accuracy score of 85.51%. While 

accuracy levels are low, it is close to the accuracies obtained by [31] and [32] on social media 
platforms. Interestingly in this research, we were able to get an accuracy above the baseline 

accuracy by the implementation of different machine learning classifiers and through hyper-

tuning. Additionally, unlike the other statistical models on fake news, which use a variety of 
metadata from social media platforms, our findings rely only on Reddit post titles. This work 

demonstrates that titles can play a significant role in classifying information as real or fake and 

marks a good starting point for detecting fake news.  
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ABSTRACT 
 

Online media has become a mainstream of current society. With the rapid development of video 

data, how to acquire desired information from certain provided media is an urgent problem 

nowadays. The focus of this paper is to analyse a sufficient algorithm to address the issue of 
dynamic complex movie classification. This paper briefly demonstrates three major methods to 

acquire data and information from movies, including image classification, object detection, and 

audio classification. Its purpose is to allow the computer to analyse the content inside of each 

movie and understand video content. Movie classification has high research and application 

value. By implementing described methods, finding the most efficient methods to classify movies 

is the purpose of this paper. It is foreseeable that certain methods may have advantages over 

others when the clips are more special than others in some way, such as the audio has several 

significant peaks and the video has more content than others. This research aims to find a 

middle ground between accuracy and efficiency to optimize the outcome. 

 

KEYWORDS 
 

Convolutional Neural Network, Image Classification, Object Detection, Audio Classification, 

Movie Classifier. 

 

1. INTRODUCTION 
 

The topic of video classification has achieved outstanding results in recent years, and diverse 

ways of approach such as implementing complex algorithms and architecture improved the 
overall accuracy in a certain genre of video [11][12]. By making the computational device 

understand and recognize the video content is a major challenge for nowadays technology 

applications. As the increasing amount of contribution has been done in this area, it is more often 
to recognize the hidden value for the video classification in both commercial and research areas. 

The usage of identifying the video content can be employed in numerous applications including 

autonomous driving, rocket science, internet streaming, home assistant, and analyzing sports 
video.  

 

One of the areas that desperately needs the video classification is the online streaming application 

such as YouTube [13] and Netflix [14]. There are approximately more than five hundred of 
videos uploaded to YouTube every minute. The methods of automatically diagnosing and 

analyzing the language information, understanding the content, captioning the video with 

http://airccse.org/cscp.html
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categories and description, and coming up with relatively high accuracy compared with humans 
is a classic concern. On the other hand, image classification not only contributes to the 

entertainment application but also makes autonomous driving become a reality. There are several 

existing vehicle models capable of self-driving have been announced around the world for a 

while now, and some of the brands are really achieving some significant results in this area by 
utilizing the video classification real time with live feedback. 

 

The traditional approach of video classification is that of creating a decision tree [1][2][3]; many 
researchers and research papers indicate that there is still a great amount of potential 

improvement leftover for decision tree’s accuracy. Some methods include expanding the size of 

the dataset as well as combining several layers of discrete spectral information. However, with 
the rapid development of deep learning style machine learning [15], especially by utilizing the 

approaches including convolutional neural network, long short-term memory, and gated recurrent 

unit, modern artificial intelligence outpaces the traditional approaches in both commercial and 

academic use. These approaches successfully demonstrate significantly greater efficiency and 
more wide-spread application than decision trees. Some of the research publications on the topic 

offer even more specific approaches that utilize these modern deep learning techniques. It is 

common to acknowledge that object grounding is relatively mature technology and also has 
greater potential when used for both commercial and government areas. There are multiple ways 

to play around with object grounding [4] and the way is by using the different settings within the 

models including Zero-Shot Grounding-Net [5] and Video Object Grounding-Net [6]. On the 
other hand, in one of the research findings, which shows there is a significant margin when they 

are trying to identify the tennis videos with the sound [7]. In between classifying the video, 

looking for a potential existing paddling sounds that only could exist through playing tennis 

could quickly help the researcher to locate the desired frame. Another significant way of 
identifying the video content is by utilizing the Video Temporal Analysis, there are a lot of 

exciting methods underlying such as temporal activity detection, language-based video search, 

and action anticipation, but it is still an interesting topic to unraveling the mysteries due to the 
reasons that great number of videos has such complex temporal structures, great video variation 

and problem scale. 

 

The methods that have been conducted in this research were those of creating a total amount of 
three coding programs to achieve a different result, since the problem set requires a variety of 

algorithms to solve it. An analysis will be conducted after implementing all three programs. The 

other method is by gathering the existing programs, and creating a complex algorithm that 
utilizes pre-existing results for further computation. The research goal is to examine the best 

feature extraction method and optimize both the effectiveness and efficiency of the program. The 

part of the program where we implemented the audio classification approach is inspired by the 
research paper written by Xun Gong and Fucheng Wang [7], who indicate there is a significant 

improvement in their program by identifying the sounds of hitting a tennis ball. The idea of 

selecting certain peaks within the voice and match noise, as well as the methods in which they 

did this, enlightened our thoughts of something similarly involving key film noise that appear in 
certain movie genres, such as explosions in the action genre. By considering this idea, searching 

for desired sounds gives the program ability to quickly eliminate a great portion of the sample 

data. There are some good features we take to achieve our result! Our approach utilizes multi-
layered programming techniques, a giant database for object detection and recognition, 

interactable human interface design, and the ability to present an option for users to upload 

movies that are currently not listed in our database, thus updating the model further. 
 

There are several different measurements implemented to ensure the results are following the 

prediction that we are expecting. The way to prove our result is by utilizing cross-validation in 

the design process, so that the program will automatically emphasize a confidence level of the 
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accuracy that these certain methods could eventually end up with. Meanwhile, the program of 
image classification uses application of neural networks, which utilizes the validation and testing 

datasets to determine if the processed results match with our two other additional datasets. To 

further mitigate the possibility of edge case, the program also has the ability to compare the 

model accuracy and select the highest accuracy among all of the models. There is also an option 
by doing it manually is to customize the model using hyper parameter tuning. Once our analysis 

of the results outlines recommended models, we select one for each area and move on to the next 

step of tuning the models in the system. From there it is easy to determine what changes are 
needed for our general heuristic and to get the highest accuracy possible for the combined system. 

The final stage for our program is by conducting a comprehensive case study on the system, and 

analyzing the statistical data to determine if it still meets both the standard of effectiveness and 
efficiency.  

 

The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we 

met during the experiment and designing the sample; Section 3 focuses on the details of our 
solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the 

relevant details about the experiment we did, followed by presenting the related work in Section 

5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this 
project. 

 

2. CHALLENGES 
 

In this section, we layout the key technical and research challenges to address. 

 
Challenge 1: Maintaining project speed across multiple machine algorithms is inherently 

difficult. Even just one classification machine learning algorithm could consume a great amount 

of time and processing resources. With the time and space complexity of just one, trying to 
manage a reasonable speed in between the three identification methods that this paper is trying to 

imply is difficult. Given the complex nature of machine learning algorithms, it is important to 

maintain them across systems and limited computational resources. Therefore, parallel processing 

is the most efficient choice, especially when facing the design that algorithms should run 
independently without interaction or exchanging of information. The general solution is that we 

collect the results three times from each individual algorithm and then use a supplemental 

program to pick the final prediction with the highest confidence from the results generated. 
Parallel processing not only allows us to achieve a relatively high accurate result, but also 

presents the ability of manipulating the algorithm’s speed in different circumstances. In terms of 

accuracy, parallel processing also allows for cross-referencing of the individual models’ results as 
opposed to just picking the highest confidence. This allows for a decently robust solution. 

 

Challenge 2: Selecting what to sample and how much of it to sample including frequency 

and length can lead to vastly different results. Selecting a database from the original sources 
could result in an insufficient amount of data or overwhelming unnecessary computation. Small 

changes to training or testing data can result in widely varying accuracies due to the nature of 

classification and other model designs. Movies, which are usually hundreds of gigabytes per film, 
are especially an issue when you take into account the number of movies that would need to be 

preprocessed for such a project. The concept for optimizing the right amount of data is usually 

the hardest thing to do given consideration for both selecting data now as well as updating it in 

the future with the consistent release of films. Videos themselves can also vary considerably in 
quality even from the same footage of the film, so it can drastically affect predictive performance. 

Generally, the particular solution is that we process every frame of the movie so that when the 

algorithms come in, we will always gain the best dataset. In this approach, we sacrifice the 
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calculating power and receive a relatively complete set of data. By ignoring certain frames of the 
video, such as the beginning of the movie where it usually just starts with the black images, 

movies usually take several frames to switch from one scene to another. One way of mitigating 

the general solution’s risk is by measuring the average change of scene and rescale it under 

different genres or categories of a movie. Meanwhile, to prevent the inaccurate dataset being 
processed without our knowledge, a validation dataset and training dataset has been set up to 

make sure the result is exactly what we expected. 

 
Challenge 3: Many machine learning models are better suited for individual tasks. For 

example, image classification often runs better using Neural networks than standard classification 

algorithms. This variance forces researchers to study different potential solutions to find the 
optimal one. There are so many existing models that have been created and published to the 

world, and only few of them are worthy to investigate deeper into it, as the nature of the concerns 

in mathematical, statistical, and computational fields are different in each model. How to decide 

the best model is definitely one of the hardest parts of the whole experimenting process, since we 
are just unable to try all of the published data models. Our problem requires us to not just go 

through the process of selecting an individual model, but doing this three times for three entirely 

different subjects. The general solution is by going through a selection of models or just 
randomly picking a common machine learning model which is highly recommended at the time. 

You then run a few tests to generate the result but not enough to require into the greater depth and 

understanding of each model and its algorithm. This paper is doing research based on other 
researchers’ results, and coming up with the machine learning model that is already working. We 

are not only examining the validity of the model but also selecting the model that has proven 

most useful when applied to similar problems. 

 

3. SOLUTION 
 

The specific solution to build the system and address the challenges above will be presented in 

this section.  
 

3.1. Overview of the Solution 
 

 
 

Figure 1. An Outline of the Video Prediction Web Service 
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The user has the option to upload a video onto a website page, where it connects to both the 
database and backend system. The interaction between user and system is solidly limited to the 

web service front end that we implemented only for proper user interaction, although the web 

service page will eventually return a predicted movie name back to the user. There are several 

processes going on behind the scenes of our web service page. The web services will transfer the 
user uploaded video to the database for temporary storage, and access the hosted backend to 

request a prediction for the temporary video clip. The clip will be accessed later on by the 

backend and machine learning portions of the application. The step is starting with the database, 
which passes the movie clip uploaded from the user as an output, and the hosted backend will 

accept the movie clip as input for further evaluation and process. Once the video has been 

processed, the machine learning models involved in the program will process the movie clip with 
each of the different methods and tools to analyze what film it may have originated from. Once 

the movie clip is processed, the result will transfer back to the backend, which will access the 

pre-processed original movie dataset stored in the database. After finalizing the result coming out 

of the system, the hosted backend will essentially present a piece of information regarding the 
final predicted result from the system back to the web service page, which is the final stage for 

the whole system, displaying the end result for the user. 

 

 
Figure 2. Outline of the custom machine learning process 

 

3.2. Audio Classification 
 
The audio classification is one of the most mature techniques in nowadays, there are many audio 

streaming companies implement a similar build in functionalities in their application. The hardest 

part of this research is to determine how we want to extract the audio from either database or user 
upload. The following code segment emphasis the idea of how we decide to select the audio, and 

deliver the audio part for further analysis. Conversion from a .mp4 file to .mp3 file is first step 
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needs to be processed. Every 3 thousand millisecond an audio segment will be selected and 
converted into a .wav file, which is much easier for computational device to do the machine 

learning. The algorithm will do the segment-level feature extraction, which gets feature matrix 

for each dataset. When the feature matrix successfully extracted, the algorithm can perform 

machine learning including cross validation and convolutional neural network.  

 

 
 

Figure 3. The code excerpt of the custom audio file process 

 

3.3. Image Classification 
 

Since the application is expecting database in great scale, the first thing is to shrink however the 

database it has to exactly what we require to do the prediction, and avoid unnecessary computer 

computing recourses to decrease the efficiency of algorithm. The algorithm is already processed 
the image by rescaling the frame, taking screenshots of data in every three seconds, grey-scaling 

the image, and categorize the dataset. Meanwhile, the algorithm also initiates a validation dataset, 

testing dataset, and training dataset. Each dataset creates for purpose of providing dataset for 
algorithm self-predicting, saving original database for future reference, and getting ready for 

convolutional neural network machine learning respectively.  

 

 
 

Figure 4. Outline of the custom machine learning process 



Computer Science & Information Technology (CS & IT)                                    131 

The above code segment is designed to create the model, which consists of three convolution 
blocks with a max pool layer in each of them. There’s a fully connected layer with 128 units on 

top of it that is activated by a relu activation function. In order to address the overfitting issue, the 

application automatically eliminate duplicate frames. 

 

3.4. Object-based Classification 
 
By utilizing a public object detection architecture named Yolov5 and modify behavior of the 

code, we are able to detect object position with each of the frame and stored the information in 

a .json file. The coordinate of the boxing boundaries and type will be placed in .json file. As long 

as we have the analyzation for each frame, we are able to place each .json file into a new .json 
file which combined all frame analyzation for one movie. At this point, each movie will have an 

individual .json file, and its ready to do next step.  

 

 
 

Figure 5. The code excerpt of plotting objects to matrix 

 
As shown in the code segment above, we first generate a 640 x 640 matrix, which purpose is to 

place the desired bounding box generate by the coordinates in previous .json file. In the for loop, 

the code will process a Metrix for each frame, and create a unique dictionary for each type of 
object detected in Yolov5. By using the coordinates, we now have the object shown in the matrix, 

so that we are allowed to do the prediction based on the different libraries and tools including 

cross validation and convolutional neural network. In addition, for purpose of eliminating minor 
differences within certain frames, the code is also design a algorithm, which can automatically 

shift, flip, and rescale the bounding box, if it gains a high confidence level of matching object. 

 

4. EXPERIMENTS 
 

This paper conducts two sets of experiments for a series of model solutions that we aim to 

combine into one approach. This includes testing both the overall accuracy of a selection of 

models as well as the average speed for a selection of models, for each type of solution. The first 
experiment ties directly to model accuracy as it is of paramount importance. 
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4.1. Evaluation of the Searching Effectiveness 
 

In the case of audio classification, each experiment tests with different levels of data, one of the 

experiments has two elements undergoing cross validation with five splits, while the other 
experiment receives five elements and the same amount of cross validation splits. Both 

experiments point out that the Support Vector Machine (SVC) model has the highest accuracy 

with 76% and 53.06% respectively. Meanwhile, the testing dataset is created by using three 
seconds slices of a single movie.  

 
For the object detection solution, under the framework of cross validation with doubled data 
received the highest accuracy of 43.04%, which is achieved under SVC model, however the 

model emphasizes an outstanding result in terms of effectiveness, the timing of SVC model gives 

a hint that this is still debatable or considered as an efficient choice.  
 

The most outstanding outbreak achieved in this research is that of the highest accuracy in our 

image classification method. By utilizing neural networks and several libraries in TensorFlow. 

Our neural network image classification achieved a 90% when tested against its training dataset 
while achieving a 71% accuracy in the validation dataset testing. As shown below in right-hand 

side of the figure 6, the correlation between self-prediction regarding the validation and testing 

slope becomes more and more readable, more importantly, the slope reaches a stable level as it 
approaches the end. By increasing the epoch will not highly affect the accuracy in this case, and 

the potential overfitting issues has been addressed by implementing dropout layer to neural 

network and data augment will essentially get rid of similar screenshots. One the left-hand side 
the figure 6 emphasizes the slope correlation before eliminating the over fitting issue. 

 
 

Figure 6. Overfitting model vs. Model with drop out layer  

 
The parallel programming’s accuracy is a mean average of all other three approaches, which are 

approximately at 55.94% accuracy. In fact, the program utilizes a different approach than picking 

the most votes from three approaches. Since the image classification reaches the highest 

breakthrough, the program will take object recognition and audio classification into consideration 
only if in the situation where neural network image classification ends up with a confidence level 

under 60%. 
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4.2. The Evaluation of Searching Efficiency 
 

Every program needs to consistently consider the tradeoffs between efficiency and effectiveness. 

The result for the audio classifier model indicates that although SVC has the most satisfying 
accuracy, however, in terms of speed, the Gaussian I Bayes (GaussianNB) gives relatively lower 

accuracy with 47.34% of accuracy and seventy-two times faster than SVC. As shown in the 

figure 7, the comparison is made under the unit of seconds.  

 
Likewise, the object detection emphasizes a similar outcome to that of audio classification 

models. The SVC model once again gives the highest accuracy, as described above, and the 
relatively slowest time when compared to other tested models. The GaussianNB has a lower 

accuracy of 42.67% but finishes the task ten times faster than SVC.  

 
Image classification under a neural network reaches the highest accuracy across all of our 

approaches, in terms of efficiency, it is actually considerable given that it takes 0.103 seconds to 

make the prediction. 

 
The average timing for parallel processing varies on how many steps are involved. If the 

program’s image classification reaches a confidence level higher than 60%, the average for 
prediction is how long it takes to do the image classification. In case the confidence level drops 

under 60%, two other approaches will get involved as a backup resource to support the result, and 

it will basically take approximately a total of 2.25 seconds.   
 

 
 

Figure 7. Subsample of machine learning speed tests for each method 
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4.3. Further Experiment Result 
 

 
 

Figure 8. Subsample of machine learning accuracy tests for each method 

 

To select a model, we compare various models and then run multiple tests across them such as 
cross-validation to pick the most accurate one. We then do hyperparameter tuning to tune it to 

exactly what we need. For Image Classification we compared SVM, RandomForest, passive 

aggressive, and convolutional neural networks with results of 65%, 77%, 28%, and 91% 

respectively.  
 

For object detection, we run the prediction under different numbers of dataset. When cross 

validation at level 2 with no data duplication, we compared SVM, GaussianNB, RandomForest 
(max depth 2), RandomForest (no max depth) with result 31.4%, 25.26%, 31.86%, 33.33% 

respectively. When cross validation at level 7 with no data duplication, we compared SVM, 

GaussianNB, RandomForest (max depth 2), RandomForest (no max depth) with result 31.1%, 
28.57%, 32.23%, 43.25% respectively. When cross validation at level 7 with data duplication, we 

compared SVM, GaussianNB, RandomForest (max depth 2), with result 43.04.%, 42.67%, 

37.17% respectively. 

 
In case of audio classification, we compared cross validation at level 5 with 5 elements. The 

following models has been tested, SVM Classifier (MidTerm Features), Random Forest 

(MidTerm Features, max_depth = 2), Random Forest (MidTerm Features, no max_depth), 
Passive Aggressive (MidTerm Features), GaussianNB (MidTerm Features) with result 53.06%, 

48.97%, 46.53%, 37.96%, 47.34% respectively. 

 

5. RELATED WORK 
 
X. Gong and F. Wang [7] noticed that the result of tennis video detection will be significantly 

more efficient by applying the audio detection. This audio-based approach assists the detection 

process with a video including a tennis event. With a shortcoming that the support vector 
machine supports a maximum of two classification problems at the single time, the author 

implements a method of combination of support vector machine and decision tree support vector 

machine to tackle the audio multi classification problem. L. Wang, H. Liu, and F. Sun [8] 

implemented a soft coding bag of dynamic systems to perform a satisfactory performance in the 
area of extreme learning machines. The paper emphasizes the system efficiency when it applies 

to the public database with algorithm and comparison in between the industry common method 

and this BoS approach. The main difference between this work is that we are using different 
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dataset. V. Lopez-Vazquez., et al. [9] emphasizes that classic deep learning approaches are able 
to tackle the complex neural networks in the area of unexplored environments with even low-

quality images. Moreover, the author indicates that with a higher rate of enhancement image 

could potentially assist the work of detection of features and gain better classification accuracy. 

In addition, deep learning approaches have been used to detect underwater animals in this paper. 
J. Gao., et al. [10] implemented several approaches including temporal boundary regression, 

temporal unit regression network, and more to address current problem in long untrimmed videos 

with generate temporal actional proposals. 
 

6. CONCLUSIONS 
 

Three approaches are capable of delivering a valid result with high confidence analysis for the 

video clip prediction. By utilizing the parallel programming, the final state of application by 
combining three approaches will finalize and leverage the result both in terms of effectiveness 

and efficiency. The accuracy level of image classification emphasizes that in ordinary situations, 

the prediction is strong enough to provide a meaningful result. The application requires a 
comprehensive dataset in order to make a prediction at a high level. By asking the user to upload 

their video clips and movies will enhance the database and the categorized dataset will save the 

result for future references, which means that while the user uses it, the application is learning 
and analyzing at the same time. All of the classification approaches present at least 90% accuracy 

when the database analyzes it in advance, even if there are minor differences when capturing the 

frame and voice, since the application has been designed to handle it by rescaling, rotating, 

shifting the frame. Even with the video clip that the database has never seen before, the image 
classification will brief the prediction and confidence level and the application will decide 

whether or not to involve the other two approaches. The prediction for the validation dataset is 

proven to be trusted and accurate. Speaking of image classification, in the future, the application 
will not limit to the current defined architecture and libraries, and push the accuracy to state-of-

art performance by implementing the application under other existing techniques such as 

PyTorch. Likewise, the performance of object detection and audio classification will also rebuild 
to advance the result. 

 

In the application, all of the approach is still not applying state-of-art performance models, which 

means that once it is getting published, this application has already become a past tense. The 
growth rate of deep learning technologies just requires tons of research readings and learning 

from the other’s work. The limitation of human resources causes the application has not tried all 

of the existing methods. On the other hand, mobile devices are the most popularly used device 
currently and sadly we have not decided when to release the mobile application due to the 

limitation of human resources to maintain the system in the future. 

 

In the future release, several models will be given consideration and implementation for a single 
approach, as we want to select from new models that are developed and could potentially 

increase accuracy, but also back up the experiment with stronger evidence. Also, enhancing the 

user experience on a mobile devices’ browser will be strongly considered. 
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Automatized bioinformatics data integration in a

Hadoop-based data lake
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Abstract. When we work in a data lake, data integration is not easy, mainly because the data is usually
stored in raw format. Manually performing data integration is a time-consuming task that requires the
supervision of a specialist, which can make mistakes or not be able to see the optimal point for data in-
tegration among two or more datasets. This paper presents a model to perform heterogeneous in-memory
data integration in a Hadoop-based data lake based on a top-k set similarity approach. Our main con-
tribution is the process of ingesting, storing, processing, integrating, and visualizing the data integration
points. The algorithm for data integration is based on the Overlap coefficient since it presented better
results when compared with the set similarity metrics Jaccard, Sørensen-Dice, and the Tversky index. We
tested our model applying it on eight bioinformatics-domain datasets. Our model presents better results
when compared to an analysis of a specialist, and we expect our model can be reused for other domains of
datasets.

Keywords: Data integration, Data lake, Apache Hadoop, Bioinformatics.

1 Introduction

Data integration is a challenging task, even more nowadays where we deal with the V’s
for big data, such as variety, variability, and volume (Searls [1]; Lin et al.[2]; Alserafi et al.
[3]). Regarding the variety of data to be integrated into data lakes, having different types
of data can be considered one of the most difficult challenges, even more because most
datasets may contain unstructured or semi-structured information (Dabbèchi et al. [4]).
According to Hai, Quix, and Zhou [5], it is very onerous to perform interesting integrative
queries over distinct types of datasets. Another challenge is the high-dimensionality data
that may be stored in the data lake. To compute the similarity for that high-dimensional
data is expensive. Checking whether the tables are joinable or not is time-consuming
because of the large number of tables that may have in a data lake (Dong et al. [6])

To manually analyze different datasets for data integration, a person must check the
attributes and at least a dataset sample. To perform a more elaborated work, the person
must look for the data dictionary of each dataset, and sometimes it is not easily available.
According to Sawadogo and Darmont [7], it is a problem since it is time-consuming, error-
prone, and can lead to data inconsistency. Among the methods for data integration, the
logic-based ones that consider the dataframes as sets, such as the based on the overlap of
the values, could provide useful solutions (Levy [8]).

This paper presents a model we developed to perform heterogeneous data integration,
taking advantage of a data lake we build based on Hadoop. The integration model is based
on schema matching techniques, such as row content-based overlapping. To do so, we first
define the datasets for the experiments, related to the domain of bioinformatics. Then,
we build a data lake to ingest, store, process, and visualize the data. We use Apache Nifi
for data ingestion and the HDFS (Hadoop Distributed File System) for data storage. We
process the data using Python, and we create visualizations of the data using Neo4J.
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Our main contribution is a model that allows to quickly ingest different kinds of textual
datasets, transform them into dataframes, and, using an approach based on in-memory
set similarity for data integration, we suggest the top-k points of integration for the data.
We present experiments with eight bioinformatics datasets, and we compare our approach
with manual data integration performed by a domain specialist. Our paper can also be
used as a guide to building a data lake from scratch.

In what follows, we investigate automatized data integration. Section 2 presents an
explanation about the main topics that are essential for our study and related work.
Section 4 describes the methodology we followed, and Section 5 presents the results we
achieved. Section 6 discusses our results, challenges, and presents an example with the
usefulness of our model. Finally, Section 7 summarizes our conclusions and future work.

2 Background

In this section, we briefly present the basic concepts related to our study. We summarize
data integration, data lake, and present the datasets we used in our experiments. We finish
by discussing the related work.

2.1 Data integration

Data integration deals with the problem of combining different data sources to provide the
user with a unified view (Lenzerini [9]). There are different approaches for data integration,
and we base our work on the top-k overlap set similarity problem: For all the attributes
in all the dataframes, find the top fits for data integration, according to the intersection
among the attributes’ distinct values (Zhu et al. [10]). We based our work on an in-
memory set similarity approach since the integration is executed using Python notebooks.
As similarity metrics, we use the most well-known distance measures for sets similarity
according to Ontanón (2020) [11]: Tverski’s (Tversky [12]), Sørensen’s index (Sørensen
[13]), and Jaccard (Jaccard [14]), compared to the Szymkiewicz-Simpson overlap coefficient
(Vijaymeena and Kavitha [15]). We develop our data integration based on a data lake.

2.2 Data lake

In a previous work (Couto et al. [16]), we define a data lake as a central repository for raw
data storage, processing, and analysis, that can be used for unstructured, semi-structured,
and structured datasets. A data lake can be composed of different software with its own
tasks in an integrated ecosystem. It means we can have different software for data ingestion,
storage, processing, presentation, and security, and they have to work together. The most
used tool to create a data lake is Apache Hadoop [16]. Forster [17] states that Hadoop
is the most used distributed platform for storage, processing, and analysis of big data.
Hadoop is an Open-Source Software (OSS) developed in Java and maintained by the
Apache Software Foundation [18]. Hadoop is based on the Google MapReduce paradigm
and in Google File System, and it is mainly used for distributed processing in computer
clusters. We populate our data lake with bioinformatics datasets.

2.3 Bioinformatics datasets

Bioinformatics is the product of the union of computer science and biology (Lesk [19]),
where we use software to make inferences about datasets of modern molecular biology, so
we can connect the data and extract valuable predictions. There are a lot of bioinformatics
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datasets available, having the most variate information, formats, types, and size. Our study
selected eight datasets to populate our data lake and work on automatized data integration.
Table 1 presents the characteristics of each dataset, ordered by size from the smaller
(DRUGBANK) to the larger (IID). Table 1 shows that we selected heterogeneous datasets,
having varied sizes (from 1 MB to 1,8GB), from 13k entries to almost 1 million entries,
with the number of attributes varying from 6 to 253. The datasets are also presented in
different formats, such as TXT, XML, TSV, JSON, and via API.

Table 1. Characteristics of the bioinformatics datasets

Dataset Size (MB) Entries Attributes Format

DRUGBANK 0,95 13580 9 XML
DRUGBANK PROTEIN 1,40 26965 7 XML
OMIM 1,80 17092 14 TXT
DRUGCENTRAL 2,50 17390 19 TSV
MONDO 4,00 43233 12 JSON
DISGENET 10,30 84037 16 TSV
UNIPROT 30,20 565255 7 API
REACTOME 37,90 826877 6 TXT
IID 1800,00 975877 253 TXT

– OMIM (McKusick-Nathans Institute of Genetic Medicine, Johns Hopkins University
(Baltimore, MD), 2021 [20]): Online Mendelian Inheritance in Man - human genes and
genetic phenotypes. We used the genemap2 dataset.

– DISGENET (Pinero et al. [21]): Collections of genes and variants associated with
human diseases.

– REACTOME (Jassal et al. [22]): We are using the UniProt2Reactome dataset. It is
composed of reactions, proteins, and pathways.

– MONDO (Mungall et al. [23]): Ontology for disease definitions.

– DRUGBANK (Wishart et al. [24]): Pharmaceutical knowledge base, we split it into
two dataframes: DRUGBANK and DRUGBANK PROTEIN.

– IID (Kotlyar et al. [25]): Integrated Interactions Database - database of detected and
predicted protein-protein interactions. We used the human data annotated dataset.

– DRUGCENTRAL (Avram et al. [26]): Online drug compendium - we use the drug-
target interaction dataset.

– UNIPROT (Consortium [27]): We are using the reviewed Swiss-Prot XML dataset, a
non-redundant and manually annotated database containing protein sequences.

2.4 Related work

The work of Cockell et al. [28] describes Ondex, a Data Integration Platform. They repre-
sent the data as a graph, where the nodes present the concepts, and the edges present the
relations. They developed parsers to import the data to OXL format. Then, they use map-
pers and transformers to join different types of datasets, remove nodes that are not con-
nected and add information to the network. Finally, they manually traversed using Ondex
to search for interesting examples of drug repositioning. They use the following datasets:
DRUGBANK, UNIPROT, HPRD, KEGG, PFam, SymAtlas, G-Sesame, OpenBabel, and
BLAST. They use the cross-references presented on Uniprot to include accession numbers
from other linked datasets (e.g., ENSEMBL, GO, OMIM, PRINTS).
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Sellis et al. [29] use web services and ontologies to create Semantic Web services, to inte-
grate three biological databases: EMBL, MEDLINE, and Array Express. They answer the
following query: ”for a given Nucleotide Number (EMBL database), find all experiments
(Array Express database) and all publications (MEDLINE) which have taken place.” They
use OWL-S - an ontology-based on Web Ontology Languages that describe web services.

In his work, Hendler [30] discusses themes related to data integration, discovery, linked
data, and the combination of structured data and unstructured data, and the author
presents some theoretical approaches to deal with issues that come from heterogeneous
datasets integration. For instance: use of natural language processing, graph databases,
alignment using a third dataset.

Petermann et al. [31] developed a model named Business Intelligence with Integrated
Instance Graphs, which they use for graph-based data integration and analysis. Their
model has three types of graphs (separate graph databases): one for Unified Metadata
(UMG, where the nodes are the classes and the edges are the associations), one for Inte-
grated Instance (IIG, where the nodes are data objects and the edges are the relationships)
and the last one for Business Transactions (BTG). In their process, they first perform
metadata acquisition and integration for the UMG, then instance integration to create the
IIG, generation of BTGs, and graph analytics. They use Neo4J.

Bradshaw et al. [32] developed an automatic and semi-automatic semantic data inte-
gration approach, based on concept bags, for synonyms and non-synonymous concepts.
Concept bags are similar to word bags used in data mining. They compute the similarity
between data elements and medical terms. To check the similarity, they use the Jaccard
algorithm. They convert text or named entities in concept codes and then compare it
using a vector-based analysis method. They use the following datasets: UMLS (315 en-
tries), REDCap (899649 entries), Medical terms (60 entries). They state that their method
presents the same or better performance when compared to other approaches.

Zhu et al. [10] develop JOSIE: an algorithm for JOining Search using Intersection
Estimation. They use inverted indexes (mapping from words to their location - for quick
search in text files). They work with the join table search problem: for a column C in a
table, find other tables in the data lake where the intersection between column and C is
high. They use two data lakes: Open Data and WebTables. They compare their results
with MergeList-D and ProbeSet-D.

Zhang and Ives [33] develop JUNEAU, an approach to support multiple table relat-
edness measures, such as augmenting training data, finding potential features to extract,
clean data, and finding joinable or linkable tables. They use pruning, top-k, and approxi-
mation strategies to return the tables that are most related.

When we compare our work with JOSIE [10] and JUNEAU [33], which are the most
related, the main difference is related to our algorithm performing the data integration of
more than two dataframes and simultaneously outputting it to take advantage of the raw
data in the data lake.

3 Problem Statement

As stated by Khalid and Zimányi [34], managing and querying a data lake is a difficult
task, mainly because the data is heterogeneous, may have replicas or versions, have a
considerable volume, and present quality issues. In this sense, data integration, which
represents 80-90% of the challenges for data scientists (Abadi et al. [35]), is a fundamental
task to enable querying a data lake. However, integrating heterogeneous data into data
lakes is a complex task, mainly due to the variety of data types (Hendler [30], Alrehamy
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and Walker [36] that can compose the data lake. If we only talk about textual data, there
are countless extensions and possible formatting, such as: .txt, .docx, .csv, .xls, .xml, .json
and so on. Furthermore, the analysis for the integration depends on experts, often data
scientists, who need to spend time inspecting data profile information, such as the types of
each attribute, a sample of that data, or studying the data dictionary - when the dictionary
is available. Finally, data integration is essential for extracting a more holistic view and
information from the data lake, enabling us to make simple to complex queries and add
value to the information.

Therefore, for the problem of automatic data integration in data lakes, the input would
a number of heterogeneous datasets and a threshold that limits the integration points of
interest. The output would be the points of integration among the datasets, and the
evaluation measures would be the ones based on an expert evaluation of the integration
points.

Regarding the complexity of the problem, according to Alserafi et al. [3], the equation
to calculate the total number of comparisons that needed to be performed to find the
columns candidate to data integration is

comparisons =

[
d× d− 1

2

]
×m2 (1)

where d represents the number of datasets, and m represents the average number of
attributes for each dataset. Considering our datasets (previously presented in Table 1),
we have 344 attributes in total, considering 9 dataframes, then m = 38. Thus, we would
have to perform about 51984 comparisons among the attributes.

4 Methods

The purpose of this study is to create a model for automating the integration of datasets.
To do so, we use similarity measures to check the possibility of data integration in a
Hadoop-based data lake. We started by creating the system architecture for the data lake,
based on Docker containers. Then, we worked on data management. Finally, we present
the algorithm we developed.

4.1 System architecture

Our data lake is supported by an Ubuntu 20 64-bit Linux server, having the following
configuration: 16GB RAM DDR3, Processor Intel® Core(R) I7-4790 CPU@3.6GHz x 8,
1TB disk capacity. The data lake is composed of ten Docker containers:

1. Apache Nifi: a framework used for data ingestion.
2. Python - Jupyter Notebook: a programming language and a web application to run

Python code, used for data processing.
3. Neo4J: a graph database used to visualize the integration among the dataframes.
4. Hadoop Namenode: the master node in the HDFS architecture
5. Hadoop History Server: keeps the logs of all the jobs that ran on Hadoop.
6. Hadoop Resource Manager: contains the YARN (Yet Another Resource Negotiator),

a service that manages the resources and schedules/monitors the jobs.
7. Hadoop Node Manager: launches and manages the containers on a node.
8. Hadoop Datanodes: Three containers (Datanode1, Datanode2, Datanode3). The worker’s

nodes in the HDFS architecture, where the data is stored.
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Fig. 1. Composition of the data lake

4.2 Data management

Data management includes data ingestion, storage, processing, and presentation, as illus-
trated in Figure 1. We ingested data into the data lake by creating processes in Apache
Nifi. We create one process for each dataset, where the process searches for the dataset
on HTTP (for MONDO, REACTOME, DISGENET, IID, and DRUGCENTRAL), or in
a local folder (for OMIM and DRUGBANK, because they are not available directly due
to the need of registering and licensing). Then we unzipped some of the datasets, and
we renamed them all for standardization. Apache Nifi then sends the datasets to Hadoop,
where they are stored in HDFS. For UNIPROT, we use the API directly on Jupyter. Then,
we start data processing using the Python - Jupyter Notebook docker. Lastly, we create a
graph visualization, based on Neo4J, to present the results.

4.3 Algorithm

We start the experiments by turning the datasets into Python Pandas dataframes. Pandas
is a Python library for data analysis and manipulation. The standardization of the datasets
as dataframes assure a unified entry for the algorithm, solving issues regarding one dataset
being derived under one condition and the others being on other conditions. To create the
DRUGBANK dataframe, we based on the solution provided by [37]. We also use other
libraries, such as HDFS, that provide a pure HDFS client, bioservices that provide API
access to UNIPROT, and the package py stringmatching that implements the similarity
metrics.

After creating the dataframes, one of the authors, a specialist in data science, analyzed
the datasets to manually map the attributes candidates for points of integration. To do so,
the specialist analyzed the names of the columns and a sample of data for each column,
using data profiling techniques. The specialist took about four hours to finish this analysis,
and we present the manual mapping in Figure 2. Figure 2 presents the manual data
integration points, based on a graph visualization, where the nodes or vertices are the
names of the dataframes, and the edges are the attributes’ names. The orientation of the
arrow indicates that, for instance, the attribute ’lbl’ from the Mondo dataframe is a point
of integration to the dataframe Disgenet, meaning that a percentage of ’lbl’ is also present
in another attribute of Disgenet. We developed this Figure to be later compared with the
results of the algorithm we developed for data integration so that we could compare a user
specialist analysis with the algorithm output.

Our algorithm is based on the concept of intersection or overlap between two attributes
in sets of data. We first identify the unique values of each attribute for each dataset. Then
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Fig. 2. Manually mapped integration

we compare each dataset attribute with all the other datasets’ attributes to check if the
unique values of the content of each attribute are contained in any other attributes of all of
the other datasets. The attribute with fewer unique values indicates the orientation of the
data integration. For instance, let us analyze the following case that includes dataframes
(df) and attributes (att):

– df1[’att01’] has 10 unique values;

– df2[’att06’] has 20 unique values;

– 10 values from df1[’att01’] are also present on df2[’att06’].

In that case, we can notice that 100% of df1[’att01’] are also present in df2[’att06’],
being that a good point for data integration. The notation would be: df1[’att01’] −→
df2[’att06’]. Regarding the minimum value for data intersection, we defined a threshold
of 0.4 (in a range from 0–1)] to identify good integration points, but it is configurable
according to the user’s needs. It means that if two columns in a dataframe have 40% or
more of data in common, the two columns are candidates for data integration, and the
dataframes where the columns come from are integrable.

To define the best threshold for our experiments, we tested different values and com-
pared the results with the specialist’s analysis. We started with 0.9, and after each execu-
tion, we compared our results with the specialist’s manual integration. When we noticed
that the selected threshold retrieved at least all of the integration points defined by the
specialist, we stopped decreasing the threshold, determining the value of 0.4.

Figure 3 details the activities diagram for the Algotrithm 1 we developed. Figure 3
shows that we can configure restrictions to select the attributes to be analyzed, such
as the minimum number of unique values that an attribute must have to enter in the
comparisons, and if we want to perform comparisons with attributes that contain only
numeric values. Other restrictions include: removing attributes with only nulls or NaN
and removing attributes with binary values (0 or 1, T or F). The binary values would not
present real candidate points for data integration among the datasets since they mostly
represent True or False values. For instance, the IID dataset presents dozens of attributes
that are named after diseases, where the value = 0 corresponds to False and values = 1
corresponds to True (e.g.: ’bone disease’, ’overnutrition’, ’asthma’, ’lymphoma’).

The algorithm starts by creating dataframes for all the datasets, then it selects the first
source dataframe, which will be compared to the other dataframes. Then the attributes
of the source dataframe are compared with the attributes of the first candidate dataframe

Computer Science & Information Technology (CS & IT) 143



Fig. 3. Algorithm for data integration in UML Activity Notation
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Algorithm 1 Pseudo-code for the data integration algorithm
Require: 1datasets, 2minimum number of unique values, 3accept numeric comparisons (True or

False)
Ensure: dataframeLeftName + columnName, dataframeRightName + columnName: Overlap:value /

Jaccard:value / Sørensen-Dice:value / Tversky:value
1: for dataframes do
2: while columns in the dataframe = True do
3: if compare numeric values = False then
4: if value is numeric = True then
5: next column in while
6: end if
7: end if
8: if unique values ≤ predetermined value OR target column has already been compared

= True then
9: next column in while
10: else
11: if column values ̸= binary values then
12: for dataframes+ 1 do ▷ repeats the same logic as the previous for for the

next dataframe

13: ... for
14: if minimum number of unique values between compared columns ̸= 0 then
15: calculate Overlap, Jaccard, Sørensen-Dice, and Tversky

16: if Overlap, Jaccard, Sørensen-Dice, and Tversky > 0.4 then
17: return Output = Ensure
18: end if
19: end if
20: end for
21: end if
22: end if
23: end while
24: end for

to check the similarity. It happens until we do not have more source dataframes to be
compared to the candidates.

Our algorithm also handles so that there are no redundant comparisons among dataframes
and attributes. Firstly, we assure that a dataframe is not compared to itself by identify-
ing its previously defined name in the algorithm. Secondly, when we compared each at-
tribute of the first dataframe, we stored its description in a variable. Before comparing
the dataframe’s attribute with another, we check that there are no attributes with the
same description. Therefore, we exclude the possibility of redundant comparisons between
dataframes and attributes.

The algorithm returns a list having the names of the dataframes, attributes, and re-
sulting values for the Szymkiewicz-Simpson overlap coefficient – Equation 2, which is the
main result, compared to other similarity metrics (Jaccard – Equation 3, Sørensen-Dice
– Equation 4, and Tversky – Equation 5). The resulting values for the similarity metrics
range from 0 (attributes are not at all similar) to 1 (attributes contain the same data).
Next, we present the equations related to the metrics, where X represents the attribute
of the source dataframe and Y represents the attribute of the dataframe candidate to be
compared.

The Overlap Equation calculates the size of the intersection divided by the smaller of
the size of the two attributes or sets:

overlap(X,Y ) =
|X

⋂
Y |

min(|X|, |Y |)
(2)
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The Jaccard measures the size of the intersection between two sets divided by the size of
the union:

jaccard(X,Y ) =
|X

⋂
Y |

|X ∪ Y |
(3)

The Sørensen-Dice similarity score returns twice the intersection divided by the sum of
the cardinalities.

dice(X,Y ) =
2× |X

⋂
Y |

|X|+ |Y |
(4)

The Tversky index is a generalization of the Sørensen-Dice’s and the Tanimoto coefficient
(aka Jaccard index) coefficient, but introduces the use of the parameters α and β, where α
= β = 1 produces the Tanimoto coefficient and α = β = 0.5 produces the Sørensen–Dice
coefficient:

tversky(X,Y ) =
|X

⋂
Y |

|X
⋂

Y |+ α|X − Y |+ β|Y −X| ;α, β >= 0 (5)

Our model also presents the option to insert nodes and edges in a Neo4J database to
better visualize the relationships among the dataframes.

5 Results

After analyzing the first results presented by the algorithm, we identified that some sug-
gested integration points are numeric values that, in our dataframes, do not represent
actual data integration points. For instance:

– UNIPROT[’Lenght’] it is the length of the canonical sequence and it varies from 3 to
4 numeric chars;

– OMIM[’Entrez Gene ID’] the National Center for Biotechnology Information (NCBI)
gene ID, values from 1 to 115029024;

– DRUGCENTRAL[’STRUCT ID’] the structure ID, and has values from 1 to 5390;
– DISGENET[’YearInitial’] and DISGENET[’YearFinal’] are years from 1924 to 2020;
– DISGENET[’NofPmids’] the PubMed id, and has values from 1 to 67;
– DISGENET[’NofSnps’] the Single nucleotide polymorphisms (SNP) id, has values from

1 to 284.

Because of that, we decided to add a parameter in the algorithm do set if we want to
make numeric comparisons. We set the parameter to false since, in our case, it does not
represent actual data integration points, but to be able to generalize for different domains
and different types of datasets, that kind of comparison must be useful.

Regarding the similarity metrics, as Tversky, Sørensen-Dice, and Jaccard present cor-
related values for our data (Tverski’s index with α and β = 0.5 was equal Sørensen-Dice
and twice the Jaccard coefficient), we show only the Jaccard and the overlap values in
Table 2.

After carefully comparing the Jaccard and Overlap results with the manual mapping
and reviewing the actual dataframes, we identified that the Overlap provides better in-
sights about the relationships that could be created among the dataframes.

For instance, for the relationship DISGENET[”diseaseType”] and MONDO [”lbl”],
the Jaccard index is equal to zero, while the Overlap is 0,667. We checked the data,
and we really found a point for integration in that case. Another example is DRUG-
BANK[”drugbank id”] and DRUGBANK PROTEIN[”drugbank id”], which represent the
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Fig. 4. Final data integration

same data according to the Overlap coefficient and to our manual analysis, and in this
case, the Jaccard index is 0,579.

Hence, the Overlap coefficient seems to represent better how similar two attributes are
and the level of data integration we could achieve if we integrate two dataframes using the
top-ranked pairs of attributes indicated by the algorithm. Thus, we decided that in our
case, it is better to use the Overlap Coefficient.

To better visualize the relationships between the dataframes, we create a database
on Neo4J, where the nodes are the dataframes, and the edges are the name of the at-
tributes. Figure 4 presents the final data integration resulting from our algorithm for the
bioinformatics dataframes. In this graph visualization, similar to the manually mapped
data integration visualization, the names of the dataframes are the vertices. The names of
the attribute responsible for the integration are presented in the edges that connect the
vertices. Figure 4 presents 9 nodes and 32 edges, some with only one edge between them
(such as MONDO and DISGENET) and others having a high concentration of edges, such
as IID, UNIPROT, and DRUGCENTRAL. The higher concentration of edges pointing to
a dataframe means that the dataframe is referenced by a high number of other dataframes,
meaning they represent an important point of integration.

When we manually mapped the points for integration, we identified 10 points (see Fig-
ure 2), while our model identifies 32 points, presented in Table 2. For instance, we manually
mapped an integration between DRUGCENTRAL[”SWISSPROT”] and UNIPROT [”EN-
TRY”], but our model shows that the coefficient for that integration is less than 0,4, while
suggesting two better points: DRUGCENTRAL[”GENE”] → UNIPROT[” Gene names ”],
with a overlap of 0,487, and DRUGCENTRAL[”ACCESSION”]→ UNIPROT[”ENTRY”],
with an overlap of 0,829.

Additionally, our model discovered 22 more paths of integration that were not manually
identified, which we list above:

– From IID and: DISGENET, DRUGCENTRAL, OMIM, REACTOME, and DRUG-
BANK PROTEIN
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– From UNIPROT and: OMIM and DISGENET
– From REACTOME and: DRUGBANK PROTEIN and DRUGCENTRAL
– From DRUGBANK PROTEIN and DRUGCENTRAL

The scalability of the proposed solution takes place in terms of enabling comparisons
between all attributes of all datasets. For example, the 19 attributes of DRUGCENTRAL
are compared with the 253 attributes of the IID and so on, creating a bigger and bigger
search space as we add more datasets for comparison.

Regarding the evaluation, we performed an analysis to answer the following question:
1) What is the average execution-time speedup provided by our model, including the data
manipulation and algorithm? We ran the model 10 times to get the average running time.
It takes on average 2 hours and 30 minutes to run in the hardware we described in Section
4.1. Note that we run it in memory, in hardware with a humble configuration.

6 Discussion

We faced some challenges during the development and execution of our model. Initially,
we had to elaborate on different ways of treating the datasets, as they had different data
types. After this process, the researchers met to define the best way to carry out the
comparison process. Effectively, the algorithm creation process started when we defined
the four ways to calculate distances (Overlap, Jaccard, Sorensen, and Tversky’s). Then,
the initial algorithm implemented worked for most columns of the datasets. However, the
algorithm generated errors, specifically for columns with information of the ”JSON” or
”XML” type, being corrected and treated soon afterward. After running the algorithm, we
noticed that some of the comparisons generated 100% matches in many cases. Therefore,
we verified that there were columns with information of binary values, which meant ”False”
or ”True”, but that was not necessarily relevant and similar to each other. We address
this issue by removing columns with these data types from our comparison. We also skip
Null and empty values, in the comparison steps. Furthermore, when we ran with all the
datasets simultaneously, the initial version of the algorithm worked but took longer than
we expected. Therefore, we performed refactoring in the algorithm, so we executed in the
settings described in Section 4.1, we could obtain better results in a considerably shorter
time.

The challenges we faced during algorithm development are all data-related. When we
start data analysis with data pre-processing, the data must go through a cleaning phase,
which could have ruled out some of the related challenges. However, one of the goals of the
algorithm is to receive data from different formats with different types of attributes and
be able to perform the necessary initial comparisons. In this way, we allow the algorithm
to be executed even by people without specific knowledge in data processing, so they can
and still obtain good results for their data integration.

Let us now discuss the utility of our model, by considering the data integration ex-
ample in the field of bioinformatics. A data scientist has access to a data lake with the
same bioinformatics datasets we worked on: OMIM, DISGENET, REACTOME, MONDO,
DRUGBANK, IID, DRUGCENTRAL, and UNIPROT. The data scientist received the
task to study neglected diseases, such as tuberculosis. To do so, it is necessary to explore
the data related to the gene inhA, which is related to the organism Mycobacterium tu-
berculosis. Having those two pieces of information, it is easy to find the related data on
UNIPROT. Actually, it may be on the top-5 results of a quick search on Google. But
how will the person know if and how the data found in UNIPROT can be integrated with
the other data sources, so they can find additional information? Well, usually the person
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would have to put an effort into understanding the schema of all the datasets, analyze the
data dictionary, a sample of data, and so on.

Using our data integration model, we will be able to see that UNIPROT is easily
integrated with OMIM, DISGENET, IID, and DRUGCENTRAL by the gene name. By
integrating with OMIM, we would have more details about genetic phenotypes related to
the gene inhA; while DISGENET would bring the variants of the genes related to the
tuberculosis disease. IID adds information about how a protein related to inhA (Enoyl-
[acyl-carrier-protein] reductase [NADH]) interacts with other proteins. UNIPROT can also
be integrated with REACTOME since REACTOME contains a field named UNIPROT
identifier. Thus, we would have additional information about how the molecules interact
in a cell to change the cell or create a certain product; for instance, turn genes on or off.

Additionally, integrating with DRUGCENTRAL would add information about inter-
actions related to the drugs and tuberculosis. The integration with DRUGCENTRAL will
allow integration with DRUGBANK, which brings supplementary information about the
substance of the drugs and related products. For instance, we will find that Pretomanid
is a medication for the treatment of tuberculosis. Finally, having the disease type from
DISGENET, we could connect with the MONDO ontology, and learn about the different
types of the disease, such as endocrine, esophageal, ocular, spinal tuberculosis, and others.

7 Conclusions

In this paper, we presented a model for automatized data integration in a Hadoop data
lake, and we present experiments with eight well-known datasets from the bioinformatics
domain, having different sizes and formats. We tested the similarity among the dataframes
with different similarity measures, and we identified that The Overlap coefficient and
Jaccard would be enough for us to validate our proposal.

Because the Overlap coefficient presented better results than the actual data and a
specialists analysis, our experiments suggest that the Overlap coefficient is the best option
for the in-memory set similarity approach we developed. Based on the Overlap coefficient,
we found the top-k overlap set similarity that can help define data integration points for
datasets in a data lake. For future work, we plan to implement text similarity strategies
to magnify the reach of our results and increase the points for data integration based on
semantic and syntactic.

Availability of data and materials

The data that support the findings of this study are available from:

– UNIPROT (UniProtKB - Reviewed (Swiss-Prot)). API available at [38].
– OMIM (genemap2). Available at [20], upon register and request. Release: File gener-

ated on 02/07/2020.
– DISGENET: Available at [39]. Release: version 7.0, January 2020.
– DRUGCENTRAL: Available at [40]. Release: 18/09/2020.
– IID: Available at [41]. Release: 2018-11.
– MONDO: Available at [42]. Release: v2021-01-15.
– REACTOME: Available at [43]. Release: Version 75, 07/12/2020.
– DRUGBANK: Available at [44], upon registration. Release: 5.1.8, 2021-01-03.
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3. A. Alserafi, A. Abelló, O. Romero, and T. Calders, “Towards information profiling: Data lake content
metadata management,” in International Conference on Data Mining Workshops, (Barcelona, ES),
pp. 178–185, IEEE, 2016.
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Abstract. The Activity and Event Network Model (AEN) is a new security knowledge graph
that leverages large dynamic uncertain graph theory to capture and analyze stealthy and long-
term attack patterns. Because the graph is expected to become extremely large over time, it
can be very challenging for security analysts to navigate it and identify meaningful information.
We present different visualization layers deployed to improve the graph model’s presentation. The
main goal is to build an enhanced visualization system that can more simply and effectively overlay
different visualization layers, namely edge/node type, node property, node age, node’s probability
of being compromised, and the threat horizon layer. Therefore, with the help of the developed
layers, the network security analysts can identify suspicious network security events and activities
as soon as possible.

Keywords: data visualization, security, intrusion detection system, intrusion prevention system.

1 Introduction

In the network security domain, analysts deal daily with network packets and se-
curity events and alerts generated through a various data sources such as firewalls,
intrusion detection systems (IDS), intrusion prevention systems (IPS), system logs,
etc. With an exponential increase in the amount and diversity of security data,
there is a growing demand for visualization tools to help with analyzing the data
and gaining insight into it. Visualization tools help avoid having to spend excessive
hours on raw data analysis and allow the security analysts to distinguish unusual
patterns and trends in even the most intricate data sources. This will let analysts
identify the existing and novel network attacks in the minimum required period.
Knowing that the visualization requires data from single or multiple sources, ei-
ther one or many of the below data sources can be input into the system. Network
traces, security events (IDS, IPS, Firewalls, AV), network events (switch, router,
or server data), or application logs are some instances of the data sources [1]. It
is needless to say that, with an increase in the incorporation of data sources to be
fed to the visualization system and their features, the network security analyst’s
ability to gain insight into irregular traffic trends and events also improves.
The remaining sections in this report are structured as follows. Section 2 gives
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an overview of existing security visualization models and gives a summary of key
features of the AEN system architecture. Section 3 outlines the proposed model to
address previously stated limitations. Section 4 depicts the experimental evaluation
of the proposed scheme. Section 5 makes concluding remarks.

2 Related Work

Shiravi et al. [1] reviewed network security visualization practices by classifying
them into five classes, host/server monitoring, internal/external monitoring, port
activity, attack patterns, and routing behavior. The first visualization class in this
study is host/server monitoring which mainly exhibits the nodes in the network as
hosts or servers and tries to identify possible correlation among them with the aim of
detecting the malicious nodes. One of the earlier works that was done on small-sized
networks in this class was authored by Erbacher et al. [2],[3] where they placed the
monitored server in the middle of the visualization layer, and the rest of the hosts are
around five concentric circles where each node’s ring defines a distinct IP address
from that of its monitored server. In [4], Takada and Koike developed a model
called Tudumi. Tudumi is a 3D visualization model to observe and examine the user
performance on a server, achieved by the utilization of multilayered concentric disks
in a small-sized network.To highlight various access techniques such as file transfer
or terminal service, this model uses different-sized dashed lines. A model developed
by Lakkaraju et al, called NVisionIP [5]-[6], focuses on large networks presented in
a grid of 256 by 256, where each of the cells displays the hosts’ associations. The
horizontal axis of the network represents the network subnets, and the vertical axis
of the network represents the subnet hosts. There is a magnifier that enables the
analyst to access the nodes of interest in the network. To detect the hidden malware
in the network, Fink et al. [7] developed a model which illustrates the correlations
between network traffic and host processes. VISUAL [8] is a security visualization
system developed to permit the analyst to observe the interaction patterns between
an internal network regarding external sources. The internal network is a grid,
where each cell represents one of the internal hosts. On the other hand, external
sources are depicted out of the internal grid, with the square dimension indicating
the activity level. VizFlowConnect [9] employs parallel axes to display the current
relations among network nodes in the network, which is achieved by designing three
parallel axes. While most left is responsible for nodes originating network transfer
to the internal network, the center is responsible for presenting the internal hosts,
and the right one is responsible for depicting the destination nodes of internal
traffic. The port activity visualization class has been designed to highlight the
viruses, trojans, worms, and zero-day exploits activities. The developers of this
visualization class believe that with the scaling techniques implemented due to the
amount of traffic and extended range of possible port numbers and IP addresses,
the malicious actors can be located. Abdullah et al. [10] designed a port-based
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sketch of activities in the network based on the given services. It is discussed that
by assigning popular ports to principal services, the chances of exposing them to
attacks rise.Therefore, they are grouped in bins of 100’s, whereas the registered
ports are grouped in bins of 1000’s, and the rest of the private/dynamic ports
are assigned in a single bin. This system provides the ability for the user to view
more precise aspects of the irregular activities in the network by depicting the data
over time. Potential Doom, a system proposed by Lau [11], involves the rotating
cube, which attempts to visualize the coarse trends in large-scale networks, namely
port and IP data in a 3D cube, with each axis of three-dimensional representation
as a component of a TCP connection. The X-axis represents the destination IP
addresses, Y-axis represents the port numbers, and Z-axis represents the source IP
addresses. The system is suitable for single attacks and can only be employed for
the discovery of port scans. In [12], McPherson et al. present ProtVis which uses
a 256x256 grid of various colors to reflect the network activities on grid cells. The
port’s position on the grid is decided by separating the port number into an (X,
Y) position, where X highlights the port number’s high byte and Y highlights the
port number’s low byte. Through time, each point’s changes are depicted using a
distinct color, where black indicates no change, blue indicates small change, red
indicates larger change, and white indicates the most variations. In addition, the
system provides a magnifier to support more specific data regarding specific ports.
One of the challenges the system faces regarding identifying malicious nodes is when
irregular activity is discovered between ports with high and legitimate activities.
The attack patterns visualization class targets both detection and presentation
of attacks in different steps. This type of visualization is of prime importance,
because various attacks behave differently and many of them are implemented in
multi-steps, including reconnaissance, scanning, gaining access, maintaining access,
clearing tracks, and installing back doors for future access. Because the high number
of alerts generated daily by the intrusion detection systems is at times overwhelming
for the security analysts, they constitute one of the well-known sources of data
for this class. Girardin [13] proposed an unsupervised machine learning system
developed with detecting the network’s irregular and intrusive actions in mind.
The system depicts network state and deviations from natural behavior by using
front ground and background colors, size, and relevant positioning on a map. In
this way, similar events are grouped, and the map is also arranged in the same way.
Nyarko et al. [14] developed NIVA, a newtork IDS visual analyzer. It utilizes data
from multiple intrusion detectors and uses links and colors to manifest attacks. The
system includes a GUI window and a 3D rendering window which consists of glyphs
connected by links. The position of each glyph depends on its IP address, meaning
that closer glyphs favor closer IP addresses. Colitti et al. developed BGPLay [15],
a system which permits ISPs to observe the reachability of a specific prefix from
the viewpoint of a given edge router while including animation to specify routing
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adjustments. Wong et al. [16] developed the TAMP system to visualize the BGP
irregularities by employing statistical techniques to perform BGP data aggregation.
They proposed animation techniques to depict the routing behavior variations over
time to assist the network administrators in identifying any abnormal patterns. The
principal objective of the AEN system is to assist network analysts in detecting any
security irregular patterns or malicious nodes. The system functions by utilizing
the raw data from various network nodes and external repositories to discover the
current node-to-node relationships and extract unusual ones. Multiple data sources
such as network packets, system logs, and intrusion detection alerts are processed
to generate the graph.

3 On the AEN Graph Model

3.1 Overview of the AEN Graph Model

The AEN Graph is a new security knowledge graph model developed at the Informa-
tion Security and Object Technology (ISOT) Lab to capture and analyze stealthy
and long term attack trends and patterns. To capture the inherent uncertainty and
dynamic nature of network environments and attack occurrences, AEN consists of a
dynamic uncertain directed multigraph model. The graph engine is developed using
emerging graph database technologies because one of the requirements of the model
is the need to load the entire graph in memory for malicious patterns detection and
analysis. The graph model is updated continuously and maintained over time, with
most of the historical information being preserved by necessity and leveraged in
long-term attack detection. As a result, over time the graph is expected to become
extremely large in size. The main concern in the graph construction is the method
employed to mine different data features responsible for nodes identification, their
relationships, and attributes. The mining method can be implemented by 1) direct
connection to the data source or 2) from the available data gathered from various
tools and services, or 3) by data mining into aggregates, or 4) from the previously
known attacks by security experts, or 5) from log analysis performed on the known
network applications and service calls to or from the mentioned applications and
data sources such as hypervisor logs, syslog, and IDS alerts. Another input cate-
gory is attack fingerprints, which are not automatically generated by the system
and developed by security experts from past attacks. Even without this type of
data, the system can leverage attack signatures indirectly through its IDS alerts.
However, these fingerprints provide an additional layer of information to the model
in the form of a database of well-known attacks that can help the identification by
better incorporation into the model.
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3.2 Graph Definition

To understand how the graph is constructed, we must analyze the features men-
tioned above to determine distinguishable characteristics. To begin with, it is worth
considering how each feature can be used to model the network. As a sample, IP
address-domain names relationship can be considered. Graph nodes represent the
features, and the edges represent their relationships. However, features such as pro-
tocol and port are better utilized as relationships’ descriptors and therefore are
employed to characterize attributes of either nodes or edges. Generally, the AEN
model’s nodes are interpreted by any feature for which valuable relationships can
be formed, and the edges are constructed based on those relationships and their
direction. The rest of the features can be utilized to describe attributes of either
nodes or edges. It is important to note that the model is confident in identifying
or in the correctness of the extracted information from the features. For instance,
when related TCP handshake packets between two nodes are received, the model is
confident that the hosts are communicating and in which direction. However, it is
worth noting that the IDS alerts and graph operations such as pruning, chaining,
decaying, and clustering are inherently imperfect. That adds a layer of uncertainty
to the nodes, their relationships, and their respective attributes. Ultimately, as
there are continuous changes in the system and a constant demand to track the
network entities and their relationships, the model requires to maintain the in-
formation on the periods in which each element has existed to identify the vital
chronological relationships. In summary, below are the characteristics of the graph
model. 1) Processing times/latencies are negligible. 2) Through time, nodes, edges,
and their attributes vary and have a lifetime. 3) Nodes have their attributes and are
labeled. 4) Nodes can have various relationships at the same time. Consequently,
nodes can have various edges connecting them. 5)Relationships have a source and
a destination. Therefore edges are directed. 6) Relationships have their properties.
Thus edges are labeled. 7) Both relationships and nodes can be uncertain. Thus
nodes, edges, and their attributes are weighted by probabilities of existence.

4 Proposed Visualization Model

To address the visualization challenges discussed, many layers have been developed.
The implementation is performed via Javascript programming language, and with
the help of vis.js library. As previously mentioned, by feeding the raw data collected
from the network logs to the system, the graph is constructed. The system before
the implementation of any visualization layer is depicted with all nodes represented
as grey ovals and all edges as grey arrows without any labels in the zoom-out view
versus with the labels in the zoom-in view. To integrate different visualization layers
to the model, a distinct tab named node view, is designed in order to provide the
capability of viewing the network elements based on the type of nodes, type of edges,
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property, node age, probability of compromise and threat horizon. In addition, a
distinct layer is designed to show or hide the labels.

4.1 Element Type Layer

The initial visualization layer developed provides the ability to filter network ele-
ments based on their types. There exists a checkbox named ‘Show/Hide Labels’ that
enables the end-user to view the network nodes with or without the labels. Besides,
when the user selects not to include the label in the graph, all the nodes would
be depicted as same-sized circles.This layer functionality consists of the different
node/edge types and the node properties. The node type category includes HOST,
DOMAIN, ALERT, IP, ORGANIZATION, and LOCATION that provide the rel-
ative information. Upon selecting each type, the nodes belonging to that specific
category are colored while the rest of the nodes are grey. In addition to node types,
different types of edges have been added to this layer, including AUTH ATTEMPT,
TRIGGER,USED, IP LOCATED AT, PART OF, RESOLVED TO, CONTROLS,
LOCATED AT, OWNS,SESSION, ALERT TRG BY HOST. Upon selection of edges,
the user would again observe them in color and the rest of the network elements
in grey. Thanks to different layers operating together, selecting different types of
nodes and edges is possible. It gives users a better understanding of network el-
ements. Another function of this layer is its ability to demonstrate the malicious
nodes in red color. Figure 1 is an example of a malicious node highlighted in red
when selecting the malicious property checkbox. In conclusion, this layer provides
the ability to show/hide all the labels and all or some of the network elements based
on their node type or edge type, or node property in color.

Fig. 1. Malicious Property
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4.2 Node Age Layer

One of the key characteristics of the AEN model is its dynamic nature. Nodes and
edges are added continuously as more data arrive. Timestamps are associated with
the graph elements to convey their age. The functionality provided by this layer
mainly concerns the age of each node in the network. It was uncertain how far
in time each specific node has been added to the graph or updated in the graph
(for instance two days ago or three days ago). The visualization of this layer has
been implemented with the aid of the opacity feature. Opacity can have a value
between zero and one that means if the node is added or updated more recently,
say two days ago, it is of higher opacity than the nodes added or updated four
days ago. When the related node and age data come from the back-end of the sys-
tem to the front-end, the required properties are extracted, the timestamp, in this
case. The node’s age is computed based on the timestamp.It is noteworthy that
the age limit is ten days and the nodes which are added/updated before that time
are shown with the same opacity. The opacity is calculated based on below formula.

Opacity = (1-(age/10))

Figure 2 represents an overview of the network elements when this layer is selected.
As part of this layer’s functionality, it is possible to choose it together with other
layers such as the node’s type layer to merge the opacity with the nodes/edges
colors.

Fig. 2. Node Age visualization layer
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4.3 Probability of Compromise Layer

This layer illustrates the nodes based on their probability of being compromised.
The graph engine assigns the probability and shows that a specific host is malicious
or is compromised, by considering all the detectors together. The probability of be-
ing compromised is a value between zero and one fetched from the backend. After
the comparison is performed, the size of the nodes of the probability of compromise
category is computed based on the below formula.

size = Int(100 + node.prob c * 30)

Where prob c denotes the probability of compromise. Figure 3 depicts the graph
nodes with a higher probability of being compromised as larger objects while the
rest of the nodes as smaller objects.

Fig. 3. Probability of being compromised

4.4 Threat Horizon Layer

Threat Horizon is defined as the set of all possible nodes with which a node ‘u‘
could have exchanged data. As a result, the data exchange ultimately affected
them, directly or indirectly. In practice, if node ‘u‘ is malicious or compromised,
the set of nodes which ‘u‘ could have been in contact with are also compromised,
or at least been targeted. More formally, two underlying concepts must be defined
[17]: (1) Journey, which is a ”time-respecting walk” through a path over time, that
is, a walk through a path between 2 nodes ‘u‘ and ‘v‘ over time such that each edge
is traversed in chronological order and such that each edge existed at the point
in time it was traversed; (2) reachability of 2 nodes ‘u‘ and ‘v‘, which is defined
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as the existence of a Journey between nodes ‘u‘ and ‘v‘.Then we can define the
Threat Horizon of node ‘u‘, ‘TH u‘ in short, as the set of all nodes in a graph ‘G‘
reachable from ‘u‘.Figure 4 depicts the threat horizon, and the node clicked to show
the threat horizon is called the focal point. The hosts that become orange upon
selecting the focal point are the nodes that had direct or indirect communication
with it. If the focal point is malicious (which is not necessarily the case), then there
is a chance that the focal point host could have compromised the hosts inside the
threat horizon.

Fig. 4. Threat Horizon layer

5 Performance Evaluation

The response time and CPU utilization are used to evaluate the performance of
AEN graph visualization layers. We have used different sizes of snort alert and the
netflow files to determine the size of the graph. Snort is one of the IDS used among
the data sources. Netflows are aggregate packets, also part of the data sources. The
evaluation was run on a Dell 2.6 GHz Core i7 (6 cores) and 16GB of memory. The
response time and the CPU utilization are studied to measure the scalability of
the developed layers. Each file is input into the system five times, and the aver-
age output values are computed for the response time and CPU utilization. The
response time is the time duration over which the graph is loaded to the system,
and the time the graph appears on the canvas. The average response time is mea-
sured in terms of seconds. The CPU utilization indicates a computer’s processing
resources or the volume of work handled by a CPU. The actual CPU utilization
differs based on the amount and type of managed computing tasks. Specific tasks
require heavy CPU time, while others require less because of non-CPU resource
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requirements. CPU Utilization is measured in terms of the unit ms. Figures 5 and 6
depict the response time of different sized snort alert and netflow log files fed to the
system before the activation of visualization layers. As observed in the graph, the
response time increased as the file size enlarged. To handle larger capacity, more
computation power would be required, like by using powerful server machines on
the cloud. The same experiment was again conducted with the visualization layers
to be able to compare the performance before and after the visualization layers
activation. As shown in Figures 5 and 6, the response time has changed in terms of
2 milliseconds to 12 seconds depending on the file sizes compared to before, which
can be interpreted as the hardware limitations.

Fig. 5. Response time of the different sizes of snort alert file with vs without visualization layers

Fig. 6. Response time of the different sizes of Netflow file with vs without visualization layers

Furthermore, the same experiment has been run on networks of different sizes
to measure the CPU utilization of the system. As expected, the system utilization
increases with the size of the network. For the files less than 100 KB, the CPU
utilization is acceptable, but as the size of files grows to 194 KB that contains
hundreds of nodes, the system utilization also increases to the more than 100%. As
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mentioned before, the system on which the experiment is conducted is a multi-core
computer where the CPU performs significantly better than a single-core CPU
of the same speed. Multiple cores not only allow PCs to run multiple processes
simultaneously with greater ease and increasing the performance when multitasking
but also provide the possibility to have more than 100% utilization depending on
the number of cores available on the system. Again, as mentioned above, it is
recommended to use computers with higher configuration capabilities to be able to
load higher data rates and fully utilize the features provided by the AEN system
model. In addition, Figures 7 and 8 depict the average CPU utilization after the
activation of visualization layers and as expected the CPU utilization increased by
a range of 8% to that of 20% comparing visualization version to no visualization
version in different input file sizes.

Fig. 7. CPU Utilization of the different sizes of snort alert file with vs without visualization layers

Fig. 8. CPU Utilization of the different sizes of Netflow file with vs without visualization layers
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6 Conclusion

In this paper, many visualization layers were developed to enable the security ana-
lysts to have a high-level view of the ongoing network activities. Different visualiza-
tion layers include the following. Show/Hide Labels checkbox allows the end-user
to view the network nodes with or without the labels in addition to all the nodes in
same-sized circles when the user selects not to include the label in the graph. In the
element type layer, the functionality is defined by depicting the specific node/edge
types and the node properties in distinct colors upon selecting each checkbox in
this layer. The element type and show/hide labels can be chosen together. Node age
layer depicts the age of each node (i.e., how far in time each specific node has been
added/updated in the network) with different opacity levels. Node age layer can
be selected along with the element type layer and the show/hide labels checkbox.
Probability of Compromise Layer employs the graph engine to assign the likelihood
and show if a specific host is malicious or compromised by enlarging the node. The
threat horizon layer lets us see all the nodes that had direct or indirect communi-
cation with the focal point. The threat horizon layer functions with the probability
of compromise and node age layers. Before implementing the visualization layers,
the AEN graph model did not explicitly represent the nodes/edges that might be
of interest to the security analysts. With the help of visualization layers, analysts
can view the elements of interest in different colors/shapes than the rest of the
nodes in the network. It enables the analysts to save time by not investigating raw
data, especially as the AEN graph model is designed to be continually growing. In
the performance evaluation section, the visualization layers’ performance has been
measured in terms of processing time. It has been observed that different layers are
being loaded in a matter of ms. This time grows as the size of the files gets bigger,
which is expected, and since the processing time difference for the same layers of
different file sizes is 1 to 3 ms, it can be ignored.Although different visualization
layers have been developed, there are still many features that can be added to the
system to enhance the system’s performance, such as attack progression visualiza-
tion. The goal of this feature is to make it easier for an analyst to view how an
attack progressed through time. In practice, that means that once an alert is gener-
ated, either via the IDS or via one of our detectors, the system should identify and
highlight an attack path by using data from the alert, fingerprint, threat horizon,
etc. and then, by using the graph timeline feature, correlate the attack path with
the graph elements in previous and future points in time and display the attack
progression from the first element to its current form. The progression here can
be understood as a series of subgraphs/attack paths that show the attack as it
progresses through time.
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ABSTRACT 
 
Non-zero inner product encryption provides fine-grained access control to private data, but the 

existing non-zero inner product encryption schemes are mainly constructed based on the 

problem of bilinear groups and lattices without homomorphism. To meet the needs of users to 

control private data and cloud servers to directly process ciphertexts in a cloud computing 

environment, this paper designs a non-zero inner product encryption scheme based on the DCR 

assumption. Specifically, the access control policy is embedded in the ciphertext by a vector y, 

and the user attribute vector x is embedded in the secret key. If the inner product of the policy 

vector y of the encryptor and the attribute vector x of the decryptor is not zero, the decryptor 

can decrypt correctly. This scheme has additive homomorphism in the plaintext-ciphertext 

space, and it can be proved to be additive homomorphic and adaptively secure. 

 

KEYWORDS 
 
Non-Zero Inner Product Encryption, Adaptive secure, Decision Composite Residuosity. 

 

1. INTRODUCTION 
 
With the rapid development of cloud computing and big data technology, the protection of cloud 

data has attracted more and more attention. ABE (Attribute-based Encryption) is a new type of 

Function Encryption (FE), which can simultaneously support sensitive data protection and access 

control [1, 2, 3]. For example, it can be used for fine-grained access control to cloud-encrypted 
data and support conditional information sharing in the cloud computing environment. In a inner 

product attribute encryption scheme, the policy vector y and the attribute vector x is embedded in 

the ciphertext or secret key. If the inner product of the decrypted user's attribute vector x and the 
policy vector y is equal to the preset value, the decryption algorithm can output plaintext. A 

scheme is called Zero Inner Product Encryption (ZIPE) scheme if the preset value is zero, 

otherwise, it will be called a Non-zero Inner Product Encryption (NIPE) scheme. This paper 
studies the design of a NIPE scheme.  

 

The existing NIPE schemes are mainly constructed based on the difficult problems of bilinear 

groups and lattices, unfortunately, they do not have homomorphism. To meet the needs of users 
to control the private data in the cloud computing environment and the direct processing of 

ciphertext by the cloud server, this paper proposes a NIPE scheme based on the Decision 

Composite Residuosity (DCR) assumptio. Specifically, the policy vector y is embedded in the 
ciphertext in the form of a vector by modular multiplication and the user attribute vector x is 

embedded in the secret key by calculating the inner product of the attribute vector and the master 

secret key. The NIPE scheme can be used for ciphertext access control. As shown in Figure 1, the 

goal of the encryptor Alice is: Bob can decrypt correctly if his attribute w  not belongs to the set 

 1 2 1, ,..., nw w w  . The NIPE scheme can be used for this purpose and the specific description 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N09.html
https://doi.org/10.5121/csit.2022.120914
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is as follows. 
 

 
 

Figure 1. A NIPE scheme for ciphertext access control 

 

Encryption. Alice constructs the polynomial       1 2 1 0 1... nx x w x w x w a a x        

1

1... n

na x 

  cording to the above set  , then embeds the policy vector  0 1 1, ,..., na a a a  to the 

ciphertext ca . 

 

Key Generation. Bob sends his attribute vector  11, ,..., nw w w  to Key Generation Center 

(KGC), then KGC generates a secret key skw and sends it to Bob securely. 

 

Decryption. Bob downloads the ciphertext c from the cloud server to the local machine and 

he can decrypt it correctly if , 0a w (ie w ). 

 
Through the above scheme, Alice realizes the encryption and access control of the message 

at the same time. 

 
Homomorphic Encryption. The homomorphic encryption scheme allows anyone to directly 

process the ciphertext without knowing the plaintext. And the effect is equivalent to operating on 

the plaintext first and then encrypting the result. Homomorphic encryption can be widely used in 
secret voting, bidding and so on [4]. According to the type of homomorphic mapping [5], 

homomorphic encryption schemes can be divided into additive homomorphism and 

multiplicative homomorphism. For example, RSA and ElGamal encryption belongs to 

multiplicative homomorphism, while Paillier encryption belongs to additive homomorphism [6, 
7, 8]. 

 

This paper studies the NIPE scheme with additive homomorphism, which supports the direct 
operation of the cloud server on the ciphertext and realizes the access control of the encrypted 

user to the ciphertext at the same time. To illustrate the practical application of NIPE with 

additive homomorphism, Figure 2 shows an example of this type of scheme applied to 
confidential data query and the example is described as follows: 
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Figure 2. A NIPE scheme for querying average salary. 

 

Encryption. Alice uses the NIPE scheme with additive homomorphism to encrypt the everyone's 

salary 1 2 12, ,...,m m m  in a department and obtains the ciphertext sequence 1 2 12, ,...,c c c , which is 

embedded with the same policy vector. Then upload the ciphertext sequence to the cloud server. 

 

Key generation. Bob sends his attribute vector  11, ,..., nw w w  to KGC, then KGC generates a 

secret key and sends it to Bob securely. 

 

Query. Bob wants to know the average salary in this department, so he sends a request to the 
cloud server to "Query the average salary". 

 

Operation. The cloud server calculates 1 2 12...c c c c     and sends c  Bob. 

 

Decryption. Bob can get  1 2 12. 2.. 1ave m m m     if his attribute vector and the policy vector 

in ciphertext c meet the conditions , 0a w . 

 

To design the NIPE scheme with additive homomorphism, we need to consider both the IPE 

schemes and the design method of the FE schemes with additive homomorphism. The following 
introduces and analyzes the current research status. Katz et al. proposed the first IPE scheme 

based on composite-order bilinear groups, which only achieves selective security and the length 

of the ciphertext is linearly related to the dimension of the policy vector [9]. Attrapadung and 
Libert constructed ZIPE and NIPE schemes with constant-size ciphertexts, but only the zero inner 

product encryption scheme can be proved to be adaptively secure [10]. Okamoto and Takashima 

proposed two adaptively secure NIPE schemes based on the DLIN assumption, one of which has 
a constant-size ciphertext and the other has a constant-size secret key [11]. Later, they first 

proposed an adaptively secure IPE scheme with constant-size public parameters. The dimension 

of the policy vector and the number of attributes are not restricted by public parameters [12]. In 

2014, Chen and Wee first proposed the NIPE scheme based on the DBDH assumption which can 
be used for identity revocation, but only has selective security [13]. To resist quantum attacks, 

designing public-key cryptographic schemes based on difficult problems on the lattice has 

become a research hotspot. Agrawal et al. first proposed an inner product function encryption 
scheme based on Learning with Errors (LWE) assumption in a lattice group, which has weak 

attribute hiding but only selective security [14]. The above schemes are all constructed on 

bilinear groups or lattices without additive homomorphism and multiplicative homomorphism so 

that they are not suitable for dense state computing of cloud data. In 2016, Agrawal et al. 
constructed a FE scheme on the Paillier group based on the DCR assumption, which provided us 

with ideas for designing an additive homomorphic NIPE scheme [15]. Table 1 shows the 

characteristics of our scheme and previous schemes. 
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Our contribution. Considering that the public key encryption scheme constructed based on the 
DCR assumption has additive homomorphism, we decided to learn from the advantages of the 

existing IPE schemes to design a NIPE scheme based on this assumption. Katsuma and Yamada 

presented an adaptively secure NIPE scheme based on lattice and a framework for transforming 

from FE to NIPE [16]. Using this framework, this paper designs a NIPE scheme with additive 
homomorphism based on the DCR assumption. It can not only realize the access control to 

ciphertext data but also is suitable for ciphertext calculation so that it has a wider application 

prospect. In terms of the security, we prove that the scheme is adaptively secure based on the 
DCR assumption with a series of indistinguishable game sequences. In short, the scheme given in 

this article has the following two characteristics. 

 
1. It can be widely used in attribute revocation, blacklist management, secret voting, etc. 

2. It has additive homomorphism and can be used for ciphertext retrieval, etc. 

 

Organization. Section 2 provides the basic knowledge and symbols that need to be explained in 
this article. Section 3 introduces our scheme and its security proof. Section 4 gives the 

performance analysis. 

 
Table 1. Comparison of previous works about IPE 

 
Paper Type Homomorphism Assumption Security 

[9] ZIPE No Subgroup Decision Selective 

[10] 
ZIPE 

No DLIN 
Adaptive 

NIPE Selective 

[11] NIPE No DLIN Adaptive 

[12] ZIPE No DLIN Adaptive 

[13] NIPE No DBDH Selective 

[14] FE No LWE Selective 

Our NIPE Addition DCR Adaptive 

 

2. FORMAT GUIDE 
 

Notation. Let Z  denote the set of integers. Let 
*

NZ  denote the reduced residues system of 

modulo N . We represent a vector  1, , l

plx x Z  with lowercase boldface characters x , and 

represent its infinite norm with 


x . Let  ,a b    , 1,..,a a b  for natural numbers a  and b  if 

a b . In particular,  ,a b  will be written as  b  if 1a  . Let natural number   denotes the 

standard security parameter. Let  negl   denotes a negligible function which is less than 

 1 p   for a polynomial function  p  .  

 

Definition 1. (s-DCR Assumption [4, 17]). Given N pq  and ,p q  are two large prime 

numbers. Define the s-DCR (with integer 0s  ) assumption as follows: For any Probability 

Polynomial Time (PPT) adversary A , the advantage of distinguishing the following two 

distributions is negligible.  

 

 1 *

0 0 0mod ,
sN s

ND z z N z  Z  ,  1

*

1 sN
D z  Z . 

 

Note. We set  2 *

0 0 0mod ,N

ND z z N z  Z ,  2

*

1 N
D z Z  in 1-DCR problem. 
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Definition 2. (Formal Definition of the NIPE Scheme). 
 

 1 ,1 ,l mpk msk Setup : First input the security parameters  ,  l , then output the master 

public key mpk and master secret key msk . 

 

 ( , )msk skKeyGen x : First input an attribute vector x , then compute the secret key sk  and 

retain it. 

( , )mpk m c Enc y : First input the message m  and vector y , then output the ciphertext c . 

    , , ,mpk ,sk c mDec x y : First input the  ,skx  and  ,cy , then output the message m  if 

, 0x y . 

 

Definition 3. (Adaptive Security Model of the NIPE Scheme). 

 

This model is described by a series of games between adversary A  and challenger Bb. 

 

Setup. The challenger Bb runs the Setup, then sends mpk  to the adversary A . 

 

Phase 1. The adversary A  adaptively chooses an attribute vector x  for a secret key query. Then 

the challenger Bb runs KeyGen and returns sk x . 

 

Challenge Phase. The adversary A  submits two equal-length messages ( 1m  and 2m ) and the 

challenge vector y  to the challenger B  (Any challenge attribute vector x  and vector y  satisfy 

0 x , y ). Then challenger B  samples  0,1b , runs Enc and returns c  to the adversary A .  

 

Phase 2. The adversary A  may do more secret key queries, the specific steps are as Phase 1. 

 

Guess. Finally, the adversary A  outputs a guess b  about  0,1b  and A  win the game if 

b b  . Now we let iAdv  denote the advantage of a PPT adversary A  wins in the iGame . If 

 Adv A  is a negligible function for any PPT adversary A , we say it is adaptively secure.  

 

3. ADAPTIVELY SECURE NIPE SCHEME BASED ON DCR ASSUMPTION 
 

In this section, we propose our NIPE scheme based on DCR assumption. Sect.3.1, Sect.3.3 and 

Sect.3.4 show a specific description of its construction, security and homomorphism proof.  

 

3.1. Construction 
 
We first show our scheme by four PPT algorithms. 

 

Algorithm 1  1 ,1l
Setup  

Input: Security parameter   and vector dimension l . 

Output: Master public key mpk and master secret key msk . 

1. Pick two prime numbers p  and q  of the form 2 1p p   (random prime numbers 

 p
, 2p q

   ).  
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2. Let N pq . 

3. Sample 2

*

N
gZ and compute 2 2modNg g N . 

4. Sample  1 4 1 4 1 42 , 2 1,...,2is N N N         and compute 2modis

ih g N .  

5. Return  
  , , i i l

mpk N g h


 ,  
 i i l

msk s


 . 

 

Algorithm 2   ,mskKeyGen x   

Input: Master secret key msk and attribute vector x . 

Output: Secret key sk . 

1. Select the attribute vector  1 2, ,..., l

lx x x Zx  and 1 4 1 20 i Nx l  .  

2. Compute 
1 i i

l

i
sk s x


   Z . 

3. Return sk .  

 

Algorithm 3  ,mpk m Enc y   

Input: Message 1 20 m N  , vector  1 2, ,..., l

ly y y Zy  and 1 4 1 20 i Ny l  . 

Output: Ciphertext c . 

1. Pick {0, , ( ) 2}r N   randomly and compute 

  
 

2

0

2

mod

1 mod

r

r

i i i i l

c g N
c

c m y N h N


  
  

     

. 

2. Return the ciphertext c .  

 

Algorithm 4     , , ,mpk ,sk cDec x y   

Input:  ,skx  and  ,cy  

Output: message m  

1. Compute 

2

0

1

modi

l
sk

i

x

i

c c c N



 
)

, 
 

2

22

( 1 mod ,

( 1 mo

)

) d

, 0

, 0,

c N N if

c N N if
z

N





 
 

 

)

)

x y

x y
. 

2. Return the message ,zm  x y .  

 

3.2. Correctness 
 

The correctness of the decryption algorithm is given by the following formula. 
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 

 

 

1

2

0

1

2

1

2

1

2

1

2

1

2

mod

  1 mod

  1 mod

  1 mod

  1 mod

  1 , mod

i

i i

l

i i

i i i

l
x sk

i

i

l
x r x r sk

i i

i

l r s x
r s x

i i

i

l

i i

i

l

i i

i

c c c N

N m y h g N

N m x y g g N

N m x y N

m N x y N

m N N







  



 
 







 

     


      

    

   

   











)

x y

 

 
2( 1 mod) ,z c N N m   

)
x y if 0, x y  and  2 2( 1 mod)z c N N N 

)
,m  x y  if 

not, so there must be m z , x y . 

 

Note. A few notes about the process of decryption. 
 

(1). Regarding the calculation of 2

0 modskc N . We first need to calculate 2

0 modskc N  if 0sk  , 

and then use the extended Euclidean algorithm to calculate  
1

2 2

0 mod modskc N N


. The 

following analysis that 2

0 modskc N  must be reversible. And 2

0 modskc N can be written as 
2( ) modwg N  because of 2 2

0 modN rc g N  and 2

*

N
gZ . If ( ( )) |N N w , then the inverse 

element of 2

0 modskc N  is 1. Otherwise, 2 2mod =( ) modw wu g NN   and 1 2( ) modu g N . 

 
(2) According to the parameter setting, we have 

 

1 2 1 2 1 4 1 2 1 4 1 2

1
,

l

i ii
m N x y N l N l N l N 


       x y . 

 

That is, if the attribute vector x  satisfies 0, x y , the decryption algorithm can output the 

message m . 

 
To facilitate the understanding of the above scheme, specific examples are given below to 

illustrate the specific operation process of the scheme. 

 

Setup: Set the number of attributes 2l  , "safe" parameters  2,  p 2     , two isometric 

prime numbers    ,  11,  13p q  . Compute
2 1 4 1 2143,  20449,  2 3N N N l    . Select 

   2 2

1 294413,  mod ,  , 2,3Ng g g N s s     , and compute    1 2 15739 9465,  h h  ， . Output 

    ,9441, 15739  9465 ,  143 2,3mpk msk ， 。 

 

KeyGen: Let the attribute vector  2,2x , output the secret key 1 1 2 2 10sk s x s x  . 

 

The following shows the corresponding encryption and decryption operations for embedding two 
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different vectors y  in the ciphertext. 

 

1. If the vector y  selected in the encryption algorithm satisfies , 0x y . 

 

Enc: Input  1, ,,  22  5m r  y and output as follows.  

 

 

 

2

0

2

1

2

2

9441 mod 20449

20449

15739

1 5 1 143 15739 mod 13952

1 5 2 143 9465 m 2044od 199 176

c

c

c

 
 

     
 

  







 

 

 

Dec: At this point, we have , 6 0 x y . Firstly, calculate 2

0 019119mod ,  sk skc cN  . 

1 219119 10286mod N  and 1 2

1 2 0

27723modx x skc c c c N   
)

. Compute  1 30z c N  
)

 

because of , 0x y . Finally, output the message , 5m z x y . 

 

2. If the vector y  selected in the encryption algorithm satisfies , 0x y . 

 

Enc: Input  1, 2,  2,  5m r  y and output as follows.  

 

  
10

2

2

15739,  13952

1 5 2 143 20449465 mod 9 20034

c c

c

   
 

      

 

 

Dec: At this point, we have , 2 0  x y . Firstly, calculate 2

0 019119mod ,  sk skc cN  . 

1 219119 10286mod N  and 1 2

1 2 0

219020modx x skc c c c N   
)

. Then because of , 0x y , 

 21 10z c N N    
)

. Finally, output the message as , 5m z x y . 

 

3.3. Security 
 
Our security proof relies on a series of games which are detailed below. Table 2 shows some 

parameters in these four games. 

 
Games.  

 

0Game . The original system generates the sk  and ciphertext c . 

 

1Game . Same as 0Game , but the range of  
 i i l

s


 is changed. Specifically, the challenger B  

reduces the upper bound of  
 i i l

s


 such as  1 4 42 2is N N  . 

 

Note that the upper bound of the value of  
 i i l

s


 is reduced in 1Game , and the upper bound of 

the value is restored to 1 42 N  by a special parameter setting method in the proof of 3Game . This 

step is to prepare for finding equivalent parameters in 3Game . 
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2Game . Compare to 1Game , modify the challenge ciphertext  0 1, ,..., lc c c c . Specifically, the 

challenger B  computes 

 

 

  
 

2
2 2 2 *

0 0 0 0

2

0

mod , mod

1 modi

N N

b

s

i
i

i

N

l

c z z N z z N z
c

c c Nm y N


     
  

    
 

, Z
. 

 

The modification is to connect the attack scheme with the 1-DCR assumption. 
 

3Game . Modify the first item of the challenge ciphertext 

 

2

2 2 *

0 mod ,
N

c z N z Z . 

 

Then compute ic  as 2Game  

 

   2

01 mod ,i

b i

s

ic c Ny N lm i    . 

 

Note that 3Game  is designed to make the ciphertext of 0m  under one set of parameters, from the 

algebraic expression, equivalent to the ciphertext of 1m  under another set of parameters. And the 

adversary cannot distinguish between the two sets of parameters, so the adversary's attack 
advantage is almost zero. 

 
Table 2. Master secret key and ciphertext in four games. 

 

Game  0Game  1Game  2Game  3Game  

0c  rg  
rg   2 *

0 0,N

Nz z Z  2

2 *,
N

z zZ  

ic   1 r

i im y N h     1 r

i im y N h      01 i

i

s
m y N c    01 i

i

s
m y N c  

is  1 42 N   41 4
22 NN

   41 4
22 NN

   41 4
22 NN

  

 

Lemma 1 ( 10Game Game ). The advantage of the adversary As in 0Game  and 1Game  satisfies 

0 1 2Adv Adv l   . 

 

Proof. We first analyze the differences about various parameters and focus on  
 i i l

h


. 

Obviously, relative to 0Game , 1Game  only changes the bound of  
 i i l

s


. Consequently, 

 4 4

0 1 2 2l N N lAdv Adv     . 

 

Lemma 2 ( 1 2Game Game ). The advantage of the adversary A  in 1Game  or 2Game  satisfies 

 
2

p

1 1 2Adv Adv


  . 

 

Proof. We conclude that 2 2modr

cg z N  based on that they are both  2 thN  residuals in 2

*

N
Z , 

which means that the ciphertext in 1Game  and 2Game  have the same distribution. That is, As 

can’t determine whether the ciphertext distribution belongs to 1Game  or 2Game . Consequently, 
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 
2

p

1 1 2Adv Adv


 . 

 

Lemma 3 ( 2 3Game Game ). There exists a challenger 1B  who can solve 1-DCR problem with a 

non-negligible advantage if the adversary A  can determine c  in 2Game  or 3Game . That is, 

1

1

2 3 ( )DCRAdv Adv Adv   B . 

 

Proof. From 1-DCR assumption, let 
 

   2

2 2 * 2 *

0 0 0 1D = mod , D = ,N

N N
z z N z z z  ，Z Z . 

 

T is the input of the challenger 1Bb. To determine T  belongs to 0D  or 1D , 1Bb performs as the 

following algorithm. 

 

Algorithm 3.5  

Setup:  

1. 1B  runs algorithm Setup.  

2. 1B  samples 

    1 4 4 1 4 1 4 42 2 , 2 1,...,2 2is N N N N N          . 

3. 1B  sends mpk  to the adversary A .  

Phase 1:  

1. A  adaptively choose an attribute vector  1 2, ,..., l

lx x x    Zx . 

2. 1B  runs the KeyGen and sends sk x  to adversary A . 

Challenge: 

1. A submits two equal-length messages ( 1m  and 2m ) and the challenge vector y  

to 1B  (Any challenge attribute vector x  and vector y  satisfy , 0 x y ). 

2. 1B  samples  0,1b , runs the algorithm Enc and returns c  to the adversary 

A . 

  
  2

0

2mod , 1 modis

b i
i l

ic T N m y N T Nc c


        

Phase 2: A  may do more secret key queries, the specific steps are as Phase 1.  

Guess: A  outputs a guess  0,1b  and A  wins the game if b b  . 

 

Note: If 0DT  , we have  

 

  
  22 2 2

00 0 mod , 1 modiNsN

b i
l

i
i

c z N m y N z Nc c


      , 

 

If 1DT  , we have 

 

  
  2 2

0 0

2mod , 1 modis

b i
i l

ic z N mc cy N Nc


      . 

 

That is, 1B  can solve the 1-DCR problem if A  can distinguish 2Game  from 3Game . So we 
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conclude 
1

1

2 3 ( )DCRAdv Adv Adv   B .  

 

Lemma 4 
 p

3 1 2 1 2Adv


  . 

 

Proof. We sample z N Z , z p qr  Z  and modify   2

0 z1 modzrc N g N   . This is the same as 

the expression 2 2

0 modc z N  because it is also the square residue in 2

*

N
Z  (This is due to 

      
2

2

0 z z1 1 2 1 modz zr N rc N g N N g N          ). Then we have 

 

   

   

   

2

2

z

z

z

2

1

1

1 mod

1 mod

   1 mod , 

i z i

z i

z i

s r s

i b i

r s

b i i

i

r s

b i

N N

N N

c m y g N

m y s g N

m y g NN is lN













    

    

 



 

. 

 

We observe that the integer z N Z  is invertible with the probability  1 1p q pq    which is 

close to 1. So there must be an integer Z , N t  which causes 1modp q N     based on 

the fact  gcd , 1p q N   . Besides, define 

 

      
 

1

1mod ii i z b b
i l

s s a N m m y p q




        Z , 

 

which shows 
 

   

 

1

1mod mod

mod

i i z b b

i

i

i i l

s s a y

p

N m m N

s qs






 

       
 
   

v 

 

and  
 

 

    

 

2

1 0

2

1 z

2

1

1 mod

1 mod

1 mod

1

i

i

z

z

i

s

i b i

s

b i

r s

r

b i z i

N g

c m y N c N

m y N N

m y N s N g N



















   

   

  



 

. 

 

Besides, we show  1 4 1 4 1 42 , 2 1,...,2is N N N          due to the following inequation: 

 

     
4

1 1 2 1 4 1 2

1mod 2
4 2

z b b i

N N
a N m m p q N N l Ny N 


           . 

 

According to , 0 x y , we get 
1 1

l l

i i i i

i i

s x s x
 

      , which means that the adversary A  is blind 

for these two master secret keys. That is, the adversary A  cannot determine what the message is 

0m  or 1m  because these two ciphertexts have the same distribution. That is, the advantage of the 

adversary A  satisfies 
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   p

3 1 2 1 1 2Adv p q pq


     . 

 

Theorem 1. From the 1-DCR assumption, our NIPE scheme over Z  is adaptively secure. 
 

Proof. We can determine the advantage of the adversary A  in 0Game  by lemma 1~4. 

 

 

0

0 0 1 1 2 2 3 3

p 1 1

1 2 1 2

1+ ( )+22 DCR

Adv Adv Adv Adv Adv Adv Adv Adv

Adl v 


 

      





B

 

 

3.4. Homomorphism 
 

The following shows that the scheme in this chapter has additive homomorphism, where 

1 2, ,..., km m m  represents k plaintexts and 
1

k

jj
m m N


  .    0 1, ,...,j j j

j lE m c c c  represents a 

ciphertext obtained by encrypting the plaintext jm  and   j

j ii
E m c . 

 

    

 
  

1

1 1

1 10

01 1

2 2

1 1

2 2

1

2

,..., ,....

,..., ,...

mod ,..., 1 mod ,...

mod ,..., (1 ) mod ,...

mod ,..., (1 )

j i j

k

jj j i i j

k k

j i j i jj j j

k k

j jj j i

k kj j

ij j

k kr s r

j ij j

r k m y s r

j

r y m s r

E m E m

c c

g N m y N g N

g N N g N

g N N g



 





 

 

 



 





   

 
   
 

 
  

 

 

 



    

1

1 1

2

2 2

0

mod ,...

mod ,..., (1 ) mod ,...

,..., ,...

k

k k

j i jj ji
r s ry m

i

N

g N N g N

E m E m



 


 
 
 

  
   
 



 

 

To better illustrate the additive homomorphism of the scheme in this chapter, an example is given 

below, in which the number of plaintexts is 2k  . 

 

Setup: Set the number of attributes 2l  , "safe" parameters  2,  p 1 3      , two 

isometric prime numbers 11,  13p q  . So 
2 1 4 1 2143,  20449,  2 3N N N l    . Select 3g    

and compute        2 2

1 2 1 2mod ,  , 2,39441 15739 946,  5, ,Ng g N s s h h    . Finally, output 

 

    ,9441, 15739  9465 ,  143 2,3mpk msk ，  

 

KeyGen: Let the attribute vector  2,2x , output the secret key 1 1 2 2 10sk s x s x  . 

 

Enc: Input          1 2 1 21,2 ,  , 4 2,3,5 ,  ,m m r r  y , then compute and output as follows. 

 

   1 1 1 2 2 2

0 1 2 0 1 215739,  2369,  15172  9465,  9166,  15965c c c c c c     ，  
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Query: A user B sends a "query request" for 1 2m m m   to the cloud server. 

 

Compute: The cloud server calculates the new ciphertext as follows and send it to B. 

 

 1 2 1 2 1 2

0 0 0 1 1 1

2

2 2

2 2

219119mod 17865mod 2575,  ,  modc c c c c c cN cN Nc          

 

Dec: User B first calculates 1 2 2 2

1 2 mod mod14257x xc c N N   and 2

0 19119modskc N  after 

receiving the ciphertext, then 1

0

219119 10286modskc N  . Secondly, he calculates 

1 2

1 2 0

27723modx x skc c c c N   
)

 and  1z c N 
)

. Finally outputs the message as follows. 

 

 1 2, 9m z m m   x y  

 

4. PERFORMANCE ANALYSIS 
 

This paper constructs an adaptively secure NIPE scheme with additive homomorphism based on 
DCR assumption. Table 3 shows the parameter comparison between our scheme and the existing 

NIPE scheme, where l  represents the number of attributes, G  and TG  represents the order of 

the group G  and TG . ,  ,  B E D  represents the time complexity of bilinear pairing, exponential, 

and division operations in group G. 
 

Table 3. Parameter length and comparison of existing NIPE schemes. 

 

Scheme 
Homomo-

rphism 

Master public-

key 
Ciphertext 

Decryption 

complexity 

Assump-

tion 
Security 

[18] No 6l G   5l G   9B  DLIN Adaptive 

[13] No 
 2 3 1

T

l l G

G

 


 

 2 3

T

l G

G




 9B D  DBDH Selective 

[15] No  1l G  9 TG G  3B D  DLIN Selective 

Our Additive  1l G   1l G   1n E D   DCR Adaptive 

 

Compared with the existing NIPE schemes, the scheme in this paper has additive 
homomorphism, which facilitates the processing of ciphertext data in the cloud. The scale of the 

public parameters of the scheme is the same as that of the scheme [15], but this scheme is 

adaptively secure, and its security intensity is far greater than the selectively secure. Compared 

with the same security scheme [18], its number of ciphertexts has advantages. 
 

5. CONCLUSIONS 
 

This paper proposes a NIPE scheme with additive homomorphism. Based on DCR assumption, it 
is proved that the scheme is adaptively secure. In terms of whether it has homomorphism, this 

scheme selects composite-order residual class rings to replace the bilinear group used in the 

previous NIPE schemes, which makes the scheme have additive homomorphism and is more 

suitable for dense state calculation of cloud private data. But it needs to be specially pointed out 
that the parameter range is expanded. And how to design an adaptively secure NIPE scheme with 

additive homomorphism in a small parameter range is a new challenge. 

 



182          Computer Science & Information Technology (CS & IT) 

ACKNOWLEDGEMENTS 
 

This research was supported by the National Natural Science Foundation of China (No. 
61902428). 
 

REFERENCES 
 
[1] Dan Boneh, Amit Sahai & Brent Waters, (2011) “Functional encryption: Definitions and challenges”, 

TCC 2011: Theory of Cryptography, LNCS 6597, pp 253-273. 

[2] Adam O'Neill, (2010) “Definitional Issues in Functional Encryption”, Cryptology ePrint Archive, 

Report 2010/556. https://eprint.iacr.org/2010/556.pdf 

[3] Amit Sahai & Brent Waters, (2005) “Fuzzy Identity-Based Encryption”, Cryptology – EUROCRYPT 

2005, LNCS 3494, pp 457-473. 
[4] Ronald L. Rivest, Len Adleman & Michael L. Dertouzos, (1978) “On Data Banks and Privacy 

Homomorphisms”, Foundations of Secure Computation, vol. 4, pp 169-179. 

[5] T. W. Hungerford, (1982) “ALGEBRA: (Graduate Texts in Mathematics, 73)”, Bulletin of the 

London Mathematical Society, vol. 14, pp 158-159. 

[6] Pascal Paillier, (1999) “Public-Key Cryptosystems Based on Composite Degree Residuosity 

Classes”, Advances in Cryptology - EUROCRYPT ’99, LNCS 1592, pp 223-238. 

[7] R.L. Rivest, A. Shamir & L. Adleman, (1983) “A Method for Obtaining Digital Signatures and 

Public-Key Cryptosystems”, Communications of the ACM 26, pp 96–99. 

[8] T. Elgamal, (1984) “A Public-Key Cryptosystems and a Signature Scheme Based on Discrete 

Logarithms”, IEEE Transactions on Information Theory, vol. 31, no. 4, pp. 469-472. 

[9] J. Katz, A. Sahai & B. Waters. (2013) “Predicate Encryption Supporting Disjunctions, Polynomial 

Equations, and Inner Products”, Journal of Cryptology 26, pp 191–224. 
[10] N. Attrapadung & B. Libert, (2010) “Functional Encryption for Inner Product: Achieving Constant-

Size Ciphertexts with Adaptive Security or Support for Negation,” Public Key Cryptography – PKC 

2010, LNCS 6056, pp 384-402. 

[11] T. Okamoto & K. Takashima, (2009) “Hierarchical Predicate Encryption for Inner-Products”, 

Advances in Cryptology – ASIACRYPT 2009, LNCS 5912, pp 214-231. 

[12] T. Okamoto & K. Takashima, (2012) “Fully Secure Unbounded Inner-Product and Attribute-Based 

Encryption”, Advances in Cryptology – ASIACRYPT 2012, LNCS 7658, pp 349-366. 

[13] J. Chen & H. Wee, “Doubly spatial encryption from DBDH”, Theoretical Computer Science.  543, pp 

79-89. 

[14] S. Agrawal, D. M. Freeman & V. Vaikuntanathan, (2011) “Functional Encryption for Inner Product 

Predicates from Learning with Errors,” Advances in Cryptology – ASIACRYPT 2011, LNCS 7073, 
pp 21-40. 

[15] S. Agrawal, B. Libert & D. Stehle, (2016) “Fully Secure Functional Encryption for Inner Products, 

from Standard Assumptions”, Advances in Cryptology – CRYPTO 2016, LNCS 9816, pp 333-362 

[16] S. Katsumata & S. Yamada, (2019) “Non-zero Inner Product Encryption Schemes from Various 

Assumptions: LWE, DDH and DCR”, Public-Key Cryptography – PKC 2019, LNCS 11443, pp 158-

188. 

[17] I. Damgard & M. Jurik, (2001) “A Generalisation, a Simplification and Some Applications of 

Paillier's Probabilistic Public-Key System”, Public Key Cryptography- 2001, LNCS 1992, pp 119-

136. 

[18] T. Okamoto & K. Takashima, (2011) “Achieving short ciphertexts or short secret-keys for adaptively 

secure general inner-product encryption”, Cryptology and Network Security, LNCS 7092, pp 138-

159. 
[19] A. Lewko, T. Okamoto, A. Sahai, K. Takashima, B. Waters & H. Gilbert, (2010) “Fully Secure 

Functional Encryption: Attribute-Based Encryption and (Hierarchical) Inner Product Encryption”, 

Advances in Cryptology – EUROCRYPT 2010, LNCS 6110, pp 62-91. 

 

 

 

 

 



Computer Science & Information Technology (CS & IT)                                    183 

AUTHORS 
 
Haiying Gao

 

Female, born in 1978, from Zhoukou City, Henan Province, China. In 2006, she received 

a PhD degree from Beijing University of Posts and Telecommunications. Now she is a 

professor and doctoral supervisor at the Information Engineering University, and her 
research direction is design and analysis of cryptographic algorithm. 

 

Chao Ma 

 

Male, born in 1995, from Zhengzhou City, Henan Province, China. In 2021, he received a 

master's degree from the University of Information Engineering. The research direction is 

the design and analysis of public key cryptographic algorithms. 

 

 

 

 

 
© 2022 By AIRCC Publishing Corporation. This article is published under the Creative Commons 

Attribution (CC BY) license. 

 

http://airccse.org/


184                                             Computer Science & Information Technology (CS & IT) 

 



David C. Wyld et al. (Eds): AIAPP, NLPML, DMA, CRIS, SEC, CoSIT, SIGL - 2022 

pp. 185-191, 2022. CS & IT - CSCP 2022                                                      DOI: 10.5121/csit.2022.120915 

 
INTELLIGENT UNIT LEVEL  

TEST GENERATOR FOR ENHANCED 

SOFTWARE QUALITY 
  

Ning Luo and Linlin Zhang 

 

Visual Computing Group,  

Intel Asia-Pacific Research & Development Ltd, Shanghai, China 
 

ABSTRACT 
 

Unit level test has been widely recognized as an important approach to improving software 

quality, as it can expose bugs earlier during the development phase. However, manual unit level 

test development is often tedious and insufficient. Also, it is hard for developers to precisely 

identify the most error prone code block deserving the best test coverage by themselves.  In this 

paper, we present the automatic Unit level test framework we used for intel media driver 

development. It can help us identify the most critical code block, provide the test coverage 

recommendation, and automatically generate >80% ULT code (~400K Lines of test code) as 

well as ~35% test cases (~7K test cases) for intel media driver. It helps us to greatly shrink the 

average ULT development effort from ~24 Man hours to ~3 Man hours per 1000 Lines of driver 

source code. 
 

KEYWORDS 
 

Unit level test, error prone logic, test coverage inference, automatic ULT generation, fuzzing, 
condition/decision coverage. 

 

1. INTRODUCTION 
 

Unit level test (ULT) has been widely recognized as an important approach to improving 
software quality, as it can expose bugs earlier during the development phase. For Intel Media 

driver, our ULT coverage target is 100% for functional coverage and >70% for conditional 

coverage.  
 

However, the large scale of Intel Media driver (~1.7 millions of lines of code), as well as the 

tremendous amount of the classes, methods and possible inputs, makes manual ULT development 

till sufficient test coverage a mission impossible.   
 

Meanwhile, for the same reason, to best ensure the software quality, developers need identify the 

most error prone logic for better prioritization between different components.   
 

In this paper, we will introduce the automatic Unit level test framework used in intel media driver 

development for quarters. It can automatically identify the most critical code block, provide the 

recommended test coverage for each component, and automatically generate >80% ULT code 
(~400K Lines of test code) as well as ~35% test cases (~7K test cases) for Intel media driver. It 

helps us to greatly shrink the average ULT development effort from ~24 Man hours to ~3 Man 

hours per 1000 Lines of driver source code. 

http://airccse.org/cscp.html
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2. AUTO UNIT LEVEL TEST FRAMEWORK 
 
The Auto Unit Level Test Framework for Intel Media driver is composed of the Server-side and 

the client-side facilities. The server-side of Auto ULT Framework is in charge of automatic error 

Prone logic detection and the per component test coverage recommendation generation. While 

the client-side will automatically generate the test code and test cases based on the 
recommendation from server side. The overall architecture of Auto ULT framework can be 

shown by Figure1 below. 

 

 
 

Figure 1. Auto Unit Level Test Framework Overview 

 

2.1. Auto Error Prone Logic Detection and Test Coverage Recommendation Inference 

 

To better expose the potential issues with limited test cases, different components need be treated 

differently on their ULT test coverage and those error-prone logics requires better test coverage. 

 
At server side of the Unit Level test framework, it includes one machine learning based inference 

system which can help to identify the error prone logic based on the recent bug trend and then 

infer the per component ULT test coverage recommendation. 
 

The basic working flow of the Auto ULT framework Server-side can be shown by figure 2. 

 

 
 

Figure 2.  Auto ULT Framework Server-side Working Flow 

 

The detailed steps are as below: 
 

<1> The Automatic ULT framework will regularly (monthly in our case) poll the Bug system for 

recent bug status. For each new bug, it can get the culprit commit ID from the bug system. 
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<2> With the culprit commit id listed in the bug, the Automatic ULT framework will query the 
code repo system for the components / code blocks impacted by the culprit commit.  

<3> Meanwhile, from the build the system, the automatic ULT framework can get the current 

ULT coverage status per each component/code block. 

<4> Then by querying the internal database, the Automatic ULT framework can generate the 
trend for bug V.S. ULT coverage per each component. 

<5> At backend of the server-side, we have one pre-trained machine learning system against 

tensor flow. It can deliver the inference from the trend data got in step 4 and generate the 
recommendation of the optimal ULT coverage for each component.  

<6> The Client side will automatically query for the updated ULT coverage recommendation 

every time when it launched. If any test coverage improvement required per the new 
recommendation, it will be highlighted at client side. 

 

The working flow of the machine learning based inference to ULT coverage recommendation 

mentioned in step 5 can be shown by Figure3 below. 
 

 
 

Figure 3.  Machine Learning based per component ULT Coverage recommendation 

 

The ULT coverage recommendation can then be used by developers to decide the ULT design 

and coverage target. 

 
Per the recent survey to all internal media driver developers, >90% interviewees agree upon the 

accuracy of the recommendation. 

 

2.2. Auto Test Generation 

 

After nailing down the ULT design target, developers can then leverage the auto ULT framework 

on test code and test case generation.  
 

The basic flow for Auto ULT test generator can be shown by Figure4 below. 

 

 
 

Figure 4. Client side: Auto ULT Test code and Test Case Generator 
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2.2.1. Auto Test Code Generation 

 

Comparing to Driver under Test, ULT is usually of simple logic and fixed pattern which makes 

the auto ULT code generation feasible.  

 
Let us see what kind of test code is required in a common ULT. 

 

To apply the finer granularity unit level test onto one class, usually it requires several facility 
classes: one text fixture class, one or more test classes and one or more mock classes.  

 

Figure5 below shows one typical example. Let’s say Class A (with one dependent class: class C) 
is the class under test. To apply the class level ULT onto Class A, we need one test fixture class 

A_TestCase, one test class Test_A and one mock class to its dependency Mock_C. 
 

 
 

Figure 5. Test Code Required for Finer Granularity ULT 

 
Class under test can be as below, 

 
 class A 
{ 
     ...... 
    void func1(); 
    void func2(); 
    int variable1; 

            int variable2; 
    ....... 
}; 
 

 

Then the test fixture class A_TestCase will look like below 
 

class A_TestCase : public testing::Test 

{ 
public: 

        virtual void SetUp(); 

        virtual void TearDown(); 

        Test_A *testA; 
        ....... 
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}; 
 

TEST_F (A_TestCase, function1) 

{ 

        testA->function1Test(); 
} 

TEST_F (A_TestCase, function2) 

{ 
        testA->function2Test(); 

} 

 
In the test fixture class, firstly there are Setup() and TearDown() functions including the 

preparation & cleanup operations for the unit level test.  

 

Secondly it needs include a set of isolated test cases. Each test case will then call into its 
correspondent in the test class Test_A, to deliver the real test.  

 

The test class Test_A is inherited from the class under test class A and will provide the real test 
implementation, including the parameter & logic check. It will be called by the test fixture.  

 

Meanwhile, to achieve the conditional coverage for Class A, we also need a mock class for its 
dependent class ClassC which looks like below: 

 

class C 

{ 
    ...... 

    ....... 

    int variable1; 
    int variable2; 

    ....... 

    ....... 

}; 
class MOCK_C : public C 

{ 

    ....... 
    ....... 

    void SetVariable1(); 

    void SetVariable2(); 
    ....... 

    ....... 

}; 

  
From the above description, we can see most of the above code snippets are similar & repetitious. 

The only exceptions could be the test fixture methods, Setup() and TearDown() which may 

require some case by case customizations.   
 

Based on above patterns, ULT test code can be easily auto generated from the source code of 

driver under test. 
 

The high-level blocking diagram for Auto ULT test code Generation can be shown by Figure6 

below. 
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Figure 6. High level blocking diagram for Auto ULT test code Generation 

 

Based on above design, now >80% test code (~400K LOC#) for Intel Media driver ULT can be 

auto generated by Auto ULT Framework. 
 

2.2.2. Auto Test Case Generation 

 
Test case design is the most important portion in ULT implementation which we believe deserves 

more developer involvement. Our strategy on media driver test case design is to have developers 

focusing on the core logic’s test case design for functionality assurance, while try to leverage 
automation on robustness check for those “else” paths. 

 

In Media driver ULT development, functionality test cases for core logic mainly come from the 

manual effort. Developers is allowed with the explicit control on interesting members of the input 
parameters through some pre-defined configuration files, and the Auto ULT framework will help 

on corresponding initialization code generation in test class/mock class based on the settings in 

configuration files.  
 

Robustness assurance is another important goal for our ULT. Unlike functionality, robustness is 

more decided by the code quality of so-called “else” paths, and effective robustness check usually 

requires higher ULT coverage till condition/decision level. Also, usually robustness check just 
needs ensure no crash or assert been triggered during the test and does not require any reference. 

All above specialties make robustness test cases more suitable to be auto generated. 

 
In Auto ULT framework, to promise the sufficient condition/decision coverage, Auto ULT 

Framework will try to add robustness test cases based on the following policies:  

 
<1> For those conditions decided by input parameters, auto ULT framework will leverage the 

fuzzing to generate the input parameters for corresponding test cases.  

 

<2> For those conditions decided by return value of the nested function call, auto ULT 
framework will generate the required fake return inside the mock classes. 

For Robustness check, currently we use the condition/decision coverage as the metrics to 

measure the quality for auto-generated test cases. We believe as long as we got sufficient 
coverage on conditions/decisions, most of the robustness issues should be well exposed.  
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Now in total we can have ~35% test cases (~7K cases) auto generated by the auto ULT 
framework requiring almost no extra changes from developers. 

 

SUMMARY 
 

Unit level test is an important approach to reduce the defect and improve the software quality. 
For Intel Media driver, we have the ULT coverage target of 100% functional coverage and >70% 

conditional coverage. With the help from ULT, in 2018, Intel Media driver achieved 0 Quality 

Events and OEM driver escapes is dramatically reduced by 36%. 
 

But manual ULT development can lead to big extra development effort. To better offload 

developer from the tedious ULT development task and focus on the real test case 
design/verification, we designed the Auto ULT framework. It can help our developer easily 

identify the coverage gap based on bug trend and automatically generate >80% ULT code 

(~400K Lines of test code) as well as ~35% test cases (~7K test cases).  

 
With the help of Auto ULT framework, our average ULT development effort has been greatly 

shrunk from ~24 Man hours to ~3 Man hours per 1000 lines of driver source code. 
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ABSTRACT 
 

In recent times with the pandemic, many people have been finding exercise as an outlet. 
However, this situation has made it difficult for people to connect with one another and share 

their progress with friends and family. This paper designs an application to utilize big data, a 

social media network, and exercise tracking [1][2]. The program aims to help people connect 

with others to support one another in their fitness journey. Through various experiments we 

demonstrated that the application was effective in connecting users with each other and overall 

improving their fitness experience. Additionally, people of all experience levels in fitness were 

generally satisfied with the performance of FitConnect, with those of higher experience being 

less satisfied than those with lesser experience. This application will facilitate getting into 

fitness through positive means for any person who wants to pursue a healthy lifestyle, whether 

in the walls of their house, a swimming pool, or a gym [3]. 
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1. INTRODUCTION 
 

Fitness has consistently remained a prevalent topic because it can better or maintain the health of 
people. Additionally, exercising serves as an outlet for people to relieve stress and get away from 

the tough things in their life.  With the situation of the 2020 pandemic creating a nerve-racking 

environment, fitness has become increasingly popular across the world as a way to deal with this 

stressful situation. However, similar to starting any other kind of hobby, many people may not 
know where to start in this endeavor. The world of health and fitness is extremely vast, with an 

overwhelming amount of information that may seem daunting to some, making it difficult to 

enter this world. In addition, all this information often conflicts with one another over how to 
carry out the optimal fitness plan through different exercises, training intervals, and more. One of 

the goals of this application is to improve the accessibility of this knowledge and make it easy for 

beginners to start. By having a support system of others in the fitness industry, those who are 
beginners will have an easier time getting started with working out and be more motivated to 

continue. Additionally, people of all levels will be able to easily access advice and support one 

another in their fitness journey. 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N09.html
https://doi.org/10.5121/csit.2022.120916


194       Computer Science & Information Technology (CS & IT) 

People have used various methods in order to start in their exploration of fitness [4]. Many 
applications already exist which allow the user to create workout plans and track their previous 

exercises. They can access charts and data to see their progress of the weight they lifted and the 

muscle groups used. Additionally, this application allows users to add friends and track their 

workouts, however, the friend system does not go much further than this, which is one of the first 
issues. Users cannot communicate with friends or share progress with one another, which makes 

the entire friend system seem meaningless. Another practical problem is that some users may find 

it hard to understand certain terms or features upon first using the program, especially for 
beginners. The database of exercises is so vast, yet it may be difficult for those who are new to 

fitness. Another issue is that many of the application’s useful features are locked and can only be 

accessed through a subscription. For some this payment may not seem like an issue, but for 
people who are new to fitness this may act as a barrier to furthering their health. Various 

experiments were done in order to determine how effective social connections were for fitness. 

One study designed a mobile game that was based around physical activity to see how users 

interacted and played in a group [5]. The results discovered that physical activity rates increased 
by 15% when using the app compared to when the individuals would work out alone. The 

competitive drive and cooperation between people increased and played a role in increasing 

exercise. 
 

Our method is a fitness application, Fitconnect, that allows users to connect with other friends 

and create personalized workout plans. The program uses big data to gather information on the 
user’s friends, workouts, and other information. The data collected by the users is stored inside of 

a Firebase database. This Firebase features a user authentication system that can allow people to 

access their accounts safely with email verification. Additionally, the application uses a social 

community to allow users to view posts and add friends to build a community and help gain 
support. Ideally, a user would be able to look to their more experienced friends for help by 

communicating with them to come up with an optimal workout plan or any fitness advice. These 

features are packed into an easy-to-access system that is extremely navigable. Ideally, if users 
were having trouble with anything, they could seek help from their friends. While other 

applications only allow people to collaborate in person, FitConnect aims to allow people to 

exercise together and gain inspiration remotely as well. Combining these features of different 

applications into one, it encourages users to exercise more in large groups at a time, as different 
friends will lift each other up and increase the competitive drive. This app assists users in 

furthering their fitness journey and keeping them motivated to exercise more, furthering their 

health and overall well-being, all from the safety of home. 
 

In two applications of FitConnect, we demonstrate how the combination of the features on this 

program helps to increase the activity levels of users. First, we can show the usefulness of our 
approach by accessing various data from the Firebase as well as the number of interactions of 

users on the application. For instance, we can collect data of the number of workouts from 

individual profiles of users. Additionally, we can utilize the amount of activity on the app, 

specifically the total time on the app as time progresses. We can also utilize the usage of the 
social media features, such as the number of friends as the user continues to use the app as well 

as the number of interactions with these friends. Second, we can use this data and see its 

progression over time to find various patterns and make a conclusion. For instance, we can 
analyze if the participants will do more workouts at a higher frequency and for a longer time over 

a period of a few weeks. Alternatively, we can survey various users based on different exercise 

experience levels to provide feedback on how effective FitConnect was in facilitating fitness. 
Finally, we can compare our analysis to other fitness-related studies and applications to see if 

Fitconnect is the best method. 
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The remainder of the paper is organized as follows: Section 2 will give the details of the various 
obstacles and challenges that we faced while designing the experiment and carrying out this 

research. Section 3 will then talk about the way we solved these problems and overcame the 

challenges aforementioned in Section 2. Section 4 discusses the experiment and its findings, and 

after it will analyze the results to place it into the bigger picture of things. Section 5 follows and 
will present related research and work done in this field, and Section 6 will give the final 

comments and point out the future of this particular research. 

 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. User doesn’t use the social media feature 

 

While the social media feature is a large part of the application, some users may not necessarily 

use that aspect. Instead, they may only use the app to create a workout plan and keep track of 
their fitness journey by themselves. The question now for this situation is what do we do with the 

data of this user? Since the experiments are based on how effective the integration of social 

media is in encouraging people to exercise more, all the data from this user is essentially 

pointless. The application aims to lessen or prevent this scenario from occurring by making it 
easier to connect with others and add friends on the app. We intend to allow users to more 

efficiently use the features of the app to encourage interaction [6]. 

 

2.2. Keeping the users motivated 
 

Often, with fitness applications and many other apps in general, one of the standing issues is 
retaining user interest and keeping them motivated [7]. Some companies try to “gamify” their 

application, using points and reward systems to keep the users inspired. However, these attempts 

often fail in keeping interested. The best method in keeping the attention of people is by having 
change, constantly having users ride the high of something new. In the case of our application, 

changing the app is difficult because it may affect the outcomes of our data, and it is hard to 

manage with all the other aspects of the research paper. The social media function aims to keep 

users’ attention with its constantly changing posts and addition of new friends without drastically 
changing the app and affecting the experiment. 

 

2.3. Managing the data in an efficient manner 
 

Another challenge lies in dealing with the data in an efficient manner as more users begin to join 

and create workout plans. Each user has hundreds of different data points stored in the database 
from login information, workout plan, split days, friends, posts created, the likes/comments on 

those posts, and more. As the research continues, more and more people will join the app, and the 

current users will continue to add to the app through their workouts. The database can quickly get 
flooded with data, and it will be difficult to manage all of this in an optimal way. By organizing 

the types of data into different classes and even having different sub classes, we can extract the 

data points necessary for a certain experiment, no matter how many users there are. There may 
also be an issue with the stability of the firebase, depending on the popularity and usage of the 

app itself. 
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3. SOLUTION 
 
FitConnect is a fitness application that allows people to create and track their workouts as well as 

adding and interacting with friends on the app [8]. This friend building is done through a social 

media system that allows users to interact with other users through chatting, sharing, and posting 

[9]. FitConnect has three components that provide users with an efficient performance: the 
accessible front end design of the application, the Firebase database, and the user authentication 

system [10]. The front end application is divided into four different parts to make it easily 

accessible. The home page contains posts from friends, the plan page allows the user to view and 
edit their custom-made workout plan. Any previous workouts on past days will be displayed and 

show the various statistics of the workout, such as the weight lifted, time ran, and repetitions. The 

friends page allows users to search for a certain friend or add new ones. Finally, the profile page 

allows users to edit their own social media profile and create their own posts. The Firebase writes 
all the data that users input such as their workout plans, user information, and more straight into 

the database. The information is separated into different classes and maps to allow for easy 

access. Firebase also contains a user authentication system which verifies the identity of the 
person logging in, protecting the user’s account information. The following sections will go into 

detail on the various components of FitConnect and how they transfer data with one another. 

 

 
 

Figure 1. Account Creation 

 

Upon first opening the app, users will be given the option to log in or create a new account. When 

creating an account, they will be used to provide an email for the authentication system, input 
various information about themselves, and create an initial workout plan, which can later be 

edited. 
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Figure 2. Application Pages 

 
Once logged in, the home page will first appear, with a navigation bar at the top separated into 

four different pages: Home, Plan, Friends, and Profile. The Home plan contains all posts from 

friends added, the plan displays the users’ previously created workout plan and allows users to 

start an exercise session, users can interact with and add friends on the Friends page, and the 
Profile page contains the users’ own information and own posts. All of the data shown in these 

pages are stored in the Firebase as well. 

 

 
 

Figure 3. Capture Device Screenshot 

 

FitConnect was created with the software development program Flutter, which uses the 

programming language Dart. Flutter was used to develop the front end and the back end of the 
application. Dart has a surplus of tools that allowed us to format the app how we wanted to, down 

to the specific margins of a button. One of the difficulties we faced when making the front end of 

the application was designing the plan page, as it was difficult to manage all the different data 
required for the workouts. However, we found the ExpansionPanelList, which is a useful class 

that allowed us to format the Plan page in an efficient manner with a drop down menu, as shown 

in Figure 3.  
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Figure 4. Backend #1 - Application Code 

 
The backend of this application consists of the code itself and the Firebase. The code behind 

different pages or features were separated into different Flutter documents. The code takes the 

information input by the user and transfers it directly to the database for later use. It can also go 
through the database, and if given a DocID, can take information from the database for different 

uses as well. Figure 4 shows the code behind the sign up system of the code. 

 

 
 

Figure 5. Backend #2- Firebase Organization 

 
The Firebase is separated into 3 parts: Collections, Documents, Fields/New Collection. This 
particular database is organized into 4 different classes: UserPost, comments, posts, and 

userInformation. These four classes have different sub categories with various data, all organized 

meaningfully to provide for efficient access. For instance, the class shown, userInformation, 
contains all the emails of the users. Each email has a collection containing their workout plan and 

cumulative workout sessions, while the other field contains all of their information such as their 

friends, age, name, password, and more. 

 

4. EXPERIMENT 
 

In the following experiments, we will aim to discover if the implementation of a social media 

feature into a Fitness app will increase a user’s activity and exercise levels based on their various 
interactions upon using the application. Data will be gathered from the user information in the 

Firebase for various purposes. For instance, the total number of workouts can be used to see if 

other factors have increased the exercise time of the users. Additionally, the interactions with the 

social media system such as the number of posts, number of friends, and the time of a post can be 
used to determine certain results. 
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4.1. Experiment 1 
 

In the following two experiments, a total of ten people were used to determine certain results 

about the effectiveness of the app. The first experiment conducted was to find how long it took 
for any given user to create a new account and interact with another user or make a friend. Upon 

first opening the app, each user was timed by the same person to provide minimal variations and 

human error. The intention of this test is to see if people are encouraged to interact with users on 
the app to gain advice or make new friends. 

 

Over twelve trials, the average time it took for a friend to be added was approximately 2:12 

minutes, which was much lower than expected. While some participants were much more 
precarious in selecting which friends to add, others were more accepting and were more eager to 

connect with others immediately. These results are positive as they show that the social media 

system of the app is a vital part of the application and allows users to connect with others easily. 

 

4.2. Experiment 2 
 
After the ten subjects created their account and added friends, they were allowed to use the app 

for two weeks. At the end of the two weeks, each person would give a feedback score on the app 

on a scale of 1-10 on the app’s effectiveness and were surveyed on their overall experience. The 
group was also separated into three groups, divided relatively evenly (one group having an extra 

person): those who did not exercise, those who sometimes exercised, and those who consistently 

exercised. 
 

 
 

Figure 6. Experiment 1.2 Bar Graph Results 

 
The graph shows that users who had some to no experience in fitness found great satisfaction in 
FitConnect ’ s features, while those who had constant experience were not as satisfied. This chart 

shows an inversely proportional relationship between the fulfillment of users with their exercise 

levels and experience. The first two categories reported that the social media feature and workout 
plan creation served as great tools for building a foundation, as they were able to find a surplus of 

advice. Those who exercised more reported that various friends and posts sometimes provided 

small tips, they overall found little use for the social media feature. However, this group was still 

pleased with the plan creation system. 
 

Overall, it was found that the application’ s social media system was effective in encouraging 

users’ exercise levels, although not as much as those who were already more experienced. The 
social media system allowed people to connect with friends and gain advice. This feature, in pair 

with an accessible workout plan creator, made the participants’ involvement with fitness much 
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more beneficial. These results line up with our expectations, as we argued that having access to 
friends in fitness creates a positive environment that can boost motivation. The more experienced 

subject group already had their own workout plans and a basis in fitness, which gave them less 

incentive to connect with others seeking advice. 

 

5. RELATED WORK 
 

Wijnand IJsselsteijn utilized a virtual coach in pair with a stationary bike to encourage more 

exercise at home [11]. The results reveal that there was a positive correlation between immersion 
with the virtual coach and the motivation/activity levels of the users. The experiments featured a 

two-by-two design by gathering data with and without the coach as well as a high/low immersion. 

The two-by-two experiment design is similar to the one we used with either using the social 

media feature or not using it at all. A difference between Ijsselsteijn’s method is by conducting 
the experiment in a laboratory simulated to be like a home environment, rather than the 

experiment taking place at the participant’s actual home. Additionally, the virtual coach differs 

from this experiment as it is not an actual person one can interact with. This paper demonstrates 
the connection between an outside source of aid and the exercise levels of people.  

 

Fletcher Lu et. al aimed to reduce obesity in adolescent populations by creating a mobile fitness 
application in the form of a game [12]. The application used software to track the workouts 

completed and also added features to allow users to compete and collaborate with other friends. 

The experiment classified people into underweight, normal, and overweight, using their BMI as 

means of measurement. Some similarities between this experiment and our experiment was that 
they tracked the workouts completed for their data and implemented a social feature. A major 

difference was that the mobile application was a game, which may have motivated the subjects. 

Additionally, while the game did include a feature to interact with others, it was relatively 
uniform and not as complex as the social media feature implemented into our application. The 

results showed that after six weeks, those who were overweight had a decrease in BMI, healthy 

subjects maintained their BMI levels, and all but one underweight case saw an increase in BMI. 
Overall, this paper proved that a mobile fitness application that was easy to access helped 

encourage exercise, but it did not delve specifically into how social interactions between others 

affected these results. 

 
Sallis, James F. et al. explored how the exercise habits of others and their support could influence 

one’s own exercise habits [13]. By surveying different people about their exercise habits 

compared to their family/friends, the results showed that exercise habits of friends are associated 
with the exercise habits of the individuals. Additionally, it showed that high levels of social 

support were also associated with the exercise levels of the person receiving the support. This 

experiment was very different from the other related works and our experiment, however, it 

shows that there is a positive correlation between the social support of others and the exercise 
habits of individual people. 

 

6. CONCLUSIONS 
 
Fitness is an important aspect of life and can improve someone’s overall physical and mental 

health [14]. The global pandemic has made it difficult for people who enjoy fitness to workout 

again and has also inspired new people to start exercising at home. FitConnect provides a 

solution for those who want to remain safe while still having the option to interact with others. 
By giving more people motivation to workout, people can greatly benefit in many aspects in life. 

Not only will they be able to have a more healthy lifestyle, they will also find new friends and 

establish meaningful relationships along the way [15]. 
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The application is still in its developing stages and has numerous limitations. One limitation is 
that there are not many intricate features within the social media system. Additionally, the data 

used for experiments was not on a large scale, so in future experiments, I would like to have more 

participants to further improve the application. 

 
If given more time to work on this project, I would like to further develop the social media 

system and make it more complex. For instance, adding a chatting option between friends would 

significantly improve interactions between people on the app. Additionally, a machine learning 
system that would recommend friends based off of current ones would also bring people with 

common interests together. 
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ABSTRACT 

 
Sleep is a crucial part of a person’s daily routine [1]. However, oversleeping is often a 

hindrance to many people’s daily life. This paper develops an application to prevent people 

from oversleeping or falling back to sleep after snoozing the alarm. We applied our application 

to fellow students and conducted a qualitative evaluation of the approach. The results show that 

the application improves the chances of waking up to a significant degree. 

 

KEYWORDS 

 

Machine Learning, Recommendation System, Data Mining. 
 

1. INTRODUCTION 
 

In the current society, high expectations and workloads are held towards youngsters [2]. Students 

and others with a cluttered regular schedule suffer from pressure and deadlines [3][4]. Luckily, 

sleep can relieve such stress, improve people’s mood, reduce the risk of diseases, plus other 
benefits like improving memory and productivity. After an exhausting day, a good night's sleep 

would be perfect for recovery. But sometimes, when people resort to sleeping, they snooze for a 

bit too long [5]. This phenomenon occurs in almost every single person's life, whether they 
forgot to set an alarm before falling asleep, if they are simply too tired after a long day of work 

and remain in deep sleep instead of waking up, or if they are just reluctant to wake-up even if the 

alarm rings off [6][7]. They oversleep, Oversleeping is also likely to cause depression and 
nausea. 

 

Some existing methods are physical alarm clocks or applications on phones. Other methods 

include lighting or even smell. These methods rely on sound to stimulate people’s senses. The 
main issue is the lack of sophisticated interactions that engages users as a process of waking up. 

Sure most of the time a distorted sound or emitted fragrance could wake people up but it is 

inevitable that someone just falls back asleep immediately right after responding to the device. 
Sometimes, people even forget to set up alarms before they decide to take a snooze. 

 

When the alarm goes off, we are able to subconsciously hit the snooze button without even being 

fully conscious. To solve these issues, Interactive Alarm implements a system to require users to 
complete customisable tasks before being able to turn off the alarm while mimicking a calendar 

format. While setting up the alarm, users are able to randomize or customize trivial questions 

http://airccse.org/cscp.html
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that require a certain degree of thinking to answer. These questions will appear after the user hits 
the snooze button. But if they are not answered, meaning the user has gone back to sleep, the 

alarm will go off shortly after the questions are not answered correctly or left blank. This process 

will repeat until all the questions are answered correctly. To ensure that the user is fully awake 

after answering the questions, they have the choice to adjust the difficulty and the quantity of the 
questions. It could range from basic questions like “what times is it?” or thought provoking ones 

like “what am I waking up for?” Interactive Alarm also features a calendar-like interface where 

an alarm could be set for multiple days of the week [8]. For example if the user needs to wake-up 
early on all the weekdays. All alarms can be seen in each section underneath the column for the 

day of the week. This way, users don’t have to remember to turn on the alarm beforehand for 

regular scheduled alarms. 
 

To prove that the program is stable, we relied on the application as an alarm for 3 weeks. Every 

single day, the alarm went off at the correct time and we altered between answering the questions 

and not. For the occasions that we answered the questions, the alarm successfully turned off. For 
those of which we did not answer the questions, the alarm was able to sound again after a short 

time. We also recommended this application to several classmates for them to try out. Most of 

them reported that it was easier for them to wake-up using Interactive Alarm compared to the 
preexisting alarm applications on their phones. 

 

The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we 
met during the experiment and designing the sample; Section 3 focuses on the details of our 

solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the 

relevant details about the experiment we did, following by presenting the related work in Section 

5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this 
project. 

 

2. CHALLENGES 
 
In order to build the project, a few challenges have been identified as follows. 

 

2.1. New programming language 
 

To develop this application, we learned a new programming language [9]. In order to use the 

flutter app we learned about Dart, It has its similarity with a few of the languages we already 

know such as C++, Java, and other languages used for object oriented programming [10]. But 
before this, we rarely had any knowledge about graphic user interfaces. This includes learning 

various emulators, and many new syntax for designing the pages of the application. 

 

2.2. Connecting the user data to online database 
 

Another challenge is connecting the users data to the online database and grouping the user’s 
information under the username. We wanted to incorporate an account system into the 

application so that users could access all of their alarms on other devices. We had to learn how to 

Firebase to store user information like the properties of the alarms, the username and password; 
additionally, figuring out how to access and update pre-existing data when users want to change 

or delete alarms or if they log in on another device. 

 

2.3. Sitting for hours to debug 
 

The hardest challenge was having to sit down for hours debugging the program for tons of errors. 
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While syntax errors were fairly obvious, logical errors required additional conditional testing to 
locate and fix. The biggest issue was the inconsistency in the errors. For example, the application 

would occasionally not switch to the screen containing the questions after pressing the snooze 

button. It all came down to patience. 

 

3. SOLUTION 
 

 
 

Figure 1. Overview solution of Interactive alarm app 

 

Interactive Alarm is an alarm app with an account system that stores the alarms of users in an 

online database. After logging in or creating an account, users can create change or delete alarms. 
Properties of an alarm include ringtone, index/name, time, corresponding question(s), preset 

volume, and days of the week. Each alarm could be set to go off on selected days of the week. 

The home page offers tabs for the days of the week so that the user can get a view of all the 
alarms on a certain day in chronological order. There will also be a demo website for interested 

people. We also plan on implementing machine learning to predict the ideal volume/questions 

difficulty needed to wake the user up. Those predictions based on pass data will also be 

conveniently stored in the online database under each user’s information. 
 

The interactive alarm app contains diverse screens. A home screen that contains the list of alarms, 

an set alarm screen to set up the alarms and the awake/answer screen to answer mathematical or 
customized questions. 
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As shown in Figure 2, the home screen contains a tab menu for the day of the week. Each tab 
contains the list of alarms that is set up for the day of the week. This list shows the time and the 

description/title of the alarm and the option to edit the alarm. To develop this feature, we use the 

TabBarView widget that is provided by the material flutter package, an instance of a list for the 

week day and the alarm information that is saved in the firebase database if it exists. Since there 
is some day of the week that does not have any alarm set up, we implemented an if-else 

condition to show the list of the alarms if it exits in the database otherwise the tab shows the 

message that the “no alarm is set”. 
 

 
 

Figure 2. Home Screen User Interface and implementation 

 
In the Set alarm screen, users add/select the title/description of the alarm, time, a single or  

multiple day of week and the ringtone. (see Figure 3) Also, they can use the mathematical 

questions that are provided by the app or use their own questions. The user can select between 1 

to 5 questions, so if a user uses an alarm to wake-up and always oversleep then the user can 
select more than one question to help him/her to wake-up. 
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Figure 3. Set up alarm Screen 

 

To automatically generate mathematical questions, we use the random function to select 2 

numbers between 1-1000, and add them together to create the addition equation.(see Figure 4) 
After users select and add the alarm information, the information is sent to the Firebase. We use 

the Firebase Realtime Database to store the information as a Map structure. (see Figure 5) To 

develop this feature, we created a Map that contains the name, volume, ringtone, list of questions 
and answers and time as keys with their respective values. Then the Map is sent to the database 

and stored in the corresponding user. 

 

 
 

Figure 4. Set alarm screen Code 
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To play the ringtone in the background and schedule alarms, we use flutter_local_notifications 
and android_alarm_manager packages respectively. As shown in Figure 5, to set up the 

notification, we set the priority and importance fields to be higher, so the notification shows 

immediately at the time that is set up. The notification shows the time and the title/description of 

the alarm, and sound setting as “payload”. When users click the alarm notification, the mobile 
screen is redirected to the screen to answer the questions with the corresponding alarm 

information. To set up and schedule alarms, we use the android_alarm_manager package to fetch 

the data every 24 hours from the Firebase and schedule the alarm for the corresponding day of 
week. 

 

 
 
 

Figure 5. Set notification code 

 

4. EXPERIMENT 
 

In order to verify that our solution can effectively solve problems at different levels and have 

good user feedback, we decided to select multiple experimental groups and comparison groups 

for several experiments. For the first experiment, we want to prove that our solution works stable 
and continuously, so we choose a group size of 40 different trials in 4 different math problems. 

The 4 different types of problems are add operations, sub operations, multiple operations, divide 

operations. The goal of the first experiment is to verify if the Calculation System works good for  
different types of operations of math problems. Through sampling 4 groups of operations of 

math problems ask the same person to finish all these tasks with the schedule of our app. Result 

is collected by statistics if the app releases the clock once the user answers the problem correctly. 

Experiments have shown that all operations in different types unlock the screen and stop the 
clock. Add operations has the most correct rates, which means our user are works more better in 

Add operations. This experiment could explain that the operation types do have a obvious impact 

on the arrange results. The average using time (in minutes) of 4 different types of the operations 
shows below: 
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Figure 6. Result of experiment 1 (1) 

 

A good user experience is as important as a good product. So a perfect solution should have 
excellent user experience feedback.In order to prove that our solution has the best user feedback, 

we specially designed a user experience questionnaire base on the US system usability 

questionnaire rules. We statistics the feedback result from 100 users, Track the user's data for 5 
days, let them explore freely on the functionality. we divide those users into Five different 

groups. The first group of users ages from 10 - 20, the second group of users ages from 20 - 30, 

the third group of users ages from 30 - 40, the fourth group of users ages from 40 - 50, the fifth 

group of users ages from 50 - 60The goal of the first experiment is to verify high feedback scores 
shows high performance We collect the feedback scores form these 5 different group of users 

and analyze it.Experiments have shown that users who ages from 10 - 20 give the highest result 

feedback to our app. Which may because of the age between those range are more likely to have 
trouble with get up from bed. The experiment graph shows below: 

 

 
 

Figure 7. Result of age 10-20 

 

 

 
Figure 8. Result of age 20-30 
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Figure 9. Result of age 30-40 

 

 
 

Figure 10. Result of age 40-50 

 

 

 
Figure 11. Result of age above 50 

 

5. RELATED WORK 
 
Oh, et al.perform and analysis of a Wake-Up Task-Based Mobile Alarm App [11]. In this 

analysis, they compare different features: touching a button, taking a picture, shaking the device, 

and solving math problems at the time that the alarm fires. The analysis shows that users who set 
harder tasks, math or picture tasks, do not fall asleep again as compared to the normal or easy 

tasks that alarms snooze multiple times. Similar to this mobile app, we use math equations to 

help users to be aware and not fall asleep after the alarm is fired. 

 
Fagerjord presented a study of mobile applications [12]. The author says that we are moving to a 

sensor era and the mobile app would not diminish the access to the Web since mobile apps need 

access to the web as part of their important feature. One of the mobile apps that the author 
describes is the Sleep cycle that utilizes touch screen and the accelerometers to calculate the 

sleep cycle and matching sleep cycle to wake-up time. As different from our app, we do not 

compare the desired wake-up time with the average sleep cycle to wake-up users; we use the 
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questions at the time that the alarm fires, so the users would be more aware and not fall asleep 
again. Ilhan, et al. presented a study of using Gamification in mobile applications related to 

subjective well-being and sleep/wake activities [13]. The study shows that Gamification can 

motivate people to begin their day and improve their sleep-wake behaviors. 

 

6. CONCLUSIONS 
 

In this project, we proposed an Android mobile application that helps people to wake-up and not 

fall asleep again [14]. The interactive alarm app provides a wake-up task that involves mental 
efforts. Users must solve mathematical equations or answer their customized problems and/or 

questions in order to stop the ringtone otherwise the alarm would fire again until all the questions 

are responded. To develop the mobile app, we use Firebase realtime database to store alarms for  

each user and flutter_local_notifications and android_alarm_manager packages to play the 
ringtone in the background and schedule alarms. 

 

Some limitations that we encountered during this study is that we could only develop the 
interactive alarm app for only Android devices since some of the flutter packages can be only set 

up in Android devices. Moreover, we had a time limitation,so we could not develop the feature 

in which users can include their own ringtone for their alarm [15]. 
 

As for future work, we desired to build and deploy the interactive alarm in the IOS platform 

since some of the features that we use in our app are only for the Android platform. Also, we 

would like to add a feature where users can input their own ringtone instead of using the ringtone 
provided for the app since we believe that adding the customized ringtone can help users to wake-

up easier. 
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ABSTRACT 
 

Particle packings are used to simulate granular matter, which has various uses in industry. The 

most outstanding characteristics of these are their density and their construction time, the 

density refers to the percentage of the space of the object filled with particles, this is also known 

as compaction or solid fraction. Particle packing seeks to be as dense as possible, work on any 

object, and have a low build time. Currently there are proposals that have significantly reduced 

the construction time of a packing and have also managed to increase the density of these, 

however, they have certain restrictions, such as working on a single type of object and being 

widely affected by the characteristics of the object. The objective of this work is to present the 

improvement of a parallel sphere packing for arbitrary domains. The packing to improve was 

directly affected in time by the number of triangles in the mesh of object. This enhancement 

focuses on creating a parallel data structure to reduce build time. The proposed method reduces 
execution time with a high number of triangles, but it takes up a significant amount of memory 

for the data structure. However, to obtain high densities, that is, densities between 60% and 

70%, the sphere packing construction does not overwhelm the memory. 

 

KEYWORDS 
 

Sphere Packing, Geometric Algorithm, Parallel. 

 

1. INTRODUCTION 
 
Things that surround us usually are mostly granular matter, this is a set of solid particles that is 

widely used in industry and its behaviour is widely studied in physics [1][2]. Granular matter is 

virtually represented by particle packings. Particle packings are represented by an object filled 

with particles, where the object is a 3D mesh, this is called a container, and the particles are 3D 
objects of known volumes, for example, spheres, cubes, tetrahedrons, etc. Within the particles 

used, the most used are the spheres due to their simple representation of four real numbers, the 

first three, the centre, referring to its position and the last, the radius, referring to the space it 
occupies. That is why in this research we work with a sphere packing. 

 

A particle packing seeks to be as dense as possible, work on any object, and have a low build 
time. The density of a packing is the percentage of the container space occupied by particles, this 

is also called compaction or solid fraction. Particle packings have two approaches, dynamic and 

geometric packings, the former focused on physical simulations and the latter on geometric 

constructions. There are also some particle packings that we will call overlapping packings, these 
use overlapping particles, that is, they do not take into account their collisions, what they do is 

accommodate the particles in some containers covering the largest possible space, they are 

mostly used to detect collisions between objects, these packings are not taken into account in this 
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research since they move away from its purpose by not having collisions between particles of the 
same container. 

 

The shortcomings of particle packing are mostly the use of a single container and the density 

achieved. The objective of this work is to improve a method that already solves the problems 
mentioned above, the method on which we worked is the method proposed by Cuba and Loaiza 

[3], which is a method that works in parallel, but does not count with a wide analysis of said 

parallelism, in addition to having a high delay with 3D meshes that have many triangles. To solve 
these problems, a data structure will be used which is also parallelized, and the method will be 

tested on different graphics cards. 

 
This article is organized as follows: Section 2 presents the best particle packing methods today 

along with their limitations. In Section 3 the proposed sphere packing method is presented. 

Section 4 shows the tests performed, as well as their results. Finally, we present the conclusions 

in Section 5. 
 

2. RELATED WORK 
 

Particle packings are varied and seek to be dense. These can be classified into dynamic and 
geometric. Dynamic packings use the Discrete Element Method (DEM), they are stable and 

provide the necessary information to perform physical simulations, however, they take a long 

time, which restricts the number of particles in the packing. Geometric packings do not take as 

long as dynamic packings and provide more control of particle distribution in the container. 
 

2.1. Dynamic Packings 
 

These methods seek to carry out physical simulations, for which they work with different forms 

of particles, in this way they are more similar to reality, encompassing a broader study. By 

vibrating a container full of particles the density increases, with this in mind it was proposed to 
use composite cubes with superimposed spheres subjected to mechanical vibration to increase the 

density of the packing, resulting in a maximum density of approximately 70% in a cylindrical 

container [4]; tetrahedrons composed of superimposed spheres subjected to vibration were also 
used, but unlike the previous one, a study of the effects of vibration conditions was made, in this 

study a maximum density of 74.02% was obtained in a cylindrical container [5]. 

 

Cylinders composed of superimposed spheres were also used as particles, in this packing it must 
be fulfilled that the diameter of the container must be larger than the size of the particle, several 

filling methods were carried out, where in one of them, specifically drop filling, it was observed 

that the density of the packing is sensitive to height, this packing reached an approximate 
maximum density of 55% [6]. As you can see, particles composed of spheres are used, this time it 

was decided to use ellipsoids that are similar to spheres, in this study by using a horizontal 

orientation in the particles, that is, the elongated part is horizontal, and by increasing the size of 
the particles increases the density, something interesting, since it is mostly by reducing the size of 

a particle that greater density is achieved, the maximum density reached in this study was a 

density of 70% in a cylindrical container [7]. 

 
In particle packings, modifying the size of the particles to achieve a higher density is common, 

taking it further, it was that Zhao et al. [8] proposed to modify the shape of the particles to 

achieve a higher density, the particles used in this packing are ellipsoids that change shape, this 
research had a maximum density of about 80% in a rectangular container, which is very good, 

however, the shape of the ellipsoid that achieved such compaction is similar to a cube. If a cube 
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is filled with cubes, it can be intuited that it will be a compact packing. As the particles take 
different shapes to get closer to reality, Rakotonirina et al. [9] carried out research on this, this 

proposal joins convex particles to build non-convex particles, the distribution and detection of 

collisions of the particles are based on the convex particles that form the non-convex particles to 

speed up the calculation, however, the computational cost is increased as well. 
 

The spheres are widely seen in particle packing, Campello and Casares [10] use the spheres as 

particles, proposing a layered filling together with a compaction system for the spheres used in 
rectangular containers, the maximum density was 60%. Dynamic packings when focusing on 

physical simulations is that they only work with rectangular or cylindrical containers and 

sometimes both, that is, dynamic packings use at most two domains, this restricts the approach 
that is desired in this research, which is to cover any domain. Currently there are more dynamic 

packing, but their results are similar to those mentioned previously, for example, the proposal by 

Wang et al. [11] that uses octahedrons for vibration experiments. 

 

2.2. Geometric Packings 
 
These methods leave aside physical simulations to focus on the distribution of particles and thus 

build a dense packing. The most used particles in this type of packing are the spheres. The 

spheres are widely used, since for all the calculations that involve them, only four numbers must 

be known, three are their position and the other is their size. These types of packings seek to 
work in any container. A common and widely used method for geometric packing is the 

advancing front approach, this generates an initial set of spheres and new spheres are inserted 

with a strategy based on the previously inserted spheres. 
 

Among the geometric methods, the proposal of Wang et al. [12] stands out, since it is currently a 

geometric method that plans to be dynamic, this method works in a cubic container, and uses 
various geometric methods in the construction of a package of non-spherical particles with 

controllable shapes, this to have realistic particles. 

 

Lozano et al. [13] proposed a method to fill arbitrary containers, this method is based on a 2D 
advancing front approach using a distance field to achieve contact spheres tangent to the triangles 

of the container mesh. This method reaches a maximum density of approximately 60% in 

arbitrary containers. 
 

Li and Ji [14] proposed a method also based on the advancing front approach for arbitrary 

containers. It is proposed to change the size of the particles while building the packing, the new 

particles adjust to the previously inserted neighbouring particles according to the trilateration 
equations. It uses a spatial grid to optimize the detection of particles and accelerate their 

positioning, reaching a maximum density of 73% in a cubic container. 

 
Weller and Zachmann [15] proposed a parallel method using GPU to rapidly pack spheres, 

successively inserting spheres of the largest possible size to fit into the empty spaces. However, 

this method does not display geometric data such as the radii of the spheres or the densities of the 
packings. Also due to its behaviour, relevant data cannot be input apart from the container mesh. 

This method was used for object collisions [16]. 

 

Cuba and Loaiza [3] proposed a sequential and parallel method using GPU, unlike the previous 
method, taking into account geometric data such as the radii and densities of the generated 

packing, this study shows a significant number of results that support their proposal, however, 

these results have shortcomings such as the time it takes to build the packing when working with 
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meshes of high number of triangles, and the shortage of tests of the parallel method, so in this 
research this method is improved and more tests of the parallel methods are carried out. 

 

3. PACKING GENERATION 
 

The proposed method is the improvement of an existing method, this method is the method 
proposed by Cuba and Loaiza [3] called Parallel Sphere Packing for Arbitrary Domains, for 

which this method will be explained in a simplified way, and then the improvements made will 

be explained. 
 

3.1. Parallel Sphere Packing for Arbitrary Domains 
 
This method is the method of Cuba and Loaiza [3], which works with four radii, these are called 

𝑟𝑚𝑎𝑥 , 𝑟𝑚𝑖𝑛, 𝑟𝑚𝑒𝑑, 𝑟𝑚𝑖𝑑. The positions of the spheres are given by a hexagon of spheres, which 

can be seen in Figure 1. The input data for this method is the radius 𝑟𝑚𝑎𝑥  and the mesh of the 
arbitrary container. This parallel packing of spheres leaves randomness aside, therefore, it 

eliminates the need to detect collisions between spheres, it works in two phases, in the first phase 

a box is filled, the box is a rectangular container that surrounds the 3D object to be filled, in the 

second phase a verification is performed on all the spheres to see if they are inside the arbitrary 
container or not, this verification is performed in parallel. 

 

 
 

Figure 1. Spheres hexagon [3]. 

 

3.1.1. First Phase 

 

First the 3D mesh of the arbitrary container is stored, then the radii 𝑟𝑚𝑖𝑛 and 𝑟𝑚𝑒𝑑 are calculated 

based on the input radius 𝑟𝑚𝑎𝑥 . To calculate 𝑟𝑚𝑖𝑛, Equation 1 is used, where 𝑏 is the barycentre 

of the upper right triangle and 𝑐 is the centre of the central sphere, this can also be seen in 

Figure2a. To calculate 𝑟𝑚𝑒𝑑 two points are used, 𝑟𝑚𝑎𝑥  and 𝑟𝑚𝑖𝑛, the two points are 𝑝 =
(𝑠𝑚𝑖𝑛. 𝑥, 𝑠𝑚𝑖𝑛. 𝑦, 𝑠𝑚𝑖𝑛. 𝑧 + 𝑟𝑚𝑖𝑛) and 𝑞 = (𝑠𝑚𝑎𝑥 . 𝑥, 𝑠𝑚𝑎𝑥 . 𝑦, 𝑠𝑚𝑎𝑥 . 𝑧 − 𝑟𝑚𝑎𝑥), where 

𝑠𝑚𝑖𝑛represents the sphere with radius 𝑟𝑚𝑖𝑛 that must be added and 𝑠𝑚𝑎𝑥  represents the sphere 

with radius 𝑟𝑚𝑎𝑥  that only varies its position 𝑧 in relation to the sphere with radius 𝑟𝑚𝑖𝑛, this can 

be seen in Equation 2 and Figure 2b. The position of the sphere with radius 𝑟𝑚𝑖𝑛 is the barycentre 

of the upper right triangle. The position of the sphere with radius 𝑟𝑚𝑒𝑑 only varies its position on 

the 𝑧 axis, therefore, its position on the 𝑥 axis is the same as that of the 𝑥 axis of 𝑠𝑚𝑎𝑥  and its 

position on the 𝑦 axis is also the same as the position on the 𝑦 axis of 𝑠𝑚𝑎𝑥; its position in 𝑧 can 

be seen in Equation 3. 
 

 𝒓𝒎𝒊𝒏 = 𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆(𝒃, 𝒄) − 𝒓𝒎𝒂𝒙 (1) 

 
𝑟𝑚𝑒𝑑 =

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑝, 𝑞)

2
 

(2) 

 
𝑐𝑚𝑒𝑑 . 𝑧 =

(𝑠𝑚𝑎𝑥 . 𝑧 − 𝑟𝑚𝑎𝑥) + (𝑠𝑚𝑖𝑛. 𝑧 − 𝑟𝑚𝑖𝑛)

2
 

(3) 
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(a)  Data for 𝑟𝑚𝑖𝑛 [3]  

 
(b) Data for 𝑟𝑚𝑒𝑑 and 𝑐𝑚𝑒𝑑  [3]  

 
Figure 2.  Data for radii. 

 
In this phase, a rectangular container is filled that surrounds the arbitrary container, the filling of 

the rectangular container is done in layers starting at the minimum point of this container until 

reaching its maximum point. The filling is done with a small structure called hepta-sphere, that 

seen in the 𝑥𝑦 plane moves in the direction of the positive 𝑥 axis until reaching the limit and then 

moves in the direction of the positive 𝑦 axis until reaching the limit, in this way one layer would 

be filled, then it moves in the direction of the positive 𝑧 axis to fill the next layer. In the filling of 

the enveloping rectangular container, only the centres of the spheres are taken into account for 
the collisions with the container, this is done to cover a greater possible number of spheres. The 

hepta-sphere can be seen in Figure 3, the value of their positions is shown below: 

 

𝑝1 = (𝑝0. 𝑥 + 2𝑟𝑚𝑎𝑥 , 𝑝0. 𝑦, 𝑝0. 𝑧) 

𝑝2 = (𝑝0. 𝑥 + 𝑟𝑚𝑎𝑥 , 𝑝0. 𝑦 + (2𝑟𝑚𝑎𝑥𝑠𝑖𝑛60∘), 𝑝0. 𝑧) 

𝑝3 = (𝑝0. 𝑥, 𝑝0. 𝑦 − (𝑟𝑚𝑎𝑥 + 𝑟𝑚𝑖𝑛), 𝑝0. 𝑧) 

𝑝4 = (𝑝0. 𝑥 + 𝑟𝑚𝑎𝑥 , 𝑝0. 𝑦 − ((𝑟𝑚𝑎𝑥 + 𝑟𝑚𝑖𝑛)𝑐𝑜𝑠60∘), 𝑝0. 𝑧) 

𝑝5 = (𝑝0. 𝑥 + 𝑟𝑚𝑎𝑥 , 𝑝0. 𝑦 + ((𝑟𝑚𝑎𝑥 + 𝑟𝑚𝑖𝑛)𝑐𝑜𝑠60∘), 𝑝0. 𝑧) 

𝑝6 = (𝑝0. 𝑥, 𝑝0. 𝑦 + (𝑟𝑚𝑎𝑥 + 𝑟𝑚𝑖𝑛), 𝑝0. 𝑧) 
 

 
 

Figure 3.  In the left part, a hepta-sphere and in the right, possible movements [3]. 

 

The procedure for filling a layer can be seen in Figure 4a, between every three spheres with 

radius 𝑟𝑚𝑎𝑥  there is a sphere with radius 𝑟𝑚𝑖𝑛 and two spheres with radius 𝑟𝑚𝑒𝑑 as seen in Figure 
4b. 
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(a) One 𝑥𝑦 layer filling. 

 
 

(b) One min sphere and two med spheres [3]. 

 
Figure 4.  Data for layers. 

 

3.1.2. Second Phase 

 
In this phase it is verified if a sphere from the previous phase is inside the arbitrary container. For 

each sphere, it is first verified that the centre of the sphere is inside the arbitrary container, for 

this purpose raycast is used using the Jimenez et al. [17] algorithm for the intersection of a 

segment with a triangle, then it is verified if the sphere collides with any triangle of the mesh, for 
this it is necessary to find the closest point of a triangle, for this the Eberly [18] algorithm is used. 

If a sphere of radius 𝑟𝑚𝑎𝑥  intersects some triangle, it is replaced by 61 spheres of radius 𝑟𝑚𝑖𝑑, the 

positions of these spheres and their radius are obtained by recalculating the positions and radius 

of the dense packing of 61 spheres of Pfoertner [19]. If a sphere of radius 𝑟𝑚𝑒𝑑 intersects any 

triangle of the container's mesh, this sphere is replaced by a sphere of radius 𝑟𝑚𝑖𝑛. Replacements 

are also checked. 

 
This phase is the part that is parallelized, its form of parallelization is dividing the number of 

spheres of the first phase, this parallelization was done using CPU threads and GPU threads. 

 

3.2. Method Improvement 
 

As can be inferred from the previous method, the number of spheres is not the only thing to take 
into account, but also the triangles, since despite being parallel, each sphere is compared with all 

the triangles, being an operation expensive, then it is planned to reduce the cost of said operation 

using indexes in a data structure, the data structures to choose were the octree and the uniform 
grid, finally the last one was chosen as the basis for the data structure to be used due to the 

amount of memory used, indexes are used so that each sphere is compared only with the triangles 

that must be compared, the creation of this structure is parallelized to reduce the time as much as 

possible. 
 

3.2.1. Data Structure 

 
As mentioned above, the data structure used is based on a uniform grid. A uniform grid is a set of 

boxes of the same size that have things inside. The proposed structure is a matrix in which each 

value represents the type of intersection between the information belonging to the row and 
column indices. Boxes will be represented taking their size as data for their creation, their 

positions will come out of their indices using Equation 4, where 𝑏𝑝𝑜𝑠 is the position of the box 

on an axis, 𝑐𝑚𝑖𝑛 is the minimum point of the grid on the same axis, 𝑖𝑑𝑥 is the index of the box 

on the same axis and 𝑏𝑒 is half the distance of the box on the same axis. The number of boxes is 
given by dividing the size of the enveloping rectangular container by axis by the size of the 

boxes. In this case we must place both triangles and spheres, so it was decided to have one 

structure for the triangles and another for the spheres. In the first data structure the rows are the 
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indices of the boxes and the columns are the indices of the triangles, in the second data structure 
the rows are the indices of the spheres and the columns are the indices of the boxes. 

 

 𝑏𝑝𝑜𝑠 = 𝑐𝑚𝑖𝑛 + ((2𝑖𝑑𝑥 + 1)𝑏𝑒) (4) 

 

The data structure for triangles has values 0 and 1, where 0 is that the triangle does not intersect 
the box and 1 is that the triangle intersects the box. The data structure for spheres has values 0, 1, 

and 2, where 0 is that the sphere does not intersect the box, 1 is that the sphere intersects the box, 

and 2 is that the centre of the sphere is in the box, this last value is to avoid calculations, since to 
use the raycast only the centre of the spheres is used. These values are to reduce time, however, 

having an array consumes significant memory. For the intersection of a triangle in a box, the 

Separating Axis Theorem (SAT) algorithm will be used, since there would only be thirteen quick 

checks [20], for the intersection of a sphere with a box the distances per axis are calculated [21], 
and for the algorithm of a point in a box a simple check per axis is used. The method for box-

sphere intersection has some slight modifications, so it is shown in Figure 5, where 𝑏𝑐 is the 

centre of the box, 𝑏𝑒 is half the size of the box, 𝑐 is the centre of the spheres, and 𝑟𝑎𝑑𝑖𝑢𝑠 is the 
radius of the sphere. 

 

 
 

Figure 5.  Box-sphere intersection algorithm. 

 

3.2.2. Sphere Inside the Mesh 

 
That changes with respect to the previous method is the use of data structures, both triangles and 

spheres, to reduce time in knowing if a sphere is inside the 3D mesh of the arbitrary container. As 

the initial datum is the index of the sphere, the boxes linked to it are searched for, and with the 
boxes linked to it, the triangles linked to the boxes are searched, that is, the triangles linked to the 

sphere are searched for, in this way it is not necessary to perform calculations with all the 

triangles, however, there is a problem with this, in the raycast algorithm a counter is used per 

triangle segment intersection and if any triangle is found in more than one box there will be 
problems since will count more than once, this problem is solved with a revision of the next one, 

that is, it will look in the next box to check if the index of the compared triangle is also there, if 

so, the current possible intersection will not be performed, of this way only one calculation will 
be performed per triangle. 
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3.2.3. Parallelization 

 

The method parallelization works with the previous method parallelization, and adds a 

parallelization to the generation of the data structures. The parallelization of the method of Cuba 

and Loaiza [3], worked by dividing the number of spheres for the calculation of the verification 
of spheres, since it was what took more time, however, due to the creation of the data structures, 

this time is reduced. considerably, being the generation of the data structures what takes more 

time now, for which the generation of the data structures is also parallelized. As the data 
structures are matrices, they can be treated as arrays that are divided to then find the row and 

column indices, then with these indices make the intersections with boxes, either triangles or 

spheres. In this way we have two parallel parts, the generation of the data structures and the 
verification of the spheres inside the mesh of the arbitrary 3D container. The new parallelization 

of the method considerably reduces the packing construction time, although depending on the 

number of boxes the memory can become too high, therefore, the amount of this can be decided 

in the creation of the packing, that is, as input data we will have not only the radius 𝑟𝑚𝑎𝑥 , but also 
the size of all boxes. Implementations of parallelizations are shown in Figure 6, Figure 7a and 

Figure 7b, where 𝑡𝑔𝑟𝑖𝑑 is the grid of triangles, 𝑠𝑔𝑟𝑖𝑑 is the grid of spheres, 𝑏𝑠𝑖𝑧𝑒𝑠 are the sizes 

of the grid for each axis, 𝑐𝑚𝑖𝑛𝑠 are the values of the minimum point of the grid, 𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑠 are 

the triangles, 𝑠𝑝ℎ𝑒𝑟𝑒𝑠 are the centres of the spheres, 𝑟𝑎𝑑𝑖𝑢𝑠 is the radius used in 𝑠𝑝ℎ𝑒𝑟𝑒𝑠, 

𝑏𝑥𝑠𝑛𝑢𝑚  is the number of boxes, 𝑡𝑟𝑠𝑛𝑢𝑚 is the number of triangles, 𝑠𝑝ℎ𝑟𝑠𝑛𝑢𝑚 is the number of 

spheres and 𝑣𝑎𝑙𝑖𝑑𝑠 are the positions of the spheres inside the arbitrary domain. 

 

 
 

Figure 6. Spheres validation algorithm. 
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(a)  Triangles grid generation algorithm. 

 
 

(b)  Spheres grid generation algorithm. 

Figure 7.  Grid generation algorithms. 

 

4. RESULTS 
 

This section presents the tests performed as well as their results, the implementation was done in 

C++ OpenGL using different hardware to provide a further study of the method. The range of 

densities to be obtained for each container will be between 60% and 70% based on the method of 
Cuba and Loaiza [3]. First, it will be shown how the proposed method works compared to the 

method of Cuba and Loaiza [3], then comparisons of both methods will be made using containers 

with a high number of triangles, finally the comparison of the parallel methods will be made 
using different graphics cards. The size used for the box is four times the size of the sphere, this 

is because less memory is used without significantly affecting time. 

 

4.1. Comparison of Methods Using Containers from Cuba and Loaiza [3] 
 

The method of Cuba and Loaiza [3] is compared with the proposed method in different 
containers, the data of these containers are found in Table 1. The results of the comparisons are 

found in Table 2. For this comparison, the algorithms are running on an Intel Core i7-8550U 

@1.80GHz with 12GB of RAM, 8 threads and an NVIDIA GeForce MX130 graphics card under 

Windows 11 64bits. The radius 𝑟𝑚𝑎𝑥  chosen for these tests is 0.2𝑢, however, in the Torus and the 
Stanford Dragon, a density between 60% and 70% was not reached due to the shape of their 

meshes, for which, the radius was reduced until reaching this density range. In the case of the 

Torus, the density reached with radius 𝑟𝑚𝑎𝑥  0.2𝑢 was 59.78%. In the case of the Stanford 

Dragon, since it is smaller, it was decided to start with a radius 𝑟𝑚𝑎𝑥  of 0.1𝑢 where its density 

was 53.03%. 
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Table 1. Containers. 

 
Container Measures (u) Triangles Volume (u^3) 

Cube Width (10), height (10), depth (10) 12 1000.0 

Cone Radius (5), height (10) 62 261.80 

Cylinder Radius (5), height (10) 124 785.40 

Capsule Spherical radius (5), cylindrical height (10) 832 245.44 

Sphere Radius (5) 960 523.60 

Torus Max radius (5), min radius (1.25) 1152 154.21 

Stanford Bunny Domain size (8.07 × 8.11 × 6.17) 7202 109.90 

Stanford Dragon Domain size (2. 24 × 3.52 × 5.00) 21782 6.95 

 
Table 2.  Comparison of times. 

 

Container Radius 

(u) 

Density 

(%) 

Cuba and Loaiza [3] Proposed Method 

Sequential 

Time (s) 

Parallel 

Time (s) 

Sequential 

Time (s) 

Parallel 

Time (s) 

Cube 0.2 71.96 0.07 0.47 2.28 0.81 

Cone 0.2 69.34 0.30 0.58 1.56 0.76 

Cylinder 0.2 71.11 0.76 0.55 2.42 1.04 

Capsule 0.2 72.95 3.06 1.11 0.78 0.82 

Sphere 0.2 70.65 8.43 2.01 3.67 1.36 

Torus 0.15 63.27 11.44 2.31 4.82 1.89 

Stanford 

Bunny 

0.2 64.69 42.97 5.54 4.47 2.24 

Stanford 

Dragon 

0.05 64.00 910.12 75.31 78.82 25.35 

 

The results of Table 2 show the advantage of the proposed method compared to the method of 

Cuba and Loaiza [3] in the cases of the Stanford Bunny and the Stanford Dragon, however, in the 

other containers, the time differences are small, due to their low number of triangles, so tests are 
then performed using containers with a high number of triangles. 

 

The visual results of the packing made in Table 2 are shown in Figure 8, in these images it is 
observed that with the densities reached in this table the objects correctly show their shape, 

including details such as the ears of the Stanford Bunny or the tongue of the Stanford Dragon. 

 

 
 

(a) Cube 

 
 

(b) Cone 
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(c) Cylinder 

 

 
 

(d) Capsule 

 
 

(e) Sphere 
 

 
 

(f) Torus 

 
 

(g) Stanford Bunny 

 

 
 

(h) Stanford Dragon 

 
Figure 8. The proposed method in different containers. 

 

4.2. Comparison of Methods Using Containers with a High Amount of triangles 
 

The method of Cuba and Loaiza [3] is compared with the method proposed in the Stanford 
Bunny and the Stanford Dragon used previously, but with more triangles, these two models were 

modified by McGuire [22]. The Stanford Bunny used for this comparison has 144046 triangles 

and is called Stanford Bunny HT. The Stanford Dragon used for this comparison has 871306 
triangles and is called Stanford Dragon HT. This comparison occurs in more powerful hardware 

since the triangles of each mesh are many. The comparison is made on an Intel Core i7-8700 

@3.70GHz with 64GB of RAM, 12 threads and an NVIDIA GeForce RTX 2060 graphics card 
under Windows 10 64 bits. The results of this comparison are shown in Table 3. 
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Table 3. Comparison of times in container with high number of triangles. 

 

Container Radius 

(u) 

Density 

(%) 

Cuba and Loaiza [3] Proposed Method 

Sequential 

Time (s) 

Parallel 

Time (s) 

Sequential 

Time (s) 

Parallel 

Time (s) 

Stanford 
Bunny HT 

0.2 64.78 411.39 21.56 47.56 4.70 

Stanford 

Dragon HT 

0.05 64.07 17639.96 454.52 1144.77 50.24 

 

The results of Table 3 show a clear advantage of the proposed method compared to the method of 

Cuba and Loaiza [3] both in its sequential forms and in its parallel forms. To have a deeper 

analysis of their parallel forms, a comparison of both methods on three different graphics cards is 
made below. 

 

4.3. Comparison of Parallel Methods Using Different Hardware 
 

A comparison of the parallel method of Cuba and Loaiza [3] and the proposed parallel method is 

made using the containers of Table 1 and Table 3, these results are shown in Table 4. 
 

Table 4.  Comparison of times in parallel methods. 

 
Container Radius 

(s) 

Density 

(%) 

Times (s) 

Cuba and Loaiza [3] Proposed Method 

Intel Core 

i7-8550U 

@1.80GHz, 

12GB 

RAM, 

NVIDIA 

MX130 

Intel Core 

i7-8700 

@3.70GHz, 

64GB 

RAM, 

NVIDIA 

RTX 2060 

Intel Core 

i5-10400F 

@2.90GHz, 

16GB 

RAM, 

NVIDIA 

RTX 3060 

Intel Core 

i7-8550U 

@1.80GHz, 

12GB 

RAM, 

NVIDIA 

MX130 

Intel Core 

i7-8700 

@3.70GHz, 

64GB 

RAM, 

NVIDIA 

RTX 2060 

Intel Core 

i5-10400F 

@2.90GHz, 

16GB 

RAM, 

NVIDIA 

RTX 3060 

Cube 0.2 71.96 0.47 0.13 0.20 0.81 0.21 0.22 

Cone 0.2 69.34 0.58 0.15 0.17 0.76 0.21 0.21 

Cylinder 0.2 71.11 0.55 0.19 0.19 1.04 0.22 0.24 

Capsule 0.2 72.95 1.11 0.28 0.22 0.82 0.17 0.18 

Sphere 0.2 70.65 2.01 0.44 0.40 1.36 0.27 0.27 

Torus 0.15 63.27 2.31 0.52 0.50 1.89 0.33 0.31 

Stanford 

Bunny 

0.2 64.69 5.54 1.28 1.22 2.24 0.45 0.39 

Stanford 

Dragon 

0.05 64.00 75.31 11.44 12.14 25.35 1.95 1.65 

Stanford 

Bunny HT 

0.2 64.78 97.90 21.56 21.50 38.26 4.70 4.32 

Stanford 

Dragon 

HT 

0.05 64.07 4854.48 454.52 472.89 1602.52 50.24 47.28 

 

The results of Table 4 show that the proposed method obtains densities between 60% and 70% in 
less than a minute in all the tests carried out, except for the Stanford Dragon HT using the 

NVIDIA GeForce MX130 graphics card, where this container has 871306 triangles. This 

indicates that the method works well, since its execution time is very low, except in cases with a 

very high number of triangles on moderately powerful hardware. 
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5. CONCLUSIONS 
 
The limitations of the proposed method are aimed at the number of triangles contained in the 

model and the size of the radius chosen as input, since reducing this radius increases the number 

of spheres. An excessive number of triangles would saturate the GPU memory and consume more 

time, the same happens when reducing the input radius too much. This excessive number of 
triangles and spheres is in the millions. This indicates that the method would fail when 

constructing a packing of spheres with a density close to or greater than 60% in a highly detailed 

3D model. 
 

The proposed method does not affect the use in arbitrary domains or the densities reached by the 

method of Cuba and Loaiza [3], these densities are between 60% and 70%. In the tests carried 

out, it is observed that the improvement in time is high both in sequential and in parallel, for 
which it is considered a successful improvement of the algorithm. The times achieved by the 

method are relatively low even with a high number of triangles and the memory is not saturated 

for densities between 60% and 70%. This indicates the effectiveness of the method for arbitrary 
containers. 

 

6. FUTURE WORKS 
 

As future works, it is planned to create a software for the industry with indications and 
restrictions of the method so that it can be used in 3D printing. This software will be used in the 

material reduction of a 3D print, the spheres will be holes in the 3D model that allow to print a 

3D model with internal supports. When printing a model, an amount of material of approximately 
the density percentage of the packaging is saved, that is, when using the proposed method in 3D 

printing, between 60% and 70% of material will be saved in a model in the internal part. For 

external supports, it is planned to modify the method by reducing the thickness of the possible 
supports generated, in this way they can be broken without damaging the quality of the 3D 

printing. This software will save a large amount of material in a 3D print. 
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ABSTRACT 
 
Recently, image manipulation has achieved rapid growth due to the advancement of 

sophisticated image editing tools. A recent surge of generated fake imagery and videos using 

neural networks is DeepFake. DeepFake algorithms can create fake images and videos that 

humans cannot distinguish from authentic ones. (GANs) have been extensively used for creating 

realistic images without accessing the original images. Therefore, it is become essential to 

detect fake videos to avoid spreading false information. This paper presents a survey of methods 

used to detect DeepFakes and datasets available for detecting DeepFakes in the literature to 

date. We present extensive discussions and research trends related to DeepFake technologies.  
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DeepFake, Digital Forensics, Law.   

 

1. INTRODUCTION 
 

In the last two decades, image manipulation has achieved rapid growth due to the advancement of 
sophisticated image editing tools. The antiquated phrase "seeing is believing" is still the main 

perspective of validating such information. Hence, manipulated images convey misinformation 

and can be used to discredit people. Therefore, detecting manipulated images is increasingly 
essential and needs to be addressed.    

 

A recent surge of generated fake imagery and videos using neural networks, so-called DeepFakes, 

are of great public concern and can now be easily created from scratch without leaving obvious 
perceptual traces. Open-source image editing tools lead to a large amount of generated Deepfake 

images and videos presented on social media, appearing a vital challenge for its' detection[1].   

 
Recently, a new vein of fake image and video creation/generation methods known as DeepFake 

has been popular and attracted much attention. Many people can easily generate fake images and 

videos using smart phone and desktop applications such as FaceApp [2]. These applications have 
become much more prominent and advanced to generate extensive and realistic fake images, and 

videos can reveal the difficulty in determining their authenticity.Table1 shows the available 

DeepFake Generation tools. The step-by-step instructions and tutorials are easily available to 

create these fake images on the Internet. Therefore, these generation methods can be used for 
defamation, imitation, and misuse of facts. Furthermore, these DeepFakes can be widely and 

quickly disseminated on the Internet through social media. DeepFake takes as input an image or 

image of a specific person (’target’) and outputs another image or video with the target’s faces 
replaced with those of another person (’source’). DeepFake automatically maps the facial 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N09.html
https://doi.org/10.5121/csit.2022.120919


228       Computer Science & Information Technology (CS & IT) 

expressions of the source to the target. With decent post-processing, the output image has 
achieved a high level of realism.   

 

Generative Adversarial Networks (GANs) have been extensively used for creating realistic 

images[3]. The adversarial framework of GANs can also be used in conditional scenarios for 
image swapping [4],[5],[6], which diversifies media synthesis. The goal of GANs is to generate 

similar-looking samples to those in the training set. More importantly, GANs generate these 

samples without access to the original images. As an example, we can complete an actor's movie 
who had recently passed away with the usage of GANs.  

 
Table 1.  DeepFake Generation Tools  

 

Tools Repositories 

FaceApp https://github.com/topics/faceapp 

Faceswap-GAN https://github.com/shaoanlu/faceswap-GAN 

DFaker https://github.com/dfaker/df 

DeepFaceLab https://github.com/iperov/DeepFaceLab 

DeepFake-tf https://github.com/StromWine/DeepFake-tf 

 

GANs are a combination of two neural networks (generator and discriminator) and interact only 

with the discriminative deep neural network to learn the data distribution. It competes to provide 
high-quality outputs similar to original inputs. GANs have been used to create new realistic 

images and videos and enhance those images. However, these machine learning algorithms, 

including GANs, can be misused to generate fake information to deceive people.  
 

At the same time, however, the advancement of GANs has raised challenges to digital forensics. 

There is extensive concern about the impact of this technology when used maliciously. This issue 
has also received increasing public attention regarding disruptive outcomes to laws, politics, 

visual security, and society in general. Therefore, it is critical to look into practical visual 

forensics against threats from GANs.   

 
Nowadays, social media has an active role in conducting an investigation. Many police officers 

can easily find a guilty person from a picture that can be found on his/her social media accounts. 

If a terrorist posts a video on YouTube expressing how he conducts a crime, investigators can 
easily find his identity. But how trustworthy are those founded images and videos? What if 

someone swapped a person's face with others on these images or videos? It is feasible that 

DeepFake challenges investigators and detecting these DeepFake images and videos are crucial.  

 

2. RELATED WORKS 
 

People are more and more interested in distinguishing GAN-generated media from real media. 

Many researchers have proposed various image forensics algorithms and tools to detect fake 
images, audio, and video. Many existing methods use the attributes of the image format and 

metadata information to determine the authenticity of the image. It is a challenging problem 

because attackers are also employing the latest image processing techniques to bypass wellknown 

forgery detection. Ding et al. [11] used deep transfer learning to extract a set of compact features 
and fed it into various classifiers such as SVM, random forest, and multi-layer perceptrons (MLP)  

for discriminating swapped face images from the genuine[11]. They are also different from 

existing methods that only provide detection accuracy. This study provides uncertainty for each 

https://github.com/topics/faceapp
https://github.com/shaoanlu/faceswap-GAN
https://github.com/dfaker/df
https://github.com/iperov/DeepFaceLab
https://github.com/StromWine/DeepFake-tf
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prediction, which is critical for trust in the deployment of such faceswapping detection systems. 
They ranked their images according to their fakeness. McCloskey et al.[8] mentioned how much 

Image forensics is an increasingly relevant problem and they analyzed the structure of the 

generating network of a  GAN implementation. They also showed that the network’s treatment of 

color is markedly different from a real camera in two ways. They further showed that these two 
signs can be used to identify GAN-generated imagery from camera imagery, showing effective 

separation between GAN imagery and real camera images used[8] for training purposes. They 

used two different datasets produced in conjunction with the US National Institute of Standards 
and Technology’s Media Forensics Challenge 2018[8]. These datasets addressed two different 

sets of GAN imagery: 1. GAN Crop images represent smaller image regions. 2. GAN Full images 

are mostly camera images, but some faces have been replaced by a GAN-generated face, similar 
to deep fakes. For both datasets, they computed the features over the entire image. Zhang et al. 

[12] generated swapped faces using identified faces in the LFW dataset [13]. They used Bag of 

Words and sped up robust features to create image features instead of using pixels. They tested 

different machine learning models on the created swap images such as Random Forests and 
SVM’s. They achieved 93 percent accuracy but did not examine beyond their proprietary 

swapping techniques. Moreover, their dataset only has 5,000 real, 5,000 swapped images, which 

is relatively small compared to other works. Khodabakhsh et al. [14] examined the previously 
published methods. They created a new dataset, which is a combination of 53,000 images from 

150 videos. The generated faces in their data set were collected using different techniques. They 

evaluated texture-based and CNN-based fake face detections. They also used smoothing and 
blending to make the generated faces more photo-realistic.  

 

3. DEEP FAKE AUTHENTICITY 
 

Authenticity, in Federal Courts, is governed by Rule 901(a) which provides “To satisfy the 
requirement of authenticating or identifying an item of evidence, the proponent must produce 

evidence sufficient to support a finding that the item is what the proponent claims it is, FRCP 

34(b), which means all that is needed is evidence sufficient to convince a reasonable juror that a 
particular fact or event was more likely than not to have occurred. Before settling the authenticity 

of the evidence, the court must determine the relevancy of the evidence offered. Federal Rule of 

Evidence 401 provides that “Evidence is relevant if: (a) it has any tendency to make a fact more 

or less probable than it would be without the evidence; and (b) the fact is of consequence in 
determining the action.” (1-1). After relevance of evidence offered was determined by courts, 

then the authenticity of it must be determined. The threshold for Rule 901 is not high “the court 

need not find that the evidence is necessarily what the proponent claims, but only that there is 
sufficient evidence that the jury ultimately might do so.” Fed.R.Evid. 901(a).  Federal Rule of 

Evidence 901(b) provides a list of 10 authentication methods satisfying the standard of proof for 

establishing authenticity, which is non-exhaustive and not limited to these methods. Some of the 

methods the list contains are testimony of a witness with knowledge, Fed.R.Evid. 401(a) and (b), 
opinion about a voice of United States v. Safavian, 435 F. Supp. 2d 36, 38 (D.D.C. 2006), 

evidence about a telephone conversation United States v. Vayner, 769 F.3d 125, 130 (2d Cir. 

2014), and evidence about a process or system showing that it produces an accurate result. 
Evidence authentication methods listed under Rule 901(a) and (b) are also applicable to all kinds 

of digital evidence. Once the threshold requirement of authentication is satisfied, “the ultimate 

determination as to whether the evidence is, in fact, what its proponent claims is thereafter a 
matter for the jury. As an illustration, emails have been increasingly offered as evidence at trial. 

For authenticity purposes, a testimony of a witness(7a) could be used to determine if the email 

offered as evidence is authentic. The witness can testify that s/he saw the email in question 

created by the author or received by the person whom the proponent claims authored/received it. 
(7b)  
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4. INVESTIGATION OF DEEP FAKE 
 
Due to advancements in technology, social media are currently used for additional evidence in 

court to establish support alibis and provide important information relevant to court cases. Social 

data gathering plays an increasingly valuable role in the evidence collection process.  

 
Nowadays, evidence collected from social media could provide beneficial information for 

locating people in asset tracing investigations or establishing jurisdiction for legal proceedings.   

A review of US case law shows limits on when the data that gathered from social media can be 
presented in a court of law as evidence. A murderer was captured on an image, and the image is 

introduced as evidence of the crime. The court directed that the evidence was allowed as long as 

the reliability of the digital evidence could be established. Image, audio, and video evidence 

could be presented under the silent witness theory that holds that the digital evidence(image, 
audio, or video) may be submitted as evidence without the requirement of a witness to verify its 

authenticity if it has been confirmed that the manner in which it was produced was reliable. The 

benefits of social media evidence are undeniable, ranging from primary and corroborative 
evidence to risk assessment and continuing evidence of activities. What about if the collected 

evidence is manipulated, so-called DeepFake? The challenge will arise for investigators. How 

their conducted investigation are accurate? In addition to reliability, courts held that social media 
evidence are admissible as long as their integrity, accuracy, and authenticity can be established. 

The question that follows is: how are these established?  

 

Photographs have been manipulated and swapped images were popular and modified long before 
the digital image was invented. Investigators must compare the original photograph with the 

negative to verify the authenticity of an image. Digital image forensics has mostly focused on 

identifying low-level modifications in images, such as dropping or duplicating a frame or frames 
and regions swapping and copy-pasting a part of the primary image and placing them in other 

areas. Because of the existence of image, audio, and video manipulation, illegal convictions of 

perpetrators based on those social data will be at risk if an investigator does not consider the 
vulnerability of the social data manipulation. Investigators should be cognizant of how easily 

manipulated images, audio, and videos could present false evidence and lead to wrongful 

convictions. Some audio recordings present unique authentication issues, and their unaltered 

audio versions may or may not be available. Because social data that have been verified but are 
not what they imply could be wrongly admitted as evidence, investigators should utilize caution 

when introducing this type of evidence in the court of law. Corroborating evidence is required to 

show that the social data were not manipulated.  
 

Historically, social data has been included to support eyewitness testimony. Currently, eyewitness 

testimony will be mandated to corroborate social data. Nevertheless, as machine learning and AI 

technology advances, the investigators may not be sufficient to authenticate evidence, because 
even expert witnesses may not be able to discern the manipulation made to social data. 

   

Deepfakes are relative newcomers to digital media forensics. Images, audios, and videos must be 
authenticated before they are presented as evidence in a court of law; nevertheless, this method is 

difficult by the presence of Generative Adversarial Networks. Despite operating at their full 

potential, GANs are designed to improve their performance continually. As such, it is only a 
matter of moment before DeepFakes are so convincing that they are challenging to recognize as 

fakes.  
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4.1. Investigation Process  
 

Digital forensics is essential for incident response strategy and provides an adequate response in a 

forensic manner [33]. These investigative steps are Examination, Identification, Collection, and 
Documentation. In [34], Tina et al. propose a new forensic model that allows the investigator to 

carry out a full forensic investigation by using the combination of cyber forensic and incident 

response models. The forensic process given in [34] consists of the following phases:  
 

• Phase 1- Identification and Preparation: This is the initial phase of the proposed forensic 

process, and its purpose is to understand the social data which belong to the suspect.  

• Phase 2- Identifying data sources: This phase is one of the most important phases of the process 
because it deals with identifying controllers of the system, the type of data that can be 

collected, and where the data can be collected. Data sources need to be identified when any 

type of data gathering is performed. Needless to say, documentation of the actions taken during 
this phase is critical and essential for a forensically sound investigation.  

• Phase 3- Preservation, Prioritizing, and Collection: In this phase, the identified social data is 

collected from the known locations, and it is preserved and prioritized for the purpose of 
repeatability and presentation. In this phase, it is also critical to collect volatile data as it might 

be destroyed easily. For instance, data can be collected from the suspect's Facebook account, 

which may be deleted right after the investigation started.  

• Phase 4- Examination: The purpose of this phase is the forensic examination of the collected 
evidence. In this phase, possible data filtering techniques can be used to reduce unrelated data. 

In this phase, the evidence data is simply surfaced using recovery techniques and tools for 

forensic analysis. Later on, the evidence's authenticity needs to be tested with the usage of the 
DeepFake Detection Model/Tool. If that evidence is not manipulated, then the evidence is 

ready for analysis.   

• Phase 5- Analysis: This phase includes recovered forensic artifacts and collected evidential 
data in order to develop a timeline of the events/incidents. The actual analysis of the data is 

performed in this phase.   

• Phase 6- Reporting and Presentation: This phase is the collection of findings during the 

examination and analysis phases. It should include the chain of custody documents to protect 
the admissibility and reliability of the evidence.  

• Phase 7- Review Results In this phase, all the investigative process is reviewed for a 

comprehensive look to identify inculpatory or exculpatory data. The investigator may prove or 
disprove certain explanations made earlier.  

 

4.2. Digital Evidence and Authentication  
 

The rapid development of technology since the late 20th century and the use of technological 

devices such as phones, computers, and digital storage tools have made a significant transition in 
people’s daily lives and changed their habits. Digital devices are everywhere in today’s world, 

helping them in their everyday life, from communication to education, health, productivity, and 

so on.  For example, small devices such as laptops, tablets, and smartphones took shelves full of 

encyclopedias’ places in searching for information. The courtrooms have also been affected by 
these developments in collecting and handling evidence. The 2006 amendments to the Federal 

Rules of Civil Procedure (FRCP) included a new term of Electronically Stored Information (ESI) 

which refers to any documents or information stored in electronic form. Most common examples 
of ESI include word processing documents, digital photographs, videos, emails, text messages, 

and social media postings. After an amendment that included ESI into the Federal Rules of Civil 

Procedure, digital evidence has been offered more commonly at trial and has dramatically 
increased in volume as parallel to the increasing use of technological devices. Digital evidence 
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includes but is not limited to emails, photographs, videos, texts, Facebook posts, info derived 
from websites, etc.   

 

In terms of authenticity, accepting digital evidence also brought some challenges to courts since 

the authenticity of digital evidence is usually a central battleground to determine its admissibility. 
Authenticity in Federal Courts is governed by Rule 901(a) which indicates “to satisfy the 

requirement of authenticating or identifying an item of evidence, the proponent must produce 

evidence sufficient to support a finding that the item is what the proponent claims it is” which 
means all that needed is evidence sufficient to convince a reasonable juror that a particular fact or 

event was more likely than not to have occurred. Before ruling about the authenticity of the 

evidence,  courts must determine the relevancy of the evidence brought before the court. Federal 
Rule of Evidence 401 provides that “Evidence is relevant if: (a) it has any tendency to make a 

fact more or less probable than it would be without the evidence, and (b) the fact is of 

consequence in determining the action.”. After the relevancy of evidence was determined by 

courts, the authenticity of it must be concluded. The threshold for Rule 901 is not high which the 
court in the United States v. Safavian case held that “the court need not find that the evidence is 

necessarily what the proponent claims, but only that there is sufficient evidence that the jury 

ultimately might do so.”. Once the threshold requirement of authentication is satisfied, “the 
ultimate determination as to whether the evidence is, in fact, what its proponent claims is 

thereafter a matter for the jury. Federal Rule of Evidence 901(b) provides a nonexhaustive list of 

authentication methods satisfying the standard of proof for establishing authenticity. Some of the 
methods the list contains are testimony of a witness with knowledge, opinion about a voice, 

evidence about a telephone conversation, and evidence about a process or system showing that it 

produces an accurate result[9]. There are no substantial changes to the Federal Rules of Evidence 

in terms of authenticating digital evidence and evidence authentication methods listed under Rule 
901(b) also applies to all kinds of digital evidence. As an illustration, emails have been 

increasingly offered as evidence at trial. For authenticity purposes, a testimony of a witness[10] 

could be used to determine if the email offered as evidence is authentic. The witness can testify 
that s/he saw the email in question created by the author or received by the person whom the 

proponent claims authored/received it.   

 

Rule 902 allows certain types of evidence to be self-authenticating which means no need for any 
extrinsic evidence for the purpose of authenticity, unlike witness testimony given as an example 

above. However, the opponent of the evidence may always challenge the authenticity. Unlike rule 

901(b)’s non-exhaustive list of authentication methods, self-authentication methods listed under 
902 are limited. In 2017, sections FRE 902 and 902 were added to the Federal Rules of Evidence 

as categories of self-authenticating digital records. Added FRE 90213 is related to Certified 

Records Generated by an Electronic Process or System and provides that “A record generated by 
an electronic process or system that produces an accurate result, as shown by a certification of a 

qualified person that complies with the certification requirements of Rule 902 (11) or (12). The 

proponent must also meet the notice requirements of 902(11).”. Also FRE 902(14) regulates 

Certified Data Copied from an Electronic Device, Storage Medium, or File which provides “Data 
copied from an electronic device, storage medium or file if authenticated by a process of digital 

identification, as shown by a certification of a qualified person that complies with the 

certification requirements of Rule 902(11) or (12). The proponent also must meet the notice 
requirements of 902(11).”. These newly added sections will allow both sides to authenticate 

certain types of Electronically Stored Information(ESI) without the need to offer any extrinsic 

authentication method provided in 901(b). For example, a party could introduce GPS data as 
evidence if s/he could introduce an authentication certificate pursuant to FRE 902(13), or a party 

could introduce text messages certifying these text messages are the same as the originals. With 

these amendments, no live witnesses are required to authenticate certain machine-generated data 

in some cases. However, the ability to fabricate digital data has made the authenticity of digital 
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evidence a vital issue. With the ongoing advances in technology, manipulation of digital evidence 
has become easier for perpetrators. Now, it is possible as well as easy to create realistic-looking 

videos, so-called Deepfakes, that show people saying and doing things that they never said or did. 

A deepfake video utilizes machine learning to transform people’s image, audio, and video so 

these data resemble someone else and can manipulate people’s words and actions. The more 
video and audio footage of real people that can be fed into the generated model, the more 

convincing the result will be[35]. The advent of so-called “DeepFake'' social data has recently 

been used widely in political disinformation campaigns to injure political opponents. In 2018, a 
deepfake video showing Barack Obama saying words he never said went viral on Youtube, also, 

in another video, the audio of Nancy Pelosi was altered by slowing down the audio to show she 

seems to be slurring. Most recently, a digitally altered, so-called deepfake, video of Queen 
Elizabeth delivering an alternative Christmas speech showing her dancing during the speech left 

too many people behind believing the video is real.  

 

All these examples made people think if the antiquated phrase “seeing is believing” still be the 
main perspective to validate the information.  

 

4.3. Deepfakes in Courtrooms  
 

As an inevitable consequence of the widespread use of technology, it is not hard to anticipate that 

we will see more deepfakes in pre-trial and trial stages of courtrooms in near future. In a recent 
child custody case in the United Kingdom, the voice of a child’s father was manipulated by the 

child's mother showing the father was heard making violent threats towards his wife. After expert 

examination, the recording was found as manipulated to include words not used by the father. 
The mother herself used a software program and online tutorials to put together a plausible audio 

file[36]. The case illustrates a good example of what kind of problems are laying ahead of courts. 

As the case illustrates, there is no need to be an expert to manipulate digital evidence because 
even a layperson is able to create DeepFakes by watching a few tutorials or utilizing ready-to-use 

programs. Deepfakes will have undesirable effects on courts that “The foreseeable effects will be 

both direct and indirect”[37] says Riana Pfefferkorn, professor of expertise in the area of cyber 

security. As a direct effect, DeepFakes can cause some additional caseload to courts by giving 
rise to new tort claims on the basis of this deepfake evidence brought to courts. In the above-

mentioned child custody case, for example, the father may bring a tort claim against the mother 

for the deepfake evidence produced by her. As an indirect effect, the alleged deepfake will not be 
the main reason for the lawsuit but rather the deepfake will be just another piece of evidence in 

the course of litigation, where video evidence is already common[38]. Determining if the 

introduced video and other digital media evidence are either admissible or not will cause courts to 

spend too much time on this particular piece of evidence as well as will be costly when expert 
opinion is needed. Video is a widely used digital evidence in courts but the trustworthiness of 

videos should be questioned very often no matter which source the videos come from. Protecting 

the integrity of evidence, such as a video, is as important as getting the evidence itself, and in 
some cases, this integrity could be harmed by people who purposefully attack this evidence. A 

security firm consultant, Josh Mitchell, analyzed five body camera models from five different 

companies which all companies sell their devices to law enforcement groups around the US. The 
result of the study showed that four of the five body camera devices are remotely accessible and 

have security issues that allow an attacker to download footage off a camera, add modifications, 

or erase some footage from the video that the attackers don’t want law enforcement to see, and 

then re-upload it, leaving no trace of the change[37]. Even though courts can authenticate these 
video evidence by one of the non-exhaustive methods listed under FRE 901(b) such as a witness 

with knowledge, not necessarily the person who took the video, providing when, where and under 

what circumstances the video was taken, bigger problems give rise under the jurisdictions that 
accept so-called silent witness theory which means photo or video speaks for itself. Silent witness 
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theory focuses on the automatic operation of the video and allows photographic evidence to be 
admitted without verification of accuracy from eyewitnesses. Under jurisdictions that accept 

silent witness theory a photo or video, even it is a deepfake, may get into evidence more easily 

even confronted by the other side. Courts are already familiar with forgery and have rules of 

evidence to deal with the authenticity of evidence[38]. But, technology’s widespread accessibility 
and the capacity to produce deepfakes by manipulating videos is growing at a meteoric rate 

compared to the ability as well as in terms of available tools used to distinguish deepfakes from 

genuine evidence. Soon it will be a big hurdle for courts to distinguish genuine evidence from 
deepfakes as the software programs and instructive materials to make deepfakes continue to 

improve at that rate. On the other side, there are available remedies to keep the negative effects of 

deepfakes at a minimum in courtrooms. For example, a total ban of deepfakes should be thought 
on but a total injunction of creating deepfakes most probably will face the First Amendment’s 

freedom of speech clause and will be hard to prevail[39]. Still, some states enacted laws focusing 

on particular issues caused by deepfakes[21]. As a more effective remedy, more sophisticated 

tools that use Artificial Intelligence(AI) may be utilized by courts to detect manipulated evidence, 
so-called DeepFakes,  from genuine evidence. In 2018, the Defense Department has produced the 

first tools for catching deepfakes[40]. Also, big tech companies, such as Microsoft, Facebook, 

Google, Amazon have been investing and developing AI-based detection methods[41].  
   

Consequently, the importance of digital forensics and AI tools to detect deepfakes from genuine 

evidence has been becoming more important than ever. Courts need to use AI against AI to get 
better results in terms of authenticating evidence. Even though it is still not a big hurdle to 

distinguish authentic evidence from deepfakes, experts warn that deepfakes will be 

indistinguishable from real evidence at that pace. “In January 2019, deep fakes were buggy and 

flickery,” said Hany Farid, a UC Berkeley professor and deepfake expert. “Nine months later, 
I’ve never seen anything like how fast they’re going. This is the tip of the iceberg.” “We are 

outgunned,” said Farid. “The number of people working on the video-synthesis side, as opposed 

to the detector side, is 100 to 1.”[42]  
 

5. AVAILABLE DATASETS 
 

Deepfakes are potential counter-productive to society, security, and privacy. Many researchers 

have proposed methods for detecting DeepFakes. Early attempts were based on handcrafted 
features collected from artifacts and deviations of the fake image combination process. On the 

other hand, recent methods mainly focused on automatic detection system, which consists of 

Deep Learning models. The detection methods are focused on a binary classification situation 
where classifiers are used to classify between real videos and tampered ones. Real and fake video 

and images dataset are required in order to apply the deep learning models to train classification 

models. The number of fake videos and images is available, but it is still limited in terms of 

setting a benchmark for validating various detection methods.   
 

• Celeb-DF[15]: This dataset is comprised of 590 real videos and 5, 639 fake videos  

 
• FaceForensics++[16]: his dataset includes a subset of DeepFakes videos, which has 1, 000 real 

YouTube videos and the same number of synthetic videos generated using faceswap.  

 
• DeepFake Detection[17]: The Google/Jigsaw DeepFake detection dataset is a subset of  3, 068 

DeepFake videos generated based on 363 original videos of 28 consented individuals of 

various genders, ages, and ethnic groups. The details of the generation algorithm are not 

disclosed.DeepFake Detection Preview: The preview of the Facebook DeepFake detection 
challenge dataset is a subset of the DeepFake detection challenge, which has 4, 113 DeepFake 

videos created based on 1, 131 original videos of 66 consented individuals of various genders, 
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ages, and ethnic groups. This dataset is created using two different synthesis algorithms, but the 
details of the synthesis algorithm are not disclosed.  

 

• HOHA Dataset[18]: This dataset is a combination of 300 real videos.  

 
• UADFV[19]: This dataset contains 49 real YouTube and 49 fake videos. The DeepFake videos 

are generated using the FakeAPP.  

 
• DF-TIMIT[20]: This dataset includes 640 fake videos generated with faceswap-GAN and is a 

subset of the Vid-TIMIT dataset. The videos are divided into DF-TIMIT-LQ and DF-

TIMITHQ datasets, with synthesized faces of size 64 × 64 and 128 × 128 pixels, respectively.  
   

• VTD Dataset[21]: This dataset includes 320 real videos collected from YouTube.   

 

6. AVAILABLE DETECTION MODELS 
 
Guera et al.[7] proposed a system that detects fake videos. They used the convolutional neural 

network (CNN) for extraction purposes and used these extracted futures to train a recurrent neural 

network (RNN) that learns to classify if a video has been subject to manipulation or not. They 
collected 300 deepfake videos from some video-hosting websites. Then, they randomly selected 

300 videos from HOHA dataset. Their system had achieved more than 95 percent accuracy. They 

reached high accuracy because the trained dataset size is not big enough. Typically, CNN and 

RNN models require more datasets to train. [9] Korshunov et al. introduced a publicly available 
dataset for Deepfake and named as VidTIMIT database. In their paper, they introduce open-

source software based on GANs to produce the Deepfakes, and they showed that training and 

combining parameters could significantly affect the quality of the produced videos. To 
demonstrate this result, they generated low and high-quality images and videos using separately 

tuned parameter sets. They pointed out that recently, accessible face identification systems are 

vulnerable to DeepFake images and videos, with 85.62 percent and 95.00 percent false 
acceptance rates. They also stated that it is necessary to identify DeepFake images and videos. 

They found out that the audio-visual method based on lipsync inconsistency detection could not 

identify Deepfake videos. Their experiments prove that GAN-generated DeepFake images and 

videos are challenging. They also mentioned that the further development of faceswapping 
technology would make it even more challenging. [10] Agarwal et al. described a forensic 

method that shows facial expressions and actions that symbolize an individual’s speaking pattern. 

They also discussed how DeepFakes are designed and can, therefore, be used for authentication. 
They used the open-source facial expression analysis toolkit OpenFace2 to extract facial and head 

movements in a video. They also used t-SNE method for visualization of the 190-dimensional 

characteristics for Hillary Clinton, Barack Obama, Bernie Sanders, Donald Trump, Elizabeth 

Warren. They compare CNN and FaceForensics++ models. They detected that FaceForensics++ 
operates reasonably well on face-swapping but did not conclude lip-sync deep fakes.  

 

Li et al. [22] proposed a new deep learning-based model that can efficiently identify DeepFakes. 
Their proposed method is focused on the new DeepFake algorithm that can only produce images 

and videos of limited resolutions, which require to be further distorted to meet the real faces in 

the source image and video. In this study, the authors pointed out that DeepFakes could be 
effectively obtained by convolutional neural networks (CNNs). They presented that their 

proposed model does not need DeepFake generated images as false positives since they target the 

artifacts in affine face-swapping as the distinctive feature to distinguish real and fake images[22]. 

They also stated their success in this study, (1) Such artifacts can be simulated instantly using 
simple image processing models on an image to make it a negative example. (2) Since such 
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artifacts generally exist in DeepFake videos from various sources, their method is more robust 
than others. 

 

Fernandes et al [23] mentioned that it is become essential to detect fake videos to avoid the 

spread of false information. In this paper, they used the heart rate of fake videos to distinguish 
between original and fake videos. They obtained the heart rate of original videos and trained the 

state-of-the-art Neural Ordinary Differential Equations (Neural-ODE) model. Then they created 

DeepFake videos using DeepFake generation tools. The average loss obtained for ten original 
videos is 0.010927, and ten donor videos are 0.010041[23]. The trained Neural-ODE was able to 

predict the heart rate of our 10 DeepFake videos generated using DeepFake generation tools and 

320 DeepFake videos of the deepfakeTIMIT database. This is the first attempt to train a Neural-
ODE on original videos to predict the heart rate of fake videos.  

 

Amerini et al. [24] proposed a new forensic technique that can be discerned within fake and real 

image and video sequences. They compared state-of-the-art techniques that resort to every image 
frame, and their proposed selection of visual movement fields employs reasonable interframe 

variations. They additionally used the feature which is learned by CNN classifiers. Preliminary 

results were collected on the FaceForensics++ dataset and received quite promising 
performances. FaceForensics++ has been used with three automated image and video 

manipulation methods: Deepfakes, Face2Face, and FaceSwap. 720 of the image and videos are 

used for training purposes, 120 for validation, and another 120 for testing. They received 
VGG16: 81.61percent ResNet50: 75.46 percent on the Face2Face dataset.  

 

In this paper, Afchar et al.[25] introduced a method to automatically and effectively distinguish 

DeepFakes, and they essentially concentrated on two contemporary methods used to generate 
manipulated images and videos: Face2Face and DeepFake. They stated that recent image 

forensics methods are normally not well suitable for image videos due to the concentration that 

completely discredits the data. Therefore, in this paper, the authors developed a deep learning 
approach and performed two networks, both with a low number of layers, to focus on images' 

mesoscopic properties. They also evaluated those fast networks on both Face2Face datasets. The 

experiments show a quite well detection rate with more than 98 percent for Deepfake and 95 

percent for Face2Face.  
 

Jeon et al.[26] proposed FakeTalkerDetect, which is based on siamese networks to detect the 

talking head with few-shot learning. Unlike conventional methods, they also proposed to use pre-
trained models with only a few real image datasets for fine-tuning in siamese networks to 

efficiently detect the fake images in a highly unbalanced data setting. The FakeTalkerDetect 

achieves an overall accuracy of 98.81 percent accuracy in detecting DeepFakes generated from 
the latest neural talking head models. In particular, their preliminary work also demonstrates the 

effectiveness of the highly unbalanced dataset.  

 

Xuan et al.[27] mentioned that GAN-generated images and videos are getting more practical with 
the high-quality generation, and it is infeasible for individual eyes to detect. On the other hand, 

researchers generate methods to identify these DeepFakes and guarantee social data's reliability. 

They also stated that the detection of DeepFake images and videos is a fundamental research 
problem. This paper explored this problem and proposed using preprocessed images and videos 

to embed a forensic CNN model. By performing image-level preprocessing to both real and fake 

images and video training sets, the CNN model is forced to learn to distinguish the fake and real 
images and videos.   

 

Sabir et al.[28] extract the most suitable strategy for combining varieties in the RNN model and 

domain-specific face preprocessing methods through experimentation to obtain a state-of-the-art 
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review on the FaceForensics++ dataset. The authors endeavored to detect Deepfake, Face2Face, 
and FaceSwap tampered faces in video streams in this study. Evaluation is performed on the 

recently introduced FaceForensics++ dataset, and they developed the previous state-of-the-art 

with up to 4.55 percent of accuracy.  

 
Yang et al.[29]  introduced a new method to detect DeepFakes. Their approach is mainly focused 

on the observations that Deep Fakes are created by splicing combined face area into the primary 

image/video. Hence, they suggested that errors may be exposed when 3D head postures are 
determined from the images and videos. They also conducted analyses to interpret the DeepFakes 

and, moreover, develop a classification method based on this suggestion. An SVM classifier is 

evaluated with the usage of real face images and videos.  
 

Koopman et al. [30] declared that DeepFake poses forensic challenges concerning the 

authenticity of image and video evidence. As a result, photo response non-uniformity (PRNU) 

analysis is examined by authors for its effectiveness at identifying DeepFakes. The PRNU 
analysis shows an important variation in mean normalized cross-correlation scores between 

authentic image/videos and Deepfakes.  

 

7. CONCLUSION 
 

Recently, many people have begun to apprehend the existence of DeepFakes. They are aware that 

DeepFakes convey misinformation and can be used to misled people due to the dissemination of 

DeepFakes are increasingly approachable, and social media platforms can spread the DeepFakes 
quickly. Can awareness of DeepFakes helps people to validate such information, or it may 

distress, and adverse effects to targeted, heighten disinformation? The answer is really easy; it 

consumes the trust of people in media content, as seeing them is no longer believing in them. 
More often, DeepFakes do not need to be expanded to the massive audience to cause harmful 

effects.  
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ABSTRACT 
 

The wide usage of computer vision has become popular in the recent years. One of the areas of 
computer vision that has been studied is facial emotion recognition, which plays a crucial role 

in the interpersonal communication. This paper tackles the problem of intraclass variances in 

the face images of emotion recognition datasets. We test the system on augmented datasets 

including CK+, EMOTIC, and KDEF dataset samples. After modifying our dataset, using 

SMOTETomek approach, we observe improvement over the default method. 
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1. INTRODUCTION 
 
Since the human face plays an integral part in expressing a person's mental state, facial 

expression analysis is a significant research focus with numerous potential uses. Scientists from 

many areas like psychology, finance, marketing, and engineering have been greatly interested in 
this subject due to the practical benefits. 

 

Artificial intelligence is becoming more prevalent in many aspects of human life. The 

technologies are adapted to the needs of human beings, and artificial intelligence is what makes 
this adaptation between technology and humans possible. While it may come easy for most 

humans to process emotions without any extra effort, computers have struggled with the idea of 

recognizing them automatically for decades. This challenge is due to face appearance changes 
caused by pose variations, illumination variations, camera quality, and angle changes. Research 

from different disciplines such as computer vision and machine learning focus on utilizing 

computers to categorize emotions exhibited by humans properly. In this work we focus on 

analyzing facial expressions. Specifically, we study the task of facial emotion recognition based 
on two deep learning models using our suggested dataset. We use various face images for seven 

emotions and improve the efficiency of emotion detection. 

 
The face is defined as the front portion of the human head, from above by the scalp border, below 

by the corners and bottom edge of the lower jaw, and on the sides by the margins of the lower 

jaw branches and the base of the auricles [1]. 
 

Facial emotion recognition (FER) is a method to identify human expressions, which is one of the 

factors involved in emotion recognition. Emotions are inherent characteristics of people and play 

a significant part in social communication [2][3]. Humans show emotion in a variety of ways, 
including facial expressions [4], gestures, vocalizations, body language [5], and speech [6]. The 
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six basic emotions described by Eckman [7] are: happiness, sadness, fear, disgust, anger, and 
surprise. 

 

Overfitting occurs when the Facial Emotion Recognition (FER) model is trained on imbalanced 

datasets, making the model less capable of performing FER tasks in real-world scenarios. As a 
result, overfitting due to lack of sufficient data remains a problem for most FER systems. Thus, 

we create an augmented dataset in this work to mitigate the overfitting problem and improving 

generalization. 
 

Our goal is to identify an individual's emotion from observing their facial expressions. First, 

cropped headshots are extracted using the FaceNet architecture. Second, the extracted face 
images from three different datasets are used as a single dataset for the transfer-learning task on 

VGG-16 and ResNet-50. 

 

In summary the contributions of this paper are: 
 

- A comprehensive analysis of popular emotion recognition datasets, such as CK+, EMOTIC, and 

KDEF. We describe how images are categorized in each dataset. 
- Creating a custom dataset consisting of the three above-mentioned datasets to cover a wide 

range of variations in face images. We explain how different images of our dataset are cropped to 

fit our criteria. 
- Improving class imbalance problem in the custom emotion recognition dataset over VGG-16 

and ResNet-50. We show how SMOTETomek technique improves the distinction accuracy over 

VGG-16 and ResNet-50 models. 

 
This paper is organized as follows. Section 2 describes related works. Section 3 demonstrates the 

background. Section 4 represents experiments and results. Section 5 offers concluding remarks. 

 

2. RELATED WORKS 
 

The traditional approach to detecting emotions consists of a two-stage machine learning process. 

The first phase involves collecting characteristics from the pictures, and the second phase 

involves using a classifier, such as an SVM, neural network, or random forest, to determine the 
emotions. 

 

The histogram of oriented gradients (HOG) [8], local binary patterns (LBP) [9], Gabor 
wavelets[10], and Haar features [11] are some of the prominent hand-crafted features utilized for 

face emotion identification. The appropriate emotion is then assigned to the image using a 

classifier. 

 
While these methods work for small datasets, they start showing their limits when applied to 

more complex datasets, with higher intraclass variances. Moreover, there are some issues with 

face images when the face is partially visible [12]. 
 

The majority of contemporary computer vision research into recognizing people's emotional 

states is based on facial expression analysis. Psychologists, Ekman and Friesen, identified six 
fundamental emotions and multiple methods for recognizing them. The Facial Action Coding 

System is used in several of these approaches. Action Units (AU) are a collection of unique 

localized movements of the face that encode facial emotion. This approach uses a set of distinct 

localized facial movements known as Action Units to represent facial emotion [13]. 
 

Convolutional Neural Networks (CNNs) have been used in recent studies for emotion detection 



Computer Science & Information Technology (CS & IT)                                    241 

based on facial expression to recognize emotions and Action Units [14]. 
 

In response to the great success of deep learning and, in particular, CNNs for image classification 

and other vision challenges, a number of organisations have built deep learning-based facial 

expression recognition (FER) models [15]. Mollahosseini et al. showed that CNNs could 
recognize emotions accurately and achieve state-of-the-art results. The results are based on a 

zero-biased CNN on the expanded Cohn-Kanade dataset (CK+) and the Toronto Face Dataset 

(TFD). Mollahosseini also, suggested an FER neural network with two convolution layers, one 
max-pooling layer, and four inception layers, in each layer [16]. 

 

Aneja et al. in [17] created a model of facial expressions for stylized animated characters using 
deep learning. Their training included a network that represented human expressions, and a 

network that represented animated faces. The loopy network was first proposed by Liu in [18], 

noting the importance of feedback of the weak classifiers. Instead of using a strong classifier, a 

loop of weaker classifiers are used for emotion detection. They used their Boosted Deep Belief 
Network (BDBN) over CK+ and JAFFE datasets to achieve a higher accuracy. 

 

In addition to determining the face characteristics, some studies [19] detect fundamental emotions 
using the position of shoulders. Schindler et al.[20] used a limited dataset of non-spontaneous 

postures obtained under controlled conditions to detect the six primary emotions. 

 
Rather than identifying emotion categories, some more recent research on facial expression [21] 

employs the Valence, Arousal, Dominance (VAD) Emotional State Model continuous 

dimensions to describe emotions [22].  

 
It should be noted that the majority of the past research is based on widely used facial expression 

recognition datasets, such as FER2013, the extended Cohn-Kanade (CK+), and the Japanese 

Female Facial Expression dataset (JAFFE). These datasets consist of frontal face images, and the 
photos lack any contextualized backgrounds and have fewer differences, such as spectacles or 

face masks. This makes the facial action units detection easier. However, we expect our model to 

perform on more challenging images as well. Images consisting of illumination, pose, occlusion, 

and low resolution ones are considered challenging images. 
 

3. BACKGROUND 
 

3.1. Face Recognition 
 

The challenge of recognizing and validating people in an image by their faces is known as face 

recognition. Face recognition is sometimes defined as a four-step process that begins with face 
detection, then moves on to face alignment and feature extraction respectively, and ultimately 

face identification (Fig. 1) [23]. 
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Figure 1.  Face recognition processing flow [23]. 

 

Some of the face recognition task challenges include illumination that is caused by light 
fluctuation, pose which is the result of head movement and viewing angle changes, occlusion that 

is caused by blocking of one or more portions of a face, and low resolution. 

 

3.2. Datasets 
 

3.2.1. EMOTIC Dataset 

 

Emotion in context (EMOTIC) [22] is a dataset of images with people in real environments, 

annotated with their apparent emotions. Since the photos are collected from real-life settings, the 

images' variations are higher than other common datasets, such as CK+ and KDEF. This dataset 
includes facial occlusion (usually with a hand), partial faces, low-contrast images, and 

eyeglasses. 

 
An extended list of 26 emotion categories is defined in this dataset to annotate the images, 

combined with three standard continuous dimensions: Valence, Arousal, and Dominance. Rather 

than recognizing emotion categories, several new studies on facial expression employ the aspects 
of the VAD Emotional State Model to depict emotions. The VAD model describes emotions 

using three numerical dimensions: 

 

- Valence (V): A scale evaluates how pleasant or pleasant a feeling is, from negative to positive. 
- Arousal (A): A scale that assesses a person's level of agitation, ranging from nonactive/calm to 

agitated/ready to act. 

- Dominance (D): A scale that evaluates a person's amount of control over a situation, ranging 
from submissive/non-control to dominant/in-control [22]. 

 

The pictures in the EMOTIC dataset are mostly from well-known datasets such as MSCOCOC 

[24] and ADE20K [25]. The EMOTIC dataset consists of 18316 images with 23788 people 
annotated. 

 

3.2.2. KDEF 

 

The Karolinska Directed Emotional Faces (KDEF) [5] is one of the most widely used human 

facial expressions databases. KDEF is a collection of 4900 photographs depicting human face 
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emotions. There are 70 people in the photo collection, each with a different emotional expression. 
Each emotion is examined from five distinct perspectives. 

 

3.2.3. CK+ Dataset 

 
Cohn-Kanade (CK) plus is the extended version of regular CK, which covers the shortcomings of 

its previous versions. CK+ has 593 sequences and 123 subjects, which is 22% more sequences 

and 27% more subjects than the original CK. Participants of CK+ dataset range between 18 and 
50 years old. They were told to show 23 facial expressions consisting of single and multiple 

action units. The results of these sequences and subjects are distributed over seven different 

emotion categories that we are trying to detect.  
 

3.3. Convolutional Neural Network 
 
In this paper, we use Convolutional Neural Networks to detect emotions on our dataset. CNNs 

are the most popular architecture for image classifications. Pre-trained VGG-16 and Resnet-50 

are customized to classify ten different categories of emotions. Customization of the VGG-16 and 
Resnet-50 are done by altering the classification part of the network. We added two fully-

connected layers to produce ten outputs. Each output represents the probability of the image 

belonging to a specific category. No changes have been made to the feature-extraction 

architecture. In the next section, more detail is given about VGG and ResNet. 
 

3.3.1. Residual Networks 
 

After the first CNN-based architecture (AlexNet), which won the ImageNet 2012 competition, 

subsequent winning architectures use more layers in a deep neural network to minimize the error 

rate. The Residual Network [26] has a large number of layers. As the number of layers grows, the 
gradient vanishing problem arises. This issue changes the gradient value to either 0 or too large, 

which prevent the system to learn. Thus, as the number of layers increases, the training and test 

error rate also increases. ResNet resolves the vanishing/exploding gradient problem by adding the 
input features to the output. Fig. 2 demonstrates the residual block in the ResNet architecture. 

 
 

Figure 2.  Residual Block in ResNet-50 architecture [27] 

 

3.3.2. VGG 

 

VGG-16 outperforms AlexNet by replacing large kernel filters sequentially (11 and 5 in the first 
and second convolutional layers, respectively) with numerous 3x3 kernel filters [27]. 



244       Computer Science & Information Technology (CS & IT) 

Rather than having a large number of parameters, VGG-16 employs 3x3 convolution filter layers 
with a stride 1. Also, the padding and maximum pooling layer with 2x2 filters and stride 2 remain 

the same. The convolution and max pool layers are placed in the same way throughout the 

design. At the end of its architecture, it has two fully-connected layers. The output is then 

followed by a softmax. The conv1 layer receives a 224 by 224 coloured image as input [28]. 
 

The features are extracted using convolutional layers with the smallest feasible dimensions: 3x3 

to capture left/right, up/down, and centre of images. In one of the VGG variances, an extra 11 
convolution filters are added, which may be regarded as a linear change to the input channels 

followed by non-linearity. The convolution spatial padding is set to 0 and the convolution stride 

is set to 1 pixel. After convolution, the spatial resolution of the layer input is preserved, i.e. the 
padding is 1-pixel for 33% of the convolutional layers. Spatial pooling is done via five max-

pooling layers that follow part of the convolutional layers (not all the convolutional layers are 

followed by max-pooling). Max-pooling is done with stride 2 across a 2x2 pixel frame [29]. 

 
Following a stack of convolutional layers of varying depth in various designs, three Fully-

Connected (FC) layers are added. 4096 channels are included in the first two FC layers. The last 

FC layer has 1000 channels since ImageNet dataset contains 1000 classes. The last layer 
performs as a softmax layer. 

 

Rectified Linear Unit (ReLU) non-linearity is present in all hidden layers. Local Response 
Normalization (LRN), which does not enhance performance on the ILSVRC dataset but increases 

memory usage and computation time, is also included in none of the networks. 

 

4. EXPERIMENT AND RESULTS 
 
The dataset used in this work is a combination of three different datasets (CK+, EMOTIC, and 

KDEF), each of them having their unique features. Firstly, the augmented dataset is trained on a 

deep neural network, called FaceNet, to extract features from images of a person’s face and 
detect the face. After the face images are detected, they should be augmented by image 

transformation to be fed to the input of emotion recognition networks. The final dataset consists 

of cropped, rotated, and horizontally-flipped images of the original dataset. After splitting the 

total images into training and testing 70% and 30%, respectively, the distribution of seven 
emotions are shown in Fig. 3 and Fig. 4. 

 

 
 

Figure 3.  Distribution of training images in seven emotion categories. 
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Figure 4.  Distribution of testing images in seven emotion categories. 

 
FaceNet, which is a Google-developed facial recognition system that obtains state-of-the-art 

results on various face identification benchmark datasets in 2015 [30], is used in this work to 

extract the faces. After extracting the face images, our pre-processed dataset is trained on two 

different convolutional neural network architectures: VGG-16 and ResNet-50.  
 

As shown in Fig. 5, the accuracy of 52.49% is reached on the VGG-16 architecture. Moreover, 

the related confusion matrix is show in Fig. 6. Confusion matrix is a performance evaluation 
metric for machine learning classification problem. The actual target values and predicted values 

are compared using a confusion matrix. Labels are shown from 0 to 6, which maps to Anger, 

Disgust, Neutrality, Sadness, Surprise, Fear and Happiness. As illustrated, "Happiness" images 
are significantly higher in volume compared with other emotion categories. This explains the 

more accurate prediction of the architecture for this category shown in the confusion matrix as in 

Fig. 6. 

 

 
 

Figure 5. VGG-16- Training and testing accuracy with 30 epochs. 



246       Computer Science & Information Technology (CS & IT) 

 
 

Figure 6. VGG-16- Confusion matrix. 

 

As shown in Fig. 7, the accuracy of 55.63% is reached on the ResNet-50 architecture. The related 

confusion matrix is show in Fig. 8. As illustrated, "Happiness" images are significantly higher in 

volume compared with other emotion categories. This explains the more accurate prediction of 
the architecture for this category shown in Fig. 8. 

 

 
 

Figure 7. ResNet-50- Training and testing accuracy with 30 epochs. 
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Figure 8. ResNet-50- Confusion matrix. 

 

The above confusion matrices show high off diagonal values, which is due to class imbalance. To 

overcome this issue, a combination of alternative approaches called Synthetic Minority 

Oversampling Technique (SMOTE) and [31] is used. 
 

In SMOTE, the minority class is over-sampled by creating “synthetic” examples instead of 

replacing the over-sampled examples [31]. The new samples are duplicated based on the 
Euclidean distance of each data and the minority class nearest neighbours. Therefore, the 

generated examples are different from the original minority class and provide additional 

information. This is useful for the system to learn the model. 
 

In Tomek Link approach observations from the majority class are removed. This is also 

considered as an enhancement of Nearest-Neighbor Rule (NNR) [32]. This method uses NNR to 

select the pair of examples that fulfill specific properties. One of the advantages of this method is 
that it removes the data from the majority class that has the lowest Euclidean distance with the 

minority class data, therefore make it less ambiguous to detect the emotion. 

 
For better comparison, we have shown how VGG-16 and ResNet-50 improved in Fig.9 and Fig. 

10. The Y-axis shows the accuracy of the architecture over a certain emotion category. The X-

axis represents the emotion categories from 0 to 6 mentioned previously. The enhanced dataset 

gives priorities to the emotion categories with less data.  
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Figure 9. VGG-16 Emotion Detection Comparison. 

 

 
 

Figure 10. ResNet-50 Emotion Detection Comparison. 

 

 
 

Figure 11. VGG-16- Confusion matrix for enhanced dataset. 
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Figure 12. ResNet-50- Confusion matrix for enhanced dataset. 

 

After modifying our dataset, using SMOTETomek approach, improvement over the initial 

method is observed. These improvements are reported over both architectures in Fig. 11 and Fig. 

12. Comparing the enhanced confusion matrices with the initial confusion matrices, we can 
observe more consistency on seven emotion categories. Still, "Happiness" emotion distinction 

dominates other emotion detection. 

 
Comparing the two confusion matrices (Fig.6 and Fig. 11), shows that our architecture produces 

more accurate results. This confirms the effectiveness of the proposed method compared with the 

initial one. 
 

5. CONCLUSIONS 
 

This work provides the implementation of facial emotion recognition based on two deep learning 

algorithms, VGG-16 and ResNet-50. From a technical point of view, this work has served to 
clearly demonstrate the advantage of using a balanced and enhanced dataset including almost the 

same number of examples in each class. The class imbalance data problem is also tackled using a 

combination of oversampling and undersampling techniques, called SMOTETomek. We have 
shown that VGG-16 and ResNet-50 can improve from about 50% up to 60.16% and 60.71% 

respectively. Future research can consider different architectures and fine-tuning hyper 

parameters. 
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ABSTRACT 

Camera calibration is a crucial step to improve the accuracy of the images captured by optical devices. In 

this paper, we take advantage of projective geometry properties to select frames with quality control points 

in the data acquisition stage and, further on, perform an accurate camera calibration. The proposed method 

consists of four steps. Firstly, we select acceptable frames based on the position of the control points, later 

on we use projective invariants properties to find the optimal control points to perform an initial camera 

calibration using the camera calibration algorithm implemented in OpenCV. Finally, we perform an 

iterative process of control point refinement, projective invariants properties check and recalibration; until 

the results of the calibrations converge to a minimum defined threshold. 

KEYWORDS 

Camera calibration, Pattern recognition, Optimization & Frontoparallel projection.  

1. INTRODUCTION 

The main objective of computer vision area can be defined as the creation of systems that, through 

the analysis and biological inspired image processing, are able to “understand” a visual input [1]. 

To achieve this objective, object detection and tracking is one of the most important processes, 

because it lets the computer get a better model of the real world. Optical technology is widely 

used because of its low costs and availability. Also, optical technology has the great advantage 

that the tracking object does not have to be overposed by cables or other components [2]. 

Camera calibration is an essential step in computer vision, image processing and optical 

measuring. Since the accuracy at computing the 3D position of the object is directly related to a 

precise camera calibration [2,3]. 

Camera calibration faces some error sources such as the non-linear distortion caused by a non-

frontoparallel input image, the imperfection of the calibration object, lens distortion or the lack 

of certainty when locating the control points directly from the geometric calibration patterns [4,5]. 

To face these problems, most modern algorithms include an iterative frontoparallel reprojection 

and pattern refinement step [5]. 

We propose an optimized camera calibration method based on the use of projective invariants 

properties to detect invariant projective patterns that grant sturdiness and a better accuracy in the 

data acquisition stage and take advantage of them in the next steps, alongside the use of the 

algorithm proposed by Zhang [6] implemented in OpenCV [7] to find the best values of the 

intrinsic and extrinsic parameters of the camera.  

U
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The rest of this paper is organized as follows. In Section 2, we present a brief collection of related 

works. In Section 3 we detail our proposed method. In Section 4 we present the test environments 

and the results of the performed experiments. Later in Section 5 we present the accuracy 

comparison expressed in centimetres, and finally in Section 6 we present our conclusions and 

future work. 

2. RELATED WORK 

2.1. Camera Calibration 

Camera calibration problem has been extensively studied. According to Song et al. [8] it can be 

divided in three main categories. Traditional camera calibration, camera auto-calibration and 

camera calibration based on active vision, although we consider hybrid methods as well. Thus, 

we consider the hybrid methods as a fourth category. 

- Traditional camera calibration consists of the calculation of the intrinsic and extrinsic 

parameters of the camera through mathematical transformations after the processing of 

the images. It acquires an advantage when the shape and size of the calibration object is 

known. One of the most visited and well-known methods was proposed by Zhang [6], 

consisting on capturing several angles of a plain calibration pattern with the camera and 

restrict the internal and external camera parameters analysing the relation between each 

control point in the plain pattern and the corresponding control point in the image, and 

finally, performing a non-linear optimization of the calculated results by a maximum 

similarity criteria. In 2009, Datta et al. [4] recognized the deficiency on the control points 

localization as an error source and revisited Zhang's method proposing an iterative control 

point refinement strategy. We can find many novelty calibration techniques in the last 

decade, replacing the plain calibration pattern with a hanging chain curve [9], spheres 

[10] or using the motions of a wand [11]. Liu et al. [12] propose a method that presents a 

new calibration target which uses projective invariants properties to find feature points 

and feature lines to reduce the image distortion. Sarmadi et al. [13] propose a method that 

calculates the extrinsic parameters of multiple cameras and the relative position between 

the cameras and a rigid set of planar markers at each frame. 

- Camera auto-calibration does not depend on the reference calibration object. The 

calibration is performed through the comparison of the relationship between the 

environment images through the camera movement. Yao et al. [14] proposes a camera 

auto-calibration method that consists of the construction of a trajectory matrix through 

the tracing of characteristic points, low range decomposition of the trajectory matrix and 

sparse restriction, and a sturdy homography matrix estimation. Chen [15] proposes a 

method of camera auto-calibration based on a geometrical analysis from four coplanar 

corresponding points and a fifth non-coplanar. 

- Camera calibration based on active vision consists of acquiring several images after 

controlling the camera to perform a defined special movement. Afterwards, the intrinsic 

and extrinsic parameters can be obtained linearly using both the acquired images and the 

known movement trajectory. De Ma Sang [16] proposes a method of camera calibration 

based on triorthogonal translation movement that can calculate both intrinsic and 

extrinsic parameters through three to six translational movements. 

- Hybrid methods combine more than one camera of the aforementioned categories. 

Loaiza et al. [2] proposes a hybrid method for stereo camera calibration using both a 

traditional photogrammetric method to calibrate each camera, and an auto-calibration 

method to compute the extrinsic parameters of the cameras related to the position between 

them. 
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2.2. Projective invariants 

 

The transformation of 3D coordinates in the real world to 2D coordinates in the image is known 

as camera projection. Anyway, there is a different need to calculate the rules to transform the 

coordinates from a point in an image to the coordinates in another one, as well known as 2D 

homography [17]. 

This transformation must be able to calculate the coordinates on an image to an infinitely distant 

point; for which, Euclidean geometry is not powerful enough. However, those cases can be 

handled by projective geometry. 

In projective geometry, parallelism and orthogonality are not necessarily present, and the distance 

between two points can be affected in the coordinates transformation, as seen in Figure 1. 

Nevertheless, there are certain properties that are not affected in projective transformations, as 

listed by Clemens [18], called projective invariants. 

 

1. Collinearity and coplanarity: A defined set of points is considered collinear if every 

point rest on a same line (see Figure 1). In this way, any pair of point in R2 will be always 

collinear. 

The collinearity of three points on a two-dimensional space v1, v2, v3 ∈ R2 can be defined 
as  

|
𝑣1 𝑣2 𝑣3

1 1 1
 | = 0,                                                      (1) 

 

where, if the determinant is different to zero, the points are not collinear. Similarly, each 

set of n points that belong to Rm are collinear if the distance from points v3, v4, …, vn to 

the line defined by points v1 and v2 is, for each point, equal to zero. 

A set of points is considered coplanar if there is a plane that contains all the set of points. 

In this way, any set of three points in R3 is always coplanar. 

The coplanarity of four points in a three-dimensional space w1, w2, w3, w4 ∈ R3 can be 
defined as 

|
𝑤1 𝑤2

1 1
𝑤3 𝑤4

1 1
 | = 0,                                             (2) 

 

where, if the determinant is different to zero, the points are not coplanar. In this 
way, a set of n points that belong to Rm are coplanar if the distance of the points w4, 

w5, …, wn to the plane defined by the points w1, w2 and w3 is, for each point, equal to zero. 

After any projective transformation, the collinear points stay collinear, and coplanar 

points stay coplanar. 
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(a) Projective invariants of incident lines. 

 

(b) Projective transformation example with collinear and coplanar points. 

Figure 1.  Projective invariants transformations, extracted from Clemens [18].  

 

2. Incidence: The incidence criteria means that three or more lines are concurrent, that is to 

say, they intersect each other in the same point (see Figure 1a). 

Thus, for three lines described as the equations 

𝑎1𝑥 + 𝑏1𝑦 + 𝑐1 = 0
𝑎2𝑥 + 𝑏2𝑦 + 𝑐2 = 0
𝑎3𝑥 + 𝑏3𝑦 + 𝑐3 = 0

  ,                                                  (3) 

 

are concurrent if  

|

𝑎1 𝑏1 𝑐1

𝑎2 𝑏2 𝑐2

𝑎3 𝑏3 𝑐3

| = 0,                                                        (4) 

 

where, if the determinant is not equal to zero, the lines are not concurrent. 

In the same way, a set of n lines in Rm, each one defined by two points (v11, v12), …, (vn1, 

vn2) are concurrent if every possible combination of lines has the same intersection point. 
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3. Cross relations: A cross relation is the product of two relations. Hence, each cross 

relation needs four different values. Cross relations are invariant after any projective 

transformation. 

- Collinear points: 

The cross relation of the distance of four collinear points is defined as: 

𝐶𝑅(𝐴, 𝐵, 𝐶, 𝐷) =  
𝐴𝐶̅̅ ̅̅

𝐶𝐷̅̅ ̅̅
∙

𝐵𝐷̅̅ ̅̅

𝐴𝐷 ̅̅ ̅̅ ̅
,                                          (5) 

 

where 𝑋𝑌̅̅ ̅̅  represents the Euclidian distance between point X and point Y. The 

points are ordered alphabetically from A to D as seen in Figure 2a. 

In this way, the cross relation of collinear points is given when we can trace a 

straight line that connects four points A, B, C and D so the distance between 

points can be replaced in Equation 5.  

- Concurrent lines: 

The cross relation of the angles of four concurrent lines is defined as: 

𝐶𝑅(𝐴, 𝐵, 𝐶, 𝐷) =  
sin(∡𝐴𝐶)

sin(∡𝐶𝐷)
∙
sin(∡𝐵𝐷)

sin(∡𝐴𝐷)
,                                 (6) 

 

where ∡𝑋𝑌 represents the angle formed by the line X and the line Y. Lines are 

ordered alphabetically from A to D counterclockwise as seen in Figure 2b. 

In this way, the cross relation of collinear points is given when a set of four lines 

A, B, C and D collide in the same point. Therefore, the Equation 6 must be 

replaced with the angles formed between each pair of lines. 

 

(a) Cross relation of collinear points. 

 
(b) Cross relation of concurrent lines. 

Figure 2. Cross relationships, extracted from Clemens [18].  
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3. PROPOSED METHOD 

Our proposed method is based on an iterative control points refinement process through a 

frontoparallel projection and reprojection, in addition to a well distributed location of the pattern 

calibration control points across the size of the frame and the usage of projective invariants 

properties to assure the data acquisition of quality calibration control points. 

We use a calibration pattern that consists of 20 concentric rings divided in 5 columns and 4 rows. 

The concentric rings pattern show a great performance due to the presence of two centroids that, 

in an ideal situation, are the same point [4]. The number of columns and rows correspond as the 

minimum rings quantity to recognize and validate the projective invariants properties of 

collinearity and angle cross relations, as well as the minimum quantity to achieve a rectangular 

pattern, so its orientation can be defined by the position of rows and columns in the captured 

image. 

 

 

Figure 3.  Pipeline of the processes performed in the proposed method. 

 

 

As seen in our pipeline (Figure 3), our method is based in four principal steps: 

1. Control points based on feature detection where we locate the position of control points 

in the input image based on the features of the calibration pattern used. 

2. Frame selection where we use a grid to distribute the calibration patterns through the 

frame size and we evaluate the projective invariants properties in order to get a set of well 

distributed frames which control points satisfy invariant projective properties of 

collinearity and cross-angle relationship. 

3. First camera calibration where we perform a first estimation of the camera matrix using 

OpenCV [7] algorithm. 

4. Control points refinement where we look to improve the quality of the collected control 

points performing a frontoparallel projection and a reprojection to avoid distortions and 

update the correspondent control points. 

5. Camera calibration and results convergence where we perform the camera calibration 

to achieve the next estimation of the camera matrix until a convergence point is reached. 
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3.1. Control points detection based on features detection 

 

The control points detection step consists in four sub steps. 

First, we mask the input image to cover just the minimum area containing all the calibration 

pattern. 

Then, we apply an adaptive threshold to divide the background (the white surface of the pattern) 

from the foreground (the rings). 

After acquiring our segmented input, we search for all the isolated ellipses using the OpenCV 

function findContours. We use a contour hierarchy where we must find an exterior contour 

(father) and an interior contour (son). 

Finally, once we have all the ellipses in the input, we define our pattern rings and their centers. 

To achieve this, we must have some restraints for each ellipse. 

- Each ellipse must have at least two near ellipses in a radius not longer than five times the 

radius of the ellipse from which the comparison is being generated. 

- If we have more than 20 ellipses that fulfil the aforementioned father-son hierarchy 

defined in the previous sub step, we should discard ellipses with different fathers. 

To define the centre of the ellipses we use the OpenCV method fitEllipse to get an approximation 

of each ring centre and then we calculate the ellipse getting the average centre of both rings. 

After performing this sub steps, we must have a total of 20 control points defined by the average 

centre of the concentric rings. In case the total of control points is less than 20, the frame is not 

considered as a candidate for the next steps. 

 

3.2. Frame selection 

 

To get a precise calibration we must find frames where the control points are as well distributed 

as possible around the frame size. To achieve that, we define a grid which cells must contain the 

centre of the calibration pattern inside each acceptation area to define the frame as a potential 

frame.  

In Figure 4 we can see an example of an 8 x 8 grid where 15 frames had been already selected. 

As the grid has been defined, each cell can contain a maximum of one potential frame. Thanks to 

this, the 15 selected potential frames are distributed across a wider section of the frame size. 

Otherwise, two potential problems would arise. In first instance, the selected potential frames 

would be agglomerated in small areas of the frame size. The second problem is that we would 

have to request a high quantity of potential frames, since we would accept every potential frame 

from the aforementioned agglomerations. 

Once we define a potential frame based on its position along the frame size, we evaluate the 

projective invariants properties of its calibration pattern. We evaluate the collinearity and the 

cross-angle relationship of the control points of the pattern. 
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(a) Grid of 8 × 8 quadrants with some calibration patterns accepted. 

 

 
 

(b) Control points distribution from the calibration pattern in the selected frames. 

Figure 4. Frame selection process.  

Collinearity: We evaluate the collinearity of the points that belong to each line as seen in Figure 

5, where we can see the set of collinear points matched by red, yellow, blue and green lines for 

the vertical, horizontal and both diagonals respectively. Also, we are able to see black lines that 

represent the set of points that will not be evaluated because they will always be collinear. 

In this way, we define 17 sets of collinear points distributed in four possible orientations: 

- Horizontal collinear points: 

1. point [1], point [2], point [3], point [4] & point [5]  

2. point [6], point [7], point [8], point [9] & point [10]  

3. point [11], point [12], point [13], point [14] & point [15]  

4. point [16], point [17], point [18], point [19] & point [20]  

- Vertical collinear points: 

5. point [1], point [6], point [11] & point [16] 

6. point [2], point [7], point [12] & point [17] 

7. point [3], point [8], point [13] & point [18] 

8. point [4], point [9], point [14] & point [19] 

9. point [5], point [10], point [15] & point [20] 
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- Top left to bottom right collinear points: 

10. point [11], point [7] & point [3] 

11. point [16], point [12], point [8] & point [4] 

12. point [17], point [14], point [9] & point [5] 

13. point [18], point [14] & point [10] 

- Bottom left to top right collinear points: 

14. point [6], point [12] & point [18] 

15. point [1], point [7], point [13] & point [19] 

16. point [2], point [8], point [14] & point [20] 

17. point [3], point [9] & point [15] 

We trace the best line approach between all the supposedly collinear set of points. Then, we 

calculate the Euclidean distance between each of these points and the traced line. If this distance 

is less or equal to our threshold then it is accepted as a collinear point. In case one or more of the 

set of points are not collinear, the frame is discarded as a potential calibration frame. 

In Figure 7a we can see an accepted frame with collinear control points represented by blue lines 

that match all the defined sets of collinear control points. 

 

 

Figure 5.  Collinear points in the calibration pattern. 

 

Cross-angle relationship: Once the collinearity is successfully evaluated, we proceed to evaluate 

the cross-angle relationship of the inner quadrant of the pattern (point[6], point[7], point[8], 

point[11], point[12], point[13]). 

We calculate the cross-angle relationship of each point as 

sin(90°)

sin(45°)
∙

sin(90°)

sin(135°)
≅  

sin(∡𝐴𝐶𝑖𝑗)

sin(∡𝐶𝐷𝑖𝑗)
∙
sin(∡𝐵𝐷𝑖𝑗)

sin(∡𝐴𝐷𝑖𝑗)
                                (7) 

 

where i is the frame being evaluated and j is the evaluated point. The angles are formed as seen 

in Figure 6, where A, B, C and D are enumerated counterclockwise represented by a red, yellow, 

green and blue line respectively. If the difference of the calculated angle relationship is greater 

than our threshold, then the frame is discarded as a potential calibration frame. 

In Figure 7b we can see an accepted frame with the respective cross-angle relationship for each 

point of the inner quadrant. 
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Figure 6. Cross-angle relationship detail of the calibration pattern inner quadrant. 

 

(a) Collinearity of control points found in a frame 

 

(b) Cross-angle relationship of control points found in a frame. 

Figure 7.  Evaluation of collinearity and cross-angle relationship in a frame. 

Computer Science & Information Technology (CS & IT)262



3.3. First camera calibration 

 

We perform a first camera calibration using all the calibration frames that were not discarded in 

the previous step. We use the camera calibration algorithm implemented in OpenCV to get an 

initial estimation of the camera matrix. 

This step is crucial and must always be done because the first estimation of the camera matrix is 

needed to perform the next step. As well, the RMS of this calibration is the base line we look 

forward to improve in the subsequent steps, as this step performs a non-optimized calibration. In 

other words, it performs the calibration implemented in OpenCV as detailed by Zhang [6] and it 

does not take advantage of the control points refinement and their projective invariants properties 

evaluation as detailed further in this section. 

3.4. Control points refinement 

 

We use the calculated parameters of the first camera calibration to execute a refinement process 

of the control points. First, we undistort the input image and reproject it in a frontoparallel plane 

in the world coordinate system as seen in Figure 8a. In this projection we proceed to do a search 

for the control points. This search must be faster since the image has been undistorted and 

unprojected, therefore the location and orientation of the calibration pattern grants us a better 

distinction of where the control points must be located. 

Once we find all the control points in the frontoparallel projection, we proceed to reproject them 

in the original image using the first camera calibration calculated parameters into the camera 

coordinate system. We use the set of control points found in the original image (old points) as 

well as the reprojected set of control points (new points) to update the new set of points:  

1. For each row we fit a line using the respective points from the new set of points. 

2. For each point in the row 

a. Calculate the distance of the original control point to the line. 

b. Calculate the distance from the reprojected point to the line. 

c. Calculate the blend factor as the proportion of each distance to the line giving a 

priority to the closest one, where the factor is less or equal than 1. 

d. Update the control point using the blend factor 

𝑛𝑒𝑤𝑃𝑜𝑖𝑛𝑡 = 𝑛𝑒𝑤𝑃𝑜𝑖𝑛𝑡 ∗ 𝑓𝑎𝑐𝑡𝑜𝑟 + 𝑜𝑙𝑑𝑃𝑜𝑖𝑛𝑡 ∗ (1 − 𝑓𝑎𝑐𝑡𝑜𝑟)                         (8) 

 

Once we update our set of control points as seen in Figure 8b, we proceed with the projective 

invariants properties evaluation, as defined in the second step of the process. If the updated control 

points do not satisfy the projective invariants properties, then the frame is discarded.  
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(a) Frontoparallel projection of the calibration pattern. 

 

(b) Control points reprojection in original image. 

Figure 8. Control points refinement process 

 

3.5. Results convergence 

Once the refinement process is completed, we perform another camera calibration using the same 

algorithm implemented in OpenCV. 

The obtained RMS is then compared to the previous one (the RMS from the first iteration is 

compared with the RMS from the first camera calibration). If the absolute value of our RMS 

difference is greater than our convergence threshold, then the obtained camera matrix and RMS 

becomes the new data to perform the control points refinement process into the next iteration. 

Otherwise, if the absolute value of the RMS difference is less or equal to the defined threshold, 

then we successfully achieved an optimal camera calibration. We can see an example of this 

process in Table 1 and the graphic results on Figure 9, where our convergence threshold is defined 

as 0.00005. We can see how, as we iterate, the absolute value of the RMS difference keeps being 

greater than our threshold. However, when we reach iteration number eight, we get an absolute 

value of the RMS difference minor to our threshold, consequently we take the calibration of this 

iteration as optimal. 
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Table 1.  Iterative process and results convergence on PS3 Eye Camera. 

# Iteration Fx Fy Uo Vo RMS Convergence 

Value 

First 

Calibration 

716.319 722.284 325.828 244.346 0.33587 - 

1 696.936 703.097 330.429 246.309 0.262235 0.073635 

2 673.073 680.266 331.41 251.325 0.251114 0.011121 

3 670.564 677.487 331.131 257.299 0.23994 0.011174 

4 692.207 698.407 334.173 262.209 0.232683 0.007257 

5 698.262 704.455 335.011 262.948 0.227108 0.005575 

6 699.578 705.77 335.239 263.433 0.227299 0.000191 

7 698.871 705.075 335.145 263.302 0.227081 0.000218 

8 699.119 705.294 335.176 263.252 0.227034 0.000047 

 

 

Figure 9. Captured frame from PS3 Eye camera before performing calibration (on the left) and 

after performing the proposed method (on the right). 

4. TEST ENVIRONMENT AND RESULTS 

The purpose of the performed experiments was to achieve the best possible configuration of the 

proposed method as well as demonstrate the improvement granted by the use of projective 

invariants properties in our method in comparison with a widely used method like OpenCV 

camera calibration. 

For the acquisition of results, we ran multiple experiments in multiple devices. We specify the 

four camera devices used as well as the three sets of experiments performed with the proposed 

method in the following sections. 

4.1. Test equipment 

To perform the tests, four webcams were used: 

- HP Truevision integrated camera of a HP Envy 15, with 640 x 480 px resolution and 30 

FPS image rendering. 

- Genius FaceCam 1000X analog camera, with 640 x 480 px resolution and 30 FPS image 

rendering. 

- PS3 Eye Camera, with 640 x 480 px resolution and 60 FPS image rendering. 

- Logitech Brio 4k Pro Webcam, with 640 x 480 px resolution and 24 FPS image rendering. 
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4.2. Test methodology 

We performed three experiment sets consisting in the algorithm selection, the relative distance of 

the calibration pattern to the pinhole camera and the performance of the best selected algorithm. 

To perform all the experiments, we used a threshold of 0.6 px for the collinearity error, 0.06 for 

the cross-angle relationship error and we defined a 0.00005 convergence threshold to stop the 

iterative process considering the quality of the cameras used to perform the experiments which 

would not allow us to constraint the errors to a lesser value. In the same way, we define the initial 

size of the grid as 8 x 8 due to the size of the frame, given that the grid cells are small enough to 

contain the centre of the calibration point at a long distance as far as the calibration pattern is still 

recognizable for the algorithm considering the quality of the cameras. 

 

1. Algorithm selection: We performed an OpenCV calibration compared to four versions 

of the proposed algorithm to define which one grants better results. 

- Iterative: OpenCV camera calibration with iterative refinement of the 

calibration pattern as proposed by Datta et al. [4] and Prakash et al. [19]. 

- Collinear iterative: OpenCV camera calibration with iterative refinement of the 

calibration pattern and evaluation of the control points collinearity. 

- Cross-angle relationship iterative: OpenCV camera calibration with iterative 

refinement of the calibration pattern and evaluation of the control points cross-

angle relationship. 

- Iterative with projective invariants properties: OpenCV camera calibration 

with iterative refinement of the calibration pattern and evaluation of the control 

points collinearity and cross-angle relationship. 

To perform these experiments, we require a minimum set of 50 frames. We perform this 

experiment on three cameras (HP Truevision, PS3 Eye Camera, Genius FaceCam 1000x) 

with a limit of 10 iterations. Since the number of iterations is low, the minimum set of 

frames does not need to be high considering that not many frames are going to be 

discarded in the iterative process.  

2. Relative distance of the calibration pattern: We perform the proposed method on four 

different recording of the same camera (HP Truevision) where we positioned the 

calibration pattern at approximately half a meter (Figure 10a), a meter (Figure 10b), meter 

and a half (Figure 10c) and varied distances identified as close, medium, far and varied 

respectively to determine which is the best relative distance of the calibration pattern to 

the camera to perform a camera calibration. To perform this experiment, we require a 

minimum set of 80 frames since the number of discarded frames is higher due to the 

verification of projective invariants properties.  
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(a) Calibration pattern located at approximately half a meter of distance from the 

camera. 

 

(b) Calibration pattern located at approximately a meter of distance from the 

camera. 

 

(c) Calibration pattern located at approximately a meter and a half of distance from the 

camera. 

Figure 10. Relative distances of the calibration pattern to the camera 
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3. Performance of the best selected algorithm: We test the performance of the best 

algorithm from the first experiment combined with the distance of the second experiment 

to get the general performance of the best selected algorithm. To perform this experiment, 

we require a minimum set of 80 frames, due to the frames discarded by the projective 

invariants properties check. 

4.3. Results 

After performing the explained experiments, we achieve the results detailed in Table 2, Table 3 

and Table 4. The results of the first and second experiment (algorithm selection and relative 

distance of the calibration pattern) affect directly in the last experiment, where we perform the 

tests with the selected algorithm of the first experiment, and we position the calibration pattern 

according to the results of the second experiment.  

1. Algorithm selection. As seen in Figure 11, each version of the proposed method 

represents a significant improvement in comparison with the OpenCV method which is 

widely used nowadays. Also, we can see in Table 2 that the improvement percentage is 

always better when projective invariants properties are applied. 

 

Figure 11. Minimum RMS by algorithm by camera 

Table 2.  Best improvement percentage by algorithm by camera. 

  HP 

Truevision 

Genius 

Facecam 1000x 

PS3 Eye 

Camera 

Logitech Brio 

4k Pro Cam 

OpenCV RMS 0.201465  0.183917  0.221083 0.256287 

Iterative [4,19] RMS 0.170335  0.158278  0.209313  0.187268 

% Improvement 15.45  13.94  5.32  26.93 

Collinear 

Iterative 

RMS 0.12677  0.106606 0.168134  0.13837 

% Improvement 37.08  42.04  23.95  46.01 

Cross-Angel 

Relationship 

Iterative 

RMS 0.088209  0.0987823  0.15909

3  

0.181949 

% Improvement 56.22  46.29  28.04  29.01 

Iterative with 

projective 

invariants 

properties 

RMS 0.110443  0.102717  0.17891

7  

0.145617 

% Improvement 45.18  44.15  19.07  43.18 
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2. Relative distance of the calibration pattern. We can see in Figure 12 how the camera 

calibration has a better performance when the calibration pattern gets further away from 

the camera. However, the best performance is reached when the distance is varied 

containing frames captured with the calibration pattern at diverse distances to the camera. 

In Table 3 we can notice that the number of iterations grows as we get the calibration 

pattern further away from the camera. Nevertheless, we get an average quantity when the 

distance is varied. 

 

Figure 11. Minimum RMS by algorithm by camera 

Table 3.  Number of iterations and improvement percentage by the relative distance of the 

calibration pattern to the camera. 

 Close 

(Half a meter) 

Medium  

(A Meter) 

Far 

(A meter and a half) 

Varied 

# It 75 29 87 65 

RMS – OpenCV 0.310345 0.205439 0.173331 0.170441 

RMS – Our Method 0.238371 0.122536 0.100963 0.0890842 

% Improvement 23.19 40.35 41.75 47.73 

 

3. Performance of the best selected algorithm. In Table 4 we observe the performance of 

the method proposed in all the aforementioned devices. We include the four recordings 

of HP Truevision cameras as well as the recordings of each other camera at varied 

distances. 

Table 4.  Improvement percentage and number of iterations of the best selected 

algorithm. 

 HP Truevision Genius 

Facecam 

1000x 

Logitech 

Brio 

PS3 Eye 

Camera  Close Medium Far Varied 

# It 33 111 157 55  159 252 9 

RMS – OpenCV 0.313 0.2131  0.1736  0.1717  0.1589  0.2317  0.2139 

RMS – Our Method 0.2197  0.1274  0.0962  0.103  0.1083  0.144  0.1787 

% Improvement 29.81  40.22  44.59  40.01  31.84  37.85 16.46 
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5. ACCURACY COMPARISON 

Finally, this section analyzes the accuracy of our method and compares it with other available 

methods. To perform the comparisson, we use the same setup in each set of results. 

We use AprilTag [20] to detect the distance between camera and the pattern. To perform the tests, 

we use a setup that consists on the pattern tied to the camera with a nylon thread, to reduce 

obstruction to the minimum, with a radius of 30.7 cm. Also, the position of the pattern was placed 

throughout all the frame to detect possible distortions in the borders. 

We perform these tests with four different variations: 

1. OpenCV Distorted: The basic camera calibration using OpenCV without 

performing an undistortion of the evaluated frames. 

2. OpenCV Undistorted: The basic camera calibration using OpenCV after performing 

the undistortion of the evaluated frames with the distortion coefficients provided by 

the calibration method. 

3. Our Method Distorted: The camera calibration using our method without 

performing an undistortion of the evaluated frames. 

4. Our Method Undistorted: The camera calibration using our method after 

performing the undistortion of the evaluated frames with the distortion coefficients 

provided by the calibration method. 

We compare our method with the calibration parameters calculated by the calibration toolbox 

provided by Bouguet [21] which is used as ground trouth in the literature [9,10,11,12,15] in both 

versions, distorted and undistorted. 

As we can see on Table 5, our proposed method is the most accurate, gaining an improvement of 

16.32% compared to the OpenCV method and reaching up to an improvement of 18.75% when a 

frame undistortion is performed. 

Table 5.  Accuracy comparison of the proposed method. 

Method  Average distance 

detected 

Average Error % Improvement 

OpenCV Distorted 30.32345931  0.544874483 0 

OpenCV Undistorted 30.38143345  0.497539655 8.69 

Our Method Distorted 30.67633564  0.455933455 16.32 

Our Method Undistorted 30.80322836  0.442726545 18.75 

Bouguet Distorted [21] 31.55786665 0.955424898 -75.35 
Bouguet Undistorted [21] 32.07657612 1.45828784 -167.64 

 

6. CONCLUSIONS AND FUTURE WORK 

In this paper, we propose the modelling and implementation of a new camera calibration 

approach. The main novelty is the use of projective invariants properties to grant the quality of 

control points in data collection. Tests demonstrate that the proposed method brings a great 

improvement in camera calibration quality compared with one of the most used methods 

(OpenCV). Also, the sector segmentation brings a robust calibration thanks to the well distributed 

control points. 

The proposed method brings its best performance when the calibration pattern is allocated in 

varied distances during data collection. In addition, the use of a convergence threshold grants us 

the certainty to achieve an optimum camera calibration. Although, the number of iterations 

remains variable in each case. 
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Additionally, the use of projective invariants properties allows us to discard false positive 

potential frames in frame selection caused by distortion in the frontoparallel projection and 

reprojection processes. 

In the future, we propose to study the relation between average collinearity and average cross-

angle relationship errors and camera distortion so that the static distortion parameters in camera 

calibration could be selected efficiently and automatically. In addition, we propose to model a 

new cost function to validate the reprojection error of the pattern centroids. Also, we propose the 

implementation of techniques that automatically improve the acquisition of quality control points 

to increase the robustness of the proposed method based on distance of the calibration pattern 

from the camera or the angle of the calibration pattern. 
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ABSTRACT 
 

In this paper, the autonomous vehicle presented as a discrete-time Takagi-Sugeno fuzzy (T-S) 

model. We used the discrete-time T-S model since it is ready for the implementation unlike the 

continuous T-S fuzzy model. The main goal is to keep the autonomous vehicle in the centreline 

of the lane regardless the external disturbances. These disturbances are the wind force and the 

unknown curvature; they are applied to test if the autonomous vehicle moves from the 

centreline. To ensure that the autonomous vehicle remain on the centreline we propose a 

discrete-time fuzzy lateral controller called also steering controller. 

 

KEYWORDS 
 
Takagi-Sugeno model, Steering control, lane keeping, observers. 

 

1. INTRODUCTION 
 

Nowadays, vehicles have become an integral part of our daily lives. Most people worldwide need 
vehicles to move around, such as cars, buses, bicycles, taxis, etc. Also, those who are physically 

challenged use special vehicles. Due to the constant use of vehicles globally, so many people die 

every day because of vehicle collisions. Many studies declare that the main causes of these 
accidents are inattention, drowsiness, and illness [1] [2]. The purpose of autonomous cars lateral 

control is to maintain the vehicle in the lane under varied limits, and it is one of the most 

significant safety solutions. Over the last two decades, lateral stability control for autonomous 

vehicles has gotten a lot of attention from scientists and engineers, and numerous findings have 
been published [3]–[4]. Therefore, fruitful results with regard to stability and stabilization have 

been developed by researchers. By merging fuzzy logic and PID control, several authors propose 

a novel lateral control system design [5]. Others worked on controlling saturation through robust 
yaw control and stabilising lateral dynamics with concerns of parameter uncertainty. [6] A robust 

yaw-moment controller architecture for increasing vehicle handling and stability has been 

designed, taking into account parameter uncertainty and control saturation. However, the state 

vector only has two controllable parameters: the yaw rate and the sideslip angle; in this instance, 
there is insufficient information about the condition of the vehicles to allow for robust control. 

According to Sun et al. [7], the proposed proposal lacks a mathematical model, implying that no 

mathematical stability and stabilisation criteria exist to get access to system control. On the other 
hand, several researchers used deep learning and reinforcement learning approaches to examine 

vision-based autonomous driving [8]. Despite this, the model has no constraints, such as lateral 

wind force applied to the cars, unknown road curvature, or steering physical saturation. This 
means that the proposed solution is still far from being applicable in real-world driving 

conditions.Jiang and Astolfi [9] investigated an asymptotic stabilisation issue for a class of 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N09.html
https://doi.org/10.5121/csit.2022.120922
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nonlinear under actuated systems. Its solution is used in the control of a vehicle's nonlinear lateral 
dynamics, together with back stepping and forward control design approaches. This approach 

demonstrated that a vehicle may track any conceivable reference at a constant speed using the 

established controller, and the lateral deviation converges to zero. The challenges in this scenario 

are that the longitudinal vehicle speed is constant, there is only one controllable internal variable, 
and the stability is local. Based on the aforementioned rationale, lateral control of autonomous 

cars requires a system that provides access to several vehicle states and swipes into a wide range 

of longitudinal speed. As a result, the Takagi–Sugeno (T–S) fuzzy models [10] have been widely 
acknowledged and used. The T-S is well-known as a valuable and popular paradigm for 

approximating complicated nonlinear systems. The nonlinear systems were approximated by 

fuzzy "blending" local linear models using a set of "IF-THEN" rules, which has piqued the 
control community's curiosity. In this paper, we will focus on discrete-time T-S fuzzy control. 

This controller is essentially based on feedback control, more specifically the parallel distributed 

control (PDC) law. In addition, the state vector will contain six internal variables to allow more 

accessibility for the autonomous vehicle control. In most cases, the state vector could be 
unreadable, noisy, or completely inaccessible. Based on this motivation, in our work we 

developed an observer called Luenberger multiobservers to ensure the reconstruction of the 

system state vector for accurate automatic steering control. This state vector will indeed be used 
in the control law equation for the fuzzy controller design. The stability and stabilization 

conditions will be based on the quadratic Lyapunov function. The Linear Matrix Inequality 

(LMI) approach is used in the optimization. 
 

This paper is presented as follows. The vehicle modelling which is the part who is consecrated 

for the vehicle parameters and models. The third part presents the control design for the 

autonomous vehicle, which focuses on the stabilization of the autonomous vehicle. The final part 
is consecrated to show the results. 

 

2. VEHICLE PARAMETERS AND MODELS 
 
In this part, we show the different steps for the vehicle modelling. We start by introducing the 

vehicle parameters given in Table 1:  

 
Table 1.  Definition of parameters 

 

Parameters Description Value 

Bs Steering system damping 5.73 

Cf Front cornering stiffness 57000 N/rad 

Cr Rear cornering stiffness 59000 N/rad 

Is Steering system moment of inertia 0.02 kgm2 
 

Iz Vehicle yaw moment of inertia 2800 kgm2 

Kp Manual steering column coefficients 0.5 

 

lf Distance from the CG to the front axle 1.3 m 

 

lr Distance from the CG to the rear axle 1.6 m 

 

ls Look-ahead distance 5 m 

 

lw Distance from the CG to the 

impactcenter of the wind force 

0.4 m 

 

M Mass of the vehicle 2025 kg 
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Rs Steering gear ratio 16 

 

σt Tire length contact 0.13 m 

 

 

2.1. Road-vehicle model 

 

Using the well-known bicycle model described in [11]. The acquired model of the vehicle lateral 
dynamics is expressed as:  

 

[𝛽̇
𝑟̇
] = [

𝑎11 𝑎12
𝑎21 𝑎22

] [
𝛽
𝑟
] 𝛿 + [

𝑒1
𝑒2
] 𝑓𝑤 .(1) 

 

Where  𝛽  is the sideslip angle at the center of gravity (CG), and the yaw rate is r shown in Figure 

1. In (1), the lateral wind force is fw, and the elements of the system matrices are written as 
follows: 

 

𝑎11 = −2
(𝐶𝑟+ 𝐶𝑓)

𝑚𝜗𝑥
 ; 𝑎12 = 2

(𝑙𝑟𝐶𝑟− 𝑙𝑓𝐶𝑓)

𝑚𝜗𝑥
2 − 1 ; 

𝑎21 = 2
(𝑙𝑟𝐶𝑟− 𝑙𝑓𝐶𝑓)

𝐼𝑧
 ; 𝑎22 = −2

(𝑙𝑟
2𝐶𝑟+ 𝑙𝑓

2𝐶𝑓)

𝐼𝑧𝜗𝑥
. 

𝑏1 =
2𝐶𝑓

𝑚𝜗𝑥
 ; 𝑏2 =

2𝑙𝑓𝐶𝑓

𝐼𝑧
 ; 𝑒1 =

1

𝑚𝜗𝑥
 ; 𝑒2 =

𝑙𝑤

𝐼𝑧
 . 

 

 
 

Figure 1. Lateral vehicle behavior modeling. 

 

2.2. Vehicle position model on the road 

 

The vehicle positioning dynamics on the road is described by [11]:  
 

{
𝑦̇𝐿 = 𝜗𝑥𝛽 + 𝑙𝑠𝑟 + 𝜗𝑥𝜓𝐿̇ .

𝜓𝐿̇ = 𝑟 − 𝜗𝑥𝜌𝑟.
(2) 
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Where 𝘺𝐿 is the lateral deviation error from the centerline of the lane projected forward a look 

ahead distance  𝑙𝑠 and 𝜓𝐿 is the heading error between the tangent to the road and the vehicle 

orientation. The road curvature is indicated by 𝜌𝑟 . 

 

2.3. The vehicle steering model 
 

The electronic power steering system is presented as [3]: 

 

𝛿̈ = 2
𝐾𝑝𝐶𝑓𝜎𝑡

𝑅𝑠
2𝐼𝑠

𝛽 + 2
𝐾𝑝𝐶𝑓𝜎𝑡

𝑅𝑠
2𝐼𝑠

𝑙𝑓

𝜗𝑥
𝑟 ⋯− 2

𝐾𝑝𝐶𝑓𝜎𝑡

𝑅𝑠
2𝐼𝑠

𝛿 −
𝐵𝑠

𝐼𝑠
𝛿̇ +

1

𝑅𝑠𝐼𝑠
𝑇𝑠 .(3) 

 

Where 𝑇𝑠 is the steering torque, δ is the steering angle, 𝑙𝑠 is the inertia moment of the steering 

column, 𝐵𝑠 is the damping factor of the column, 𝑅𝑠 is the reduction ratio of the column, 𝜎𝑡 is the 

width of the tire contact finally, the manual steering column coefficient is 𝐾𝑝. 

 

2.4. The autonomous vehicle model 
 

Based on (1), (2) and (3) the autonomous vehicles model is: 
 

𝑥̇(𝑡) = 𝐴𝑣𝑥(𝑡) + 𝐵𝑣𝑢𝑢(𝑡) + 𝐵𝑣𝑤𝑤(𝑡).    (4)                                    

 

Where  𝑥 = [𝛽𝑟𝜓𝐿𝘺𝐿𝛿𝛿̇]
𝑇

 is the vehicle vector state, 𝑤 = [𝑓𝑤𝜌𝑟]
𝑇is the disturbance vector, and 

u = Ts  is the input vector. The control-based system matrices in (4) are expressed as: 

 

𝐴𝑣 =

[
 
 
 
 
 
𝑎11 𝑎12 0
𝑎21 𝑎22 0
0 1 0

0 𝑏1  0
0 𝑏2  0
0    0  0

𝑣𝑥 𝑙𝑠 𝑣𝑥
0 0 0
𝑎61 𝑎62 0

0 0  0
0 0   1
0 𝑎65 𝑎66]

 
 
 
 
 

;𝐵𝑣𝑙𝑤 =

[
 
 
 
 
 
𝑒1   0
𝑒2   0
0 −𝑣𝑥
0   0
0    0
0     0 ]

 
 
 
 
 

.Bv =

[
 
 
 
 
 
0
0
0
0
0
1

RsIs]
 
 
 
 
 

. 

 

We have 

 

𝑎61 = 2
𝐾𝑝𝐶𝑓𝜎𝑡

𝑅𝑠
2𝐼𝑠

, 𝑎62 = 2
𝐾𝑝𝐶𝑓𝜎𝑡

𝑅𝑠
2𝐼𝑠

𝑙𝑓

𝑣𝑥
 ,𝑎65 = −2

𝐾𝑝𝐶𝑓𝜎𝑡

𝑅𝑠
2𝐼𝑠

, 𝑎66 = −
𝐵𝑠

𝐼𝑠
. 

 
As a result, the control analysis and development in this work will be based on the discrete-time 

system described below (5). 

 

x(k + 1) = A x(k) + Bd u(k) + Blww(k)               (5) 

 

Te = 0.01 second is the discretization time. A is the discrete-time matrix of Av, Bd is the 

discrete-time matrix of Bv and Blw is the discrete-time matrix of 𝐵𝑣𝑙𝑤. 
 

3. AUTONOMOUS VEHICLE STABILIZATION ARCHITECTURE 
 

In this section, we present the control design steps for the aim purpose is to control the 

autonomous vehicle presented in (5). 
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3.1. The autonomous vehicle T-S model 

 

The discrete-time (T-S) system is presented by fuzzy IF-THEN rules. 

 
The Rule i is of the form: 

 

IF  E1(k) is 𝑄1i and… En(k)is Qni THEN 
 

{
x(k + 1) = Aix(k) + Biu(k).

y(k) = Cix(k).
             (6) 

 

Where 𝐸1,… , 𝐸𝑛 are linear functions, 𝑄1i, … . 𝑄𝑛𝑖 are the fuzzy sets, and n is the number of the 

rules. In addition, 𝑥𝑘 ∈ ℝ
𝑛 is the state vector; 𝑢𝑘 ∈ ℝ

𝑝 is the measurable output vector; 𝐴𝑖 , 𝐵𝑖 
and 𝐶𝑖 are the system matrices with appropriate dimension, In addition, the premise variables are 

represented by the vector ꓩ(𝑘) = [ꓩ1(𝑘)… . ꓩ𝑞(𝑘)]. The autonomous vehicle model is: 

 

x(k + 1) = ∑ ωi
n
i=1 (ꓩ(k))(Aix(k) + Biu(k) + 𝐵𝑖

𝑤w(k)).(7) 

 

{
∑ 𝜔i
n
i=1 (ꓩ(k)) = 1

ωi(ꓩ(k)) ≥ 0.
       (8) 

 

With 

 

ωi(ꓩ) =
wi(ꓩ(t))

∑ wi(ꓩ(t))
n
i=1

  ;  wi(ꓩ(t)) =∏Mji(ꓩ(t))

q

j=1

. 

 

The proposed Lyapunov function is:  

 

V(x(k)) = xk
TS xk.        (9) 

 
The discrete-time T-S fuzzy system described in equation (7) is asymptotically stable if there 

exists a common symmetric matrix S = ST > 0 such that the following LMI are feasible [12] 

[13]: 

 

{
S > 0.

Ai
TS Ai − S < 0.

       (10) 

 

3.2. Autonomous vehicle stabilization 
 
The control law is: 

 

u(k) = −∑ ωi(ꓩ(k))[Gix(k)].
n
i=1 (11) 

 

Using the discrete-time T-S system previously described in (7), a closed loop control given by the 
new PDC law: 

 

{
x(k + 1) = ∑ ∑ ωi(ꓩ(k))ωj(ꓩ(k))ϑijx(k).

n
j=1

n
i=1

ϑij = ( Ai − BiGj).
           (12) 
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Hypothesis 1: The T-S system is locally controllable as described in [14]. 
 

The discrete time T-S models stabilization conditions for a closed-loop PDC controller are that 

there exists a symmetric matrix S > 0 as well as gains Gi, ∀i ∈ In satisfying: 

 

{

Cdiscrete(ϑii, S) < 0, ∀𝑖 ∈ In,

Cdiscrete(ϑij, S) ≤ 0, ∀i, j ∈ In
2

ωi(ꓩ(k))ωj(ꓩ(k)) ≠ 0.

     (13) 

 
And, 

  

Cdiscrete(ϑij, S) = [
ϑij+ϑji

2
]
T

S [
ϑij+ϑji

2
] − S.            (14) 

 

The conditions are: 
 

(Ai − BiGi)
TS(Ai − BiGi) − S < 0.                            (15) 

  

Multiplying (15) in pre and post by S−1, we come by the following inequality: 
 

S−1(AiS
−1 − BiGiS

−1)TS(AiS
−1 − BiGiS

−1) > 0. (16) 

 

It’s supposed that X = S−1 and Hi = GiS
−1, thus we get the following: 

 

X(AiX − BiHi)
TS (AiX− BiHi) > 0.               (17) 

 

The inequality (17) can be presented in LMI form by the application of the Schur complement as 
follows: 

 

[
X ∗

AiX − BiHi X
] > 0 ∀ 𝑖 ∈ 𝐼𝑛 .     (18) 

 

By application of the same approach and the same steps, the condition Cdiscrete(ϑij, S) ≤ 0 is 

given by: 

 

[
X ∗

Ai+Aj

2
X −

1

2
(BjHi + BiHj) X

] ≥ 0 ∀(i, j) ∈ In
2 , i < 𝑗.(19) 

 

The discrete-time T-S system described in equation (7) are globally asymptotically stable via the 

novel PDC control law, if there are symmetric matrices such as S = ST > 0 and M = MT ≥ 0 
which verifies [15]: 

 

{

𝐶𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒(ϑii, S) + (r − 1)M < 0, ∀𝑖 ∈ In,

𝐶𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒(ϑij, S) − M ≤ 0, ∀i, j ∈ In
2 , i < 𝑗,

ωi(ꓩ(k))ωj(ꓩ(k)) ≠ 0.

    (20) 

 

𝐶𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒(ϑij, S) = [
ϑij+ϑji

2
]
T

S [
ϑij+ϑji

2
] − S.        (21) 
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Using theorem announced in [13] helps to decrease the conservatism. Theorem 1: if there exist 

matrices  S = ST > 0, Mij = Mij
T and matrices Gi which verifies: 

 

{

Cdiscrete(ϑii, S) + (r − 1)M < 0, ∀𝑖 ∈ In.

Cdiscrete(ϑij, S) − M ≤ 0, ∀i, j ∈ In
2 , i < 𝑗.

ωi(ꓩ(k))ωj(ꓩ(k)) ≠ 0.

    (22) 

 

M = [
M11… . M1n

M1n… . Mnn
].                          (23) 

 

Applying the previous equations, the autonomous vehicle model presented in (7) is globally 

asymptotically stable.  
 

{
 

 
X = S−1 .

Yii = XMijX.

Gi = HiX
−1.

∀i ∈ In.

      (24)                                                                    

 

3.3. Multiobservers design 
 

To perform the control of the autonomous vehicle we need the entire state vector 𝑥(𝑘). To 
achieve this goal we applied the following observer’s equation: 

 

{

X̂(k + 1) = ∑ ωi(ꓩ(k))((Aix̂(k) + Biu(k)) + Ni(y(k) − ŷ(k))) .
𝑛
𝑖=1

ŷ(k) = ∑ ωi
n
i=1 (ꓩ(k))Cix̂(k).

 (25) 

 
The error state vector is written as:   

 

 x̃(k) = x(k) − x̂(k).         (26) 
 

Knowing that, the dynamics of the state vector error is given by: 

 

{
x̂(k + 1) = ∑ ∑ ωi

n
j=1 (ꓩ(k))ωj(ꓩ(k))αijx̃(k).

n
i=1

αij = Ai −HiCj , ∀(i, j) ∈ In
2 .

(27) 

 

In fact, the design of Luenberger observers requests the computing of local gains Ni ∈ In  to 

guarantee the convergence to 0 of the state vector error dynamics. In addition, we should 

guarantee that S = ST > 0 and matrices Ni ∈ In valid the following conditions: 
 

{

𝐶𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒(αii, S) < 0, ∀𝑖 ∈ In.

𝐶𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒(αij, S) ≤ 0, ∀i, j ∈ In
2

ωi(ꓩ(k))ωj(ꓩ(k)) ≠ 0.

.              (28) 

 

𝐶𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒(αij, S) = [
𝛼ij+αji

2
]
T
S [

αij+αji

2
] − S.     (29) 

 

The equations (28) and (29) can be written as LMIs applying the Schur complement: 
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[S 
S ∗

Ai+Aj

2
−
1

2
(HjCj + HjCi) S

] ≥ 0                                       (30) 

 

When  i < 𝑗. 

  
We improve the observers by using the following theorem. Theorem 2: the multiple Luenberger 

observers are globally asymptotically stable if there exist symmetric matrices S > 0 ,Mij and 

Ni ∈  In that satisfy: 

 

{
  
 

  
 
Cdiscrete(αii, S) + Mii < 0, ∀𝑖 ∈ In.

Cdiscrete(αij, S) + Mij ≤ 0, ∀i, j ∈ In
2 .

[
M11 M1n

M1n Mnn
] .

ωi(ꓩ(k))ωj(ꓩ(k)) ≠ 0.

αij = Ai − NiCj , ∀(i, j) ∈ In
2 .

         (31) 

 

The LMI’s are given by: 

 

{
 
 
 
 

 
 
 
 

S > 0.

[
S − Mii ∗

SAi − HiCi S
] > 0 ∀ 𝑖 ∈ In.

[
S − Mij ∗

S
Ai+Aj

2
−
1

2
(HiCj +HjCi) S

] ≥ 0 ∀ i < 𝑗. 𝑖, 𝑗 ∈ In
2

M = [
M11… . M1n

M1n… . Mnn
] .

Hi = SNi.

. (32) 

 

4. RESULTS 
 
We applied the enhanced PDC control law design called classic PDC [16] to the discrete-Time T-

S fuzzy model representing the autonomous vehicle system to ensure the lateral control purpose 

under certain constraints. Equations (25) and (32) give: 

 

{
S = X−1.
Gi = HiS.
Hi = SNi.

(33) 

  

Based on (33), we get the following gains and matrices: 

 

S = 𝑒−03

[
 
 
 
 
 
0.0513 0.0139 0.0693 0.0120 0.1275 0.0070
0.0139 0.0062 0.0235 0.0041 0.0400 0.0025
0.0693 0.0235 0.1267 0.0196 0.21158 0.0121
0.0120 0.0041 0.0196 0.0051 0.0368 0.0019
0.1275 0.0400 0.2158 0.0368 0.4979 0.0266
0.0070 0.0025 0.0121 0.0019 0.0266 0.0029]

 
 
 
 
 

 

G1 = [ 538.7210   88.1555  137.5593   21.1442 − 146.3325  − 56.7097]. 

G2 = [545.2576   58.9360  139.5243   21.1255 − 148.8607  − 56.7512]. 
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For multi-observer gains are: 
 

N1 =  𝑒03

[
 
 
 
 
 
0.0116      0.0007
0.0828  − 0.0020
0.0285 − 0.0003
0.2673 − 0.0020
−0.0196 − 0.0273
9.3447        7.3696 ]

 
 
 
 
 

,N2 = 𝑒04

[
 
 
 
 
 
0.0026      0.0000
0.0152 − 0.0001
0.0076 − 0.0000
0.0624  − 0.0001
0.0074 − 0.0023
−1.2496   0.6264 ]

 
 
 
 
 

. 

 
 

We tested our controller with different scenarios. The first scenario is to assume that the 

autonomous vehicle system will start far from the origin with different orientation. The initial 

state vector 𝑥0 = [0; 0.02; 0.04; 0; 0; 0.9], which is not the system equilibrium point 
[0;0;0;0;0;0], example, the lane centreline. We can certainly observe in figure 4-8 that our 

stabilization control law converges all the state variables to zero, which means that our 

autonomous vehicle reaches the centreline of the lane. These results prove the robustness of our 
controller. The second scenario is to apply a disturbance mitigation. We subjected the 

autonomous vehicle to a lateral wind force of 1500 Newton. Figure 2 and Figure 3 show a 

remarkable robust stabilization. Our model showed robustness and effectiveness against the 

disturbances.  
 

 
 

Figure 2. Stabilized output1 
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Figure 3. Stabilized output2. 

 

 
 

Figure 4. Sideslip angle. 
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Figure 5. Yaw rate. 

 

 
 

Figure 6. Lateral deviation error. 
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Figure 7. Heading error. 

 

 
 

Figure 8. Steering angle. 
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Figure 9. Steering rate 

 
Figure 4 presents the sideslip angle convergence to equilibrium point in 10 seconds. Figure 5 

shows that the yaw rate converges in 12 seconds. Figures 6-9 show that the lateral deviation 

error, the heading error and the steering angle converges in 8 seconds. These results show the 
effectiveness of our control design. 

 

5. CONCLUSIONS 
 

In this paper, we propose a control design for an autonomous vehicle. The discrete-time T-S 
system represents the autonomous vehicle model. The state vector is computed by using the 

Luenberger observer. Furthermore, we applied a PDC control law to the T-S fuzzy model. 
Feasible LMI conditions have been developed to guarantee lane keeping under certain limits. The 

results show that the lateral control of the autonomous vehicle to keep it on the centreline of the 

lane is well done under various constraints and scenarios. In future work, we will improve the 

heading error percentage to ensure more safety when we want to go back to the centreline of the 
lane. 
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ABSTRACT 
 

The aim of multi-focus image fusion is to integrate images with different objects in focus so that 

obtained a single image with all objects in focus. In this paper, we present a novel multi-focus 

image fusion method based using Dempster-Shafer Theory and alpha stable distance. This 

method takes into consideration the information in the surrounding region of pixels. Indeed, at 

each pixel, the method exploits the local variability that is calculated from quadratic difference 

between the value of pixel I(x,y) and the value of all pixels that belong to its neighbourhood. 

Local variability is used to determine the mass function. In this work, two classes in Dempster-

Shafer Theory are considered: blurred part and focus part. We show that our method give the 
significant result. 

 

KEYWORDS 
 

Multi-focus-images, Dempster-Shafer, distance, Alpha-Stable. 

 

1. INTRODUCTION 
 

Image fusion is the technique of combining relevant information from multiple images to produce 
a single image that contains more information than the input images. The goal of image fusion is 

to reduce uncertainty and minimize redundancy on the output as well as maximize relevant 

information specific to an application or task. In this article, we deal with merging multifocus 
images. Due to the limited depth of field of optical senses in cameras, it is often not possible to 

obtain an image containing all relevant objects "in focus". So that a scene image can be taken 

from a set of images with different focus. Image fusion method is used to get all focus objects. 

 
There are different approaches of multifocal image fusion techniques that have been performed in 

the literature. These approaches can be divided into two types, the spatial domain method and the 

multi-scale fusion method. The spatial domain fusion method is performed directly on the source 
images. In spatial domain techniques, we work directly on the pixels of the image. Fusion 

methods such as averaging, principal component analysis (PCA) [1], maximum selection rule, 

two-sided gradient based methods [2], guided image filter based method ( GIF) [3] and the 

maximum selection rule fall under spatial domain approaches. The disadvantage of spatial 
domain approaches is that they produce spatial distortion in the merged image. Spatial distortion 

can be very well managed by multi-scale approaches on image fusion. In multi-scale blending 

methods, the blending process is performed on the source images after decomposing them into 
multiple scales. Discrete wavelet transform (DWT) [4]-[7], Fusion of Laplacian pyramidal 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N09.html
https://doi.org/10.5121/csit.2022.120923
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images [8]-[14], Discrete cosine transform with variance calculation (DCT+var) [15], method 
based on the Salience detection (SD) [16] are examples of domain transformed image fusion 

techniques. 

 

As stated in [17], from the point of view of proof, fusion degrades imprecision and uncertainty by 
using redundancy and complementary information from the source image. This means that the 

weak evidence of the inputs is used to give the best estimate. The proof theory was first proposed 

by Shafer in the 1970s, based on Dempster's research. The advantage of the Dempster-Shafer 
theory (DST) is that it allows to deal with the lack of preference, due to the limitations of 

available information, which leads to indeterminacy, as in [18] and [19]. This theory has been 

successful in many applications, including image segmentation [20], [12], pattern classification 
[22]-[24], object recognition [25], imaging technology [26], sensor fusion [27], [28]. 

 

In this article, we use Dempseter Shafer's theory, which has been successful in various image-

processing methods. It is based on the plausibility and the weight of dependence of each pixel 
from a well-chosen distance. We propose the fusion of multi-focal images using the Dempste-

Shafer theory, which derives from information: the variability of each pixel with its 

neighbourhood. This variability is calculated from the stable distance alpha between the value of 
the pixel I(x,y) and the value of all the pixels belonging to its neighbourhood. The stable alpha 

distance (alpha is between 0 and 2) generalizes the quadratic distance. This distance was 

introduced at the time of the discovery of stable alpha stochastic variables and processes [29], 
[30]. Several works have shown that working in a stable alpha space can improve the estimation 

and visibility of certain phenomena whose variability increases significantly [31]-[33]. The 

alpha-stable distribution is widely used in the processing of impulsive or spiky signals. It also has 

been applied in image processing field. [34] Models the sea clutter in SAR images using alpha 
stable distribution for ship detection while [35] removes speckle noise using alpha stable based 

Bayesian algorithm in the wavelet domain. Furthermore, alpha stable distribution is also used in 

image segmentation [36] and compressive image fusion [37] and alpha stable filter in fusion 
image [38]. Both [35], [36], and [36] and Wan employ alpha stable in wavelet domain. This 

section provides a brief of the alpha-stable distribution.  

 

Thus, the stable alpha distance measures local variability around a pixel. This distance taken as 
an activity measure can detect the abrupt intensity of the image such as the edge. This method 

also takes into consideration the information in the surrounding region of the pixels and preserves 

the edge. 
 

The originality of this work lies in the fact of combining Dempster Shafer method with the alpha 

stable distance adapted to large variations. Thus, we propose a new method that we compare to 
other existing methods in the literature and we show that it gives better fusion results. 

 

This article is organized as follows: in section 2, we detail the main elements of the Dempster-

Shafer proof theory. The definition of the stable distance alpha and the proof are presented in 
section 3. Section 4 provides the details of the proposed method. Section 5 defines the evaluation 

measures used in this article. Experiments are performed on different types of images and the 

results are compared with other works are provided in section 6. Section 7 gives the conclusion of 
this work.  

 

2. DEMPSTER-SHAFER EVIDENCE THEORY 
 

Let  represent a finite set of hypotheses for a problem domain, called frame of discernment.  
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Define a function  from  to  where  be the set of all subsets of   

  (1) 

  

The function  is called a basic probability assignment whenever  

 

  (2) 

  

 is the measure of the belief that is committed exactly to . According to [39],  is the 

degree of evidence supporting the claim that a specific element of  belongs to the set , but not 

to any special subset of . Each  of  such that  are called the focal element of . 

By applying the basic assignment function, several evidential functions can be created. A belief 

measure is given by the function :  

 

  (3) 

  

The plausibility measure  is defined by [28] as follows:  

 

  (4) 

  

 measures the degree of evidence that the element in question belongs to the set  as well 

as to the various special subsets of . In stated in [17], an important aspect of DST concerns the 

aggregation of evidence given by different sources. If two mass function  and  induced by 

distinct items of evidence are such that  and  for some non disjoint 

subsets  and  of , then they are combinable by means of Dempster’s rule. [41], [42] followed 

by [40] suggested a rule of combination which allows that the basic assignments are combined. 

The combination (joint mass) of two sets of masses  and  is defined as follows  

 

  (5) 

  

  (6) 

  

The numerator represents the accumulated evidence for the sets  and , which supports the 

hypothesis  and the denominator sum quantifies the amount of conflict between the two sets. 

Equation (6) can be written as  
 

  (7) 

 

As stated in [43], having a zero mass on a subset A does not mean that the set is impossible, 

simply that we are not capable of assigning a level precisely to , since we could have non-zero 

masses on subsets of , which would lead us to . 

 

3. ALPHA STABLE DISTANCE 
 

Our method takes into consideration the information in the surrounding region of pixels. Indeed, 

at each pixel , the method exploits the local variability calculated from alpha stable 

distance between the value of pixel  and the value of all pixels that belong to its 

neighborhood. The idea comes from the fact that the variability value in blurred region is smaller 
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than the variability value in focused region, the proof is provided in this section. We use in this 

work the neighbor, with the size , of a pixel  defined as follows: 

 
(x + i, y + j) where i = -a, -a + 1, …, a – 1, a and j = -a, -a + 1, …, a – 1, a. For example 

the neighbor with the small size (a = 1) contains: , , , 

, , , ,  as we can see in Fig. 1.  

 

 
 

Figure  1. Pixel at (x, y) within its neighborhood,  = 1 

 

We consider  source images  where each image has size . Alpha stable 

distance of every source image at pixel :  

 

 (8) 

  

where  is the index of  source image  is the number of source images.  

 

 

  

  

 

 

 

We show in the following that this local variability is small enough where the location is on the 

blurred area (B1 B2). Indeed, we consider, without loss the generality, that we have a focus 

pixel  in image  and blurred in image  
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Figure  2. Two multi focus images, the yellow part is blurred area and the white part is clear(focused) area. 

The local variability of image  and image  are respectively: (  and 

, where  and  can be written as follow:  

 

 (9) 

  

 (10) 

 

Proposition  

 

Let (x,y) a pixel belongs to blurred area of the image I2 ((x,y) ∈ B2), then the local variability of 

(x,y) in image I2, is smaller that the local variability of (x,y) in image I1, ( . 

Proof 

 

The proof of this is given by using same arguments in [46].  

 

The variability of image expresses the behavior of pixel relative to all pixels belong to their 

neighborhood. The precision of this fusion is depending on the size of the neighborhood, . For 

each image we try with different values of  in the set  and we get the value of 

 that corresponds to the minimum of root mean square error (RMSE). This operation is 

repeated for set of 150 multi-focus images [35].  

 

4. THE PROPOSED METHOD 
 

One of the essential problems of image fusion using Dempster-Shafer Theory is to construct the 
evidential representation of images. In this paper, we use one information as the evidential 

representation images: local variability. We consider two classes in the Dempster-Shafer theory. 

Either a pixel belongs to blurred part  or it belongs to the focus part . There is also uncertainty 

 inherent in the theory of evidence. All this constitute the frame of discernment in  our case 

[20].  

 

  (24) 

  

For each pixel one value of evidence for information will be obtained, .  

 

  (25) 

  

with the condition . 

 

The steps of image fusion in this work as follows. Suppose there are  original source 

images, , where each image has size  with different focus to be fused. 

 

Step 1:  

 
    1.  To calculate mass function: 

 

for each image where we use different values of size of neighborhood, , 

we define:  
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  (26) 

  

where  is the  source image,  and  is size of neighborhood of local 

variability. We set the standard deviation of  =  

 

for  belongs to , we calculate:  

 

  (27) 

  

for  belongs to , we calculate:  

 

  (28) 

  

for  belongs to , we calculate:  

 

 
 (29) 

  
The final result of this method is obtained by showing which pixels belong to focus area or which 

do not, we use concept plausibility. In our case the plausibility of  is the sum of the masses of 

the evidence for  and the uncertainty :  

 

  

 A 

nd for fusion image of the pixel , due to  is a set of pixel on blurred area, we take pixel 

 from image  that assigned to minimum ,  = . 

 
Step 2.   

 

For , we take  as fused image with size of neighborhood =   

 

 
  

Step 3.  
 

For the proposed method, we use different values of size of neighborhood,  , 

and choose the value of  that corresponds to the minimum value of RMSE, such that our final 

fused image  
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5. EXPERIMENTAL RESULT 
 
The images used in this section are taken from the database of the webpage [47]. We have 

blurred an area of each image using the convolution of Gaussian filter applied on the reference 

image. The choice of Gaussian is approved in the works [44]-[45]. Blurred areas are chosen to 

hide an object from the photographed scene when there are multiple objects. Thus, the size of 
blurred areas varies according to the size of the objects hidden in the images. We applied the 

method on 150 sets of multi focus images on a datasets of images [47]. In this paper, as the 

number of pages is limited, we present only 3 sets of multi focus images. Figures 4, 5, 7, 8,10 and 
11 show the multi focus images obtained by the convolution of Gaussian filter. Figures 6, 9 and 

12 show the fused image by proposed method. Visually the image obtained by the proposed 

method gives a very satisfactory fusion. 

 

  
 

Fig. 4 in focus on the right                                 Fig. 5  in focus on the left 

 

 
                       

Fig. 6 Fused image by proposed method 
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Fig.7 in focus on the left                           Fig.8 in focus on the right 

 

 
                

Fig.9 Fused image by proposed method 

 

   
 

Fig.10 in focus on the left                       Fig.11 in focus on the right 
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Fig.12 Fused image by proposed method 

 

For comparison purposes, we perform fusion using methods: PCA method [1], Discrete Wavelet 

Transform (DWT) method [6], Laplacian Pyramid LP_PCA [13] , LP_DWT [14] and Bilateral 
gradient (BG) [2].  

 

To objectively evaluate these fusion methods, quantitative measures of the fusion results are 

needed. According to the evaluation measure RMSE, the Table gives the mean and standard 

deviation of RMSE for the given methods.  

 
Table 1. Statistic parameters of the sample (150 images) 

 

Method LP_AV PCA BG LP.PCA DWT LP.DWT Proposed_method 

Mean 6.351 6.245 7.7375 1.7456 3.0738 1.7841 0.3360 

Standard 

deviation 

2.81099 2.76977 3.77837 0.62897 1.06387 0.638727 0.0338 

 

The results show that the proposed method has a smaller mean of the RMSE.  The histograms of 
RMSE for 150 images by different methods show for almost method that the values of RMSE are 

almost symmetrically centered around the mean value. In order not to clutter this paper, we 

present below only the histogram of the proposed method. 
 

 
 

Figure 18. The histogram of proposed method 
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To compare analytically the proposed method to other methods we use the Analysis of variance 
(ANOVA) with dependent samples (dependence by image). The software R gives the following 

Anova table:  

 

 
 

As Pr(>F) is smaller than 1% the methods are significantly different. We use now the Newman 

Keuls test to compare the methods two-by-two and make groups having significantly the same 
mean. The software R gives the results below of the test. 

 

 
 

Four different groups: Group “a” contains only method BG has the bigger mean of RMSE 

(7.737). Group “b” contains 2 methods LP_AV and PCA that have significantly the same 
average. Group “c” contains only the method DWT which better than group “a” and “b”. Group 

“d” contains 2 methods LP_DWT and LP_PCA which better than group “a”, “b” and “c”. The 

last group “e” containing the proposed method that the best method because his mean is the 
smallest by comparing with other means. 

 

6. CONCLUSION 
 

In this paper, we present the multi-focus image fusion method based using Dempster-Shafer 
Theory based on local variability. The method calculates the local variability for each pixel of 

each image and determines the mass function from local variability. The decision of fusion is 

obtained by pixels that correspond to minimum plausibility. The result of experiment shows that 
the proposed method gives significant improvement result in both visually and quantitatively. 

This method can be extended to image fusion for more than two blurred images. Our proposed 

method can be used in many applications, such as   

 
1.  Drone is a new technology in digital imaging, it has opened up unlimited possibilities for 
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enhancing photography. Drone can capture images on the same scene that zooms in on different 
objects, and at various altitudes. It will produces several images on the same scene but with 

different objects in-focus. The proposed method is used to obtain an image with all objects in-

focus.  

2.  In medical imaging, the proposed can be used to detect an anomaly object or cell using local 
variability where the behavior of each pixel with its neighborhood is given.  

3.  For quality control in of food industry, cameras are used that take pictures. Each camera 

targets one of several objects to detect an anomaly. The objects are on a conveyor belt. To have a 
photo containing all the objects in-focus, we can use our proposed method which gives more 

details information. 

 
There are several perspectives of this work:   

 

1.  As many work on image fusion have implemented on grayscale images. In this paper, the 

proposed method is performed on the grayscale image. However, the proposed method can be 
extended to color images as color image conveys significant information.  

2.  We are also encouraged to fuse more than two images by taking into account the local 

variability in each image (intra variability) and variability between image (inter variability). This 
inter variability can detect the ’abnormal pixels’ among the images.  

3.  We are motivated to extend the proposed method to fuse images with different objects from 

different sensors (multimodal).  
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