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Preface 
 

 

10th International Conference on Signal, Image Processing and Pattern Recognition (SIPP 2022), 

July 30~31, 2022, London, United Kingdom, 3rd International Conference on Natural Language 

Processing & Computational Linguistics (NLPCL 2022), 3rd International conference on Big 

Data, Machine learning and Applications (BIGML 2022), 7th International Conference on 
Software Engineering (SOEN 2022), 10th International Conference on Artificial Intelligence, Soft 

Computing (AISC 2022), 7th International Conference on Networks, Communications, Wireless 

and Mobile Computing (NCWMC 2022), 12th International Conference on Computer Science and 

Information Technology (CCSIT 2022) was collocated with 12th International Conference on 
Computer Science and Information Technology (CCSIT 2022). The conferences attracted many 

local and international delegates, presenting a balanced mixture of intellect from the East and 

from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from 

academia and industry to focus on understanding computer science and information technology 

and to establish new collaborations in these areas. Authors are invited to contribute to the 

conference by submitting articles that illustrate research results, projects, survey work and 
industrial experiences describing significant advances in all areas of computer science and 

information technology. 
 

The SIPP 2022, NLPCL 2022, BIGML 2022, SOEN 2022, AISC 2022, NCWMC 2022 and 

CCSIT 2022. Committees rigorously invited submissions for many months from researchers, 
scientists, engineers, students and practitioners related to the relevant themes and tracks of the 

workshop. This effort guaranteed submissions from an unparalleled number of internationally 

recognized top-level researchers. All the submissions underwent a strenuous peer review process 
which comprised expert reviewers. These reviewers were selected from a talented pool of 

Technical Committee members and external reviewers on the basis of their expertise. The papers 

were then reviewed based on their contributions, technical content, originality and clarity. The 
entire process, which includes the submission, review and acceptance processes, was done 

electronically. 

 

In closing, SIPP 2022, NLPCL 2022, BIGML 2022, SOEN 2022, AISC 2022, NCWMC 2022 
and CCSIT 2022 brought together researchers, scientists, engineers, students and practitioners to 

exchange and share their experiences, new ideas and research results in all aspects of the main 

workshop themes and tracks, and to discuss the practical challenges encountered and the 
solutions adopted. The book is organized as a collection of papers from the SIPP 2022, NLPCL 

2022, BIGML 2022, SOEN 2022, AISC 2022, NCWMC 2022 and CCSIT 2022 

 
We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 
dialogue among the researchers, scientists, engineers, students and educators continues beyond 

the event and that the friendships and collaborations forged will linger and prosper for many 

years to come. 
 

 

David C. Wyld, 

Dhinaharan Nagamalai (Eds) 
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APPLIED MONOCULAR RECONSTRUCTION  

OF PARAMETRIC FACES WITH  
DOMAIN ENGINEERING 

 
Igor Borovikov, Karine Levonyan, Jon Rein,  

Pawel Wrotek and Nitish Victor 

 

Electronic Arts, Redwood City, CA, USA 
 

ABSTRACT 
 
Many modern online 3D applications and videogames rely on parametric models of human 

faces for creating believable avatars. However, manual reproduction of someone's facial 

likeness with a parametric model is difficult and time-consuming. Machine Learning solution 

for that task is highly desirable but is also challenging. The paper proposes a novel approach to 

the so-called Face-to-Parameters problem (F2P for short), aiming to reconstruct a parametric 

face from a single image. The proposed method utilizes synthetic data, domain decomposition, 

and domain adaptation for addressing multifaceted challenges in solving the F2P. The open-

sourced codebase illustrates our key observations and provides means for quantitative 
evaluation. The presented approach proves practical in an industrial application; it improves 

accuracy and allows for more efficient models training. The techniques have the potential to 

extend to other types of parametric models. 

 

KEYWORDS 
 
Face Reconstruction, Parametric Models, Domain Decomposition, Domain Adaptation. 

 

1. INTRODUCTION 
 
Modern virtual environments strive to deliver a life-like representation of human facial likeness 
under a limited computational budget. Such demand emerges both in the production art tools and 
user-facing applications. Customizable video games or 3D chat characters generated from user-
provided photographs are in high demand (e.g., [13, 19, 23]). The following subsection explains 

some necessary terminology. 
 

1.1. 3DMM vs. Parametric Model 
 
The paper's context requires emphasizing some crucial distinctions in the avatar creation 

frameworks. Namely, there are two fundamentally distinct methods to creating human faces in 
Computer Graphics. One approach utilizes a fully Morphable 3D Mesh (3DMM) to adjust 
individual vertices to produce a desired shape [2]. A radically different approach is parametric 
(see [2,37]). A parametric model abstracts from the vertices and, in that sense, is more general. It 
relies on a pre-fixed collection of hand-authored construction elements (sometimes called 
"blendshapes"). These elements are used across all the characters within an application. Such 
elements contribute to the target shape with the weights defined by the input parameters, e.g., the 
distance between eyes, size of the mouth or nose, and alike. 
  

http://airccse.org/cscp.html
http://airccse.org/csit/V12N13.html
https://doi.org/10.5121/csit.2022.121301
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A direct comparison of 3DMM vs. parametric frameworks for ML applications is rarely 
insightful within an industrial context: the engineering, production, and art style decisions take 
precedence in designing a concrete application. On the one hand, models can be hand-crafted 
with highly detailed 3DMMs in the film industry. On the other end, expensive authoring, tight 

development timeframe, limited memory, or bandwidth get better use with a modest set of 
predefined assets. Such assets can be preloaded to the customer hardware and allow for compact 
encoding of the models via a relatively small parameter set in interactive environments.  
 
The paper focuses on parametric models suitable for interactive user-facing software and leaves 
out 3DMM-based systems for a different exploration.  
 

1.2. Face-to-Parameters with a Heterogeneous Target Space 
 
In our formulation, the Face-to-Parameters (F2P) problem aims to reproduce the face on a single 
input image in the best manner possible by optimally selecting two types of model parameters: 
continuous and discrete. The presence of discrete construction elements makes our target space 
heterogeneous.  

 
Continuous parameters, as we already mentioned, are the weights of blendshapes. Blendshapes 
are a standard technique in modeling complex articulated objects, like human bodies and faces 
(blendshape methods reviewed in [39]). An application or a modeling tool has a fixed set of 
blendshapes used across all the characters. Given design limitations, the blendshapes aim to 
represent all anticipated target geometries in the best manner possible. All blendshapes contribute 
to the resulting geometry simultaneously and are not mutually exclusive. Some examples of a 
blendshapes effect on the output are the length of the nose, the shape of the nose (curvy, straight, 

up, down, wide, narrow), mouth location relative to the chin and the nose, the shape of the mouth 
(plum, thin, curved up or down), how prominent is the chin, and alike.   

 
The discrete elements are fixed too but mutually exclusive within their region of the target 
geometry. They represent gross deformations of an underlying mesh. Possible examples are a 
distinct nose shape not reachable with the available blendshapes (say, a broken nose), a particular 
texture layer (e.g., an artist painted enhanced details for the features too fine to represent with the 

mesh), or both (e.g., a carnival mask). 
 
In the ML context, fitting the continuous parameters is a regression problem and fitting the 
discrete elements is a classification problem. In this paper, the F2P problem combines both. In 

our proprietary application, the dimensionality of the continuous parameters space is ∼100, and 
the discrete elements count exceeds 300. The parameters by design come partitioned into several 
facial regions (e.g., nose, mouth, and alike), leading to the combinatorial complexity in the order 
of 1011. For comparison, the FLAME model [12] has no discrete elements and exposes ~300 
continuous parameters, with ~100 devoted to articulating the character. We exclude facial 
expressions from consideration in this paper. An open-source software Makehuman [15], which 

we use for reproducible quantitative evaluation of this paper, exposes over 100 continuous 
parameters and only a handful of discrete ones. Architecturally, Makehuman is the closest 
counterpart of the proprietary software we used for this work. That dictates our choice to open-
source our experimental code using Makehuman rather than other systems like FLAME. 
 
For the brevity of this presentation, we omit color palette elements, hairstyles, facial hair, 
makeup, tattoo, accessories, etc. - anything that does not directly change the geometry of a 

character’s face. Also, we exclude ears and neck as they are frequently occluded in the imagery.  
 
At the high level, the F2P problem formulation here is similar to that one in [23]. 
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1.3. The Approach Outline 
 
For the reasons we explain in the following sections, we cast the heterogeneous F2P problem as a 

classic supervised learning problem. That requires abundant training data, i.e., facial images with 
the corresponding parameters. Identifying the source of the training data requires careful 
navigation around privacy and licensing aspects. Most of the available human face datasets, e.g., 
a popular CelebA dataset [14], exclude commercial applications. With growing concerns around 
privacy, many previously accessible facial datasets are no longer available. The most direct way 
to work around these challenges is to use synthetic data. The generation of synthetic data is often 
straightforward and can produce practically unlimited amounts of it reasonably quickly with a 

wealth of the associated metadata. 
 
The synthetic nature of the data creates new opportunities not readily available when working 
with real-world data. The parameters of the human face model naturally map to different facial 
regions. In parallel to that grouping, the rendering pipeline can include automated generation of 
the corresponding semantic segmentation of the synthetic images. Such natural separation leads 
to domain decomposition: the ML pipeline can become a hierarchical ensemble of models 

dealing with the general structure of the face and local models that control separate regions. The 
ensemble allows for smaller models that are less prone to overfitting, can train and execute in 
parallel utilizing data and model parallelism (e.g., [31] reviews conceptually similar works). 
 
While synthetic data facilitates the decomposition and training of the related ML models, it also 
presents a challenge due to the inevitable domain gap between synthetic and real-world imagery 
(a brief introduction to domain adaptation in [40]). The imagery such as selfies may be only one 
of the possible input types to the F2P models. Examples of other possible target domains include 

sketches, fine art portraits, faces from comics, anime, and more. Previously unseen domains may 
degrade a naive F2P ML model’s accuracy or render it unusable. That makes the domain gap 
issue broad and even more critical, suggesting that domain adaptation must be an integral part of 
the system we build. At the same time, the domain adaptation functionality must be modular and 
easily replaceable to accommodate different future applications. 
 
We utilize style transfer for domain adaptation (see the seminal paper [4]). The direction of the 

style transfer is from the target imagery (e.g., selfies) to the synthetic images, which could have a 
distinct (fixed) art style. It is “inverse” in that sense. We train GANs specific to each of the 
multiple target domains and use them as an adapter. Training such GANs is independent of the 
decomposition-based ensemble training. We find that the decomposition and domain adaptation 
enhance each other and lead to an ensemble that produces better results in solving the F2P 
problem than a direct approach based on a single monolithic model. 

 

1.4. Contribution 
 
The paper emphasizes practical aspects of converting facial images into the parameters of a 
parametric model of a human face and proposes a novel, efficient solution. While the individual 
building blocks of our approach are not new (hierarchical decomposition, domain adaptation, 
models ensemble), their proposed combination is not found in the literature.  

 
Concretely, we cast the F2P problem as a supervised learning problem on synthetic data, 
introduce a model ensemble to take advantage of the hierarchical nature of the domain, and train 
separate dedicated models for domain adaptation. The proposed architecture is different from the 
previous works (e.g., [23]) and offers several practical advantages in the industrial environment. 
The open-sourced code illustrates the claim that the proposed ensemble performs better than a 
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monolithic model thanks to leveraging the structure of the application domain. We advocate the 
modularity of the proposed system and offer a quantitative evaluation of claims. 
 
In the rest of the paper, we review some of the previous works and then focus on the main 

objective: building an efficient ML system solving the outlined F2P problem, which infers the 
target face parameters from the input images. The system we develop is implemented as 
proprietary industrial software. However, we address reproducibility and quantitative evaluation 
of the techniques with Makehuman (free open-source software) by open-sourcing our 
experimental code as well [38]. 
 

2. PREVIOUS WORKS 
 
Facial likeness reconstruction in computer vision is a vast active area of research. For a relatively 
recent comprehensive review of the field, we refer to [35]. Here, we highlight only several of the 
relevant publications. A well-established body of work aims at generating sculptable (and 

texturable) mesh directly from monocular input: e.g., [18,24,28,19,29,11,22] or video [26,27]. 
Parametric models may also utilize morphable meshes with a fixed topology where the 
parametric space explicitly encodes deltas for vertices subsets. Their reconstruction from 2D 
imagery achieves a very high accuracy [20] but conceptually is similar to 3DMM reconstruction. 
Such models differ from more specialized ones that use higher-level construction elements, e.g., 
blendshapes and bone-driven morphs, which are usually specific to a particular graphics engine. 
The models relying on high-level construction elements are somewhat less common in the 

literature even though they date back to the early days of Computer Graphics and Computer 
Vision, e.g., [16]. They provide a critical advantage in data compression, which motivated one of 
the early works [3]. Compact data representation remains in demand for interactive graphics 
applications as they strive for computational efficiency. Also, as the result of compact 
representation, parametric models allow for easier manual authoring compared to freely 
deformable meshes. 
  

Parametric models heavily depend on the underlying character modeling system’s proprietary 
nature. That creates an obstacle to transferring the parametric techniques across applications and 
renders a comparison to the 3DMM-based methods irrelevant. The additional difficulty comes 
from discrete elements of facial reconstruction. In our work, we must handle both continuous and 
discrete elements. The paper [23] uses a custom-trained differentiable renderer (DR), a powerful 
tool in the continuous domain. However, a DR could be more problematic for fitting discrete 
models and is still too heavy for mobile devices. 
 

The paper [23] works around the domain gap between real and synthetic faces by introducing 
discriminative loss – a perceptual distance computed with embeddings of a facial recognition 
CNN. The discriminative part becomes an integral part of a larger model. For our purposes of 
building an ensemble with pluggable components, we explored several other more general GAN-
based techniques. Our brief overview starts with [32] discussing various ways to perform domain 
adaptation. The Neural Style Transfer [4] is the pioneering work utilizing both content and style 
losses. The approach uses only a single image to represent the style. That appears to be rather 

limiting for our application. An early generative model applied for image-to-image translation 
between domains is pix2pix [7], and it uses conditional GANs. The conditional GAN introduces 
two extra losses [8] that address radical differences for the domains in question. However, it 
requires paired image-to-image translation. CycleGAN [34] works for unpaired data. It translates 
the source image into the target without paired examples by introducing the (computationally 
intensive) consistency loss. More recent advancement on style transfer is well-established 
StyleGAN2 [30] and its later modification StyleGAN3 [36]. The StyleGAN2 architecture has 

multiple advantages: the scale-based hierarchy for the generator and the discriminator, pretrained 
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models, and better stability than many other style transfer approaches. Its hierarchical nature 
helps to control the enhancement of the appearance of stylized images via the so-called layer-
swapping. It allows for balancing features at different levels of details using blending weights, 
making it an attractive candidate for our exploration. 

 
In conclusion of this section, we note that [23] has similar objectives to ours and some superficial 
similarities of techniques. However, the constraints and the methodology proposed here are quite 
different. Our target platform excludes a differentiable renderer from the potential toolset. We 
exclude pixel loss from consideration since we allow various projections and lighting conditions 
for the input images. Finally, the proprietary codebase of [23] makes reproduction and a direct 
comparison with its results difficult. As such, the cited work serves more as a valuable inspiration 
rather than a technical reference. 

 

3. F2P AS A SUPERVISED ML PROBLEM 
 

In this paper, we treat F2P as a classic supervised ML problem. The training and validation data 
are synthetic, generated by the target software. That eliminates any licensing or privacy concerns. 
The open-source Makehuman [15] provides similar functionality to our proprietary software, and 
we use it for the quantitative evaluation of this study with the codebase [38].  
 
A simple way to generate the training data is to do it offline. An instrumented client application 
accepts a “recipe” (a complete set of parameters, including those not considered as target 

variables) for constructing a character as an input. Next, it renders and saves several views of the 
generated character. The views may vary by camera, lighting, pose, facial expression, and gaze 
direction. Here, we only limit the target space to the facial parameters and exclude the view and 
pose parameters. The normalized continuous parameters (blendshape weights) map to the 
floating-point target vector. The discrete components use one-hot encoding occupying target 
vector slices of the size corresponding to the number of the options.  
 

A direct approach to training a model mapping an image to the heterogeneous target is to train a 
CNN with multi-part loss function L: 
 

 
 
Here, N is the number of facial regions (seven in our main case study and we keep only three for 
Makehuman experimentation). Ri is either mean L2 or L1 loss for modifiers, Ci is the cross-
entropy loss for the discrete elements, and vi, and wi weights that can be adaptive [5]. We use 
transfer learning with inception3 [25] and squeezenet [6,33] from Pytorch [17] models zoo as the 
starting point. Transfer learning provides a reasonable accuracy relatively early in the training 

process, but complete training may take longer with ~10k input images randomized across all 
target dimensions. The relatively long training times in the direct approach are a disadvantage 
slowing iterations on the models for the evolving customer product. Also, a monolithic model 
makes it hard to address inaccuracies in concrete facial regions. Finally, the amount of training 
data may be insufficient for reliable generalization due to the high dimensionality of the target 
space, potentially leading to various biases and overfitting. These considerations motivated our 
decomposition approach. 
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4. ENSEMBLE ENGINEERING VIA DOMAIN DECOMPOSITION 
 
The natural subdivision of a human face into regions like the nose, mouth, and alike leads to the 
target space's corresponding decomposition. Such decomposition is present in many parametric-
based modeling applications, including Makehuman. Equation (1), grouped by region, gives loss 
functions for local models with the following caveats.  
 

The first caveat is overcompleteness, i.e., a parametric model may generate the same visual 
appearance with different parameter values. One obvious source of such over-completeness is 
scale. Fixing a particular scale variable in the training data normalizes it and eliminates over-
completeness in our studies. Next, a group loss corresponding to a specific facial region may 
include local (e.g., angle) and global features (e.g., placement of the feature relative to the other 
facial features). Manual engineering of the group loss to account for such subdivision could be 
error-prone and subject to frequent revisions as the client software evolves. We address local-vs-
global ambiguity by introducing weights into the ensemble as follows. Global features learned 

within local groups would result in predictions equal to an average value over the dataset. When 
learned as part of the aggregate complete model, they will result in a much better prediction. 
Their learned combination with the introduced weights will automatically reflect their roles. One 
way to formulate training for the ensemble weights is to frame it as an optimization problem 
 

 
 
Here, E(w) is the cumulative L2 error computed for weights w(k)

i corresponding to the group k 
and target variable i. By running models M(k) on the training dataset D, we obtain predictions for 
each group k. Linear combination of the predictions with weights w(k)

i gives ensemble prediction. 
We compare it with the known target vector T(D) and compute mismatch on the entire dataset as 

a function of w. The weights vectors w(k)
i dimensionality equals the dimensionality of the target 

parameters space. Also, we normalize the weights so that they sum to 1 for each target variable. 
That gives complementary weights wi and 1-wi for the coordinates shared by local and global 
features. Solving (2) for w is a straightforward coordinate-wise task. Not restricting weights to 
positive values allows to utilize consistent bias in either local or global models and can further 
improve the accuracy of the ensemble. Figure 1 summarizes our approach to constructing, 
training, and using the decomposition-based ensemble for inference.  
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Figure 1. Training (top) and inference (bottom) with the decomposition-based ensemble.  

(We defer domain adaptation part until the upcoming section, Figure 5.) 

 

A complete target space in our study has dimensionality close to 400. Its combinatorial part has a 
complexity of ~1011. Decomposition into subspaces radically reduces the dimensionality of the 
target spaces for each model we need to train. In our application, the largest modifiers subspace 
has dimensionality ~20. The largest number of discrete options for discrete elements for a region 
is under 100. Since the subspaces for discrete parts represent mutually exclusive choices, the 
combinatorial complexity reduces by many orders of magnitude. Combined with lower input 
resolution for local features, these factors allow for more efficient training with a smaller amount 

of training data necessary for sufficient sampling coverage of the target space. Since training 
models for the decomposed local features are less demanding than for an aggregate model, we 
may use smaller CNNs. In our experiments, we use the Pytorch model zoo's squeezenet for local 
features inference. Its smaller input resolution, 224x224, is suitable for cropped input image 
parts. Also, squeezenet is a lightweight model at only ~3Mb vs. inception3, which is close to 
100Mb and takes 299x299 inputs. Our main study has 13 models, two per region (regression and 
classification grouped separately), with one region lacking discrete elements. 
 

5. ENSEMBLE EVALUATION WITH AN IN-HOUSE SOFTWARE 
 
In our first round of experimentation, the proprietary software has a stylized, cartoonish 

rendering, defined by the art direction. Using automated objective evaluation (e.g., cosine 
distance in the latent space of FaceNet [21]) while disregarding the artistic style is problematic 
due to the domain gap. All our training and evaluation datasets are synthetic, rendered in the 
same artistic style, while we expect that input images would come from photographs. To 
workaround, we use a panel-of-experts method. Nine experts evaluate the reconstruction quality 
of a hand-picked set of unannotated 20 facial images representing various ages, ethnicities, 
lighting, image quality, poses, and facial expressions. During the evaluation, the respondents, 
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besides other things, have to rate each of the seven major facial regions of the reconstructed 
characters with binary good/bad evaluation (could be less informative than the Likert scale but 
makes the questionary easier and faster to complete).  
 

Table 1 summarizes the nine experts’ responses in both rounds of the assessment: one for the 
naive aggregate model and the other for the models’ ensemble. The panel includes both 
professional artists and technical staff members. The table highlights improvements in the 
selected quality metrics obtained by introducing the model ensemble and clearly shows the 
advantages gained from the decomposition approach. 
 
Table 1. Comparison of ensemble vs. aggregate models by a panel of experts. Models’ decomposition and 

ensembling reduce reconstruction defects by 30-50%. The worst possible defects score is 180 for nine 

experts and 20 images. The FaceNet cosine distance to the input image also reduces on most images by ~ 

10%. 

 
Reconstruction defects by 

region 

Cheeks Chin Eyes Forehead  Jaw Mouth  Nose 

Naive aggregate  

model 

19 18 69 3  29  37  34 

Ensemble with models’ 

decomposition 

6 11 34 1 16 24 17 

 

 

 
 

Figure 2. Naive aggregate model reconstruction (second on the left column) compared to the 

decomposition with models ensemble (second on the right). The numbers indicate FaceNet [21] cosine 

distance between the corresponding pairs. The imagery does not intend to represent any current or future 

commercial product. Photography attribution (side columns) [1]. 
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6. DOMAIN GAP AND DOMAIN ADAPTATION 
 
Naturally, we cannot ensure that synthetic training imagery covers the entire domain of the 
expected inputs or is its representative sub-domain. Also, in applications, we may encounter new 
domains not anticipated during training. The domain gap between synthetic and target imagery 
makes the models underperform. 
 

Two major factors are leading to the domain gap. One is the limitations of the parametric model 
itself, which may not be powerful enough to generate a sufficient variety of faces. The second 
factor is the artistic stylization produced by the client application. The stylization lends itself to 
various domain adaptation techniques. Using style adaptation (e.g., see [4]) as an intermediate 
step between the input and the rest of the inference pipeline should reduce accuracy loss. Namely, 
we propose using an ``inverse'' style adaptation from the input to stylized synthetic imagery. We 
can train such an adapter for various inputs besides real-world images, e.g., fine art, anime, 
sketches. 

 
After assessing various style transfer options (see Previous Works section), we use StyleGAN2 
[30] for the academic part of our study (it has no commercial license) to train and evaluate the 
proposed style adapter in application to our F2P inference pipeline. The synthetic training domain 
in our experiments comes from Makehuman [15], picked for its architectural similarity with our 
proprietary software. The target domain is real-world imagery. For inference, we apply 
StyleGAN2 to the input image to make it look like it comes from Makehuman, then feed it into 

the pipeline trained with Makehuman synthetic dataset. To train the adapter, we start with a 
StyleGAN2 pretrained on the FFHQ dataset (created for [9]) and fine-tune it on 4000 
Makehuman-generated images. We normalize the images by registering (resizing and aligning) 
them using dlib landmarks [10] to match the images' alignment in the FFHQ dataset. After 
computing the style weights, the inference continues as follows. We start with a normalized real 
image. Next, we compute the latent projection vector for the given image through the StyleGAN2 
mapping network and then apply the blended style weights from the selected resolution to map 

the real image to the stylized image. Figure 3 illustrates the results of that process. Finally, we 
feed the stylized image to the inference F2P pipeline, which becomes an ensemble including the 
domain adaptation step. 
 

 
 

Figure 3. Stylized images from unsplash.com to the proprietary and Makehuman styles. Top row: 

Makehuman style, middle: original photos, Bottom row: proprietary style. 
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7. QUANTITATIVE METRICS AND ABLATION STUDY 
 
We conduct a series of experiments with Makehuman [15] software, reproducing the setup of our 
proprietary-based experimentation to support our findings using open-sourced, reproducible, 
quantifiable methods. For simplicity, we use a trivial baseline for the collected metrics: a mean 
over the evaluation dataset for the target variables. In our case, it corresponds to zero for all target 
variables describing an average face shape. Here, we focus on the regression part of the problem 

since Makehuman does not offer many discrete elements for the classification part. Besides, the 
decomposition advantage for classifiers follows directly from the combinatorial considerations.  
 
Note that our goal for this concrete open-source study is not to train the best CNNs possible. That 
requires more effort and experimentation. Instead, we fix the training setup (meta-parameters, 
adaptive multi-part loss tuning, and the training schedule) to a reasonable common one and 
compare results in terms of accuracy between the combinations of the binary factors we describe 
after stating the following two claims to verify:  

 

 A decomposition-based ensemble improves inference accuracy over the monolithic 
model.  

 Style adaptation via inverse style transfer as a preprocessing step improves the 

accuracy of a model or models trained with synthetic training data. 
 
For the decomposition-based ensemble claim, the goal is to obtain metrics characterizing the 
accuracy of the models trained either as a monolithic or decomposition-based ensemble. We 
evaluate the models utilizing the pretrained squeezenet, which we update in feature extraction and 
fine-tuning transfer learning modes. The motivation for considering both comes shortly. Overall, 
these three binary factors influence the results: 

 
1. Target space partitioning: a complete target vector or limited to a particular feature 

group (e.g., nose parameters only). Such partitioning corresponds to the grouping terms 
of the target variables by features in multi-part loss (1). 

2. Input image: either a complete frame or the corresponding to a feature group “semantic” 
crop. We resize the cropped input image to match the CNN input.  

3. Transfer learning mode: feature extraction or fine-tuning. In our tests, the fine-tuning 
phase starts from the CNN obtained by the features extraction step to speed up training. 

 
Figure 4 illustrates the setup for binary factors we test, and Table 2 summarizes the results.  
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Figure 4. Quantitative evaluation setups and ablation study. We compare pairs: full-frame vs. crop input 

and complete multi-part loss vs. local group loss. Top: transfer learning with feature extraction. Bottom: 

transfer learning with fine-tuning. 

 
We start with the target space partitioning. One of the factors that may influence the models’ 
training and the resulting accuracy is the difference in scale of the gradients in the multi-part loss 
(1). If such a difference is significant, it may take longer to achieve the required accuracy across 
all target variables. We train the first set of models using feature extraction transfer learning to 
isolate that factor. In that form, the CNN’s hidden layers’ weights remain fixed with only the top 
fully-connected (FC) layer trained to fit the dataset. The input in this experiment is a full-frame 

image for all models. 
 
When training stops with a predefined learning rate schedule by reaching a plateau for the 
evaluation dataset, we expect similar results between the local and monolithic models compared 
to the local target features. Running training sufficiently long with a shared learning rate 
scheduler should reduce the different gradient scales' effect (regardless of the overfitting 
concerns). The top part of Figure 4 illustrates the proposed setup. The hidden layers inside the 

greyed box remain fixed. The grey FC weights Wk for the target group k train (nearly) 
independently in monolithic and local features variants. The main expected difference is the loss 
improvement rate but similar resulting accuracy. Hence, the decomposition-based ensemble 
should not provide a notable advantage over the monolithic model with feature extraction training 
with a full-frame input. Table 2 shows only a tiny improvement from complete to partial loss 
function when using the full-frame as an input, supporting the intuition. 
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Table 2. Local feature group models demonstrate the advantages of the hierarchical decomposition of the 

F2P problem. The inaccuracy (mean L1- loss) generally decreases left-right top-down within each group. 

The inaccuracy shown is relative to the baseline. Limiting the number of terms in multi-part loss and 

cropping the feature improves the resulting model by order of magnitude for some features. The resulting 

models’ ensemble is far superior to the aggregate model trained on the complete input image while sharing 

with the aggregate one a similar training setup. 

 
Features 

Group 

Loss 

 

Input Inaccuracy vs. baseline (smaller is better) 

Feature Extraction Fine Tuning 

Nose Complete Full frame  0.0001 -0.0039 

Local 

 

Full frame -0.0005  0.0007 

Cropped -0.0059 -0.0743 

Mouth Complete Full frame -0.0001 -0.0135 

Local 

 

Full frame 0.0005 0.0000 

Cropped -0.0080 -0.0744 

Eyes Complete Full frame -0.0003 -0.0235 

Local 

 

Full frame -0.0001 0.0010 

Cropped -0.0061 -0.0530 

 

The other factor influencing the accuracy of the models is choosing the input image used to train 
the local feature CNN. We expect the results to improve by moving from a complete full frame to 
crops specific to the particular feature groups. That should work even in the feature-extraction 
transfer learning case. The Feature Extraction column in Table 2 confirms such an expectation. 
E.g., for the Nose features group, compare numbers in the feature extraction column between 
Full-Frame and Crop rows.  
 
The progression from complete to local loss while using full-frame input does not improve 

accuracy much compared to the local loss and cropped images. Moving from feature extraction to 
fine-tuning, we adjust all weights in the CNN; see the bottom row of Figure 4. That makes 
learning the target features less constrained and provides a significant boost to the models’ 
accuracy trained with local loss function corresponding to the feature image crop.  
 
Moving from the full-frame to the cropped image input provides the most improvement for fine-
tuning. The bold numbers in Table 2 correspond to the proposed local models used for 

constructing the decomposition-based ensemble. They show the best accuracy across the 
evaluated combinations of the binary factors. 
 

Table 3. Fitting weights for the features individually reduces the prediction error compared to the simple 

ensemble with constant weights across all the dimensions. We set the baseline for this table per training 

type as the corresponding accuracy (validation loss) computed with constant weights (i.e., 0.0, 0.5, and 

1.0). Smaller is better. 

 
Constant weights 

 

Feature Extraction Fine Tuning 

Full Frame Crop Full Frame Crop 

0.0 (aggregate model only) -0.08 -0.09 -0.11 -0.12 

0.5 (equal mix of aggregate and local models) -0.08 -0.11 -0.23 -0.27 

1.0 (local models only) -0.08 -0.19 -0.44 -0.52 

 
Finally, Table 3 shows that an ensemble with learned weights for its individual parameters 
outperforms its components or a weighted sum with fixed equal weights for the predictions. 
 
We conclude this section with a discussion of domain adaptation. The inverse style transfer 

preprocessing step with StyleGAN2 trained on Makehuman images improves the ensemble’s 
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accuracy. We could not utilize validation loss for that evaluation. Instead, we use cosine distance 
on FaceNet embeddings [20]. The absolute distances shown in Table 4 may look substandard 
than the commonly accepted threshold of 0.51 for person identification. However, their values 
are meaningful only in relative terms and illustrate that the domain adaptation moves the input 

distribution in the right direction, beneficial for the model ensemble. The bottom row distances 
for full-frame and crop cases are smaller for the style-adjusted images than for the original ones. 
 

Table 4. FaceNet cosine distance to the original input image shows the advantages of the style transfer as 

the domain adaptation step. Here we use a subset of CelebA [14]. 

 
FaceNet cosine 

distance 

 

Input Feature Extraction Fine Tuning 

Full Frame Crop Full Frame Crop 

Original [0.0] 0.889±0.13 0.893±0.12 0.917±0.12 0.875±0.12 

Stylized 0.495±0.11 0.889±0.10 0.895±0.11 0.892±0.11  0.868±0.12 

 
The presented experiments support our claims that in addition to being more manageable, easier 

to train, the ensemble-based approach takes advantage of the underlying properties of the models 
we use. It helps to train a better accuracy inference pipeline more practically. 
 

8. DISCUSSION AND FUTURE WORK 
 
For completeness, we mention here the limitations of the proposed technique. Reconstruction of a 
human face in the F2P problem is a multi-faceted task. The paper covers only a single subject - 
decomposition of "geometric" features that include continuous and discrete elements. In our 
experience, the classification of glasses, earrings, and some other localized features also benefit 
from the segmentation and decomposition approach. However, many "spread" features (e.g., 
hairstyle) do not easily lend themselves to the proposed method. Also, an assumption of the target 

features' independence is an oversimplification. The human faces exhibit strong correlations 
between age, gender, and ethnicity features. Including such correlations in the proposed ensemble 
may further improve the accuracy. One way of doing it is using a Bayesian framework over local 
models. It can replace a simple weighted sum with a belief propagation network and integrate 
otherwise ignored correlations between local features. It appears to be a valid subject to explore 
next. Other parametric models besides human faces may benefit from the proposed methodology. 
 

9. CONCLUSION 
 
The paper proposes a novel combination of well-established domain manipulation techniques 

summarized on Figure 5. Despite its conceptual simplicity, the domain decomposition combined 
with domain adaptation provides several measurable benefits in the F2P problem that are 
particularly valuable in the applications to both external user-facing software and the in-house art 
production pipelines. It facilitates training of the models, offers better control over their accuracy, 
convenient maintenance vital for industrial applications, smaller memory footprint during 
inference, and flexibility across input domains. The proposed approach is not fundamentally 
limited to parametric faces and may work for similar problems in other computer vision 
applications.  
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Figure 5. The diagram summarizes the proposed inference pipeline based on domain adaptation and 

decomposition ensemble. Style transfer, like the local models, is a pluggable module with the 

corresponding model easily re-trainable as the requirements change. 
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ABSTRACT  
 
The fact that photos and graphics are more easily recalled by humans than text led to the 

proposal that visual passwords may be a viable alternative to text passwords in certain 

situations. User-friendliness characteristics of existing models are based on graphical password 

recognition, and the introduction of a new model that is related to the specifications and 

features of ISO standard usability and to the specifications and features of general usability 

specifications and features is being considered. Once these criteria and characteristics and sub-
components of usability had been compared, additional usability features that could be included 

into the new graphical password model provided were discovered. There was a presentation of 

the graphical password model, which was separated into two sections, which included new 

users and current users. A questionnaire was used to evaluate the usability features and 

applicability of the prototype system after it had been implemented as a prototype system. After 

this step, the system was implemented as a prototype system and its evaluation and evaluation 

through a questionnaire was used to evaluate the usability features and applicability of the 

prototype system. Then there will be user input on the whole system, as well as the outcomes. 

The characteristics and specifications of the usability of the visual password prototype will be 

gathered and examined in this study. All of the percentages collected in this publication in 

connection to the findings and results from the point of view of usability are such that it is 

possible to conclude that the new visual password system is acceptable in its current form. 

 

KEYWORDS 
 
Graphic password, authentication, usability. 

 

1. INTRODUCTION 
 

In today's world, authentication methods, of which passwords are the most significant 
component, are extensively employed. As soon as the system determines that an input has the 
right username and password, the user is prompted to go through the authentication procedure. 
Users must initially register in order to be granted access to the system, and they must remember 
the username and password they created during the registration process in order to log in each 
time they wish to use it. Being aware of a user's password and username are the only things that 
can confirm their identity. Text passwords are often the sole method by which users are 
authenticated while accessing a network system. This approach is used by many networks, 

computer systems, and Internet settings today to verify their users' identities. Unfortunately, 
many passwords may be readily guessed or broken, making them vulnerable to attack. There are 
several and well-documented downsides of using this strategy [1]. 
 
Instead of using text-based passwords, visual encryption methods have been created as a 
replacement for them. As a result, picture codes have the potential to be more secure and reliable 
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than earlier text codes since they govern the capacity to quickly detect and recall the image. Text-
numeric coding has long been known to have a flaw, and this system is meant to solve that flaw. 
The premise that people recall images more readily than letters and numbers, and the concept that 
a picture is worth a thousand letters are both supported by certain research conducted by 

psychologists and software businesses. The fact that photographs and graphics are more easily 
recalled by humans than text led to the suggestion that visual passwords may be a suitable 
alternative to text-based passwords. 
 
It is an authentication and validation system that operates on a graphical password interface, 
which allows users to pick certain photographs in a specified sequence using a visual password. 
Computer systems are routinely run under the control of an authentication system that relies on 
characters such as usernames and passwords. These sorts of systems have been known to include 

significant vulnerabilities; for example, users often use a basic password that may be quickly 
guessed by others. To be honest, it's tough to remember a password that's both safe and difficult 
to guess. Today, this approach is used as the authentication strategy for the vast majority of 
computer systems, whether they are network-based or host-based. A lot of people are already 
aware of the risks involved with this strategy. An assault linked to (Dictionary Attack), which is 
used by hackers to get access to numeric alphabetic passwords, is one of the most popular attacks 
in this field of study. However, there is no doubt that this form of assault is a very successful 

strategy. Because it just takes a short amount of time to figure out the password. Other 
disadvantages of utilizing this strategy include the same difficulty in learning and remembering 
passwords, since studies have shown that just a few kinds of passwords are simple for users to 
remember, as a result of which people often create and use the same passwords for all of their 
accounts [3] 
 
As previously stated, the graphical password authentication system is a viable alternative to the 

numerical alphabetical form of password authentication. Specifically, this approach has been 
presented to remove the usual shortcomings and vulnerabilities of the primary methodology 
(numerical alphabetic technique).It is also possible that this technique will be better appropriate 
for producing passwords that are both more secure and more memorable for users. Users may 
recall photos more quickly than numeric alphabetic letters, according to one of the primary 
assumptions in this field. The other hypothesis is that images are worth thousands of dollars, 
according to the other hypothesis. These theories have been put to the test by the code, software 
firms, and some study in the area of psychology. Computer systems must meet certain security 

standards in order to function properly, which is particularly crucial given the proliferation of 
threats in this field. It's true that scientists and security professionals have long been concerned 
with the safety of computer systems, digital assets, and humans. However, security has been seen 
as a technological matter of considerable importance to date, and concerns have emerged in this 
respect. Users have resorted to passive or active usage of security technology in a variety of 
situations. Understanding may be vital in passive applications; nevertheless, in addition to active 
applications, consumers want additional usability elements as well as security-related solutions in 

passive apps. For example, they need characteristics such as expertise and mastery, simplicity of 
operation, ease of recall, contentment, and efficiency, among others. 
 
Determining the authentication process is a procedure that decides whether or not a user is 
permitted to access a given system or piece of information. Despite the fact that passwords are 
still frequently used today to authenticate individuals, there are other options available, such as 
biometric systems and smart cards, that may be used instead. 

 
Using these options, on the other hand, has a number of drawbacks. Biometrics involves a wide 
range of security concerns, many of which are connected to privacy; on the other hand, smart 
cards need a unique PIN in order to prevent them from being misplaced. 
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Consequently, passwords are still the primary method of authentication. A variety of 
shortcomings of traditional passwords are related to their usability, and these shortcomings are 
directly related to security difficulties. Users that are unable to choose secure passwords make the 
authentication procedure dangerous and provide possibilities for attackers to get access to 

credentials [4]. 
 
It is believed that passwords will be able to deal with two required requirements that are in 
conflict and conflict, and one feature that is extremely significant is that users will be able to 
passwords. There are various issues with passwords. Authentication processes must be conducted 
swiftly by users, but passwords must be safe, for example they must be secure, random and 
difficult to guess. Passwords must also be changed on a regular basis and in a secure manner. 
Users' preferences should evolve over time and not be the same for all of their accounts. They 

should also not be entered and kept in text files. 
 
Utilitarian design is critical in the creation and development of an aesthetically pleasing graphical 
password system that also fits the demands and expectations of its users. ISO 241-11 defines 
usability as the degree to which a product may be utilized by individual users to accomplish their 
specified objectives in an effective and efficient manner, as well as adequately, in the appropriate 
area of application. Several academics have carried out investigations to propose new algorithms 

or enhance existing algorithms with the goal of boosting security and usability since the first 
graphical user authentication system was introduced by Blonder. Unfortunately, the majority of 
graphic password researchers have not paid attention to usability aspects. In most cases, 
researchers investigate graphical password security solutions, focusing on the probability of 
passwords failing during the authentication process, as well as user satisfaction and system 
operational aspects, among other things. 
 

Do not put anything in it (especially the simplicity of remembering passwords). A critical topic to 
consider is the implementation of an entirely new graphical password system that offers a variety 
of interesting usability features. 
 

2. DIAGNOSIS-BASED TECHNIQUES 
 
Most articles from 2000 to 2015 have described that the methods available for diagnostic 
techniques are five designs. In the following section, existing methods will be reviewed and their 
strengths and weaknesses will be studied. 
 

2.1. PASS FACE ALGORITHM 
 
According on the idea that the human face is easier to recall than other photographs, Real User 
created a technology called Pass Face in 2002, which is now widely used. It is possible to pick 
images of previously seen people with this solution, which offers choices that prompt the user to 
select photos of previously seen people. When consumers have selected all four of their face 
photographs, the procedure is complete. Results of earlier research have indicated that users can 

remember their passwords more readily when using this approach as opposed to the text 
password method [6], despite the fact that it takes a longer time to login to the system when using 
this method. 
 
In this approach, the user's gender, race, and face beauty are the three criteria that influence the 
choice of trend, allowing the selections to be predicted in advance of time. Although optional 
assignment makes the password more forgettable, it is given as a modification to make it more  

memorable. Other shortcomings of this technique are related to the processing time required. The 
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registration component of the Pass Face algorithm is the most time-consuming phase for users, 
resulting in a lengthier overall validation and authentication time than with a text password, 
according to the algorithm. 
 

2.2. Already Seen Algorithm 
 
This approach, which was first used in 2000 and reported by Lashkari and Farmand (2009), is 
given as a vast collection of photographs, some of which are random, and users are asked to 
choose a certain number of them from the collection. The photographs that were previously 
picked must be identified later on in order to verify the user's identity. When compared to text 

passwords and PINs, the login time is much longer, and 90 percent of users have been successful 
in this approach throughout the validation process, while other ways have only been successful in 
70 percent of cases [7]. 
 
Some of this technique's shortcomings are discussed as follows. With traffic congestion and 
several photographs being given by the server, processing time will be prolonged; ii) Despite the 
fact that this solution has a lower password space, it will be more secure. The password formed is 

difficult to remember, iii) while the server must analyze documents pertaining to many users, 
picture selection is a time-consuming procedure, and iv) the overall time necessary to construct 
the password is prohibitively expensive. The time required for a text password is 25 seconds, but 
the time required for this strategy is 60 seconds.  
 

2.3. Triangle Algorithm 
 
This approach is based on the Shoulder-Surfing problem's graphical password-based solution. 
The system displays a number of items associated with passwords, and the user picks an area 
made by him. For instance, the system may show three items and the user may choose three 
things associated with the password, resulting in the formation of a triangle. By clicking on the 
inside of the invisible picture, the user may confirm. This technique is performed with the icons 
in various places on the screen [8]. Researchers recommend doing this technique numerous times 
to eliminate the chance of unintentional connection by clicking or rotation. As a result, the 

method's sluggish connecting procedure might be considered a significant shortcoming.  
 

2.4. Picture Password Algorithm 
 
This method is related to a graphic password scheme proposed by Sobrado and Birget, which is 
based on a visual password. Basically, this algorithm is designed for mobile devices such as 

PDAs. Password selection in this method is done using small photos in the form of themes 
provided in the form of cats and dogs or the sea and the beach. Therefore, users can be 
authenticated by identifying the viewed photos and touching them in the appropriate sequence 
using a stylus pen. Once the user can authenticate, he or she may change what theme or 
password. Researchers have also suggested that this process be repeated several times in order to 
minimize the possibility of connection in a random click or rotation mode [9]. 
 

Weaknesses: While this algorithm is provided with specific and specified photos, there will 
actually be a limited space to choose the password. In other words, as the researchers examining 
the algorithm have noted in their study, a numeric password is generated when each image 
represents a number of consecutive options. On the other hand, the selected sequences are shorter 
than the text passwords. One of the solutions offered to expand the password space created by 
using this solution is more complex and forgettable for users. 
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2.5. Story Algorithm 
 
According to the Story algorithm, which was established in 2004, the user selects a set of 

photographs and is then tasked with identifying the required inventory from a collection of 
photos and images. These photographs depict locations, items, or people. To assess the users' 
ability, a series of nine photographs is supplied and the user is requested to choose four of them, 
while also providing a sequential component to aid with memory. The technology encourages 
that users construct a narrative to link their photographs and images [10]. According to the 
Monotheistic and Denominational Study (2009), users often forget their Story passwords and 
commit common blunders. Thus, in comparison to the validation of the Pass Face algorithm, the 

greatest shortcoming of this approach is the difficulty of recalling photographs. 
 

3. PROPOSED METHOD 

 
In this article, we propose a new model with high security for mobile. In this design, it consists of 
6 dice, each dice containing 6 numbers from 1 to 6. Figure 1 shows the proposed scheme in this 
article. For example, suppose the suggested password is 1, 2, and 3, respectively. The user must 
move from dice to number 1 and swipe to dice number 2 and finally swipe to number 3. 
 

 
 

Figure 1. proposed Cognitive graphical password 
 

To set the password by the user, according to Figure 2, there are six dice with 6 numbers in front 
of the user. The user can select any combination of numbers from 1 to 6 and swipe in order. For 
example, suppose that the 1356 password is selected by the user and swipes from 1 to 3, then to 
5, and finally to 6, respectively. This password is taken as a template in the publication. Figure 3 
shows an example of entering the wrong password and two examples of the correct password. 
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Figure 2. How to set a password in the proposed pattern 
 

 
 

Figure 3. wrong and correct pattern 

 

4. TESTING AND EVALUATION 
 
The suggested system, a graphical password authentication mechanism, is assessed and tested by 

individuals who have used and tested it. Additionally, they will respond to questions in an online 
questionnaire designed to evaluate the system's usability qualities. The assessment plan that was 
created includes some information on the users. The participants are a group of 40 individuals, 15 
of whom are female and 25 of whom are male. The participants were between the ages of 24 and 
40.The participants were chosen as system users who accessed the system throughout the 
registration procedure and subsequently chose to connect. Finally, they answered to the online 
questionnaire's questions in order to provide a more detailed evaluation of the proposed system's 

usability qualities.  
 
Participants tried to utilize the proposed authentication system by requesting the formation of a 
new user account and signing in after requesting the establishment of a new user account, as 
shown in the table below. As shown in the table below, the findings indicate that although all 
participants established their application accounts readily and without difficulty, they had 
divergent beliefs about how to connect to the system, as shown by their responses to the online 
questionnaire. The findings indicated that on the second day, 25 users successfully logged in on 
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their first try, 12 users successfully logged in on their second attempt, and just three users 
successfully logged in on their third attempt. On the third day, 20 users successfully logged in on 
their first try, 15 users received a success message on their second attempt, and 5 users 
successfully logged in on their third attempt. Table 1 contains all of the findings.  

 
Table 1. Users trying to log in 

 

 
 
Categories related to the structure of the questionnaire 
 
Questionnaire review is the selected method, or in other words, the selected tool to verify the 
claims (objectives) of the research in terms of improving the usability characteristics of the 

graphic coding authentication system. 21 questions in 8 categories, which included some 
questions about the general information of users and the prototype of the system, as well as the 
usability features of the proposed system, formed the questionnaire form. The designed 
questionnaire, which included 21 questions in 8 different categories, can be seen in Appendix A. 
 
1- General information 
2. User comments 
3. Evaluate the whole system 

4. Evaluate the ease of use of the feature 
5. Evaluate the simplicity of feature creation 
6. Evaluate the simplicity of remembering a feature 
7. Assess the simplicity of feature learning 
8. Evaluate the outline 
 
Finally, after analyzing all the answers, it is possible to realize that most of the system users have 

favorable feedback on all the usability features of the proposed method and also in evaluating the 
whole prototype of the system. All results are presented in Table 2. 
 

Table 2. Results of the questionnaire analysis 

 

 
 



24         Computer Science & Information Technology (CS & IT) 

CONCLUSION 

 
Based on the results in Table 2, this questionnaire explained that most users in general expressed 
their satisfaction with the usability features proposed in the proposed method and also with the 
whole prototype of the system as well as the visual design and outline. Have . The evaluation of 
the whole graphic password method had a percentage of 79.75%, which is very desirable, and it 
was determined that the system is generally acceptable to the participants in the dissertation 
testing and evaluation. 

 
There was a variety of percentages between 74.5% to 86.66% in the usability characteristics of 
the proposed system. The highest percentage, which is equal to 86.66, is related to the simplicity 
of using the feature, which shows that the participants are satisfied with the simplicity of 
evaluating the system. The simplicity of creating a graphic password in the proposed design was 
74.5%, so this favorable percentage showed that users created their password easily without any 
difficulty. Remembering the chosen password Despite 85% positive feedback showed that users 

can easily remember their passwords, due to the special features used in the design of this 
proposed design. 81% is related to the percentage of ease of learning the system, so this part of 
the questionnaire shows how easy it is to learn to use this system. The visual design of the 
proposed design and its overall design showed good results despite a positive feedback of 74.5%. 
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ABSTRACT 
 

We introduce in this paper what can be considered a new trend in expert systems field. It is 

generating different expert systems using the same software platform developed for this 

purpose, and called “Expert Systems Generating Machine for Image Processing Applications 

ESGMIPA”. The machine is used to generate different expert systems in completely different 
application fields which indicates the feasibility of the proposal. Using what we called Domain 

Expert Guided Heuristic Search (DEGHS) and the machine, we generated an expert system that 

succeeded in cases where no algorithmic approach can be applied. Generating different expert 

systems using the same machine depends on the well-known fact that the function of an expert 

system is determined mainly by its knowledge base. The machine developed expedite very much 

the development of the expert system to reach best performance. The role of domain expert and 

the positive effect of the interaction between different domain experts in different fields is 

highlighted. 

 

KEYWORDS 
 

Expert systems generating machine, expert guided heuristic search, handwriting extraction, 

bacteria type automatic detection, bacteria colony image. 

 

1. INTRODUCTION 
 

In contrast to our previous research work presented in this conference last year where we used 

algorithmic approach to detect cancer in lungs CT images [1,2], this paper presents the 

ESGMIPA which is a software machine developed for generating expert systems in different 
application fields where the Domain Expert (DE) plays a central role in the generation process 

via what we called DEGHS. Two different expert systems in completely different fields are 

generated using this machine and the DEGHS search technique we developed. The first expert is 
used to extract unconstrained handwriting from unconstrained form bank checks, and the second 

one is used to automatically detect specific types of bacteria in microscopic bacteria colony 

image. Since the DE plays the central role in the ES generation process, the professionality of 
this DE will appear in the design of the ESGMIPA, and in the generated Ess using this machine 

because the ES is the executable version of the DE knowledge and experience. Therefore, we will 

shed some light on the DE concept, and the professionality level of the two DEs involved in 

reaching the ESGMIPA, and the way they developed their knowledge and experience. 
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1.1. Initiative, Experience, Knowledge and Domain Expert 
 

The need and/or curiosity to know about some subject may lead to some initiatives in some field. 

The accumulation of results of initiatives will produce some knowledge in that field. If the 
acquired knowledge is worthy and extensive, then who made those initiatives becomes a domain 

expert. 

 
A domain expert rarely starts from zero but builds on the knowledge of others who worked 

previously in the specific field. In most cases, study and training, as well as quality dedicated 

efforts by the person himself are very necessary to become a domain expert, like Medicine 

Doctor, Document analyst, geologist, and so on. 
 

1.1.1. The Two Domain Experts involved in Developing the ESGMIPA 
 
The two domain experts involved in developing the ESGMIPA are a DE in Electronic Circuits 

Design and Implementation (DEECDI) and a DE in signature verification and analysis. 

(DESVA). Both are the same person but in different age periods, and the final achievement 
reported in this paper came a result of the interaction between these two DEs. 

   

In 1981, the first author of this paper became a DEECDI where he worked on developing 

ciphering/deciphering systems using pulse techniques in 1977 in the graduation project for the 
bachelor degree in Electronic Engineering [3], and completed a training course  in electronic 

techniques at Dresden University, Germany in 1976 [4],  and attended a very high level training 

course in Barry Research Corporation in the silicon valley of USA (California) on the design, 
operation and maintenance of a computerized sounder station for High frequency Communication 

for the Scientific Studies and Research Center (SSRC) of Damascus, Syria [5] after completion of 

a total immersion English language course at Berlitz school of languages, Palo Alto Office [6]. 
During his work at the SSRC he worked with professional Metal detectors [7] and Modems [8]. 

 

With the above qualifications, and during his work at the Faculty of Mechanical and Electrical 

Engineering at Damascus University as a lecturer assistant, he obtained a scholarship from the 
Japanese Government as a research student. Soon he was dispatched by Damascus University in 

1983 to prepare for Doctor Degree in Information Engineering at Nagoya University, Nagoya, 

Japan. After finishing the Japanese language course, in a few days of work at Nagoya University 
Computation Center (a giant CC) with the signature data and the programs he received from his 

advisor, and with his professionality and explorative mind in dealing with research problems as a 

DEECDI, he discovered the High Pressure Regions in off-line signatures by applying the half-

power points of the curve of the resonant circuit from electrical circuit theory  to the histogram of 
the signature and considered pixels with gray levels higher than this level as high pressure pixels 

and the others as low pressure ones. This principle gave amazing results in distinguishing 

between genuine signatures and skillfully forged ones, and the findings and their developments 
appeared in local (Japanese) and international publications [9-11]. During his work on 

computerized solutions of signature verification and analysis, M. Ammar studied famous 

references on suspect documents and their scientific examination [12] and linked between theory 
and application so that he became a domain expert in signature verification and analysis and in 

handwriting analysis. Later he was certified by the American board of Forensic Examiners 

(ABFE) as a handwriting analyst and a forensic document examiner [13,14], so that M. Ammar 

became formally a domain expert in signature verification and analysis (DESVA). With the 
previous brief explanation, we can consider M. Ammar as a DEECDI, and a DESVA. We notice 

that the first DE provided the second one with a golden chance to start his higher education in 

Japan quickly with a big momentum.  
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1.2. Related Woks 
 

Ammar M., et al, announced in 1985 reaching an automatic method to extract signature image 

from non-homogeneous noisy background as a part of a general approach to detect skilled off-
line forgery signatures, which was unsolved problem [10]. Several months later they announced 

in TOKYO the complete method of automatic signature verification using pressure features in the 

monthly convention of the professionals in image processing and pattern recognition (Kenkyukai, 
held in Tokyo university in Feb. 1986) [9]. Later in October 1986, the topic was published in the 

8th international conference on pattern recognition held in Paris [11], which means that the best 

specialists in the world have approved Ammar’s method in High Pressure Regions extraction and 

using it for skilled forgery detection in off-line signatures, and M. Ammar became famous 
worldwide in this field. Due to the impressive content, another paper appeared on the same 

subject in a the (IEEE, Trans SMC journal) [15]. In Marse 1987, Ammar and his group presented 

the algorithm he developed to select the most effective features in a feature set of n features in (n 
x n) evaluations instead of n! and used the results to divide the features into groups according to 

their type and effectivity [16]. In July of the same year in Montreal-Canada, another paper on the 

same topic appeared in a professional international symposium on handwriting and computer 
applications [17], followed by a detailed paper on the same topic in the book “computer 

recognition and human production of handwriting”, world scientific [18]. 

 

In 1988, Ammar proposed the principle of signature description by computer which gives a 
symbolic description of the signature in a sophisticate manner and used it for the classification of 

a signature database into specific types and studying their nature. This work appeared in the 9th 

Int. Conference of Pattern Recognition in Rome, Italy [19], and used this description even for 
verification [20]. The application of signature description to signature analysis, announced by the 

same group, appeared in the 4th Int. conference of the Graphonomics society in Norway [21]. In 

1989, M. Ammar, and as a new trend in signature analysis by computer and its applications, 
he developed an Interactive System with graphical and image display abilities, with the system 

ability to explain its response in natural language, for signature verification and analysis. He 

wrote a paper about the possible applications of this system with practical examples. One of the 

applications was to study the stability of one’s signature(a common problem), and training those 
who complain the instability in the form of their signature to stabilize it, with some more 

applications, but warned that the same training application may be misused to produce 

undetectable forgery even by the best computerized systems. This paper appeared in the 
international conference of Image Processing and Analysis 7ICIAP in 1989 in Italy [22]. This 

interactive system received a great attention in Japan where it was written about and posted in a 

full page of the 17 million reader Japanese newspaper “Chunichi”, and appeared in a televised 

report in the 6:00 PM prime time news of the TOKA television for 5 minutes. Later, I (Maan) 
recognized why the Japanese paid such attention to this system. The reason was because it 

appeared within the period of the National Project (the 5th Generation Computer) issued by Japan, 

which concentrate on developing the “intelligent computer”. In fact, the interactive system, M. 
Ammar made, is really “the truly intelligent system” as described by Luger [23], and the 

computer running it is an intelligent computer in this field. In 1990 the detailed research about 

structural description and classification of signatures, appeared in a high rank and famous journal 
in this field [24]. In 1991 with the distinguished reputation Ammar realized, he was asked to 

analyze the documents of several actual cases of suspect Japanese documents. One among these 

cases involve 13 documents claiming over quarter million dollars. All these documents were 

judged by Ammar system to be forgeries. These findings appeared in a paper in an international 
workshop in Bonace, France, 1991 [25]. In 1992 M. Ammar, realized extraordinary results using 

a new technique he called “Ammar matching technique”, and according to the results obtained 

using his data (prepared by Fujitsu company) he considered the performance a “breakthrough in 

this field”. The new technique appeared in a paper in the proceedings of the 11th In. Conf. on 
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pattern recognition, held in the Netherlands [26]. Commenting on this copious production of 
signature related researches, R. Plamondon (a prominent researcher in signature related field) 

described Ammar M. and his group in his review paper [27] as "the most active group in this 

field". 

 
On a rather different track in the same field, in 1989, Ammar received an invitation letter from the 

International Academic Services (IAS) in the USA, congratulating him on his achievements and 

inviting him to work in the USA in research and teaching [28]. In 1990, and in connection with 
this letter, he travelled to the USA to communicate with those people, and to present his paper in 

the 10th Int. conference on pattern recognition 10thICPR held in Atlantic City. The paper was 

about a comparison between parametric and reference-pattern-based features in signature 
verification [29], which led to a well-known paper describing new advances in signature 

verification, by the same author [30]. After completing his mission in the USA, he decided to go 

back to his country and start a new trip in the field of signature verification and analysis 

concentrates on building a PC-based signature verification and analysis software system on his 

cost. 

 

In 1990 he established a new research group in his country. They could build Personal Computer 
(PC)-based signature verification and analysis system (SIGVA 1.0) reported in an international 

conference in Canada in 1995 [31]. In 1995 also, M. Ammar received the certification of the 

American Board of Forensic Examiners in forensic document examination [13], and in forensic 
handwriting analysis [14]. In 1997 he received the certification of the justice ministry in Syria as 

the first examiner (highly qualified) of forensic documents [32].  

 

Sigva-1.0 attracted investors from Germany and USA to Syria. The negotiations led to 
cofounding with Sam Koo ASV Technologies Inc. in 1998 in USA.  The work continued in 

developing the ASV system for USA banks by ASV Technologies Inc. via three groups: the first 

and essential one in Damascus, the second one in Stuttgart in Germany and the third one in New 
York in the USA with the supervision and coordination between the three groups by M. Ammar 

until the first ASV (Automatic Signature Verification) server was set up in NY in 2000, and the 

US patent of that system was received in 2002 [33]. 

 
In 2001, M. Ammar joined Applied Sciences University in Amman, Jordan as full professor 

specialized in Image processing and Intelligent Systems. While teaching Image processing, 

Artificial Intelligence, Decision support Systems, and several other subjects, he published several 
papers in the fields of AI, Computer Vision, and Image processing, with some relation to the 

content of this paper [34-37]. 

 
 In 2010, he received an invitation from Lambert Academic Publishing (International Publisher) 

to write his experience and works in a book. In 2011, the book "Intelligent Signature Verification 

and analysis" was published by the LAP [38]. With the progress of the work of ASV 

Technologies, serving hundreds of banks in the USA, more and more requirements appeared. 
Among them increasing further the correct verification rate of the system. As a response for that 

need, Ammar proposed and implemented the "multi-feature set " verification decision which gave 

important improvement in correct verification rate [39-40]. By that time, the system had verified 
over one billion bank check without wrong decisions, with moving a handful of signatures at the 

end of each batch of tens of thousands of signatures as suspects for visual verification [39]. 

 
At this point in the trip of developing signature verification and analysis software, the company 

(ASV Technologies Inc.) asked M. Ammar to work on handwriting extraction from bank checks. 

This request led to the achievements reported in this paper. 
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2. THE COMPLEXITY OF EXTRACTION OF UNKNOWN HANDWRITING FROM 

UNKNOWN CHECK IMAGE 
 
After discussion with the company about what is really wanted, the result came as follows: The 

wanted work is extracting “unconstrained handwriting on a bank check image” (may take any 

form), and the check design is also “unconstrained”, (the check may come from different banks), 

and consequently, the design of the check is unpredictable). Moreover, all check images are 
binary, and some are with bad quality. 

 

Taking in consideration that the bank check is a complicated design in nature (contains different 
fields for writing and signing, symbols, decorations, logos, etc.), everything could be variable, 

and the objects we should extract “handwriting” are variables and unconstrained. for the first 

moment, the task seemed to be extremely difficult (if it were possible at all), but finally, M. 
Ammar accepted the challenge. The research achievements are presented in this paper with some 

further developments that led to the ES generating machine, reported in this paper. The four bank 

checks shown below in Fig. 1 are examples of the data we must deal with. With this kind of 

problems, Expert systems could be the suitable approach, therefore, we will explain in brief about 
an expert system and how to build it, then apply that to our problem. 

 

 
 

Fig. 1 (a, b, c, d, raster) Four examples of the bank checks to work with. 

 

2.1. What is an Expert System? 
 
An expert system can be defined in different ways, and there are many kinds of block diagrams 

explaining its function, depending the field and the case dealt with, however, in general, any 

expert system must contain at least: (1) a knowledge base, (2) an inference engine and (3) a user 

interface.  
 

 

2.2. Definition an Expert System  

 

Simply speaking, it is a computer program using artificial intelligence techniques. It uses a 

database of expert knowledge to offer advice or make decisions in some specific area (the area 
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here is handwriting and bank checks environment). Concerning a general block diagram, we will 
adapt here the block diagram suggested by JA Bullinaria, 2005, [41] shown in Fig, 2, because we 

found it informative and suitable. The heart of this expert system is the knowledge base (facts, 

rules and heuristics) and the inference engine that applies rules to the facts to infer new facts. 

Rules that represent the knowledge of the domain expert are collected and formulated by the 
knowledge engineer and programmed and stored in the KB by thespecialized programmer. The 

domain expert, the knowledge engineer and the programmer are the necessary team to build the 

ES. 

 
 

Fig 2. A general block diagram of the expert system. 

 

2.3. Considerations in Forming the ES Building Team 
 

The team of building an ES must be formed taking in consideration the following points: 
 

1- The Domain Expert (DE) is a person with a professional experience and knowledge in the 

specific domain. 

2- The Knowledge Engineer (KE) is a person who is familiar with the specific domain and with 
programming. He must understand the key concepts from the DE and formulate them in a 

form the programmer can understand and program in executable form. 

3- The programmer (P) is a person who masters programming in the desired language. 
 

Now, we reach an important question: is it necessary to have three persons to form the team and 

build the ES? The answer is: in the general case, Yes but in some cases, No, we do not need three 
persons. For example, in reference [22] the DE, the KE and the P were the same person who built 

the interactive ES. In a case like this we can get the highest efficiency. In our case in building an 

ES for handwriting extraction from bank check environment, the DE and the KE are the same 

person (M. Ammar), and the programmer is a person professional in programming in Matlab and 
C++. In the expert system that detect the specific bacteria in a microscopic Bacteria Colony 

Image (BCI), we had to have three different persons as a team to build the ES. Now, we will 

characterize our problem viewed by the DE. 
 

3. CHARACTERIZATION OF THE PROBLEM 
 

As we mentioned above, the check form is unconstrained so that logos, decorations, symbols, and 

other objects may differ from bank to another as we have shown in Fig. 1. All what we know is 
that the objects we must extract are “handwriting” which may contain names, numbers, symbols 

and words. We must keep in mind also that the handwriting style may differ substantially for one 

person to another. We will try now to characterize the wanted objects in general: 
 

1 – It is a pen line produced by freehand movement controlled by the brain. 
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2 –It almost may never contain completely straight lines or 90-degree angles. 
3 – It is Smooth and should not contain broken strokes, unless it is a forgery. 

4- Signature which must be on the check is a special type of handwriting may contain decorations 

and special long curved strokes. 

 
We will build a Rule – based ES to extract handwriting from bank checks. The contents of the 

KB are facts, rules, and heuristics, summarized as follows: 

 

Facts: 

 

Facts related to this problem domain are features of the signature in special and the handwriting 
in general. Those features are studied, extracted and used extensively [10-11,16-22,24-26, 29-31]. 

 

Rules: 

 
The rules will depend essentially on the ranges the values those features may vary inside and still 

differ from printed objects. Unlike signature verification cases in which those ranges can be 

learned from the training data, here, those ranges will be found heuristically with the help of the 
DE and the software machine designed for this purpose. In our problem, there is no training data, 

but there is only test data. 

 

Heuristics 

 

Instead of “state evaluation function” used in heuristic search in the search process to reach the 

goal state in a problem like chess game [23], we will use here what we called Domain Expert 
Guided Heuristic Search (DEGHS) because the evaluation of the distance to the goal (best result 

here) can’t be estimated by a number, but it is a visual judgment of a general view of the 

handwriting on a check. The DE evaluates the improvement obtained and then select the new 
movement (changing range values, introducing new features, etc.). 

 

4. HANDWRITING EXTRACTION APPROACH 

 

This approach consists of 2 main stages: (1) preprocessing, and (2) handwriting extraction. 
 

4.1. Preprocessing 
 

Before starting the actual handwriting extraction process, we segment the check image into 

components in order to extract features from these components (Facts), and then apply DEGHS 

using the rules suggested by the DE. Preprocessing is done in three steps:  
 

1. Applying a Connected Component Labeling (CCL) process to the check image. 

2. Closing using a square structuring element with 3 side value. 
3. Dilation using a square structuring element with 4 side value. 

This preprocessing fattens the printed characters giving them higher density to be removed later 

by rules. 
 

 

4.2. Handwriting Extraction 
 

As we mentioned in section 3, we do not know anything about handwriting on the binary check 

image except that it is handwriting (no information about spatial positions, form or density). We 
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also don’t know anything about the design or content of the bank check therefore we will detect 
the handwriting by applying this global rule: delete any object on the check image if it has any 

one of the non-handwriting characteristics. The remaining will be the handwriting, if available. 

This solution is very general. We have to go inside its specifics. We will approach this solution as 

follows: 

 

4.2.1. Approaching the Solution 

 
We started from this fact: a human can recognize handwriting from printed text and other shapes 

in a document easily. If we asked a DE, how can a human do that? His answer might be: 

 
Because the difference in the general appearance of handwriting described in section 3 four 

points and the general appearance of the printed text, other shapes and symbols is very clear. 

 

Of course, this is a general answer. If we asked him to be more specific, his answer might be: 
because the printed text features like the compactness of the characters and sharp change in 

stroke direction, and so on., are clearly different from those of handwriting already explained in 

section 3. 
 

Now, we are at the starting point of sketching a solution. Our DE (M. Ammar) who is a DE in 

both handwriting analysis and computerized solutions related to signature in special, and 
handwriting in general, will suggest the requirements of the solution. 

 

4.2.2. Requirements of the Solution 

 
1- We need some features to be used for distinguishing between handwriting objects and 

other objects might find in the check. Essentially, those features should be available in the 

following references [10-11, 16-22, 24-26, 29-31], as mentioned before. 
2- The performance of these features must be evaluated with some data to choose the suitable 

ones. 

3- Since there is no training data for the contents of the design of the checks or for the 

handwriting, we have to proceed as follows: (1) select some features recommended by the 
DE based on his knowledge and experience, (2) start testing with some heuristics 

suggested also by the DE about the ranges of the values of the features that can be used to 

distinguish between handwriting and other objects,  (3) update the ranges of values and/or 
used features according to the results obtained so that better result is hoped, (4) retest and 

evaluate the results. (5) repeating steps 2-4 until we get the best result.   

4- How can we evaluate the result? When using heuristic search in AI problems like chess 
playing, there is a state evaluation function that return a value telling us how far from the 

goal, and based on that value the nest move is estimated. Here, we can’t design such cost 

function because the distance to the goal can’t not be measured by numbers because 

evaluation is visual. Now we must define the goal state and in between states. 
5- Our goal state is a check image contains only handwriting. Of course, this is the optimal 

case. This case might be impossible to reach because of the overlapping between 

handwriting objects and others, however it can be approached. Therefore, our goal state is 
the best state (bs) in which the maximum amount of handwriting extracted with other 

objects removed. This state can’t be measured by numbers but by visual estimation given 

by the DE, therefore we call this kind of heuristic search “ Domain Expert Guided 
Heuristic Search” (DEGHS). 

6- We mentioned several times the terns “handwriting objects” and “other objects” therefore, 

the first step we must go is segmenting the check image into its objects. this can be done 

by Connected Components Labeling (CCL). 
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7- In order that the DE can give his response flexibly and in reasonable time, we have to 
provide him with these abilities: 

8- Displaying the input image, (2) displaying the processed image at any stage, (3) displaying 

any component selected with its image, some other helpful images, and values of all 

features used, as well as any preprocessing done with parameter values used. The DE must 
also be provided with the ability of easy selection of any segmented object (CC) using its 

label, for convenience. We must also provide the ability to select the features the DE wish 

to use with their value ranges and any conditions desired (AND, XOR, etc.). 
9- When we started to work with this subject, we designed and implemented a platform that 

enable the DE to interact easily with all what we mentioned above (with the help of the KE 

and the P, if needed) to give him high flexibility in suggesting heuristics, testing them, 
evaluating the result, making changes and retest again and again until the best result is 

reached. Fig. 3 shows this platform during one of the DE tests. This platform with the 

software tied to it is called ESGMIPA. 

 

 
 

Fig 3. a screen shot of the platform (ESGMIPA) during a specific stage of the DE tests. 

 

4.2.3. Description of the Screenshot 
 

The image in the top left corner is the original image; the image below it directly is the result of 

an intermediate stage in which the component No. 119 which is actually the handwritten number 
“50”, and appears in the right side of the check image colored blue for easy location by eye. In 

the vertical field in the middle in which the image of the No. 50 appears, three more images 

helpful in evaluation: filled image, convex image, and boundary image. Above the component 

image, the values of 12 candidate features of the component appears (density, eccentricity, 
centroid, PNSP, PPSP, curvature, solidity, orientation, PVSP, and PHSP). In the rightmost field 

on top, the possible preprocessing operations, some special cleaning operations, below that in the 

same field the number of the CCs appear with the ability to select any component and see all 
relating results like those appear in this screenshot. The ability of sorting the CCs is also 

provided. Going back to the left vertical field and below images, we find adjustable feature value 

ranges with some logical conditions to apply. 
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4.2.4. Obtained Results using the Platform (ESGMIPA) for ES Development 
 

Fig. 4 (left) shows the handwriting extracted from the binary check image shown in Fig.1 (b), 

Fig. 4 (right) shows the input binary image without handwriting obtained by ANDing the 

complement of the extracted handwriting image with the original input image. Fig. 5 (right) 
shows another example of extracting handwriting from the check shown in Fig. 5 (left). The ES 

was tested with tens of checks (83 check images) and gave very good results. 

 

 
 

Fig 4. Extracted handwriting (left) and input image without handwriting (right). 

 

 
 

Fig 5. original binary image (left), and extracted handwriting (right). 

 

4.2.5. The Extreme Cases 
 

We may consider the checks shown already in Figs. 4 and 5 ordinary cases of bank cheks written 

with full spontaneity, as ordinary cases. Now what happen if the check image can be considered 

to have uexpected content (no handwriting or full of noise, as the cases c and d in Fig. 1.). The 
result of these  two checks is shown below in Fig. 6. As can be seen, we got almost complete 

perfomance where in the no handwriting check we detected no handwriting, and the heavy noie 

in the noisy check was removed without effect on the handwriting detected completely, with only 
on prined letter (can be removed by post processing). 

 

At this point of development, the company asked whether the system can extract Chinese 
handwriting and sent us a test check shown in Fig. 8(a). We started to work with this check using 

our ESGMIPA, and displayed the number of the connected component (object) directly beside it 

as shown in Fig. 7. This way of display is very handy and gives us better understanding of the 

image components at a glance. We could in a few hours modify the content of the KB of the ES 
to get the result shown in Fig. 8 (b). The input image without handwriting by ANDing is shown 

in Fig.8 (c). 
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Fig 6. (a, b, c, d, e, f, raster order): a: a check without handwriting, b: the result of handwriting detection 

where nothing detected, c: the original check by ANDing, d: a noisy bank check, e: detected handwriting, f: 

original check by ANDing. (almost complete performance). 

 

 
 

Fig 7. displaying the number of the CC directly beside it. 
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Fig. 8 A check image with Chinese handwriting (top), extracted handwriting (bottom left), the check 
without handwriting by ANDing (bottom right). 

 

AS can be seen in Fig. 8, the result is excellent. 

 

5. REINFORCING THE PRINCIPLE OF ESGMIPA 

 

In fact, the principle of “expert system generating machine” was proposed by the first author (M. 

Ammar) in a local publication at Damascus University 9 years ago [42]. In this section, and to 
reinforce this principle, we introduce using our ESGMIPA to generate another ES to detect 

specific types of bacteria in a BCI. 

 

5.1. An ES for Detection of Specific Bacteria Types in a BCI 

 

Actually, M. Ammar is a DE in Biomedical Engineering (BE) field also, since he has been a 
teaching staff member in the BE department at the FMEE, Damascus university for 32 years, and 

served as Head of Department for 8 years. During this period, he translated and wrote several 

books for the department         [42-45], and was active in interaction with Damascus hospitals and 

the department, especially with Damascus University educational hospital. In that hospital one of 
the coauthors is working as head of the Bacteria Laboratory. During discussion with her, it 

appeared that detecting automatically by computer some specific bacteria objects in a 

microscopic BCI image containing very big number of objects like that shown below in Fig. 9 is 
highly desired. Therefore, we found it a good chance to test the ability of our machine to generate 

expert systems in a field completely different from checks and handwriting. 

. 
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Fig. 9. Bacteria Colony gray image, and its thresholded version. 

 

The DE and the KE made a discussion to characterize the problem before asking the programmer 
to program a system for that purpose, of course using the ESGMIPA. The problem here is rather 

easier than handwriting problem because there is no overlapping between objects. 

 

5.2. Steps used in Developing the Bacteria ES 
 

1 -Specifying the general knowledge in hand 

 

1. The image to work with is a gray level one, shown in Fig. 9. 

2. The image contains objects darker than the background (lower gray levels). 

3. The image contains very big number of objects vary in shape and size. 
 

2 – Getting more specific knowledge the KE derived from the DE 
 

1. The objects (bacteria) to be detected are among the larger objects in the image, and 
they are approximately bigger that 5% of the area of the total image. 

2. Objects to be detected are two types: 

3. The first type has relatively low density measured by the area of the object divided 
by the area of the rectangle confining it. 

4. The second type has a higher density compared with the first one. 

5. The circumference of the objects of the second type is smoother than the first one 
and more homogenous. 

 

As we can see, this knowledge is general and relative. The exact knowledge of aimed objects is 

known only by the DE, therefore we must follow the heuristic methodology in cooperation 
between the DE, the KE, and the programmer, using our ESGM. 

 

3 – Specifying the heuristic methodology (HM) to be used 

 

1 – Design and/or select suitable features to detect approximate shapes of the objects according to 

approximate knowledge described in the above 5 points. 

2- Using this approximate knowledge to retrieve objects satisfying its content, (candidates), and 
show them to the DE. 

3 – Modify the features and/or their values according to the comments of the DE to become 

closer to detect the wanted objects. 
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4 – Repeating 2 and 3 until reaching the goal which is (detecting the desired bacteria objects as 
accurate as possible, if exist). 

5 – The final finding of the features, their values, rules and conditions become the content of the 

KB. 

 

4, Applying the actions needed to implement the HM 

 

1 – Segmenting the binary BCI into its components in which we must search for the bacteria 
objects to be detected. 

2 – Deleting the objects with area less than 5% of the total image area. 

3 – Designing or selecting a function to compute the density and another one to compute the 
smoothness and then fine tune their parameters to reach the goal with the supervision of the 

DE 

4–Determining the logical functions necessary to combine the effects of the functional functions 

to reach the goal. 
5 – Using DEGHS to reach the minimum and maximum limits of the features values and the 

necessary logical operations to give the final form of the Rules to be used by the ES to efficiently 

detect the wanted objects (bacteria). 
 

We will show below the results of some key actions implemented to reach the goal: 

 
1 –Thresholding the BC image. The result is shown in Fig. 9.  

2 -The result of deleting objects with area less than 2% of the total area of the BC image (here, 

although the estimated area of the objects is around 5%, the team preferred to see all objects 

above 2% first appearing in Fig. 10). 
 

 
 

Fig. 10. Objects with area larger than 2% of the total BCIarea (118 objects) 

and the values of 9 features computed for them shown in the table.  

 

A part of a table of 9 features of the 118 components is shown in Fig. 10. The features are: 
Curvature, average slope, orientation, eccentricity, density, percentage of positively, negatively 

vertically and horizontally slanted pixels in the boundaries of the object (CC). Features in the 

table are sorted according to the values of “density” feature. Fig. 11 shows the result of deleting 
components with area less than 5% of the BCI area. Remaining components are 24 and the 

Values of the 9 features of all the 24 components (objects) sorted by the curvature (the right most 

column in the table) are shown in the table in Fig. 11. 
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Fig. 11. The remaining 24 objects and the values of the 9 features. 

 

Fig. 12 (left): shows the 12 objects remaining from those in Fig. 11, (middle): the Table of the 
nine features sorted by values of curvature in the rightmost column, (right): remaining 5 objects 

belonging to the values (0.56-0.67) in the right most column. These 5 objects accepted by the DE 

as type I bacteria objects are shown enlarged in fig. 13. 
 

 
 

Fig. 12 (left) remaining 12 objects remaining from those in Fig.10, (middle) Table of the nine 

features sorted by values of curvature in the rightmost column,(right) remaining 5 objects 
belonging to the values (0.56-0.67) in the right most column. These 5 objects are shown enlarged 

in fig. 13. 

 

5 - Bacteria type I final result  

 

 
 

Fig.  13. The five objects of type I bacteria reached at the end of the DEGHS. 
 

6 - Bacteria type II final result  

 

Fig 14 shows the two objects of type II bacteria reached at the end of the DEGHS (bacteria 
objects with higher density, higher smoothness, and more homogeneity) with their geometrical 

measures.  The enlarged objects appear in 4 types: original, filled, convex hull and boarders 

represented by 8-directionals. These figures with the tables are used in evaluating the results 

during DEGHE. Fig. 15 shows the two objects as a final result. 
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Any more development? 
  

When introducing a method or approach, especially if it is new, this question appears: is there 

any limitation in performance? Here is our answer: as far as realizing the principle of generating 

expert systems in the sense we proposed is concerned, we see no limitations, however, if the 
volume of data used in test is concerned, we believe that we have to test our machine with much 

more samples for English language checks, especially with the extremely variable environment 

(unconstrained handwriting and check background design). Tens of samples are not sufficient to 
judge completely the performance. In this regard, we may say, when the volume of checks is very 

big, we may use “grouping” principle to expand the ability of the system. In fact, “grouping” is 

one of the secrets of success of ASV Technologies over 20 years of work without problems with 
millions of checks investigated every day. Concerning the Chinese language, we tested only one 

sample with excellent result, but it must be tested with sufficient number of samples. Finally, we 

would like to say: we concentrated in this paper on the success of the principle, in general, not 

on the fine details. 
 

 
 

Fig. 14 The two objects of type II bacteria reached at the end of the DEGHS 

with their 4 shapes and values of candidate features. 

 

 
 

Fig. 15 the final result of type II bacteria objects at the end of the DEGHS. 
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6. CONCLUSION 
 
WE have introduced in this paper what we called ” Expert Systems Generating Machine for 

Image Processing Applications (ESGMIPA). This machine is a software one designed to give the 

Domain Expert who will guide what we called “Domain Expert Guided Heuristic Search” the 

widest choices of processing the image, computing the values of its features, displaying some 
useful tpes of its images, enabling him to apply some logical conditions (AND, XOR, ..) to the 

features when applying the Rule of the ES to be generated, to solve the problem in hand, using 

some possible preprocessing techniques, and showing all these choices and their results in one 
screen giving him the ability to evaluate the situation at a glance, and giving his judgement to 

proceed to a next move or stop and accept the final result. Besides reaching a solution to some 

problems where no algorithmic approach can be applied, We found by practical applications that 

this machine speeds up very much reaching the desired solution for this class of problems. As a 
real applicartion, we applied the machine to generatng an expert system to extract unconstrained 

English  handwriting from unconstrained form (design) binary bank check with high effectivity, 

even if the check is noisy sometimes. We also could modify the KB of the first ES quickly to do 
the same thing when the language is Chinese. As  reinforcing of the principle of ES Generating 

Machine, we could easily generate an ES that detects the objects of two types of bactiria in a 

bactiria colony microscopic imagecontaing very large number of microscopic bacteria objects, 
efficiently. We showed also that interaction between different DEs may be very useful in 

research.  
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ABSTRACT 
 

State-of-the-art automotive radar sensors use a Mutliple-Input Mutiple-Output (MIMO) 

approach to obtain a better angular resolution. Time-Division Multiplexing (TDM) scheme is 

commonly applied to realize the orthogonality in time at the transmitter. Apart from its 

simplicity in implementation, TDM scheme has the drawback of a reduced maximum 

unambiguous Doppler proportional to the number of transmitters. In this paper, a phase 
difference based Doppler disambiguation method is proposed to regain the maximum 

unambiguous Doppler which is equivalent to only one transmitter. This method works well when 

the number of transmitters is large. The proposed method is demonstrated with simulation and 

measurement data. 

 

KEYWORDS 
 

Doppler disambiguation, TDM, MIMO, FMCW, Phase difference. 

 

1. INTRODUCTION 
 
Current-generation automotive radar requires high resolution in the aspect of range, velocity and 

angle of azimuth. For high-resolution estimation of arrival angle, a wide aperture is 

indispensable. Frequency-Modulated Continuous Wave (FMCW) radars are commonly used in 
cars for Advanced Driver Assistant Systems (ADAS) with Mutliple-Input Mutiple-Output 

(MIMO) technology to meet these requirements. MIMO radar systems consist of multiple 

transmitters and multiple receivers, offering a large number of virtual antenna elements and 
relatively high angular resolution [1], [2]. The signals emanating from multiple transmitters need 

to be orthogonal and this is mainly implemented with the following approaches: Time-Division 

Multiplexing (TDM), Frequency-Division Multiplexing (FDM), Code-Division Multiplexing 

(CDM) and Doppler-Division Multiplexing (DDM). TDM-MIMO is the most intuitive and 
simple way as each transmitter transmits its own waveform alternatively. Ideal orthogonality can 

be obtained because there is no overlap between any two transmissions [3], [4]. 

 
However, TDM-MIMO scheme results in a reduction in the maximum unambiguous velocity that 

can be measured by the radar. In order to measure velocity, an FMCW radar transmits multiple 

chirps separated by time interval 𝑇𝑐. Phase difference induced by this interval can be used to 

estimate the velocity of targets. TDM-MIMO FMCW radars with 𝑁𝑇𝑋 antennae enlarge this time 

interval to 𝑁𝑇𝑋𝑇𝑐. The maximum unambiguous radial velocity can be given as 
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𝑉𝑚𝑎𝑥 = ±
𝜆

4𝑁𝑇𝑋𝑇𝑐
, (1) 

 

where 𝜆  is the wavelength of the radar. Apparently, the maximum unambiguous velocity is 

reduced by 𝑁𝑇𝑋 which is a significant drawback if the number of antennae is large. 

 
To regain the true velocity, several disambiguation techniques have been used previously. The 

Chinese Remainder Theorem (CRT) can be applied for the disambiguation on the foundation of 

several subsequent measurements with different time intervals [5], [6].However, when the 
number of transmitters increases, the CRT algorithm requires more complex time interval 

configurations and has very limited velocity disambiguation capability. The DBSCAN clustering 

algorithm can be applied to velocity disambiguation in medium PRF radar and achieve more 

robustness [7].Previously neglected high-order phase terms in the received FMCW radar echo 
were utilized for extension of maximum unambiguous velocity in [8] and a space-time adaptive 

processing approach was used for Doppler ambiguity in [9]. These methods are somewhat 

difficult to implement in practice. Recently, Hypothetical Phase Compensation (HPC) technique 
has been used frequently. This method compensates the velocity induced by phase shift and then 

selects the correct hypothesis by comparing the peaks of angle FFT results [10], [11]. However, 

as the number of transmitters increases, the complexity of the calculation increases and the 
accuracy decreases. 

 

This paper utilizes the phase difference to solve velocity ambiguity by making full use of the 

phase change information of multiple transmitters and receivers in TDM-MIMO radars. This 
method can obtain the same maximum unambiguous velocity as with the use of a single 

transmitter. In this process, no extra hardware costs will be needed and the requirements of 

calculation will be very simple. The proposed method is validated with simulations and 
measurement data collected with a 77GHz FMCW cascaded radar. The remainder of the paper is 

arranged as follows. In Section 2, we analyse the phase difference used for Doppler 

disambiguation. In Section 3, we analyse the case of Doppler ambiguity and derive a formula for 

disambiguation based on phase difference. We validate the method through simulation and 
measurement data in Section 4 and we conclude in Section 5. 

 

2. PHASE DIFFERENCE ANALYSIS 
 
MIMO radar consists of multiple transmitters (TX) and multiple receivers (RX), forming a large 

virtual array. We can obtain the virtual array signal by performing a two-dimensional FFT (2D-

FFT) processing on each TX-RX pair. The range-FFT resolves objects in range and produces a 

series of bins. A Doppler-FFT is then performed for each range-bin across chirps and thus a 
signal at a specific range-Doppler bin indicates an object at that range and velocity [5]. 

 
 

Figure 1. RX antenna array. 
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Consider an object moving away from radar with a relative velocity 𝑣, and denote the angle of 

arrival by 𝜃. Figure 1 shows the RX antenna array. Two adjacent RX antennae are separated by a 

distance 𝑑𝑟, the signal from the object must travel an additional distance of 𝑑𝑟𝑠𝑖𝑛𝜃 to reach the 

next RX antenna. This distance corresponds to a phase difference between the signals received at 

two adjacent RX antennae, and the phase difference can be given as 
 

𝜙𝑟 =
2𝜋𝑑𝑟𝑠𝑖𝑛𝜃

𝜆
. (2) 

 

As for TX antennae, the same phase difference can be derived as 

 

𝜙𝑡_𝑎𝑧𝑖 =
2𝜋𝑑𝑡𝑠𝑖𝑛𝜃

𝜆
, (3) 

 

where 𝑑𝑡 is the distance between two adjacent TX antennae. Since TX antennae transmit 
alternately in a TDM-MIMO radar, an additional phase difference caused by the velocity of 

object will be introduced. As the time interval between two adjacent TX antennae is 𝑇𝑐, this part 

of phase difference can be derived as 

 

𝜙𝑡_𝑣 =
4𝜋𝑣𝑇𝑐

𝜆
. (4) 

 

The actual phase difference between two adjacent TX antennae can be expressed as 

 

𝜙𝑡 = 𝜙𝑡_𝑎𝑧𝑖 + 𝜙𝑡_𝑣 =
2𝜋𝑑𝑡𝑠𝑖𝑛𝜃

𝜆
+ 𝜙𝑡_𝑣 . (5) 

 

Combine (2) and (5), the effect of the angle of arrival can be eliminated and thus we can obtain 
 

𝜙𝑡_𝑣 = 𝜙𝑡 −
𝑑𝑡

𝑑𝑟
𝜙𝑟 . (6) 

 

3. DOPPLER DISAMBIGUATION 
 

The relative velocity of the object can be estimated from the oppler-FFT and denote this velocity 

by 𝑣𝑑𝑒𝑡. This value can be converted into a phase change 
 

𝜙𝑑𝑒𝑡 =
4𝜋𝑣𝑑𝑒𝑡𝑁𝑇𝑋𝑇𝑐

𝜆
, (7) 

 

which corresponds to the phase difference of the same TX antenna between two adjacent chirps. 

Figure 2 illustrates this phase difference for a positive velocity and a negative velocity. 
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Figure 2. Phase change with a positive velocity (left) and a negative velocity (right). 

 

Doppler ambiguity occurs when the actual phase change exceeds ±𝜋. Figure 3 illustrates the 
actual phase change in the case of two TX antennae and this value can be derived as 

 

𝜙𝑡𝑟𝑢𝑒 = 𝜙𝑑𝑒𝑡 + 2𝑛𝜋, 𝑛 ∈ [1 − 𝑁𝑇𝑋 , 𝑁𝑇𝑋 − 1] (8) 
 

for 𝑁𝑇𝑋TX antennae. And this true phase difference can also be obtained as 

 
𝜙𝑡𝑟𝑢𝑒 = 𝑁𝑇𝑋𝜙𝑡_𝑣  . (9) 

 
 

Figure 3. Actual phase change for the situation of two TX antennae, positive velocity (left) and negative 

velocity (right). 

 

With the combination of (8) and (9), the number of rotations of the phase change can be 
calculated as follows 

 

𝑛 =
1

2𝜋
[𝑁𝑇𝑋 (𝜙𝑡 −

𝑑𝑡

𝑑𝑟
𝜙𝑟) − 𝜙𝑑𝑒𝑡 ] . (10) 

 

Once we get the value of  𝑛, the true velocity can be obtained as 

 

𝑣 = 𝑣𝑑𝑒𝑡 + 2𝑟𝑜𝑢𝑛𝑑(𝑛)𝑣𝑚𝑎𝑥 . (11) 

 

4. RESULTS 
 

4.1. Simulation 
 

The data used to validate the method are based on synthetic data generated using the Matlab 
Radar Toolbox. Parameters of waveform and the corresponding detection capabilities used in this 

part are shown in Table. 1. 
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Table 1. Parameters of waveform 

 

Center Frequency (GHz) 77 

Wavelength (mm) 3.9 

Bandwidth (MHz) 750 

Chirp Time (us) 42.67 

Number of ADC samples 256 

Number of chirps per TX 64 

Maximum Velocity (m/s) 1.9 

 

We employ an antenna array of 12 TX antennae and 8 RX antennae in order to verify the 

availability of this method with a large number of TX antennae. Figure 4 shows the velocity 
results enlarged by this method. The object directly in front of the radar moves at the velocity 

varying from -24 m/s to 24 m/s in step of 0.2 m/s. As can be seen from Figure 5, the value of 𝑛 is 

very close to the desired result because a large amount of data is provided for estimating. 

 

 
 

Figure 4. Velocity disambiguation results for an object moving from -24 m/s to 24 m/s, the green lines 

represent the extended maximum measurable velocity. 

 

 
 

Figure 5. Estimated results of 𝑛 in simulation. 

 

For situations where the target is not directly in front of the radar, this method can also be 

available. Figure 6 illustrates the phase information for an object with a velocity of 10 m/s and an 

angle of 5 degrees to the radar. The RX antennae record information on the azimuth of the object, 
while the TX antennae record both azimuth and velocity information. Consider an object moving 

directly ahead at a velocity of 10 m/s, maintaining a certain angle 𝜃 to the radar. The radial 

velocity of the object can be obtained by multiplying by 𝑐𝑜𝑠𝜃. Sweep the angle from -80 degrees 
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to 80 degrees. The unambiguous velocity results are shown in Figure 7 and the velocity is always 
retrieved correctly. 

 
 

Figure 6. Phase of an object with velocity of 10 m/s and angle of 5 degrees. 

 

 
 

Figure 7. Velocity disambiguation results for sweeping angle. 

 

4.2. Measurement Data 
 
The real data is collected with a commercial 77 GHz cascaded radar from Texas Instruments. 

This module implements a four-device cascaded array of AWR2243 devices and enables support 

for up to 12 TX and 16 RX antenna elements. It is worth noting that 3 TX antennae of the 
cascaded radar are used to measure pitch angle. We can only perform velocity disambiguation by 

using 9 TX antennae in the horizontal direction. Although the maximum velocity is reduced by a 

factor of 12, it can still be fully recovered with this method. 

 
The environment for data collection is shown in Figure 8, with many houses and trees on either 

side of the road, which may cause interference. We collected 50 frames of data with the cascaded 

radar operating in TDM-MIMO mode. During these frames, the car in front of the radar 
accelerates from 0 m/s to 8 m/s. As can be seen from Figure 9, all velocity values have been 

successfully resolved. Figure 10 indicates that the value of 𝑛 always falls around the correct 

integer and fluctuations for the reason of noise and clutter. From measured data it can be 
concluded that this method performs well in real data. 
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Figure 8. Environment for data collection. 
 

 
 

Figure 9. Velocity disambiguation results for a car accelerates from 0 m/s to 8 m/s. 

 

 
 

Figure 10. Estimated results of 𝑛 in measurement data. 

 

5. CONCLUSIONS 
 

This paper proposes a Doppler disambiguation method based on phase difference for TDM-
MIMO FMCW radars. This method relies on the measurement of the phase and requires a 

considerable reliability of the phase estimate. The phase difference provided by RX antennae can 

be used for compensating the angle of arrival in TX antennae. As a result, we can correctly obtain 

the unambiguous velocity from different TX antennae. This method makes full use of the data 
from multiple antennae and does not require any additional conditions such as changing chirp 
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times or building overlapping elements in the virtual aperture. This approach is particularly 
effective when the number of antennae is large. Simulation with Matlab Radar Toolbox and 

measurement results with cascaded radar are presented to validate this method. 
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ABSTRACT 
 

Modi (मोडी, modī ̣) is a heritage script belonging to Brahmi family, which is used mainly for 

writing Marathi, an Indo-Aryan language spoken in western and central India, mostly in the 

state of Maharashtra. “Modi-manuscript "written from the past, reveals the history of the 

Maratha Empire from its inception under Chhatrapati Shivaji Maharaj; to the creation of 

movable metal type when Modi was slowly relegated to an inferior position, unfolds 

perspectives and reflects the social, political and cultural sense of his time." Today it is very 

important for historians, researchers and students to understand this script and use it for 
historical heritage. Other regional languages such as Hindi, Gujarati, Kannada, Konkani and 

Telugu were also using Modi. This paper presents our contribution in helping the community for 

preserving the script, by way of using various tools, which will facilitate the collection, analysis, 

and digitization of the Modi script.  

 

KEYWORDS 
 
Language preservation, language development, Modi, Language Analysis, Heritage script. 

 

1. INTRODUCTION 
 

The origin of Modi script is a debatable issue. According to certain historians, Modi can be dated 

back to the Maurya Dynasty (322–185 BC) and hence the name: 'Modi'. However, the most 
credible account of the origin of Modi is that Hemadripant, is credited with the invention of the 

Modi script and the date assigned to its 'birth' is the year 1260. 

 

The invention of Modi can be termed as an act of genius. Modi was invented as a cursive 
'shorthand' or speed writing to note down the royal edicts. Traditional Devanagari was found to 

be excessively time-consuming since each character required as many as 3 to 5 strokes and the 

lifting of the hand, each time the stroke was completed. Modi got round this obstacle by 'bending' 
the letters thereby doing away with the need of lifting the hand. This invention thus allowed for a 

continuous writing which could be used by court scribes to note the edicts. As an example: the 

handwritten Marathi letter 'has seven 'hand-lifts' whereas' in Modi because of continuous flow 
requires not a single hand lift.  Termed as 'Lapetdar' or Cursive, Modi became extremely popular 

and rivaled the 'Shikasta' script of Persian. The introduction and history about the Modi script has 

been covered by the [1][2] and [3] references. 

 

2. LITERATURE SURVEY 
 

Modi is a heritage script and not much of the content is available on the internet. However, the 

proposal by Anshuman Pandey, "Proposal to Encode the Modi Script in ISO/IEC 10646” covers 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N13.html
https://doi.org/10.5121/csit.2022.121305
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the details about the Modi Script [5]. The proposal covered the background and writing system of 
the Modi script which is a great starting point to understand the script. The proposal also covers 

characters and character combinations in detail, which is very helpful to understand the 

orthography of the script. The article covered all the aspects of the Modi script including 

conjuncts formations, head strokes, word and section boundaries and collating order. Comparison 
of Modi script and Devanagari has also been covered in the article. With the Author's efforts, 

Modi is now a part of the Unicode Standard [6] 

 

 
 

Figure 1. Modi Unicode code chart 

 



Computer Science & Information Technology (CS & IT)                                        57 

3. THE EVOLUTION OF MODI 
 
Modi script remained in practice from the 13th century to the first half of 20th century. During 

the seven odd centuries, Modi calligraphy underwent several transitions. The official 

correspondence of Maharashtra as well as the regions like Madras, Mysore, Bundelkhand, 

Gujarat, and Rajasthan was written in Modi for a long time. Transitions in Modi calligraphy fall 
in four periods Bahamani, Shivkalin, Shahukalin and Anglakalin. In each of these periods the 

'style' and  'lapeti' of Modi calligraphy underwent a considerable change.    

 

3.1. Bahamani kalin Modi 
 

Modi script in the Bahamani period was impacted by Perso-Arabic script. The letter of Shahaji 
Maharaj (18 March 1594 - 23 January 1664) shows script structure of Bahamani era (Figure 2).      

 

 
 

Figure 2. Letter of Bahamani kalin Modi  

  

3.2. Shivkalin Modi  
 
Modi script in the period of Chhatrapati Shivaji Maharaj  (19 February 1630 - 3 April 1680) 

period was also impacted by Perso- Arabic script. The letter of Chhatrapati Sambhaji Maharaj 
shows the beauty of Shivkalin era (Figure 3, Figure 4). 

 

 
 

Figure 3. Letter of Shivkalin Modi 

 



58         Computer Science & Information Technology (CS & IT) 

 
 

Figure 4. Letter of Shivkalin Modi 

 

3.3. Shahukalin Modi 
 

Modi script in the period of Chhatrapati Shahu Maharaj (18 May 1682 - 15 December 1749) and 
Peshwa's is more cursive. The curves are more marked and elongated. The curves in fact gave 

rise to various styles such as Mahadajipanti, Biwalkari and Ranadi (Figure 5).  

 

 
 

Figure 5. Letter of Shahukalim Modi 

 

3.4. Anglakalin Modi  
 

Under the first half of the British period (1818-1947) English and Modi co-existed together. Most 

of the correspondence in the Deccan was in Modi and advertisements in English newspapers 
were also in Modi. However with the innovation of Moving Metal-type and the spread of English 

language the downfall of Modi script became certain. The Modi of the British period is 

influenced by the use of the pen to write letters. Thick-thin variants show their presence for the 
first time as in the following specimen of a letter of General Grant Duff (Figure 6). 

 

 
 

Figure 6. Letter of Anglakalin Modi 
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4. MODI WRITING SYSTEM DETAILS 
 
Although Modi is inherited the model as Devanagari, it differs considerably from the Devanagari 

in terms of letter forming, rendering behaviours, and orthography. Modi was invented as a 

cursive “shorthand” or speed writing to note down the royal edicts. The traditional Devanagari 

turned out to be too laborious since each character required up to 3-5 strokes and the raising of 
the hand, each time the stroke was completed. Modi got found this obstacle by “bending” the 

letters thereby doing away with the need of lifting the hand. This invention thus allowed for a 

continuous writing which could be used by court scribes to note the edicts (Figure 7, Figure 8, 
Figure 9, Figure 10, Figure 11, Figure 12). However, this 'speed-writing' led to certain 

modifications of which the most notable features are as under: 

 

- The total absence of short and long vowel forms as well as vowel modifier forms  
- Use of certain specific markers used in Modi as prefixes for numerical notation 

- Practically no derived ligature forms: conjuncts being marked either by use of the virama or by 

use of half characters 
 

More details about the Modi alphabets is covered in the link [4] 

 

 
 

Figure 7. Modi Vowels 

 

 
 

Figure 8. Modi Vowel Signs 

 

 
 

Figure 9. Modi Numerals 

 

 
 

Figure 10. Modi Consonants 

 
The shapes of some consonants, vowels, and vowel signs are similar. The actual differences are 

visible when characters are part of consonant-vowel combinations / consonant conjuncts. 
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Figure 11. Modi Consonants-aa matra combinations 

 

 
 

Figure 12. Modi Conjuncts 

 

5. COMPARISON BETWEEN MODI AND OTHER SCRIPTS 
 
This section compares Modi and Other scripts. Modi and various other scripts, as shown below, 

have some similarities, as they are either variant or influences from Devanagari. The below table 

(figure 13, figure 14) shows the consonants comparison between Modi, Mahajani [7], Landa [8], 

Kaithi [9], and Devanagari [10].   
 

 
 

Figure 13. Consonants comparison (ka-nya) 
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Figure 14. Consonants comparison (tta-ha) 

 

6. COLLECTION OF TOOLS 
 

This section explains existing work that are related to the Modi Puratan Dastavej Jatan Pranali - 

Digital Annotation & Archiving System 
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6.1. MODI-SHAHU (मोडी-शाहू) Font 
 

MODI-SHAHU font is specially designed font as per the letter forms, rendering behaviour and 
orthography. This font fulfils all the basic requirements such as Structure and form of the 

character for better digitization (Figure 15).  

 

 
 

Figure 15. Modi-Shahu Font 

 

6.2. MODI Typing Tool 
 

Modi Typing tool is developed for inputting the content /text in Modi script. The keyboard is 
designed using the INSCRIPT principle. The keyboard is based on Unicode; hence, the 

documents thus created will be easily be viewed properly on any Unicode enabled operating 

systems such as Windows 10. On-screen keyboard for Modi Script is also provided in this tool to 

make typing more easily. The tool uses the font "MODI-SHAHU" for rendering the character on 
the Keyboard (Figure 17). 
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Figure 16. Modi Typing Tool UI 

 

 
 

Figure 17. Modi Keyboard 

 

6.3. MODI - DEVANAGARI Converter 
 

The Modi-Devanagari converter converts data from Modi script to Devanagari script. The 
converter is designed based on research and study of Modi and Devanagari scripts written in 

Marathi language (Figure 18). 
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Figure 18. Modi-Devanagari Converter 

 

6.4. Modi Puratan Dastavej Jatan Pranali - Digital Annotation & Archiving System 
 

The "Modi Puratan Dastavej Jatan Pranali (मोडी पुरातन दस्तावेज जतन प्रणाली) Annotation and 

Digital Archiving System" is a web application system for the digital preservation of cultural 

heritage resources and manuscripts for Modi. The system takes historical Modi documents 

available as images and allows the user to annotate and type in the Modi text. A virtual keyboard 
is provided for easy typing of Modi script. A transliteration system is also provided to convert 

Modi text to Devanagari. System uses the specially designed font MODI-SHAHU for proper 

display of content in the Modi Script. (Figure 19, Figure 20,Figure 21,Figure 22). 

 

 
 

Figure 19. Modi Puratan Dastavej Jatan Pranali - Start Screen 
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Figure 20. Modi Puratan Dastavej Jatan Pranali - Selection of Era 

 

 
 

Figure 21. Modi Puratan Dastavej Jatan Pranali - Keyboard 

 

 
 

Figure 22. Modi Puratan Dastavej Jatan Pranali - Annotation and converter screen 
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7. CONCLUSION 
 
The development of "Modi Puratan Dastavej Jatan Pranali" is a functional tool for preserving the 

script from extinction. It also facilitates various tools and technologies for the community user to 

better understand the script and digitize it. "Modi Puratan Dastavej Jatan Pranali" is a collection 

of various tools by which data available in the form of images will be easily inputted, displayed, 
converted, and stored in a database. However if further applications such as OCR, the search 

engine could be developed and integrated with it, it can increase the usability of the existing 

systems, which is a future proposition. 
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ABSTRACT 
 

Task-oriented dialogue systems (TODS) – designed to assist users to achieve a goal – are 

continuing to rise in popularity as various industries find ways to effectively harness their 
capabilities, saving both time and money. However, even state-of-the-art TODS have not yet 

reached their full potential. TODS typically have a primary design focus on completing the task 

at hand, so the metric of task-resolution should take priority. Other conversational quality 

attributes that may point to the success, or otherwise, of the dialogue, are usually ignored. This 

can harm the interactions between the human and the dialogue system leaving the user 

dissatisfied or frustrated. This paper explores the role of conversational quality attributes within 

dialogue systems, looking at if, how, and where they are utilised, and examining their 

correlation with the performance of the dialogue system. 

 

KEYWORDS 
 
Dialogue Systems, Chatbot, Conversational Agents, AI, Natural Language Processing, Quality 

Attributes. 

 

1. INTRODUCTION 
 

Dialogue systems, by nature, are typically either chat-oriented or task oriented [1]. Chat-oriented, 
or conversational, dialogue systems have the objective of relaying contextually appropriate and 

stimulating responses [2], whereas task-oriented dialogue systems (TODS), or transactional 

systems, are designed to assist a user in completing their goals. Examples include finding 
transport times, booking tickets or customer support [3]. 

 

Over recent years, the adoption of TODS has surged significantly, as companies recognise their 
potential in alleviating the resource requirements inherent in human-based dialogue services. A 

prediction by market research firm Grand View Research estimates that the global chatbot market 

will reach \$1.23 billion by 2025 [4, 5].  

 
The literature exploring TODS performance generally focuses on benchmarking against human-

generated supervised feedback, such as that of task-resolution [6, 7]; a measure that encapsulates 

the dialogue system's success rate in resolving a task or set of tasks. A direct correlation is 
assumed between task resolution and the performance of the dialogue system as a whole.   

http://airccse.org/cscp.html
http://airccse.org/csit/V12N13.html
https://doi.org/10.5121/csit.2022.121306
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Whilst task-resolution is a priority – as the journey of the whole conversation is considered –
performance and user experience cannot be disregarded, as they have the potential to hinder 

adoption of the system, independently of its performance. For this reason, in addition to task-

resolution within TODS performance evaluation studies, more in particular compared to other 

types of dialogue systems, user satisfaction is commonly considered as another performance 
metric, as an indicator of system efficiency [8, 9] or usability [7].  

 

The user satisfaction metric assumes a relative usability or efficiency for a dialogue system on the 
basis of how its users are satisfied. These are usually approximated by two approaches: either by 

means of laboratory experiments, eliciting human judgment on system outputs and behaviour 

relative to a predefined set of interaction parameters (e.g. number of turns [10], dialogue duration 
[11]). Or through modelling satisfaction, whereby the aim is to create models that provide ratings 

of performance similar to those which humans would do. The ratings based on human judgment 

are then used as target labels to learn an evaluation model based on objectively measurable 

performance attributes [12].    
 

Comparing the performance of dialogue systems is a non-trivial task. This is due to the wide 

range of domains in which the systems are deployed, and the criteria they are evaluated against. 
Interactions are also subjective. What might be an optimal response for one individual, could be 

completely unsuitable for another, with performance being gauged on that specific individual's 

communicative preferences.  
 

This paper explores quality attributes that describe different qualities of conversational 

interactions between a system and the user, besides task outcome. We analyse conversational 

quality attributes in TODS and explore how they are utilised, and to what effect. To accomplish 
this, a literature survey is undertaken to examine current considerations to conversational quality 

attributes used in conjunction with dialogue systems. 

 
Throughout this paper, adherence will be made to a real-world locally collected corpus of 

interactions between University students and staff and University helpdesk assistants. This 

dataset consists of 600 email threads and 5697 subsequent emails - which are made up of a sender 

direction (incoming or outgoing), subject, body and a time stamp. Interactions consist of a range 
of issues which students and staff are in need of resolving. This GDPR compliant dataset will be 

referred to as the ITS helpdesk dataset throughout this paper.  

 
The rest of the paper is organised as follows: Section 2 explores TODS conversational quality 

attributes and surveys their application to study and evaluate dialogue systems. This section is 

broken down into sub-sections consisting of individual quality attributes. Further discussion and 
conclusions are provided in Section 3. 

 

2. CONVERSATIONAL QUALITY ATTRIBUTES  
 

In a real world, human-to-human, task-oriented interaction, a conversation would likely not be 
deemed successful if only the task was resolved. If the advisor, in this situation, was friendly, 

personable and efficient in their manner, the advisee would be significantly more likely to have a 

positive experience and return in the future. However, if the advisor was rude or did not convey 
information competently, the advisee would most likely be left frustrated or even angry, leaving 

with a bad impression. Of course, interactions with a human do not translate perfectly to 

interactions with machines, yet findings from real world communication can be extrapolated and 

applied to virtual communication.  
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In most circumstances, a TODS should elicit a positive user experience while seeking to resolve 
tasks in the most effective way possible. Accordingly, the evaluation of TODS performance 

generally seeks to optimise two main qualities: task-resolution and dialogue efficiency. 

 

This section surveys the state-of-the-art developments on conversational quality attributes in the 
context of TODS, and highlights some of the most prominent attributes addressed in the literature 

around TODS performance. 

 

2.1. Task Resolution 
 

Task-resolution, or goal completion, is one of the most accessible metrics — and arguably can be 
the easiest to derive given a well-defined user goal as well as a predefined function to quantify a 

resolved, unresolved or somewhere between, task — to evaluate the success of a TODS. The 

main purpose of a TODS is to assist a user with a specific task in an automated fashion. 
Therefore, the success of a dialogue system in fulfilling information requirements established by 

user goals is an indicator of a dialogue system's performance.  

 
Practically, task-resolution (or success) is used to test dialogue systems success in providing not 

only the correct information, but also all user requested information — addressing as such the 

components for a given user-task: a set of constraints (target information, or information scope) 

and a set of requests (all required information) [13]. This in fact is consistent with the established 
understanding in Psychology around the notion of ‘conversation’, that is, it is understood that 

when individuals engage in conversation, there is a mutual understanding of the goals, roles and 

behaviours that can be expected from the interaction [14, 15]. Therefore, the ‘performance’ of the 
dialogue has to be evaluated on the basis of their mutual understanding and expectations.  

 

In its simplest form, however, this metric can be quantified as a Boolean — binary task success 
(BTS) — value indicating whether a task or set of tasks has been resolved or not.  Using this 

metric, organisations can capture useful statistics over a number of interactions to derive how 

effective their dialogue system is at solving tasks, in comparison to interactions with human 

assistance or even other dialogue systems. 
 

One of the more inherent challenges of task-resolution, as a performance metric, is knowing 

whether the task in question has been resolved. Especially so as the different users may have 
different goals, or intrinsically multiple goals, and these may even change in response to system 

behaviour throughout the course of interaction.  On top of this, different users may have varying 

definitions of success, for example, a domain-specific expert user may deem a task resolved with 

less detailed information acquired compared to a novice user.  
 

Typically, an interaction with a dialogue system will end when a user terminates the 

conversation, however this doesn't necessarily imply that their goals have been met. Some 
dialogue systems opt to explicitly elicit ‘task completion’ in some form: “has your request been 

resolved?” or “is there anything else I can help you with?”, others attempt to use some form of 

classifier to infer when a task has been resolved through a machine learning and NLP model (eg. 
[16, 17]). This requires a structured definition of goals and a mechanism to measure success 

relative to that goal. In this fashion, much of the work on automating the evaluation of task 

success has largely focused on the domain-specific TODS. This is usually an easier task as such 

systems can be highly scripted, and task success can be specifically defined – especially so in 
traditional dialogue systems, such as the Cambridge Restaurant System [18] and the ELVIS email 

assistant [19] — where the relevant ontology defines intents, slots and values for each slot of the 

domain.  
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However, a structured definition of goals will usually bind dialogue systems to a specific class of 
goals, constraining their ability to adapt to the diversity and dynamics of goals pertinent in 

human-human dialogue [20]. To address the shortcomings in adaptability and transferability 

encountered in single-domain systems, research into domain-aware, or multi-domain, dialogue 

systems has attracted noticeable attention in recent years [21, 22]. This saw the introduction of 
the concept of the domain state tracker (DST), which accumulates the input of the turn along with 

the dialogue history to extract a belief state:  user goals/intentions expressed during the course of 

conversation. User intentions are then encoded as a discrete set of dialogue states, i.e., a set of 
slots and their corresponding values, as shown in e.g., [23, 24]. As a result, the multiple user 

intentions are subsequently evaluated, whether objectively met or otherwise - Please refer to 

Figure 1 in [25] for a detailed characterisation of DSTs. 
 

Reinforcement learning systems aim to find the optimal action that an automated agent can take 

in any given circumstance, by either maximizing a reward function or minimizing a cost function. 

With a dialogue system as the agent, the given circumstance is the belief state held by the DST, 
the reward function is linked to task-resolution, and the actions are the system's output slots and 

values. Dialogue systems will inevitably encounter problems; examples include incorrectly 

identifying a word, or a user changing their goal. A system could assign confidence levels to the 
belief states, track multiple belief states, and include a plan to recover the conversational thread 

after the errors are noticed.   

 
Casting the conversation as a partially observable Markov decision process (POMDP) allows for 

these uncertainties to be encoded [31]. A POMDP is defined as a tuple {S, A, τ, R, O, Z, λ, 

b0}where S is a set of states describing the environment; A is a set of actions that may be taken 

by the agent; τ is the transition probability P(s′ | s,a); R defines the expected reward r(s, a); O is a 
set of verifiable observations the agent can receive about the world; Z defines an observation 

probability, P(o′ | s′,a) ; λ is a geometric discount factor 0 ≤ λ ≤ 1; and b0 is an initial belief state 

b0(s). 
 

A POMDP dialogue system tracks multiple parallel belief states, selecting actions based on the 

belief state that is most likely. When misunderstandings occur, the current belief state can be 

made less likely, allowing the system to move to a new belief state. Because the belief states' 
probabilities are tracked alongside the expected action rewards and the chance that an action will 

transition as expected, a POMDP is able to effectively plan how to manage a dialogue. This 

framework allows a TODS to track multiple possible user goals, to plan error checking of user 
utterances, and to use context to potentially identify when the dialogue system has misunderstood 

the user intention. However, converting this potential benefit into practice is not trivial. Such 

systems are known to require a significant amount of training, as the state - action space can be 
very large even for single domains, and uncertainty in the task resolution may weaken the agent's 

learning [26].  

 

In general, task-resolution is commonly quantified as the result of a performance metric in which 
user satisfaction is maximised. The PARADISE framework [27], which is frequently used as a 

baseline for task success evaluation throughout literature, values user satisfaction as a weighted 

linear combination of task success measures side by side with dialogue costs (reported in Sec. 
2.5). These measures can be objective, which entail features such as word error rate [28], 

automatic speech recognition (ASR), word-level confidence score [29], number of errors made 

by the speech recognizer [30] and time to fire, task completion rate, and accuracy metrics as used 
in [31], or subjective such as intelligibility of synthesized speech [32] and perception tests [33].  

 

Table 1 breaks down the threads within the ITS helpdesk dataset into the task resolution 

percentage via topic. In this example, threads have been classified into groups of topics using the 
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unsupervised topic modelling algorithm of latent Dirichlet allocation (LDA) to provide a baseline 
example of topic categorisation. Threads have now been contextualised to some degree which 

can then allow further analysis in conjunction with the objective measures that will follow this 

Section. 

 
Table 1. Breakdown of Task resolution statuses of ITS Helpdesk threads. 

 

Topic Topic Keywords Number of 

Threads 

Task Resolution 

Percentage 

1 Person, Need, Would, 

Email, Work 

89 Resolved: 82% 

Unresolved: 14.6% 

N/A: 3.4% 

2 Student, Person, Access, 

Look, Module 

19 Resolved: 82% 

Unresolved: 14.6% 

N/A: 3.4% 

3 Access, File, Document, 

Try, Help 

24 Resolved: 82% 

Unresolved: 14.6% 

N/A: 3.4% 

4 Order, Laptop, Could, Login, 

Generic 

7 Resolved: 82% 

Unresolved: 14.6% 

N/A: 3.4% 

5 Person, System, Group, Purchase, 
User 

20 Resolved: 82% 
Unresolved: 14.6% 

N/A: 3.4% 

6 Screen, Mark, Drive, Room, File 17 Resolved: 82% 

Unresolved: 14.6% 

N/A: 3.4% 

7 Folder, Course, Number, Upload, 

Video 

21 Resolved: 82% 

Unresolved: 14.6% 

N/A: 3.4% 

8 Person, Add, Address, Email, Staff 311 Resolved: 82% 

Unresolved: 14.6% 

N/A: 3.4% 

9 Desktop, Office, Slow, Urgently, 

Computer 

92 Resolved: 82% 

Unresolved: 14.6% 

N/A: 3.4% 

 

2.2. Usability and Dialogue Efficiency 
 
Usability attributes, such as user satisfaction, learnability, efficiency, etc, are the foundation of 

the design of ‘successful’ dialogue systems, as these are ultimately created for the user, and for 

the user to achieve their intended, and occasionally variable, goal(s). While such attributes should 
ultimately be the criteria to evaluate a dialogue system, they are well-known to be subjective, and 

subsequently hard to measure. This is why much literature on evaluating dialogue systems tends 

to deal with quantifiable performance metrics, like task-resolution rate or elapsed time of the 

interaction. It has been proposed, however, that an agent's competence in objectively measurable 
dialogue does not necessarily induce a better user experience, and subsequently a better overall 

usability [34]. In fact, the different metrics may even prompt contentious interpretations, or 

simply contradict each other [35].  
 

Although usability ratings are notoriously hard to interpret, especially if the system is not 

equipped to infer and keep track of user goals, the successful encapsulation of such values can 
provide insight that explicit metrics struggle to capture. From the study of Malchanau et al, 

usability experts rated examined questions from a 110 item questionnaire and derived an 
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evaluation of their agreement of usability concepts. This led to a collection of 8 attributes they 
saw as key factors: task completion and quality, robustness, learnability, flexibility, likeability, 

ease of use and usefulness (value) of an application [34]. This questionnaire was used to evaluate 

a dialogue system designed for training purposes, in which the overall system usability was 

determined by the quality of agreements reached, by the robustness and flexibility of the 
interaction, and by thequality of system responses. 

 

Additionally, these different metrics may in fact have an inconsistent statistical interpretation to 
different designers. In the same way human evaluation will provide different outcomes based on 

the subjective criteria, the same can be said for metrics of usability which are difficult to 

consistently quantify [35]. 
 

2.3. User Sentiment 
 
Because of the insights sentiment analysis reveals about the more concise bodies of text on social 

media, the field  of  sentiment analysis  has  seen  a take-up of use over recent times [36]. 

Sentiment analysis can be performed on large quantities of tweets and posts from different 
platforms to assess general opinion about a specific product or topic.  

 

Different applications use a range of machine learning classification algorithms to categorise 

sentiment scores [37, 38], some use just two classes: positive and negative, while others use an n-
point scale, e.g., very good, good, satisfactory, bad, very bad [39]. A review and a comparative 

study of existing techniques for opinion mining like machine learning and lexicon-based 

approaches is provided in [40].  
 

Table 2. Main user sentiment studies in dialogue systems reviewed in the literature 

 

Domain Author Year Proposal / Findings 

SDS Schuller [41], Nwe[42] 2003 Emotion recognition in 

spoken dialogue using 

phonic features. 

SDS and TOSS Devillers [43] 2003/05 Automatic and ’robust’ 

cues for emotion 

detection using extra 

linguistic features, 

lexical and discourse 

context. 

SDS TH Bui [44] 2006 ’Affective’ dialogue 
model: inferring user’s 

emotional state for 

an adaptive system’s 

response. Earlier work 

applied to spoken 

dialogue systems in. 

TODS and SDS Ferreira [45], Ultes 

[46] 

2013/17 Proposed an expert-

based reward shaping 

approach in dialogue 

management, and a 

live user satisfaction 

estimation model 

based on ’Interaction 
Quality’, a ”less 

subjective variant of 

user satisfaction”. 
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DS Shin [47] 2018 Detecting user 

sentiment from 

multimodal channels 

(acoustic, 

dialogic and textual) 

and incorporating the 
detected sentiment 

as feedback into 

adaptive end-to-end 

DS 

DS Jaques [48] 2019 Deep reinforcement 

learning model (off-

policy batch RL 

algorithm). 

DS Shin [49] 2019 Happybot: on-policy 

learning in conjunction 

with a user- 

sentiment 

approximator to 

improve a seq2seq 
dialogue model. 

DS Sasha [50] 2020 Applying Reinforced 

Learning to manage 

multi-intent conver- 

sations with sentiment 

based immediate 

rewards 

 
DS: Dialogue Systems, SDS: Spoken Dialogue Systems, TODS: Task-oriented Dialogue Systems, TOSS: Task-

oriented Spoken Systems 

 
Early studies on sentiment analysis in the context of dialogue systems explored the inclusion of 

user sentiment in rule-based systems, towards adaptive spoken dialogue systems [51, 52]. Most 

of these studies investigated modular-based dialogue systems (conventionally referred to as 
pipeline models), with predefined rules for systems to adapt to variability in user sentiment.  In 

recent studies, however, much focus has been placed onto sentiment-adaptive end-to-end 

dialogue systems, particularly due to their adaptability in comparison with modular-based ones 

[53], which are known to be harder to train, and adapt to new contexts [54]. 
 

Studies exploring the conjunction of dialogue systems with sentiment analysis are often 

motivated by the notion of system adaptability, assuming a correlation between adaptability of 
the systems to user sentiment and their satisfaction. Some recent work emphasises the importance 

for conversational agents to adapt to different user (personality) types [55, 56]. Attention is paid 

to studying user sentiment as a variable to guide the design of sentiment-adaptive dialogue 

systems [57, 58]. A comprehensive list of development milestones on sentiment analysis 
application to the analysis and evaluation of dialogue systems, as well as on sentiment-adaptive 

systems is provided in Table 2. 

 
It should be noted, nonetheless, that sentiment analysis methods have not been extensively 

applied to conversational agents and dialogue systems. One reason for this is the fact sentiment 

analysis performs more effectively when pre-trained on a domain specific dataset, and would not 
often generalise to open domains of discourse inherent in many dialogue systems. One example is 

the well-known shortcomings when generalising sentiment classification of models trained on the 

IMDB movie database to classify sentiment about movies [59, 60]. 
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However, as data becomes more accessible and the sentiment analysis techniques become more 
sophisticated, the performance and scalability of many sentiment analysis tools are constantly 

improving. This in fact can allow for further advances in the development of sentiment-aware 

dialogue systems, such that dialogue systems can adapt to the dynamics of user sentiment 

throughout the course of interaction. Depending on the objective function used to optimise, there 
can be multiple approaches to extract and use the variability in user-sentiment, which can be 

categorised into two groups:  

 

 Individual user utterance: which looks at the sentiment score of individual user 
utterance, which can offer insight into the specific semantics and vectors of that single 

interaction such as that found in [58, 59]. This compartmentalised approach allows a 

deeper evaluation of the content of that one message, whether this is a product, 
experience or other entity. 

 

 Contextual user utterance: examines the thread as a whole can be explored from a 

temporal perspective, the evolution of the thread, rather than just individual messages 

[60, 61]. This can give insight as to why the sentiment of the user is going up or down 
and allows evaluation as to why this is happening. When compared with other threads, 

trends can be found as to what is causing the fluctuation of sentiment. The difference of 

sentiment score between the first and last message, which can be referred to as the 
‘sentiment swing’ can also be very useful, as this is an example of how the situation has 

progressed from the perspective of the user. 

 
 

An example to illustrate user-sentiment swing during dialogue is provided in Tables 3, 4 and 5 

which shows three resolved task-oriented interactions. The sentiment score corresponding to the 

user utterance at each turn is recorded. For simplicity, the variability in user-sentiment at each 
turn is smoothed in Figure 1. Conversation 1 remains fairly neutral throughout the interaction, 

ending with a slightly more positive sentiment than at the beginning of the exchange. 

Conversation 2 shows a positive uptick in sentiment as the relatively simple issue is solved. 
However, the sentiment of conversation 3 represents the frustration of the user, showing a severe 

drop in sentiment as they encounter issues with their query. However, as the issue is resolved in 

the end, the sentiment recovers accordingly to conclude with a positive sentiment score. 

 
Table 3. Conversation One: A thread from the ITS helpdesk dataset. 

 

 

Source Utterance Score Swing 

Conversation One 

User 

Hi there, I am unable to copy and paste HTML text - or any text - into 

Cereus. We have been told by our web editor to paste the text from 

Word into an online HTML editor and then copy and paste the HTML 
into Cereus. Unfortunately it doesn’t work, even when I right-click to 

paste, or use control C and V. Thanks, 

0.128   

Helpdesk 

Are you still having issues with copying and pasting into Cereus via 

HTML web editor ? What is the name of the Web Editor that gave you 

this advice ? 

 Regards 

    

User 
Yes I still am having the issues. We use https://html-online.com/editor/ 

Thank you. 
0.27 ↑ 
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Table 4. Conversation Two: A thread from the ITS helpdesk dataset. 

 

Conversation Two 

User 
Hi BB, Where has the guidance about sign up sheets been moved to? 

 
0   

Helpdesk 

Hi, —*SR*— (Request for Information) has been assigned to Learning 

and Research at the status of ’In Progress’. Open the ticket Thank you 

 

    

User Any news? -0.12 ↓ 

Helpdesk 

Good afternoon *—Person—*, We have had a big clear out of the web 

site, and are pointing people to the the main support pages for 

blackboard, if you need further assistance please feel free to contact our 

help desk. i have found this guidance on sign up sheets here: *—Misc—

* thanks 

    

User 

Hey ITS, I might be going blind but where does it mention sign up 

sheets? I thought multi-sign up sheets were something UWE built? 

Appreciate your time! *—Person—* 

0.36 ↑ 

Helpdesk 

Hi *—Person—*, If you are referring to sign up sheets as related to the 

creation of groups please see the following link: —*Misc*— otherwise 

if you are referring to the third party ’SignUp Lists’ function then the 

link for that can be found on the above staff guides link page. Regards 

    

User That’s absolutely grand, thanks —*Person*—! 0.71 ↑ 

 
 

 

 
 

 

 
 

 

 

 
 

Helpdesk 

I think this might be one of two possible issues. As a first step would 

you mind using IE11 to access the application via Cereus please? I 

know sometimes the text editing box can be a bit flaky on newer 

browsers. Kind regards, 

    

User 

Thank you, but I don’t have IE 11. Do you have a safe link you can 

send me as not sure which source to trust to download. I need IE 11 for 
Mac… 

0.13 ↓ 

Helpdesk 

Agh! Sorry —*SR*— I didn’t realise you were on a Mac. I don’t quite 

know what to suggest in this case.I haven’t heard of anyone else having 

issues on a Mac but that might be because no one else uses one when 

trying to use the News app. Cereus is a bit of an old dinosaur and due to 

be decommissioned soon I’m afraid. I don’t suppose you have access to 

a PC do you? If not I think I will have to put you back to the Help Desk 

and get them to assign the job to someone who supports Macs. Sorry 

about this 

    

User 

Hi —*SR*—, I am due to pick up my PC laptop from UWE, but not 

heard back as to when that could be yet. Plus I need to put out a press 

release tomorrow morning... Yes, please do put me in touch with one of 

your Mac guys. Huge thanks for your help though!, Regards 

0.24 ↑ 
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Table 5. Conversation One: A thread from the ITS helpdesk dataset. 

 

 

 
 

 

Conversation Three 

User 

Hi Folks, I need to arrange to have 3 laptops (mac or pc) to use for the *—

Module—* week at the —*Location*—. How do i go about this please. 

Groups of students will be planning/editing mixing desk set-ups and making 

spreadsheets. The desk editing software is a free download Midas M32-Edit 

software available here —*Misc*— The masterclass runs —*Misc*— to —
*Misc*— Cheers, much appreciated! 

0.84   

Helpdesk 

Hi —*SR*— by *—Person—* for 3 PC or mac laptops for *—Date—* to 

*—Date—* has been assigned 

to Client Services Regional - Assignment Details: 3 PC or mac laptops for 

*—Date—* to *—Date—* 
Open the ticket Thank you 

    

User 

Hi Folks, I will need to pick up these computers tomorrow for the early start 

on Monday morning at —*Location*—. Can you tell me where I can collect 
them from and if the software isn’t on them already how we can install it. 

Many thanks for your help. 

0.47 ↓ 

Helpdesk 

Hello *—Person—* Sorry but IT Services do not have a stock of loanable 

laptops. I would suggest trying the FET Project room. If students are using 
*—Misc—* built laptops off site they will have to log in to them on 

site beforehand to create their user profile. If software needs installing ask 

the Project room to liaise with the *—Room—* ITS helpdesk who will assist 

with this. Regards 

    

User 

Hi *—Person—*, i realise this probably isn’t your fault . . . BUT To wait for 

7 days to tell me this is a little bit off. Can you understand why I might think 

that this falls short of reasonable service? I’m not very 
happy to find out at the last moment something which you might have told 

me at the start of this week when I would have had time to do something 

about it! 

-0.76 ↓ 

Helpdesk 

*—Person—* has turned up trumps with 2 machines .. they will need to be 

set up with logins that 45 students can use at the *—Misc—* and with this 

software . . . I will bring them to *—Room—* in a short while for you to 

action this. The desk editing software is a free download Midas M32-Edit 

software available here —*Misc*— The masterclass runs 0900 *—Date—* 

to 1900 *—Date—* Regards 

    

User Hi Folks, All sorted now, crisis averted, many thanks! Cheers 0.36 ↑ 
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Figure 1. An illustration of the user sentiment score of conversation 1, 2 and 3 from Tables 3, 4 and 5. 

 
Despite the scores fluctuating throughout the interaction, all threads end with a neutral to positive 

conclusion, indicating that the user was satisfied or happy with the outcome. Whilst this is 

insightful in itself, the highs and lows provide a chance to understand why these values were 

exhibited at that point, which could allow for the examination of the objective attributes or 
semantics used. The values could also just simply be the result of a contextual issue, such as, in 

this case, a restaurant being fully booked. 

 
However, regardless of the domain in which sentiment analysis is utilised, a cautious 

apprehension should be taken in interpreting the obtained scores. Modern sentiment analysis tools 

are advancing, but they are still not mature enough to accurately recognise sarcasm, jokes and 
nuances of language. There is also the limitation of a lack of distinctive sentiment annotations 

amongst an already limited amount of datasets readily available, as observed in [60] which 

subsequently makes it harder to perform accurate analysis on dialogues of a more extensive 

lexicon.   
 

What's more, sentiment analysis is sensitive to social conventions which are prevalent in human 

communication. Many interactions through email, for example, will exhibit some form of generic 
greeting such as 'Good Morning' as well as a sign off (sometimes inserted automatically through 

a template) such as 'Best Wishes'. These terms are often used by individuals, regardless of the 

context of their email, which can therefore skew the sentiment score to be higher than the actual 

substance that their email might elicit.  
 

Therefore, it could be argued that the current state of sentiment analysis makes it a useful tool to 

gain analytical insight from a corpus of text, but to utilise them as the sole driver for action could 
potentially lead to erroneous decision making. The context of its usage is important. 
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2.4. Dialogue Cost 
 

The term ‘dialogue cost’ appears frequently throughout dialogue system literature [62, 63, 64] 

and typically refers to multiple aspects of resource retrieval and utilisation ranging from the data 
itself, to the computational power required by the model being utilised. Some literature even 

refers to the explicit monetary cost  of  the  dialogue  system based on the manual labour required 

to label the data, often using the method of crowdsourcing [65, 66]. 
 

Relevant and feature rich data is the foundation for a performing dialogue system, and  no  matter  

how good  a  model  is,  it  cannot  compensate  for  a  small or poor quality dataset. Therefore, 

such resources can be expensive to acquire, whether in terms of time or money [67]. In more 
domain specific dialogue, the data native to these sometimes unfamiliar domains, plays an even 

more important role as it highlights semantic and pragmatic phenomena that is unique to that 

domain.  
 

Alongside task-resolution, dialogue cost is often considered to infer  ‘dialogue strategies’ [68] 

which specify at each stage what the next action to be taken by the system. A dialogue strategy 
can have the objective of converging towards the goal state in the most efficient way possible 

through a series of interactions with the user. ‘Efficiency’ can for example, mean access to 

external resources, the dialogue duration, internal computation time, or resource use. The goal is 

to reduce these ‘costs’ to allow the system to achieve higher performance. 
 

However, the ambiguity of the term ‘dialogue cost’ can make it a difficult area to assess. The 

PARADISE framework describes efficiency measures such as the number of turns or elapsed 
time to complete a task [68, 80, 6], as well as qualitative measures such as inappropriate or repair 

utterances [70, 71] as potential dialogue costs. Whereas, some researchers explore the term from 

a reinforcement learning perspective, in which the dialogue cost is a penalisation assigned for 
taking the wrong action predicated on a pre-defined function. Therefore, it can be a difficult to 

quantify cost in relation to a dialogue. Even when considering what is typically agreed on, 

regardless of the context, that dialogue ‘cost’ should be minimised, i.e., to maximise system 

efficiency, there isn't such established foundation to suggest that, for instance, a shorter —hence 
more ‘efficient’– dialogue is directly correlated to a better user experience. In fact, it can simply 

be the opposite. 

 

2.5. Dialogue Cost 
 

The retention rate of a TODS is often referred to as a measure of the number of users that return 
to use the system within a given time frame. This is another important, yet accessible metric for 

quantifying dialogue systems' performance.  If a company’s  chatbot  aims  to  replace  other  

communication channels  (e.g.,  lowering  call  volume),  the  goal  is  to obtain  significantly  
higher  retention,  which  can be indicative of higher consumer satisfaction [72]. However, there  

are  plenty  of  other  automated options that allow users to manage accounts easily without 

speaking to a human. Thus, if a chatbot is focused on customer support, a high retention rate does 

not necessarily have to be the measure of success [73]. 
 

The context and domain in which the TODS is deployed is an important factor to consider when 

looking at the retention rate of a given dialogue system.  If the dialogue system in question is a 
health-based chatbot  for  a  one-off issue,  then  the  user  is unlikely  to  have  to  reuse  the  

chatbot,  and  therefore the metric is less valuable. However, if the chatbot is being deployed as a 

customer service replacement, then a high retention rate can be interpreted as a positive 
performance indicator, as it shows the user has enough confidence in the system to reuse it.  
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Related metrics are those of dropout rate and bounce rate. The dropout rate refers to the number 
of users who quit the session with the dialogue system before an outcome had been reached. A 

high dropout rate for a dialogue system can be a substantial indication of poor performance. The 

bounce rate is the volume of users that do not utilise the dialogue system for its intended use. A 

high retention rate with low dropout and bounce rates would suggest a high level of performance.  
 

However, only so much can be derived from the metric of retention rate without some form of 

user feedback, as the metric is sensitive to anomalies. A dialogue system could perform perfectly, 
yet a user might not return for other, unknown reasons. This should not be indicative of the 

performance of the system, yet the metric might suggest this to be the case. Therefore, the larger 

the set of interactions retention is analysed on, the more insightful the findings will potentially be. 
Because of this, it could be argued that the rate of retention offers a good overview perspective of 

system performance, but such considerations should prevent retention rate from being a primary 

form of performance insight. It is also important to note that the ability to extract the retention 

rate is not always feasible, as is the case with the ITS helpdesk dataset. 
 

2.6. Response Time Cost 

 

The literature exploring dialogue response time is typically concerned with reducing the time it 

takes a conversational agent to respond to the user. The consensus is that a user wants responses 

as quickly as possible, and for the interaction to be as efficient as possible in terms of session 
time. The focus is often on the mechanics of the model in question, rather than the effect that 

response time could have on user satisfaction [74]. 

 
Alternative studies on response time shift  the  focus  from  the desire for  instant  responses to 

adding more human-like delays. In their study of using dynamic response delays for machine 

generated messages, Gnewuch et  al [75] prioritise  the  ‘feel’ of  the  conversation over speed of 
response, opting to ‘calculate a timing mechanism based on the complexity of the response and 

complexity of the previous message as a technique to increase the naturalness of the interaction’. 

As a result of these dynamic delays, they showed an increase in both the perception of humanness 

and social presence, as well as a greater satisfaction with the overall dialogue interaction; a faster 
response time is not necessarily better.  

 

However, as with the majority of the quality attributes, the context and domain are very important 
to consider. ‘Replika’ [76] is an anthropomorphised chatbot designed as a companion to help 

battle loneliness. It utilises a slight delay to make the interaction feel more genuine and human-

like, as instant replies would make the interaction feel too machine-like and break the social 

illusion. Conversely, ‘911bot’ [77] is a chatbot that allows a user to describe an emergency 
situation, and because of this context, any artificial delays would not be appropriate. This 

highlights the importance of context when considering such conversational attributes to evaluate 

TODS performance. 
 

Computationally, response time has become much less of a pressing issue in recent times for 

smaller to medium scale dialogue systems, as abundant computational resources, and innovation 
in machine learning \ NLP approaches, make instantaneous responses entirely feasible, and as a 

result, expected. Therefore, it could be argued that whilst a dialogue system might not get praised 

on its performance for optimal response times, whether instant or timed, it will be negatively 

graded for sub-optimal response times.   
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2.6. Conversation Length 
 

The literature exploring the explicit length of conversation is limited.  This is due to the fact that 

the developers predominantly focus on the substance of a message first,  with the subsequent 
message length being as long or short as it needs to be.  However, the length of an agent's 

responses can significantly alter the dynamic of an interaction, as it determines how much 

information can be conveyed in a single turn. Depending on the topic at hand, if the messages are 
too short, there is a risk the user will grow frustrated with the lack of detail in the answer, but if 

the messages are too long, the user’s attention may wander.  

 

In their guide to developing “better” chatbots for mental health, Dosovitsky et al [78] argue that 
“developers should strive to find a module length that enhances intervention fidelity without 

compromising engagement” and “should focus on creating a few engaging and effective modules 

at the beginning rather than developing a large variety of untested modules”. Simply put, system 
utterance length should be adaptive, changing relative to the stage of the conversation. 

 

Other work examined the effect of message length relative to the dialogue domain, e.g., [79], 
emphasising that one of the most important chatbot performance metrics is conversation length 

and structure. Industry trends suggest aiming for shorter conversations with simple structure, in 

line with the notion of efficient service. For example, banking chatbots are assumed to provide  

quick  solutions such as sending and receiving money, or checking a balance. When the social 
aspect of the conversation is more important, fast and concise responses may turn counter-

productive.  

 
However, just looking at conversation length from an objective perspective can be misleading. If 

an analysis is performed in which it is deemed shorter messages are preferred for a given domain, 

and are subsequently rewarded, then this may undermine the very relevant factor of context. 
Dialogue systems often have the objective of being as efficient as possible, which would 

encourage the idea of concise discourse, which may not be a problem. However, some issues and 

topics simply do not lend themselves to this approach and require further development in the 

conversation. Therefore, it would be detrimental to the system to simply penalise longer message 
without any thought to the semantics and context involved. This is not to say conversation length 

is not a useful quality attribute, as the literature suggests, it is, yet the optimisation of this 

parameter needs more than just the configuration of a value for utterance length or number of 
turns.    

 

3. DISCUSSION AND CONCLUSIONS 
 

It is clear that there is no shortage of studies exploring the field of TODS and their performance 
[80]. However, research into TODS in conjunction with conversational quality attributes, beyond 

that of task-resolution, are less abundant. One potential reason for this is because these attributes, 

such as conversation length, response time and user-sentiment are often referred to more as bi-
products of the dialogue systems performance in meeting user information requirements.  

 

Although many studies on optimising TODS performance examined metrics for performance 

evaluation beyond that of task-resolution, thus far, however, the modelling of TODS performance 
as a multivariate function of multiple conversational quality attributes remains an open question. 

 

Additionally, TODS are still difficult to evaluate. Although there are established methods and 
frameworks which are frequently referred to in literature, with PARADISE arguably the most 

applied, yet there is still no standard in place for a novel TODS to be measured against. This is 
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undoubtedly a hindrance to the field, as it gives a lack of consistency when designing a system 
and subsequently comparing it with others in the industry. Also, with the growing complexity of 

modern virtual assistants such as Siri, Bixby and Alexa to name a few, where each could be 

described as a sophisticated TODS, the task of objectively evaluating such systems is only going 

to become a more complex process. 
 

Therefore, although significant progress has been made in the field of TODS over a relatively 

short period, there are still various challenges to be overcome. Arguably the most pressing issue 
is the lack of a standardised protocol for human evaluation, which makes it challenging to 

compare different approaches to one another [95]. On the other hand, automatic evaluation 

metrics have proven their utility with their efficiency and undemanding approach to dialogue 
assessment but are still considered less reliable in comparison to human judgement [132].  A 

shortage of task-oriented open-source datasets also acts as a bottleneck in the progression of the 

field, especially when approaching multiple domains. All of which is compounded by a growing 

expectation of the average user, as TODS are generally becoming more and more innovative on a 
global scale. 
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ABSTRACT 
 
Microblogs have become a social platform for people to express their emotions in real-time, and 

it is a trend to analyze user emotional tendencies from the information on Microblogs. The 

dynamic features of emojis can affect the sentiment polarity of microblog texts. Since existing 

models seldom consider the diversity of emoji sentiment polarity, the paper propose a microblog 

sentiment classification model based on ALBERT-FAET. We obtain text embedding via ALBERT 

pretraining model and learn the inter-emoji embedding with an attention-based LSTM network. 

In addition, a fine-grained attention mechanism is proposed to capture the word-level 

interactions between plain text and emoji. Finally, we concatenate these features and feed them 

into a CNN classifier to predict the sentiment labels of the microblogs. To verify the 

effectiveness of the model and the fine-grained attention network, we conduct comparison 

experiments and ablation experiments. The comparison experiments show that the model 

outperforms previous methods in three evaluation indicators (accuracy, precision, and recall) 

and the model can significantly improve sentiment classification. The ablation experiments 

show that compared with ALBERT-AET, the proposed model ALBERT-FAET is better in the 

metrics, indicating that the fine-grained attention network can understand the diversified 

information of emoticons. 

 

KEYWORDS 
 
Sentiment Analysis, Pre-training Model, Emojis, Attention Mechanism. 

 

1. INTRODUCTION 
 

With the rapid development of the Internet, microblog posts have become a platform for young 

users to express their opinions. Sentiment analysis is the process of analyzing, processing, 

generalizing and reasoning about subjective texts filled with emotional expression, which has 

attracted much attention in natural language processing. Microblog comment texts are more 

informal than ordinary texts, and to analyse the sentiment of microblog comments will generate 

much practical value. For example, it can be used for e-commerce platforms to conduct 

microblog marketing and make personal recommendations for users. It can also be used to 

monitor online public opinion, grasp people's opnions and emotions about social events. In 

addition, it can understand the public’s mental health and identify potential patients with 

depression nad anxiety. 

 

Traditional methods mainly construct sentiment dictionaries to accomplish the sentiment 

classification task. Based on manually established seed adjective vocabularies, Hu and Liu [1] 

proposed a bootstrapping technique by using WordNet to predict the sentiment tendency of 

opnion words. 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N13.html
https://doi.org/10.5121/csit.2022.121307
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Deep learning has achieved good performance in many natural language processing tasks in the 

past few years. The sentiment classification task has succeeded as a subtask in natural language 

processing. Zhang [2] conducts recurrent neural networks to obtain word semantic features and 

word sequence features from sentence vectors and feed them into a softmax classifier to predict 

the sentiment label of each sentence in Chinese microblogs. Chen [3] et al. combined military 

sentiment lexicon and BiLSTM model to boost the accuracy and F1-measure. Zhang [4] also used 

the BiLSTM model to encode semantic information of text, combined with sentiment symbol 

library to enhance sentiment analysis. 

 

The existence of the same emoji expressing different emotions in different scenarios in Weibo 

comments complicates the task of sentiment classification. For example, "My stomach hurts, I 

don't want to talk 😭"   expresses a negative sentiment in the context. A different scenario, "The 

clothes I ordered arrived and they look beautiful 😭," expresses the exact opposite sentiment 

compared with the native sentiment polarity in the context. At the same time, the number of 

emojis impacts the sentiment polarity of the sentence. For example, "Yeah, what you say is 

totally right😄😄😄," multiple emojis   strengthen the negative emotion expression. Therefore, 

with the help of sentiment words that co-occur with emojis, we need to extract the necessary 

textual or contextual features to establish certain connections between emoji and plain text. 

 
Table 1.  Microblog comments 

 

emoji Sentiment Microblog Comments 

😭 positive The clothes I ordered arrived and they look beautiful😭 

negative My stomach hurts, I don't want to talk😭 

😄 positive The weather is good, I feel happy 😄 

negative Yeah,what you say is totally right😄😄😄 

 

Most of the existing methods conduct coarse-grained mechanisms to capture interactions between 

emoji and plain text. If emoji in a complex network environment present emotional polarity 

diversification or if there are multiple emoji in a sentence. Therefore, this paper proposes a fine-

grained attention mechanism to capture the interaction between emoji and plain text. The main 

problem of the research is to analyze the sentiment tendency information of the microblog text. 

The main contributions of this paper are summarized as follows: 

 

1. We use ALBERT pre-trained model to learn the word vector of microblog comments. 

Simultaneously, the model is easy to deploy in engineering due to its fewer parameters. 

2. We first adopt emoji2vec to learn bi-sense emoji embeddings and then obtain the inter-

emoji embedding as a weighted average of the bi-sense emoji embedding base on the 

attention mechanism. 

3. We propose a fine-grained attention mechanism to extract word-level interaction 

information between emoji and plain text. 

4. Morever,we design an emoji alignment loss in the objective function to boost the 

difference of the attention weights towards the emoji which have the same text and 

different sentiment polarity. 

 

The organization and section of the paper are below: 

 

Section 1: Firstly we introduce the research of the microblog sentiment analysis at home and 

abroad. Then we briefly analyze the deficiencies of the existing research, and proposed the 

contribution of the paper. 
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Section 2: We introduce the research of sentiment analysis with and without emojis in detail. 

Section 3: We introduce our model and describe each layer in the model. 

Section 4: We adopt our model on the crawled microblog texts and compare it with several state-

of-the-art sentiment models. 

Section 5：We summarize our study again and then we offer improvement solutions. 

 

2. RELATED WORK 
 

2.1. Sentiment Analysis 
 

Sentiment analysis is the process of analyzing, processing, generalizing and reasoning about 

subjective texts filled with emotional expression, which has attracted much attention in natural 

language processing. Mingjie Ling [5] extracted word representation and sentence position 

representation from multichannel CNN and LSTM respectively, and experiments showed that the 

model achieved a better polarity classification ability for Chinese Weibo. Duyu Tang  [6] 

proposed a target-dependent LSTM model where target signals are taken into consideration to 

boost the classification accuracy. 

 

The earliest application of attention mechanisms is in the field of computer vision. In the 

literature[7], researchers adopt the attention mechanism on RNN models to implement image 

classification. Then, Bahdanau et al [8]conducted the attention mechanism to machine translation 

tasks, which means that the attention mechanism has attracted a lot of attention in the natural 

language processing. In 2017, the Google machine translation team [9] built the whole model 

framework with the Attention mechanism to replace the traditional RNN method. It contains a 

fully connected feed-forward network between each layer in the encoder and decoder structure. 

Feifan Fan [10] proposed a fine-grained attention mechanism to capture word-level interactions 

between contexts and aspects in Twitter, and experiments demonstrate that the approach can 

effectively improve performance. 

 

2.2. Sentiment Analysis with Emoji 
 

Li Nan [11] explored the distribution characteristics and sentiment transformation regularities of 

emojis in microblog comments from multiple perspectives. The paper classified emojis into high 

sentiment stability and low sentiment stability based on thresholds and experiment confirmed that 

emojis can be used in opinion analysis to achieve more accurate sentiment classification. Novak 

P [12] constructed a sentiment lexicon containing 751 emojis, and experiments demonstrated that 

comments with emoji expressed more positive sentiments than those without emoji. Pohl [13] 

investigated the similarity problem of emoji in terms of emoji keywords and emoji embeddings. 

Experiments verified the model's effectiveness in capturing associations between each emoji. Ben 

Eisner [14] trained emoji and corresponding descriptive textual information to propose an 

emoji2vec model for emoji pre-trained embeddings. 

 

Some researchers adopted deep learning to study the sentiment classification task of the emoji-

based microblog comments. Zhao [15] adopted CNN and RNN networks based on attention 

mechanism to extract semantic features and weighted the sentiment tendency values of the text 

and emojis to predict the sentiment tendency of Chinese microblog comments. Felbo [16] 

predicted the appearance of emoji with pre-training deep neural networks, which is effective to 

extract emotion information from emoji in sentiment classification and sarcasm detection task. Li 

[17] conducted a convolutional neural network to predict the occurrence of emoji and learn emoji 

embedding jointly through a matching layer based on cosine similarity. These approach, in our 
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context, adopt emoji as independent inputs to predict the sentiment label, which suffer from 

ignoring the interactivity between emoji and plain text. 

 

Lou [18] combined attention mechanisms to measure the contribution of each word in sentiment 

polarity based on emojis, although the approach cannot effectively handle microblog comments 

containing multiple types of emojis. Yuan X[19] proposed an emoji-based collaborative attention 

network to learn the interactive sentiment semantics of text and emoji. The model feed the text 

vector, text-based emoji vector, and emoji-based text vector into the convolutional neural 

network to predict the sentiment polarity of microblog texts. Experimental results show that the 

method outperforms several baselines for microblog sentiment classification. Chen [20] combines 

a more robust and fine-grained bi-sense emoji embedding to represent complex semantic and 

sentiment information effectively. An attention-based mechanism of the LSTM network 

selectively attend on the relevant emoji embeddings to understand rich semantics and sentiment 

better. The experiments on the Twitter dataset demonstrate the model outperforms the state-of-

the-art models. 

 

3. THE PROPOSED MODEL 
 

 
 

Figure 1.  ALBERT-FAET Model 

 

The main problem to be solved in this study is the analysis of the emotional information of 

barrage comments. For an given sentence L={x_1,x_2,x_3,…,x_n,e_1,e_2,…,e_m},where n 

represents the number of text words and m represents the number of emoji words. The sentiment 

polarity corresponds to 'positive' and 'negative' sentiments of a reviewer. We present the overall 

architecture of the proposed Emoji-based Fine-grained Attention Network model in Figure 4. It 

consists of the embedding layer, hidden layer, attention layer, and textCNN classifier layer. 

Firstly, we use a attention-based network to learn inter-emoji embedding and we adopt ALBERT 

to learn word embedding. Then we feed the embeddings into the BiLSTM network to capture the 

temporal interactions among words and propose a fine-grained attention mechanism to describe 

word-level interactions between emojis and text. Finally, the concatenated vector are fed into a 

CNN classifier to predict the sentiment label of the microblog comments. 
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3.1. Embedding Layer 
 

3.1.1. Text 

 

The text adopts ALBERT to learn word embedding. ALBERT utilizes factorized embedding 

parameterization, cross-layer parameter sharing, and sentence order prediction(SOP) strategies to 

deepen the model while reducing parameters, to achieve better results than the BERT models in 

various natural language processing tasks. 

 

3.1.2. Emoji 

 

We first assigned two distinct tokens to each emoji, one is the specific emoji used in a positive 

sentimental context, and the other is the emoji used in a negative sentimental context. Each token 

is embedded into a different vector using emoji2vec to obtain a bi-sense embedding 

\cite{chen2018twitter} to each emoji. We first learn text embedding using ALBERT and obtain 

inter-emoji embedding by a simple attention network between plain text and emojis. 

 

 
 

Figure 2.  Emoji Processing  

 

𝓊𝑚,𝑖 = 𝑓𝑎𝑡𝑡(𝒆𝑚,𝑖,𝒘𝑚)) (1) 

 

𝛼𝑡,𝑖 =
exp⁡(𝑢𝑡,𝑖)

∑𝑖=1
𝑚  exp⁡(𝑢𝑡, 𝑖)

 
(2) 

𝒗𝑡 = ∑𝑖=1
𝑚  (𝛼𝑡,𝑖 ⋅ 𝒆𝑡,𝑖) 

(3) 

 

 

𝑖 ∈ (1, 𝑢) in 𝑒𝑚,𝑖denotes the i-th sense embedding of the emoji, 𝑓𝑎𝑡𝑡(⋅, 𝑤𝑎𝑡𝑡) denotes the attention 

function that is based on the current word embedding, represents the attention weight, and 

𝛼𝑡represents the attention weight, and 𝑒𝑚,𝑖 represents the inter-emoji embedding. 

 

We feed the text and emoji into the embedding layer, the output sequence is 𝑳′ =

{𝒕1, 𝒕2, … , 𝒕𝑛, 𝒗1, 𝒗2,, … , 𝒗𝑚} 
 

3.2. Hidden Layer 
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We adopts bidirectional Long Short-Term Memory Network (BiLSTM) to capture the temporal 

interactions among words. The operations in an LSTM unit for time step t is formulated in 

Equation below: 

 

𝐢𝑡 = 𝜎(𝑊𝑖𝐱𝑡 + 𝑈𝑖𝐡𝑡−1 + 𝑏𝑖) (4) 

  

𝐟𝑡 = 𝜎(𝑊𝑓𝐱𝑡 + 𝑈𝑓𝐡𝑡−1 + 𝑏𝑓) 
(5) 

 

𝐨𝑡 = 𝜎(𝑊𝑜𝐱𝑡 + 𝑈𝑜𝐡𝑡−1 + 𝑏𝑜) 
(6) 

 

𝐠𝑡 = tanh⁡(𝑊𝑐𝐱𝑡 + 𝑈𝑐𝐡𝑡−1 + 𝑏𝑐) 
(7) 

 

𝐜𝑡 = 𝐟𝑡 ⊙ 𝐜𝑡−1 + 𝐢𝑡 ⊙𝐠𝑡 
(8) 

 

𝐡𝑡 = 𝐨𝑡 ⊙ tanh⁡(𝐜𝑡) (9) 

 

where 𝐡𝑡 and 𝐡𝑡−1 represent the current and previous hidden states, 𝐱𝑡 denotes the current LSTM 

input, W and 𝐔 denote the weight matrices. Then, we extract deep semantic meaning from the 

sequence got from the embedding layer to obtain the semantic-rich feature vector 𝐿̇𝑐 =
{𝑻1, 𝑻2, … , 𝑻𝑛, 𝑬1, 𝑬2, … , 𝑬𝑚} , where 𝑇𝑖  is the feature vector of the first i text word after 

processing, and 𝐸𝑖 is the feature vector of the corresponding emoji. 
 

3.3. Attention Layer 
 

In this paper, we propose a fine-grained attention mechanism to describe word-level interactions 

between emojis and text and to evaluate how emojis affect the overall sentence sentiment 

polarity. 

 

Formally, we define an interaction matrix 𝑼 ∈ ℝ𝑵∗𝑴 to describe the interaction between an emoji 

E and a text T, where Uij denotes the interactivity between the ith text word and the jth emoji. 

The interaction matrix U is computed by the following equation : 

 

𝑼𝒊𝒋 = 𝑾𝒖([𝑬; 𝑻𝒋; 𝑬𝒊 ∗ 𝑻𝒋]) (10) 

 

𝑊𝑢 ∈ ℝ1∗6𝑑 denotes the weight matrix, [;] denotes the vector concatenation across row,* denotes 

element wise multiplication, and then we use U to compute the attention vectors in both 

directions. 
 

3.3.1. F-Emoji2Text estimates which emoji should pay more attention to and are hence critical 

for determining the sentiment. We can compute the attention weights eie by 

 

𝒔𝒊
𝒇𝒆
= 𝒎𝒂𝒙(𝑼𝒊,:) (11) 

  

𝒔𝒊
𝒇𝒆
= 𝒎𝒂𝒙(𝑼𝒊,:) (11) 

  

𝒆𝒊
𝒊𝒆 =

𝐞𝐱𝐩(𝒔𝒊
𝒇𝒆
)

∑  𝑵
𝒌=𝟏 𝐞𝐱𝐩⁡(𝒔𝒌

𝒇𝒆
)
 (12) 

 

where 𝑠𝑖
𝒆 obtains the maximum similarity across column. And then we can get the attended vector 

as follows: 
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𝑚𝑓𝑒 =∑  

𝑁

𝑖=1

𝑒𝑖
𝑓𝑒
⋅ 𝐸𝑖  (13) 

 

3.3.2. F-Text2Emoji estimates which text should pay more attention to and are also critical for 

determining the sentiment. We can compute the attention weights  
 

tft by 

 

𝒔𝒊
𝒇𝒕
= 𝒎𝒂𝒙(𝑼𝒊,:) 

(14) 

 

𝒕𝒊
𝒇𝒕
=

𝐞𝐱𝐩(𝒔𝒊
𝒇𝒕
)

∑  𝑵
𝒌=𝟏 𝐞𝐱𝐩⁡(𝒔𝒌

𝒇𝒕
)
 

(15) 

 

 

Then we use an average pooling layer on 𝒕𝒇𝒕 to get the attended vector 𝒎𝒇𝒕 ∈ ℝ𝟐𝒅: 
 

𝒎𝑓𝑡 = 𝑃𝑜𝑜𝑙𝑖𝑛𝑔([𝒕1
𝑓𝑡
, … , 𝒕𝑖

𝑓𝑡
]) (16) 

 

Finally, we concatenate fine-grained attention vectors as the final representation 𝒎 ∈ ℝ𝟒𝒅 

 

𝒎 = [𝒎𝒇𝒕;𝒎𝒇𝒆] 
 

(17) 

3.4. Text CNN Layer 
 

We take the concatenated vector into a CNN classifier to predict the sentiment label of the 

microblog comments. 

 

We adopt [𝑤1, 𝑤2, … , 𝑤𝑐] to denote the set of filter kernels in the convolution operation and 

then map the input 𝑉 ∈ ℝ𝑑×𝑐 to a new feature map 𝑈 ∈ ℝ𝑑′×𝑐′ . 

 

3.5. Model Training 
 

The existing methods train each text word and emoji separately, and seldom consider the fine-

grained interaction between emoji and text. Experiments show that the fine-grained interaction 

between emoji and text can bring additional valuable information. Therefore, a text alignment 

loss function is proposed in the paper. The text is constrained by the alignment loss, and each text 

word will focus on the more important emoji by comparing with other text words. 

 

𝑑𝑖𝑜 = 𝜎(𝑾𝑑[𝑻𝑖; 𝑻𝑜]) 
(18) 

 

ℓalign = −∑  

𝑀−1

𝑖=1

∑  

𝑀

𝑜=𝑖+1

∑ 

𝑁

𝑘=1

𝑑𝑖𝑗 ∙ (𝑥𝑖𝑘
𝑓𝑒
− 𝑥𝑜𝑘

𝑓𝑒
)
2
 (19) 

 

In particular, for text words 𝒙𝑖 and text words 𝒙𝑜. The paper calculate the square loss on the fine-

grained attention vectors 𝒙𝑖
𝑓𝑒

 and 𝒙𝑜
𝑓𝑒

, and also estimate the distance 𝑑𝑖𝑜 between 𝒙𝑖  and 𝒙𝑜 as 

the loss weight. Where 𝜎 is the sigmoid function, 𝑾𝑑  is the weight matrix for computing the 

distance, 𝒙𝑖𝑘
𝑓𝑒

 and 𝒙𝑖𝑘
𝑓𝑒

 are the attention weights on k-th context word towards text word 𝒙𝑖 and 𝒙∘ 
respectively. 
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4. EXPERIMENTS 
 

In the paper, we crawled 60,000 microblog comments of length greater than 5 using API as the 

original experimental data. After removing the text excluding emoji from the microblogs and 

cleaning the data, the corpus are labelled for sentiment polarity by using a manual approach. 

Finally, we get a dataset consisting of 8930 texts containing emojis. Among them, 4418 were 

positive texts and 4512 were negative texts. In the paper, the texts are divided into training, 

validation and test based on 7:2:1.In detail, the training set includes 6250 sentences, the test set 

includes 1786 sentences and the validation set includes 894 sentences. The distribution of text 

containing emojis is shown in the following table: 

 
Table 2.  The statistics of the microblog datasets 

 
corpus positive negative total 

Training 3092 3158 6250 

Testing 884 902 1786 

Validation 442 452 894 

Total 4418 4512 8930 

 

4.1. Evaluation Indexes 
 

In the experiment, the evaluation indexes that have been commonly used in NLP tasks were 

adopted, and they were as follows: Precision (P), Recall (R), Accuracy (Acc), and F1 values, and 

they were respectively calculated by: 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (20) 

  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (21) 

  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃
 (22) 

 

Precision (P) indicates the proportion of samples correctly predicted. In other words, precision 

measures quality. Recall (R) represents the proportion of samples wrongly predicted. The f1-

score is a number between 0 and 1, contributing to the measurement of precision and recall by 

calculating the harmonic mean of them. Accuracy (Acc) represents the ratio between correctly 

predicted samples and the total number of samples, and it is a more global index. 

 

4.2. Hyperparameters 
 

In our Experiments, the hidden state d is set to 200, and the dropout ratio is set to 0.2 during the 

training period. The batch size is 64, the number of iterations is 10, and the maximum length of 

the text is limited to 100. The Adam optimizer was used to optimize model parameters, and the 

learning rate is initialized to 5*10-4. We randomly split the microblogs into the training, 

validation and test sets in the proportion of 7:2:1. The whole framework was bulit and trained by 

PyTorch. 
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4.3. MODEL Performance on Microblog Texts 

 
For this experiment, we test several state-of-the-art sentiment models on our dataset of microblog 

text:  

 

emoji2vec [14] contains 1661 embeddings, trained on Unicode descriptions of emojis, to 

improve natural language processing tasks that previously used word2vec to learn word 

embeddings. 

 

LSTM [17] (long short-term memory) is widely adopted in natural language processing tasks. It 

controls the transmission state using gate units and selectively memorizes information to process 

sequence tasks. 

 

TextCNN [22]+word learns word embeddings through word2vec and feeds them into CNN 

networks to extract semantic features. 

 

TextRCNN [23]+word replaces the convolutional layer with a bidirectional recurrent layer, and 

the concantenated vector is fed into the classifier to complete the classification compared with 

TextCNN. 

 

ET-BiLSTM [24] is an emojis-enhanced sentiment analysis model. The model contains the 

contextual information of the sentence into emoji to learn emoji-based auxiliary representation of 

the comments. 

 

BERT [21] is a pre-trained model proposed by Google in 2017, which adopts a masked language 

model to the bidirectional transformer to finish pre-training tasks. Then the last few layers of 

model parameters need to be fine-tuned to achieve satisfactory results. 

 

BERT+emoji2vec uses BERT to learn the word vector of text and employs emoji2vec to learn 

emoji embedding. The model concatenates emoji embeddings and text embeddings to complete 

the sentiment classification. 

 
Table 3.  The performance comparisions of different models on the microblogs 

 

Model Acc Micro-P Micro-R 

Emoji2vec 0.658 0.642 0.660 

TextCNN+word 0.742 0.741 0.743 

ET-BiLSTM 0.821 0.819 0.823 

BERT 0.802 0.814 0.806 

BERT+emoji2vec 0.832 0.837 0.831 

ALBERT-FAET 0.852 0.855 0.856 

 

Compared with emoji2vec, TextCNN+word and BiLSTM+word models achieve good results in 

the sentiment classification task due to the neural networks' robust feature extraction ability. The 

results of the BERT model are generally better than those pre-trained with word2vec, indicating 

that BERT can capture deeper text features. Comparing BERT and BERT+emoji2vec, 

experiments show that emoji information can improve indexes effectively, indicating that emoji 

information can improve model performance. In addition, the ALBERT-FAET model proposed 

in this paper outperforms the previous benchmark on Chinese microblog comments. On the one 

hand, The model assigns two distinct tokens to the emoji to obtain the bi-sense emoji embedding, 

and a text-based self-attention mechanism is adopted to learn inter-emoji embeddings. On the 
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other hand, the model proposes a fine-grained attention mechanism to capture the word-level 

interaction between emoji and text, which brings additional effective information. 

 
Table 4. The performance comparisions of ALBERT-FAET variants 

 
Model Acc Micro-P Micro-R 

ALBERT-AET 0.842 0.840 0.845 

ALBERT-FAET 0.852 0.855 0.856 

 
Table 5. Prediction results of ALBERT-FAET and ALBERT-FAET partial examples 

 
Number Microblog Text ALBERT-FAET ALBERT-AET True Label 

(1) My stomach hurts and I don't 

want to talk😭 

negative negative negative 

(2) It's a good day and I feel 

happy😄 

positive positive positive 

(3) My favorite 

weather😄🍀🌷 

positive positive positive 

(4) My ordered clothes arrived 

and they look beautiful😭 

positive negative positive 

(5) The favorite East King😄, 
hung himself 

negative positive negative 

(6) Yeah,What you say is 

relatively right😄😄😄 

negative positive negative 

 

ALBERT-AET adopt a simple coarse-grained interaction between emoji and text to learn emoji 

features, and then concatenates text features to finish the sentiment classification. ALBERT-

FAET defines an interaction matrix to describe the word-level interaction between emoji and 

text. Emoticons in (1), (2), and (3) have the same sentiment polarity as text in the current context, 

so ALBERT-AET, a coarse-grained attention mechanism, can correctly predict the sentiment 

polarity of the microblog text. The emoticons in (4) and (5) show inconsistency between emotion 

polarity and text polarity, and multiple emoticons appear in (6). At this time, the ALBERT-AET 

prediction results are very different from the real results. And ALBERT-FAET can accurately 

identify the sentiment polarity of the microblog text, which indicates that the fine-grained 

attention network can learn the dynamic feature information in the emoji, which is helpful to 

improve the sentiment classification accuracy of the model. 

 

5. CONCLUSION 
 

In this paper, we propose an emoji-based fine-grained attention network for microblog sentiment 

analysis. Specially, we propose an cross matrix to analyze the word-level interactions between 

text and emojis, which may bring extra valuable information. More importantly, we design a text 

alignment loss in the objective function to enhance the difference of the attention weights 

towards the text which have the same emoji and different sentiment polarities. The model 

achieves top results for sentiment classification on the crawled microblog dataset. 

 

More fine-grained information can also be considered for sentiment analysis of the microblog 

comments. For instance, the sender's name of the microblog text, the time when the microblog 

text was sent mat taken into consideration. Besides, we may alter the finer granularity of the 

microblog text. We can label the microblog comments into five catorgories: very positive, 

positive, neutral, negative, and very negative. 
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In the future, we consider combining the multi-dimensional features of microblogs for sentiment 

analysis, such as considering the personality characteristics of microblog users. 
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ABSTRACT 
 

California has been prone to drought; starting in 2011, there were 376 consecutive weeks of 

drought [1]. More effective tools are necessary to combat water scarcity, in particular in 

irrigation systems [3]. This paper designs an application to modify current water-saving 

techniques to create a more environmentally friendly irrigation system [2]. We developed a Big 

Data Driven System to Improve Residential Irrigation Efficiency. Our design uses the raspberry 
Pi controller based on an IoT system with a database connected to the cloud. We designed a 

mobile app to interact with the system and collect the data and a machine learning algorithm to 

analyze and generate recommendations based on the given data [4]. We applied our application 

to the irrigation systems of California Residents and conducted a qualitative evaluation of the 

approach. The results show that trend-based water saving techniques were effective in reducing 

water usage without sacrificing the health of the plants being irrigated. 

 

KEYWORDS 
 

Data mining, Cloud computing, Machine Learning, IoT system. 

 

1. INTRODUCTION 
 

For centuries, California weather records have documented intense droughts. With the further 

commercial and agricultural development, water scarcity has become ever prevalent and 
increasingly damaging to the environment as well as well-being of residents [5]. As life-long 

California residents, we have seen the environmental consequences of these droughts and the 

ineffectiveness of our water-saving techniques. Since all signs indicate that drought will persist, 

finding ways to reduce water usage is imperative. One of the most inefficient usages of water can 
be seen in residential irrigation systems. Because of the large consumption of water in irrigation 

systems, in every city in California, utility companies have urged residents to limit water usage 

by issuing mandates limiting the dates and times residents are permitted to water the plants and 
fining those who fail to adhere to these rules. Unfortunately, this method isn’t effective -- 

especially since most water usage goes to irrigating lawns, and gardens in residential homes need 

to be watered based on weather conditions. It is also unfortunate that California residents have 
been slow to shift to more drought-tolerant gardens. This has led to the importation of water from 

nearby states -- a costly and environmentally damaging practice. In recent years, technological 

developments have led to the creation of irrigation systems that can be controlled virtually [6]. 

With the creation and adoption of irrigation systems that irrigate based on the needs of plants, 
California residents will be able to minimize water usage by utilizing it as efficiently as possible, 

thus conserving water and benefiting not only the environment, but also their finances. 
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In California, there are many pre-established water-saving techniques. Many tend to vary on the 
location of the city and the people in charge of water distribution, but in general, most residential 

neighborhoods set in place guidelines dictating when it is permissible to water plants [7]. These 

times tend to be two or three times a week, during hours of the day generally ranging from 8pm 

to 8am, or after dark and before sunrise. Water companies charge residents fees for not abiding to 
these guidelines, but this method of water regulation is hardly beneficial to reducing the amount 

of water usage. While initially, these guidelines may seem effective, the issue with this method is 

that it doesn’t take into account weather conditions nor how long plants are being watered. First, 
it is ineffective because people already water their plants every other day, so regulating which 

days those are does not reduce water usage. Second, a set frequency during all seasons is not 

effective due to heat and precipitation being large factors in the amount of water a plant needs, 
and third, the time frame is so wide that many still end up over irrigating their plants due to lack 

of knowledge on how long their plants should be watered for. Modernized sprinkler systems are 

often left unadjusted to match weather conditions because the way they are constructed is not 

user friendly, leading to many older adults (usually the ones who can afford large, residential 
homes) being unable to adjust their sprinkler systems to current weather conditions. This is 

detrimental because sprinkler settings may be set matching summer weather, leading to an 

extreme use of water during winter periods that need virtually no water. Other smart sprinkler 
systems run into many of the same issues because individuals are unaware of how long they need 

to water their plants and lawns, and although they can easily control their sprinklers virtually, the 

lack of this knowledge leads to over-watered lawns and plants and thus a waste of valuable water 
[8]. 

 

In this paper, our goal is to create an irrigation system driven by data mining and machine 

learning algorithms to effectively control the sprinkles to save the water [9]. Our method is 
inspired by the Classic IoT control system and data drive recommendation systems.  

 

We began by building the device that measured weather conditions. We connected the 
temperature and humidity sensor to a single board computer, Raspberry pi. The Raspberry pi 

sends the weather data to the Firebase database, which connects to the app we are coding called 

Smart Irrigation. The app then displays the real-time temperature and humidity. Using Python on 

the Jupiter Notebook, we utilized data that recorded the conditions in 36 cities in CA over five 
years to train a model with a machine learning algorithm that predicts the temperature and 

humidity of the upcoming week. When the app receives the temperature and humidity from the 

Firebase, the algorithm suggests whether or not the sprinkler system should be turned off, and 
from the app, the sprinkler system can be shut off.   

 

There are some good features of our smart irrigation system [10].  First, we collected data from 
2013 - 2020 in California to train the model, which is suitable to predict future California weather 

conditions and generate recommendations. Second, the Raspberry Pi provides stable control to 

the power of sprinkles which can reduce the cost and improve the production. Third, the mobile 

app is easy to access and operate, expanding the production influence. Therefore, we believe that 
the smart system we built can effectively solve the problem and help save water in California. 

 

To demonstrate how the irrigation system works we used simulation software to show when the 
sprinklers start compared to the weather and the result of a lawn. The goal of the simulation was 

to show how using the sprinkler system you save water and money. By comparing the efficiency 

and cost effectiveness of the irrigation system to using normal sprinklers or manually watering. 
The efficiency can be measured by comparing the water wasted and time spent to the result of 

how the lawn looks. After comparing the irrigation systems, the results are almost the same but 

using our irrigation system was far superior. The time spent and the water wasted manually 

watering a lawn was way higher than the automatic systems by a large margin.  Both our system 
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and other smart irrigation systems had much greater efficiency with lower water wastage, but 
ours was slightly better. Other smart irrigation systems check the humidity of the soil and past 

weather patterns, but run on a timer so it isn’t saving as much water as possible. Our system 

checks the humidity and past weather patterns, but only turns on during the morning when 

watering is most effective and on days when watering is necessary without the lawn degrading. 
Because of this, it is slightly more effective at saving as much water as possible. Also, our system 

is far more cost efficient since instead of buying a hundred dollar control unit, one can just buy a 

few pieces of hardware and download an app. 
 

The rest of the paper is organized as follows: Section 2 details the challenges that we met during 

the experiment and designing the sample; Section 3 focuses on the details of our solutions 
corresponding to the challenges that we outlined in Section 2; Section 4 presents the relevant 

details about the experiment we conducted, followed by the related works discussed in Section 5. 

Finally, Section 6 gives the concluding remarks, as well as discussing the future of this project. 

 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. How to use Python and Raspberry Pi 
 
One challenge that we faced was learning how to learn to use python and how to use the 

Raspberry Pi. Since I was unfamiliar with Python Programming, I had to learn how python 

worked and what the imported modules did. Figuring out which things to import and how to use 

them was difficult since I had never imported modules or used their functions. Another problem 
that we encountered was how to use the Raspberry Pi. Since we were new to using Raspberry 

Pi’s everything from connecting it to the WiFi to connecting it to the Firebase was new. 

Everything we tried always somehow had small problems that we ran into that were very tedious 
to fix. For example, the IP address for some reason kept changing every time we restarted the 

Raspberry Pi, so we had to figure out how to keep it from changing. Connecting the circuit to the 

Raspberry Pi was also new, but I figured it out in the end. 

 

2.2. How to connect the flutter app with the server 
 
At first, we created a flutter app to run the program but it would not connect with the server. 

Because of this we had to change it to a thunkable app and a Firebase database. The thunkable 

interface was different and we faced many challenges when using the code, since many of the 
functions did not appear. The instructions put on the website did not appear to help the problem, 

but after a while we eventually figured out how to use the functions connecting the code to the 

firebase. Creating the program that could take values from the Firebase and display it on an app 

was also a challenge since we didn’t know what most of the functions did. After researching what 
the things did, we were able to create a code to update the app from the readings in the Firebase 

and display it on the screen in real time. 

 

2.3. How to find data and make it usable 
 

Another challenge we faced was in finding data and making our data usable for the machine 
learning algorithm. First, most of the resources we found only included temperature data, but 

since we were looking for both temperature and humidity together, all of those resources were 

unusable. When we finally found data that included temperature and humidity, we found that the 
numbers produced results almost opposite of what we expected-- during the day the temperature 
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was cooler than during the night. This was definitely wrong, so we investigated and found that all 
the data was recorded with the same time zone, regardless of what time it actually was in the area 

being observed. After figuring out what time zone the data was recorded in, we needed to make 

all of the data fit the actual time in the area, the final challenge in making the data usable for the 

machine learning algorithm was in writing code so that all of the cities we were using would have 
the correct time correlation to the weather and humidity. 
 

3. SOLUTION 
 
SmartIrrigation is a smart Irrigation control system based on an IoT system and driven by big 

data [14]. The settings of the irrigation system can be controlled through the mobile app. The 

customers can get suggestions from the cloud based on the big data computing result to drive the 

on/off setting of the system. 
 

SmartIrrigation integrates with the database, mobile app, and machine learning cloud computing 

server. 

 
The main control system uses a raspberry pi embedded device with a temperature sensor and a 

humidity sensor to detect weather conditions. The data will be sent to the Firebase database and 

will sync up to the mobile app that was developed with flutter with a machine learning algorithm. 
To train the algorithm, we analyzed data from 36 cities from California for the past 7 years.  We 

analyzed everything from the most general overview down to the details to provide accurate 

suggestions that apply to California cities.  
 

Therefore, it can be used for detecting the weather conditions, predicting the temperature and 

humidity of certain days based on data, and performing analysis tasks such as whether to control 

the sprinklers by person or by algorithm to save water.  
 

Additional relevant tasks are to manage all the systems besides one city. The main technical 

challenge of the system is managing the uploading and storing data —while delivering the real-
time tem and hum data necessary for cloud computing. Furthermore, the accurate rate of the 

machine learning algorithm must be more than 95% to make the prediction stable. To achieve 

these goals, our tool consists of three main components (see the thick boxes in Figure 1): 

 
 a hierarchical data structure for storing the tem and hum attributes in an aggregated format 

[15]; 

 an stable cloud server with trained data to improve the efficient 
 a powerful mechanism for efficiently turning on and off the controller. 

 

We also provide a set of navigation techniques for exploring the graph. The following sections 
describe these components in detail. 
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Figure 1. Overview of the system 

 

We created a Flutter app to monitor and receive the data from the sensor, here are 3 screens we 

have: 
 

1. The first screen is the login screen, which is used to login to find the data from your sensor. 

 

 
 

Figure 2. Screenshot of login page 
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Figure 3. Screenshot of code (1) 

 

2. The second one is the Homepage Screen, which loads the data….. and will update the data….  
The 3 buttons function is listed below: 

 

1) Refresh Button: Refresh the data from pi and sensor 

2) ON/OFF: Control the Pi by app 
3) Get Suggestion: Get Suggestion from Server to turn on or off 

 

 
 

Figure 4. Screenshot of Home page 



Computer Science & Information Technology (CS & IT)                                        107 

 
 

Figure 5. Screenshot of code 2 

 
3. Suggestion Page, you can input the suggestion bar and see the recent rain and temperature 

here: 

 

 
 

Figure 6. Screenshot of Suggestion page 
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Figure 7. Screenshot of code 3 

 

4. EXPERIMENT 
 
To give a better suggestion, we use the python algorithm and put it on a suggestion response 

server. We analyze the data from 2013 - 2016 and give the suggestion based on what we learned 

on the curve. 

 

 
 

Figure 8. A Hum changes in one day of LA 

 

 
 

Figure 9. A Average Hum changes in one Year of LA 
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Figure 10. Temperature changes in one day of LA 

 

 
 

Figure 11. An Average Temperature changes in one Year of LA 

 

 

 
 

Figure 12. An Average Potential temperature changes by months 

 

Based on these graphs we can determine when it is best to use water to conserve as much water 

as possible and save more money. The data we do the analysis comes from the website of the US 
Statistics. Based on the above analysis, we have selected a total of 5 different methods for 

irrigation recommendations. To suggest by A Hum changes in one day of LA, Average Hum 

changes in one Year of LA, Average Temp changes in one Year of LA, Average Hum changes in 
one Year of LA, Potential tem changes by months. Result shows that suggestion based on both 

Average Temp changes in one Year of LA and Average Hum changes in a day of LA have the 

highest prediction accuracy. So our algorithm used both Average Temp changes in one Year and 
Average Hum changes in a day as the data to train the suggestion model. 
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5. RELATED WORK 
 
On the Smart Irrigation System, written by S. Darshna, T.Sangavi, Sheena Mohan, A.Soundharya, 

Sukanya Desikan, they create a system that monitors the amount of soil moisture and temperature 

using a predefined range of soil moisture and temperature that can be varied with soil or crop 

type [10]. The watering system can be turned on or off in case the moisture or temperature of the 
soil deviates from the desired range. When the soil is dry or has a high temperature, it will 

activate the irrigation system to pump water and bring the soil back into the desired range. 

 
Kriti Taneja; Sanmeet Bhatia created an automated irrigation system using Arduino sensors to 

efficiently utilize water during irrigation [11]. The system has a soil moisture sensor for the soil 

near the plants and a water level sensor in a water container where water will be pumped to the 
plants. They created an algorithm using maximum values of soil moisture to control the quantity 

of water in the soil and the water level sensor to measure the amount of water being sent from the 

tank.  Using an Arduino with an ATMega328 micro controller, they can use automatic irrigation 
to turn the pumping motor in the tank on or off depending on the dampness of the soil. By doing 

so, it eliminates human intervention and saves more water by efficiently and effectively irrigating 

the plants. The micro controller collects values from the soil sensors and depending on the values, 

it pumps water out. A LCD screen is connected to the micro controller to display the values from 
the soil and water pump. The water level sensor is used so that the water tank always contains 

enough water to efficiently irrigate the crops. 

 
In a paper written by KK Namala, Krishna Kanth Prabhu A V, Anushree Math, Ashwini Kumari, 

Supraja Kulkarni, they propose a smart irrigation system that can be used to control the watering 

of plants, so their humans can be less human intervention [12]. They focus on the wastage of 
water and saving as much as possible, which is a problem in modern times. It also helps save 

time, is cost effective, protects the environment, and is low maintenance with a low operating 

cost which results in an efficient irrigation service. The Raspberry Pi is used to make the system 

compact and sustainable. It uses a sensor to measure the moisture of soil and based on the desired 
moisture it can switch a relay that controls a solenoid valve for irrigation. 

 

6. CONCLUSIONS 
 
We have created a temperature and humidity app that detects factors such as temperature and 

humidity to decide if it is a good or bad time to use water [12]. This app can be used to conserve 

as much water as possible during the California drought. By saving water it not only helps out the 

world's water problem and it saves as much money on water bills as possible. 

 
One variable that affects the accuracy is that the temperature data is limited to past values in the 
Los Angeles area. This means that the data is only accurate in Los Angeles and other areas for the 

most part, inaccurate. This makes it unusable in other areas across the country and the globe. 

Also, the current device is pretty impractical. It must be connected to a power source and have a 

WiFi connection. This isn’t practical as the device has to be outside to measure temperature and 
humidity values. Also, using raspberry pi is quite expensive and along with all the other 

components the cost adds up. 

 
To solve the limitations many things can be done. The historical data can be expanded to many 

major cities across America or the World, and in time it will be able to accurately function in all 

cities [13]. Another solution to the practicality is by using an Arduino instead of a Raspberry Pi. 

Since the device only performs one function, an Arduino would be better suited as it is only able 
to run one program. This could also bring the cost down. 
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ABSTRACT 
 

Children with ASD or ADHD are having a hard time learning and understanding, and there’s 

no perfect education system [1][2]. However, audios and animations can improve their reading 

effectiveness. This paper designs an application to have animated characters talking with audio 

based on the text using Optical Character Recognition, text to speech, and Natural Language 
Processing. 

 

KEYWORDS 
 

AI, Computer Graphics Techniques, Machine Learning. 

 

1. INTRODUCTION 
 
Children with ASD/ADHD are having a hard time learning and understanding the text. In the 

educational industry, there are usually two traditional teaching methods specifically targeting 

kids with ADHD or ASD [3]. The first method is establishing specific schools for students with 

ADHD or ASD [4]. This method also has a flurry of disadvantages. First, it is costly. Establishing 
a school requires millions of dollars. Second, it cannot help kids with ASD or ADHD learn how 

to communicate with other people since those kids are confined inside these special schools and 

cannot interact with others [5]. In conclusion, the general existing offerings or treatments for 
ADHD or ASD are ineffective, inefficient, and financially burdensome. The second method is 

video games. These attract kids' attention and were thought to effectively combat ADHD. 

Teachers integrate knowledge inside games letting students learn through video games. However, 

this teaching method has drawbacks. First, children usually only focus on the game itself rather 
than the knowledge behind the game. Second, video games have a proven addictive nature in 

their development. Thus, video games as a treatment are low in efficiency and not long-term 

feasible in full-time education. This paper develops an application to automatically convert 
traditional storybooks to interactive videos to help educate and treat children with ADHD or ASD 

[6]. 
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EndeavorRx is the first and only clinically proven prescription video game that participates as a 
treatment for ADHD children [7]. The game is designed to improve attention control by 

strengthening focus, interference processing, and multitasking through an immersive video game 

experience. 

 
Studies show that video stories have vast potential for helping with the academic, social, and 

emotional education of children with ADHD and autism. Therefore, we developed a product that 

automatically converts traditional storybooks to interactive videos to help educate and treat 
children with ADHD or ASD. 

 

Our treatment is more efficient and feasible than games or specialized schools. First, our solution 
is scalable. Video game programmers need lots of time to design the plot games [8]. Thus, the 

production of video games is generally slower, so it takes more time for customers to get benefits 

from the product. On the contrary, our treatment is converting stories into videos at the click of a 

button. Most crucially, the conversion of stories does not need time, because the plot was already 
designed by the story's author. Second, our solution is more specific and targeted because our 

product is designed to custom for each student. Every user has a unique background and story 

recommendation based on their interest. Third, our solution is more effective. We teach kids with 
ADHD or ASD knowledge in areas of math, science, and language arts while incorporating 

features engaging their communication functions through interaction functions. Kids can interact 

with AI or community members. Lastly, our proposal is a more accessible education method than 
traditional schools since we present less opportunity cost to parents, students, and government 

organizations. Our products are more scalable, effective, and affordable than the traditional 

methods of educating students with neurodivergence. 

 
The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we 

met while creating this application and the further development we think about and trying to 

achieve; Section 3 focuses on the details of our current solutions; Section 5 shows related work; 
Section 6 gives the conclusion remarks and the future development of the application. 

 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. Selecting Model (Apply SALSA) 
 

Choosing a model is extremely important to the first impression and the willingness to use the 

application for users. These steps become challenging as not every model could cooperate with 
the SALSA Lipsync. Besides the animation and lip sync, the outfit of the character is also 

important for children to develop interest. 

 

2.2. Using API flexibly 
 

While building the app, it is important to have API apply and connect to the systems. In order to 
minimize the resources used in the app, we have to use the API flexibly and reduce space and 

resources. 

 

2.3. Developing more interactions 
 

We want to create a precise mental health system for the app and would like to cooperate with 
professional psychologists and psychiatric clinics to develop an algorithm that evaluates the 
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user's condition to accomplish real-time tracking and optimization of content presentation, as well 
as the animation, and push media according to the user's preferences. For now, we are developing 

more interactions to allow users to receive more reactions. Making the app flexible to ask the 

right questions is also a risk, and the online video platform along with the group chat system we 

will build in the future is challenging. 
 

3. SOLUTION 
 

Story Book is an application that provides users with an efficient, productive, and cost-effective 
product to automatically create animated videos from pictures of written material. The image is 

captured using the camera on our users’ mobile devices. We implemented the google cloud vision 

service into the C# code on unity using API to complete our OCR phase [9]. To turn the text 

output from OCR into speech, we need to process a human voice simulation. We used IBM’s 
online Watson text-to-speech service the same way we used the google cloud service to complete 

the text-to-speech function. We employed spaCy’s pre-trained NLP model to extract keywords 

from the text such as places and organizations and organize them in a text file. Up to this point, 
all the information we need is ready, so the application starts to create the video. We need 

background images and a character for the videos. We used Ultimate Stylized Business Women 

to create a 3D figure. This 3D model allows us to control the muscles of the character and thus 
control their lip movements and facial expressions, which are both essential for the character to 

look natural during the video [10]. We also utilized the SALSA LipSync Suite asset to 

automatically match the lip movements of the character with the audio file. We have a library of 

pictures of different topics that can act as backgrounds. Using the keywords that we detected with 
NLP, we find pictures in that category from our library and set these pictures as interchangeable 

backgrounds for the video. Finally, after all these processes, a full video with the same context 

and meaning as in the written material is created. 
 

 
 

Figure 1. Overview of the solution 



116         Computer Science & Information Technology (CS & IT) 

 
 

Figure 2. Project structure 

 

 
 

Figure 3. Overview of the APP 

 

 
 

Figure 4. Screenshot of the APP 

 
The application is developed using Unity 3D. Unity 3D is a cross-platform 3D engine for creating 
3D games and applications for mobile, desktop, the web, and consoles. As shown in the picture 



Computer Science & Information Technology (CS & IT)                                        117 

above, the app has 3 main screens, title, create a story, and animation. These screens are different 
scenes in Unity and are connected using the LoadScene method. In the Create Story scene, the “+” 

sign allowed the users to take photos of the text materials. The camera is connected to the OCR, 

after the user takes the photo, it would automatically recognize the text and transform an audio 

file. 

 

 
 

Figure 5. Screenshot of code 1 

 

 

 
 

Figure 6. Screenshot of code 2 

 
As shown in the image above, we utilized the google cloud vision service to extract text from 

pictures with OCR and the IBM Watson text-to-speech service to generate audio of simulated 

human voice based on the text outputted from OCR. These two functions are closely connected 
so that the text will get delivered to the Watson online service immediately to generate audio files. 
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We based our NLP algorithm on the spaCy NLP library, which provides advanced natural 
language processing in Python [11]. With spaCy, we can filter out specific nouns, verbs, or both 

nouns and verbs in a specific orientation. 

 

The animation and background are built with assets downloaded from the Unity assets store, the 
items contain their own codes that are able to animate them in Unity. The background is built in 

different scenes using the assets downloaded, while the application processes the image, it would 

automatically select the background with the keywords extracted from the text using the NLP 
algorithm. The character is animated with the SALSA LipSync asset and the audio file generated 

from the Watson online service, allows the characters to have lip movements according to the 

text material. After the application finishes processing and clicking the “star” button, it would 
load the StoryScene, and the selected background and character would be in that scene.  

 

 
 

Figure 7. Screenshot of SALSA 

 

4. EXPERIMENT 
 

4.1. Experiment 1 
 

In order to verify that our solution can effectively solve problems at different levels and have 

good user feedback, we decided to select multiple experimental groups and comparison groups 
for several experiments. For the first experiment, we want to prove that our solution works stable 

and continuously, so we choose a group size of 100 different NLP inputs text sentence different 

kind of target.The goal of the first experiment is to verify if IBM chat bot could analyze all the 
text sentence if the AI read the sentence right works good for all the target sentence. Experiments 

have shown that almost all targets in different types tested the right result. Moving enemy has the 

most correct rates, which means our user are works more better in aiming the moving enemy in 

the game. This experiment could explain that the data sets do have a obvious impact on the 
finding the targets and aim it, because the data we are using have a high rates of the moving 

enemy. The average correct rate of 100 different types of the aims shows below: 
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Figure 8. Number of good and nee improved result 

 

5. RELATED WORK 
 

Hayashi, Masaki, et al developed technology that generates CG animation generated 

automatically from a text-based script, it uses TVML, is a language with script structure used in 
actual TV production, to edit the text and FIL to complete text to speech [12]. Their project is 

similar to ours with the automatically generated animation from text. The technology of Hayashi, 

Masaki uses different language templates. 
 

Large, Andrew, et al conclude that animation helps children to identify the major plots more 

successfully than reading the text through his experiment [13]. Their project also uses animation 
to create solutions for social problems, but is designed for special science experiments. 

 

Shaw, Rebecca, and Vicky Lewis reported ADHD children to focus more and give more accurate 

responses to the animated computerized tasks [14]. Different from our project, this work is an 
investigation and study on the positive impact on education of computers to ADHD children, and 

our project is to implement the help.  

 

6. CONCLUSIONS 
 

The project provides users with an efficient, productive, and cost-effective product to 

automatically create animated videos from pictures of written material; we design it to help 

educate and treat children with ADHD or ASD. The current prototype can automatically create 
videos from images of written sources. The user merely needs to click on the “start” button on 

our homepage and start taking pictures of books, our application handles everything behind the 

stage. After a few seconds, the users would be able to watch the animations. The most important 
characteristic of this product is its ability to incorporate multiple functions and design them to 

work together at the fastest speed possible. All parts of our project are already implemented into 

different commercialized applications and services. A large portion of our application’s functions 

uses pre-existing services in our databases. These include Google’s online vision service to 
achieve optical character recognition (OCR), IBM’s Watson text-to-speech service to generate 

audio files, Unity’s Multipurpose Avatar with SALSA LipSync Suite asset to match the 
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characters’ lip movements with audio data, and the spaCy library to accomplish natural language 
processing (NLP) [15].  

 

We still have a lot more proposed functions in development, including the interactive feature in 

videos, an online video sharing platform, and a group chats feature. The interactive feature in 
videos is aimed to help children with ADHD/ASD concentrate and learn communication skills. 

The online video sharing platform is akin to YouTube with the difference that our users are not 

video creators. All videos on this sharing platform are automatically generated through our 
application. When users use our application to generate a video for themselves, they are able to 

choose whether to upload this video to our sharing platform so that others without the original 

written material can also access it. The group chat feature is implemented so that users can join 
specific learning group chats and share related videos and support each other. This feature also 

helps people with ADHD/ASD set up their own virtual community. 
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ABSTRACT 
 

AIs have been a key component in the gaming industry throughout its history. Developers have 

had multiple ways of creating new AI models that best suit their game in order to enhance the 

playing experience. However, with the increase in the popularity of online multiplayer games, 

AIs now must compete with the experience of playing with other people.To enhance AI 

behaviors to match that of a real player, the paper discusses the one solution for creating 

models that can be used for further AI research. Through utilizing some of the built-in features 

of Unity as well as Photon Network services, the game Maze Escape combines the multiplayer 

aspect of FPS games and some simple game AI models to allow them to be compared against 
each other in order to more easily recreate multiplayer experience using AI bots. Thus, this 

paper hopes to encourage developers to think about how AIs are not only used to enhance 

single player experiences, but it can also be used in multiplayer. 

 

KEYWORDS 
 

Multiplayer FPS Game, 3D Modeling, AI Machine Learning. 

 

1. INTRODUCTION 
 
As the U.S enters into the 21st century, the sources of entertainment ranging from music, sports, 

and movies have all been expanding in support of consumerism culture [4]. One of the major 

industries that have prospered in this time of competition are video game companies. Due to the 
global pandemic, more people have been spending their time indoors and subsequently video 

game industry giants such as Riot Games, Blizzard, and Epic games have all tried to produce new 

games for its audiences in order to maximize their profit [5]. Connected via gaming platforms, 
the video game industry is reaching its peak of prosperity generating explosive numbers of 

concurrent players and breaking historical records; the scariest thing being that this trend does not 

seem to be slowing down anytime soon.  

 
One of the most popular categories of video games that have been played by millions of people 

around the world are “FPS''s, or First-Person-Shooter, which are popular among those who enjoy 

the combat experience of playing in the 3-dimensional world through the eyes of the character 
model [6][7]. While it is included in part of the sub-genre of shooter games, developers are free 

to shift away from the traditional path that focuses solely on combat with a set of firearms and 

specific objectives to achieve. They can incorporate their own ideas into the game. Throughout 

the development of “Maze Escape'',  the game explores the wide range of tools that are available 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N13.html
https://doi.org/10.5121/csit.2022.121310
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for developing AIs in video games in an attempt to select the best solutions for recreating 
multiplayer experiences. 

 

Some of the existing AI techniques and systems that have been proposed include Navmesh for AI 

pathfinding, and reactive systems such as finite state machines and behavior trees [8]. Navmesh 
technique is constructing a mesh from which AI is able to determine the best path from getting 

from one point to another as well as providing a way to “see” the environment around the AI. 

Reactive systems allow the AI to interact with the player’s decisions and take different actions to 
create different experiences for the player. Finite state machines (FSMs) achieve this by having 

different states the AI can be in to match different existing scenarios in the game while Behavior 

tree archives this by having a set of rules and conditions to guide the decision making process 
[10]. These systems have allowed developers to make more complex AI for their games and 

focus on crafting experiences that are  more interactive. Developers have the ability to create AI 

experiences equivalent to that of other players. However, a bad version of AI can often lead to AI 

taking away the overall enjoyment of the game rather than adding to it. [Example of a game that 
has weak AI compared to their multiplayer system].Thus, developers need good tools to allow 

them to make good AI.  

 
 For instance, Unity provides a built-in nav-mesh system for pathfinding [9]. Pathfinding is the 

idea in which the player is able to determine the ideal traveling route to take during the 

navigational processes that takes the least amount of time between two points. The Unity Asset 
stores would be another case in point. It contains many reactive system tools like FSMs and 

Behavior Trees. For example, Candice AI has components for handling player detection and 

combat systems for the game AI. Another example would be Breadcrumbs AI . There are also 

non-character based AI like Procedural Level Generator, which creates the level around the 
player themselves. 

 

Our goal is to create a game in which AI can match up to the experience of multiplayer. The 
current methods that are currently available in the game include Navmesh systems and way point 

systems. First, there are some good features of the Navmesh system which allows for pathfinding 

inside the level generator which prevents the player from walking straight through walls and 

objects in the environment. Second, some good features of the way point system is that it allows 
for the escaper bot to have an unpredictable route for reaching the end goal which would imitate 

that of a real player style of playing the game; filled with randomness and does not conform to a 

fixed way of playing the game. The way point systems generate different routes for the escaper 
AI bot to take to reach the end goal. When the game starts the way point system will randomly 

choose a path for the AI to take out of the many the developers had encoded into the system.  

Thus, we believe that using these simple tools we can at least get close to emulate multiplayer 
experience in a single player environment. Our system is a synthesis of the Navmesh system and 

the way point system allowing them to work together for pathfinding while other tools keep them 

separated. 

 
In two application scenarios, we demonstrate how the above combination of techniques increases 

the accuracy or the imitation for the ability of the AI to mimic the multiplayer experience. 

 
First, we demonstrate the usefulness of our approach by a comprehensive case study on the 

competitive AI compared to the competitive player in which the player has to play against one 

other opponent either AI or another player in a 1v1 game mode of Maze Escape in which one act 
as the “Defender” and the other as the “Escaper”. Second, we try to analyze the result of our 1v1 

competitive AI to a competitive player with a cooperative AI compared to a cooperative player. 

In this case, not only are we testing the player’s experience playing against an opponent AI and 

seeing the differences between an actual person and the AI, we are also implementing a way for 
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the player to play with an ally in the game either AI or another player against two opponents in a 
2v2 format. In scenarios, we can test our results through a questionnaire by asking the players’ 

experiences playing the game with the AI versus that of an actual person. Therefore, by 

measuring the level of artificial intelligence imitation that has been achieved, we are able to 

verify whether or not the performance of each of the AIs, both the competitive version and 
cooperative, have been enhanced in order to emulate the real online multiplayer experience. 

Through the development of these complex, sophisticated and futuristic AIs, certainly, these 

goals are only one step further and will be explored later in the paper. 
 

The rest of the structure of the paper is organized as follows: Section 2 gives the details on the 

challenges that we met during the experiment and designing the sample while Section 3 goes into 
the details of our solutions corresponding to the challenges that we mentioned in Section 2. Next, 

Section 4 presents the relevant details about the experiment we did which includes other similar 

experiments done towards this same topic, followed by presenting the related work in Section 5. 

Finally, Section 6 gives the conclusion remarks as well as pointing out the future work of this 
project. 

 

2. CHALLENGES 
 
In order to build the project, a few challenges have been identified as follows. 

 

2.1. Deal with networking 
 

To start off, the first challenge that we encountered has to deal with networking. For instance, in 

order to create the game, we need to first figure out which Unity Networking solution to use, 
which is difficult as creating custom networking scripts is much more difficult and challenging 

compared to using a pre-built solution that requires no coding and programming. Next was 

setting up the player. We had trouble determining the location of the spawn points and had issues 

with the player not spawning in the right locations. Also there were errors in the camera fov in 
which the character model’s eyes will see the interior of the gun that blocks off  its vision and 

also the controls as well when the players spawn and not be controlling its own character. There 

were also errors in the movement and shooting as well. Lastly, setting up the teams required the 
creation of the teams and in order to keep each side balanced and assign bots accordingly or the 

game would not start.  

 

2.2. Deal with the navmesh system 
 

Second challenge had to deal with the entirety of the navmesh system. First, we are required to 
find how to create the navmesh on top of a level.  It was difficult to dynamically generate the 

navmesh during the game as when generating a new level, the nav mesh would not change and 

the problem with that is the inability to produce an accurate path that matches the level produced 

by the procedural maze generator that we implemented at the beginning of the game. We also 
looked for the Nav Mesh component package to make generating nav mesh easier  as we kept the 

nav mesh as a single mesh to allow easy movement from one part of the level to another. We had 

trouble getting the bots to use the newly produced nav mesh as we couldn't figure out how to get 
the AI to “walk” with the player model and using NavMesh agent for walking as it required a 

separate animator component for AI movement to allow the bot to play the walking animation. 

Lastly, we had to program the code for the escaper bot’s waypoint list and randomly choose one 
point to go to before heading to the end goal in which we designed to allow randomness for the 

path chosen just like that of a real player. 
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2.3. Figure the AI’s behaviors 
 

Lastly, figuring the AI’s behaviors and goals to get it to emulate a real player was the most 

difficult among the rest. There was an issue with the escaper bots not moving to the end goal and 
also choosing the same path despite including the random way points that were designed to 

prevent fixed AI behavior from occurring. Next, there was also a movement issue with the 

defender bots as they were unresponsive and remained standing throughout the duration of the 
game and we had difficulty adding the “wandering” system to have them move around the level. 

The last two issues were for the escapers not trying to run away from the defender when it 

opened to its field of view and it decided to just run past it and lastly was with the bots not 

shooting when the opponent player was facing them as it entered its shooting radius. 
 

3. SOLUTION 
 

To begin, the overall system starts with the menu section in which includes the ability for the user 
to login with a name, then join a game room or create their own, choose their own team. After the 

initial process, the host of the game room will start the game once every user is ready. The host 

will also check if any kinds of bots in the game are added.  Next, Maze Escape is a strategic 

multiplayer-FPS game in which players are deployed into a virtual 3D world and are divided into 
two teams, the Defenders and the Escapers. Because of its competitive nature, in order for both to 

achieve victory, they will need to satisfy their winning conditions. For instance, the Defender 

needs to either eliminate all Escapers or keep them occupied until the timer hits zero in order to 
win. On the other hand, the Escapers are able to either kill all Defenders or try to avoid them and 

escape the Maze to achieve victory.  

 
We used Unity as the main Game Engine to develop this game and because the is a multiplayer 

FPS, we also used Photon to manage the multiplayer functionality specifically managing the 

network connections between the user’s computer while synching all the changes such as player 

movement, health bar, damage output/input from one client’s device to every users’ screen thus 
enabling the multiplayer experience. After this, we are able to implement AI Navigation mesh 

and way point system for pathfinding and later adding shooting mechanics, animation for the AIs, 

and AI healthbar in order to recreate the experience of that of a real person. 

 

 
 

Figure 1. Overview of the system 

 
To start off with, the first component that we implemented was Networking using the photon 

networking unity version 2.0 package. We built the subcomponents for the menu and the main 

level for the game. In the menu system, we implemented a sign in system that allows the user to 

join the game with a gamer tag, a room selection screen that allows the user to decide which 
active game to join or to create one themselves, and  a game room scene in which displays the 

number of players, robots and their chosen roles. Furthermore, in the game level, we 

implemented networking by adding specific components to synchronize player position, health, 
and any animations that are playing. The game level has a component for handling the player and 
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bot spawning which has a list of points where each team can spawn in as well as a randomizer 
function to allow positions to be randomized. We also added a game manager system for 

synchronizing the time left for the round and the amount of players remaining. Based on the 

win/lose condition the game manager would track which team has won and which team has lost 

which is shown on the player’s screen accordingly. In addition, we have added a script for 
handling the end goal for the escapers which is a simple trigger which will determine whether the 

escaper has entered the escaping zone and if true, it will display on the screen for all the players 

that the escapers have won.  
 

 
 

Figure 2. Screenshot of code 

 
Now moving on to the AI behaviors section, we started off with using Unity’s built in navmesh 

system for pathfinding. There are two sides to the navmesh systems. First, the navmesh level 

component will generate all the pathways from one point in the level to another.  Second, the 
navmesh agent, the AI pathfinder, which uses the generated mesh to determine the optimal path 

from one point in the level to another. With these two components, the escaper bots are able to 

find a path to reach the end goal because the navmesh agent will choose the optimal path which is 

usually the shortest path, the escaper bots tend to always choose the same path resulting in 
predictable behaviors. To remedy this issue, the waypoint system is administered to each escaper 

bot with a random waypoint that the AI has to go to before reaching the end goal. This also 

allowed the defender bots to randomly choose a waypoint to patrol that area. With the 
pathfinding system mostly updated, to make the AIs more like a player, we added the animation 

that is similar to the players animations as well a field of view system to allow the bots to react to 

other players within the level. 

 

4. EXPERIMENT 
 

4.1. Experiment 1 
 

In order to verify that our solution can effectively solve problems at different levels and have 

good user feedback, we decided to select multiple experimental groups and comparison groups 

for several experiments. For the first experiment, we want to prove that our solution works stable 
and continuously, so we choose a group size of 100 different trials in 5 different kinds of target. 

The 5 different types of skin are cars, stationary enemy, moving enemy, animals, buildings. The 

goal of the first experiment is to verify if the AI auto targeting algorithm works good for different 
types of targets. Through sampling 5 groups of different targets. Result is collected by statistics if 

the AI could find the target correctly. Experiments have shown that almost all targets in different 
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types tested the right result. Moving enemy has the most correct rates, which means our user are 
works more better in aiming the moving enemy in the game. This experiment could explain that 

the data sets do have a obvious impact on the finding the targets and aim it, because the data we 

are using have a high rates of the moving enemy. The average correct rate of 5 different types of 

the aims shows below: 

 
 

Figure 3. Result of experiment 1 

 
A good user experience is as important as a good product. So a perfect solution should have 

excellent user experience feedback. In order to prove that our solution has the best user feedback, 

we specially designed a user experience questionnaire base on the US system usability 
questionnaire rules. We statistics the feedback result from 100 users, Track the user's data for 10 

days play, let them explore freely on the functionality of the game. We divide those users into 

Five different groups. The first group of users ages from 10 - 20, the second group of users ages 

from 20 - 30, the third group of users ages from 30 - 40, the fourth group of users ages from 40 - 
50, the fifth group of users ages from 50 - 60. The goal of the first experiment is to verify high 

feedback scores show high performance. We collect the feedback scores form these 5 different 

groups of users and analyze it. Experiments have shown that users who ages from 20 - 30 give 
the highest result feedback to our game. Which may because of the age between those range are 

more likely to play a shooting game and using the auto targeting scheme The experiment graph 

shows below: 

 
 

Figure 4. Result of age 10-20 
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Figure 5. Result of age 20-30 

 

 
Figure 6. Result of age 30-40 

 

 
Figure 7. Result of age 40-50 
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Figure 8. Result of age above 50 

 

5. RELATED WORK 
 

Omid Shafieid et al describes how games have contributed to the research of artificial 

intelligence [11]. When decomposing the technical nature of games, AIs can absorb the 

information in order to learn other complex tasks which is similar to our goal as we continue to 
pursue the enhancement of AI and super-human performance level to imitate that of a real player. 

For instance, this work uses graphical analysis to identify how each scenario is solved through a 

list of fixed sets of policies which are designed to encapsulate diversified interactions within the 
game which is extremely helpful as it helps generate creative game structures that can be used to 

train AIs. 
 

Livingstone describes how the Turing's test can define the association of human behavior with ai 
through a series of interrogation questions and how successfully an AI is able to mimic human 

responses under certain circumstances [12]. This is similar to our works as we both try to explore 

the level in which the imitation of human-like responses can be generated by a machine. Some 
differences however is that the Turing test requires a human operator that engages in a series of 

questioning while our game’s AI specifically focuses on the imitation of human-like behaviors. 

 

Barata at el describes how it was difficult for a massive multiplayer strategy game that has a 
rapidly changing environment which requires the players to be active for a long time in order to 

encourage realism within the game [13]. They implemented a MMOTBSG as a replacement for 

human players right when they become inactive is a strength of their research as the AI plays the 
game for players with similar level of performance which is quite impressive. This also parallels 

our research as we seek to increase AI behavior to match that of a real player in order to emulate 

the multiplayer fps experience. 
 

6. CONCLUSIONS 
 

Maze Escape is a game that combines multiplayer with the AI experience. In order to enhance the 

multiplayer experience, we can replicate the behaviors from that of a real player onto the AI 
through using a list of methodologies which enables the AI to have human functions that is 

distinct from that of the AI experience. Maze Escape is excellent in determining the optimal 

solution for combining the multiplayer experience with the AI as it provides the option for the 

user to choose the AI to either be the opponent who enables the competitive aspect of the game or 
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choose the AI as a cooperative partner which enables the cooperative aspect of the game. All of 
which is essential for recreating the multiplayer experience as it fulfills its goal of having the AI 

imitate the human player. Maze Escape is unique as the escaper and defender AIs all have its own 

goal of reaching the winning condition and in order to achieve that, they will be able to mimic the 

responsibilities from that of a real player in order to satisfy the requirements for the game to end 
and ultimately for one side to achieve the ultimate victory. When developing AIs, others should 

consider the level in which the bots are able to provide an experience which will match that of a 

real player just as if the bots were human players not only for single player games but as well as 
multiplayer games. 

 

Since the game is still in the developing phase, the AI behavior is limited to two main states as in 
the current AI it is only able to go to someplace and react if it sees an opponent which they will 

be programmed to either shoot or run away. The game itself is very simple because it only has 

one role, and one map level so it is not able to sustain the interplay of an environment that 

contains multiple variables/interactions between the game and the player. 
 

In the future, the game will be adding an additional role system for players to choose their unique 

class division which contains special weapons and abilities that are designed just for that class. 
There will also be updates to maps, and animations specifically for different abilities based on 

player roles. With respect to the AI updates, there will be addition to AI states to allow more 

actions for the AI and different model types such as decision trees, behavior trees, and planner 
systems. 
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ABSTRACT 
 
The electricity consumption of buildings composes a major part of the city’s energy 

consumption. Electricity consumption forecasting enables the development of home energy 

management systems, resulting in the future design of more sustainable houses and a decrease 

in total energy consumption. Energy performance in buildings is influenced by many factors, 

like ambient temperature, humidity, and a variety of electrical devices. Therefore, multivariate 
prediction methods are preferred rather than univariate. The Honda Smart Home US data set 

was selected to compare three methods for minimizing forecasting errors, MAE and 

RMSE: Artificial Neural Networks (ANN), Support Vector Regression (SVR), and Fuzzy Rule-

Based Systems (FRBS) for Regression by constructing many models for each method on a 

multivariate data set in different time-terms. The comparison shows that SVR is a superior 

method over the alternatives. 

 

KEYWORDS 
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1. INTRODUCTION 
 
Honda Smart Home was constructed in California, USA, with the goal of creating a sustainable 

home and a zero-carbon lifestyle [1]. In the domestic energy sector, the development of 

optimization methods such as maximum power point tracking made the use of energy sources like 

photovoltaic solar energy economically feasible decades ago [2]. Recent studies indicate that the 
economic optimization of renewable energy in domestic energy consumption can be further 

extended by enhancing power management. According to studies, buildings are responsible for 

the largest proportion of energy consumption in a city, and the residential section is a significant 
part of it [3][4]. Heating, Ventilating, Air Conditioning (HVAC) systems, and lighting are the 

main energy-consuming sources of domestic houses. Domestic energy consumption has been 

increasing due to several factors, like globalization, greenhouse gas emissions, and population 
growth [5][6]. For the same reasons, the importance of increasing energy efficiency grows, and 

electricity forecasting plays a key role in it [7]. For a variety of applications, including 

management, optimization, and energy conservation, the importance of accurately forecasting the 

energy consumption of buildings is emphasized [6]. In addition, accurate energy forecasting 
models have many implications for the planning and energy optimization of buildings and are 

crucial to the economy [8]-[10]. Consequently, energy management utilizing optimized energy 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N13.html
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forecasting of a domestic house can increase the energy efficiency of the house and the utility of 
renewable sources such as solar panels. 

 

In the remaining parts of this text, Section 2 explains the time terms and data preparation; Section 

3 discusses the details of the models; Section 4 describes the evaluation performance of the 
models, and Section 5 concludes this work. 

 

2. THE HONDA SMART HOME DATA SET AND TIME TERMS 
 

2.1. The Honda Smart Home Energy Management System Dataset 
 

In the Honda Smart Home project, which began in 2015 and is ongoing, data related to energy 
management, such as the HAVC system and Home Energy Management Systems (HEMS), are 

recorded at a one-minute sampling rate. This forecasting performance study is based on six-

month-long energy consumption data from October 2020 to March 2021 of the Honda Smart 
Home project. The data set is sparse because many of the electric devices work on or off by the 

resident's decision. 

 

2.2. Forecasting Time Terms and Data Preparation 
 

Nonlinear-Multivariate Machine Learning (ML) models for domestic electricity consumption 
forecasting are built and compared with each other in three-time terms. Medium-term electricity 

load forecasting (MTELF), usually for a week up to a year, which is useful for maintenance 

scheduling and planning power system outages[11]. Short-term electricity load forecasting 

(STELF), for intervals ranging from one hour to one week; and, one of its primary applications in 
the daily operation of the electric power system [12]. Very short-term electricity load forecasting 

(VSTELF) ranges from a few minutes to an hour ahead, which is applicable for real-time control, 

as practiced by [13]. 
 

The VSTELF of this study used ten random samples of seventy-minute data collected over a six-

month period to get statistical parameters for forecasting performance evaluation. Similarly, the 
STELF and MTELF used ten pieces of four-day and two-month data randomly selected within 

the six-month data period for performance comparison of the models, assuming that randomly 

selected windows reveal the model's weaknesses and strengths better by covering different modes 

of power consumption. 
 

The original data set contains attributes with one-minute sampling intervals. The VSTELF and 

STELF followed the original data set's one-minute sampling interval. The MTELF is resampled 
every ten minutes to reduce the length of the data set to a reasonable size for the forecasting 

process. 

 

The data set is subdivided as shown in Table 1 in order to evaluate the performance of forecasting 
independently. 

 

All data sets are prepared in a matrix with eight numerical scalar input variables (attributes) and 
one scalar target output variable. But occasionally, when a random data set has a column or 

columns of zero values, some of the forecasting models are unable to scale the data to predict the 

output value. The problem can be solved by omitting the column(s) containing zeros. This 
circumstance only occurs in VSTELF due to the small size of the data set. Therefore, the input 

attributes of this time term are variable.; therefore, the input attributes of this time term are 

variable. 
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Table 1. Data sets obtained from the Honda database. 

 

Models Data sets 

Sampling 

Periods 

(minute) 

Size of 

Data 

set 

Time 

Covered 

No. input 

Attributes 

BRNN 
VSTELF training 

+ verification 
1 

30  

+ 30 
1 hr. Variable 

SVR  & 

SBC 
VSTELF training 1 60 1 hr. Variable 

All models VSTELF test 1 10 10 mins Variable 

BRNN 
STELF training 

+ verification 
1 

1500  

+ 1500 
2 days 8 

SVR  & 

SBC 
STELF training 1 3000 2 days 8 

All models STELF test 1 3000 2 days 8 

BRNN MTELF training 10 
2000  

+ 2000 
1 month 8 

SVR  & 
SBC 

MTELF training 10 4000 1 month 8 

All models MTELF test 10 4000 1 month 8 

 

The input variables are the measurement of outdoor temperature and air humidity, as these are 

significant external factors that affect the house's electricity consumption; and the average power 
consumption of electric devices (lighting of the living room, lighting of the kitchen, washing 

machine, refrigerator, microwave, and fans), as these are components of the majority of houses' 

power consumption. The sum of the average power consumption of the mentioned devices is the 
target output. 

 

Each attribute in the data matrix has its own units and data range. For successful forecasting, each 

attribute and output variable are normalized by linearly mapping the columns of the data matrix 
to the interval [0, 1]. 

 

3. FORECASTING MODELS 
 
This study tested a number of forecasting models based on the three mentioned methods, which 

are employed successfully by researchers in regression analysis studies. The best model for each 

method in terms of performance accuracy was chosen for comparison and evaluation: 

Bidirectional Recurrent Neural Networks (BRNN) [14]; Support Vector Regression with 
Analysis of Variance Redial Basis kernel Function (ANOVA RBF) [15][16]; and a combination 

of the Subtractive Clustering (SBC) method and the Fuzzy C-Means [17][18]. 

 

3.1. Forecasting by Bidirectional Recurrent Neural Networks 
 

The first model is BRNN, which is computationally expensive compared to basic ANN models 
such as feed-forward neural networks (FFNN), but the results have shown that the forecasting 

performance of this model is more accurate for this case study. A basic FFNN and a set of RNNs, 

including Gated Recurrent Unit (GRU) and Long Short-Term Memory (LSTM), with both ReLU 
and Tanh activation functions, were tested. The error was calculated by taking the average of 10 
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runs, and the BRNN with Tanh showed marginally superior performance accuracy with the 10 
randomly selected data sets [19]. Figure 1compares basic FFNN and BRNN models for 2 days of 

forecasting. 

3.2. Forecasting by Support Vector Regression Method 
 
The second model, SVR with the ANOVA RBF kernel, is tested from the KERNLAB package 

[20]. Following a search of various packages and kernel functions such as RBF, Tanh, Bessel, 

and Laplace, finally, ANOVA RBF from the KERNLAB library package provided outstanding 
forecasting performance. The SVR method supports regression tasks and employs the Sequential 

Minimal Optimization (SMO) algorithm. SMO reduces execution time by breaking down the 

search into multiple sub-search tasks. The SVM saves computational effort by managing the 

    
 

(a)                                                                                         (b) 

Figure 1. Plots of (a) basic FFNN and (b) BRNN models for 2 days forecasting. 

 

 

 
       (a)                                                                                     (b) 

Figure 2. Plots of the SVR with the (a) RBF and (b) ANOVA RBF Kernels. 
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fitting process and the modelling process simultaneously [20]. Figure 2 illustrates the plots of the 
SVR models with the RBF and ANOVA RBF kernels next to each other from the KERNLAB 

library package for a better comparison.  

 

3.3. Forecasting by Fuzzy Rule Base System with Subtractive Clustering  
 

The third model is a combination of the SBC method and the Fuzzy C-Means technique from the 
FRBS package [22]. SBC considers each data point as a potential cluster centre and calculates the 

likelihood of each data point defining a cluster centre based on its distance to all other data 

points. The point with the highest potential among the remaining points is chosen as the next 

cluster centre. Afterward, the process repeats until all cluster centres are obtained. The Fuzzy C-
Means algorithm is then used to optimize the cluster centres [17]. 

 

A set of models such as Fuzzy Rule-Based Systems based on space partition, neural networks, 
clustering approach, and the gradient descent method were evaluated from the FRBS package to 

determine the model with the highest performance accuracy. The majority of them resulted in 

poor forecasting performance and long runtimes, which made them inadequate for forecasting 
very short-term electricity consumption. Consequently, the SBC model has been considered 

acceptable for power consumption forecasting. Side-by-side comparisons of the Hybrid Neural 

Fuzzy Inference System (HyFIS) and the SBC model with C-mean optimization are presented in 

Figure 3. Both models are available in the FRBS package. 

All of the written codes for the models in the R programming language can be found in [23].  

 

4. MODEL PERFORMANCE EVALUATION 
 
The accuracy of all models is measured in two metrics: Mean Absolute Error (MAE) and Root 

Mean Square Error (RMSE). These two metrics are used in this work as they are the most 

common for measuring the accuracy of electricity forecasting and thus make this study more 
comparable to the others. The models are comparable since they use the same test data and 

normalization method ([0–1] min–max normalization). Additionally, the models' execution times 

are measured. Table 2 contains the average MAE and RMSE values of 10 repeated runs of each 
model for each time term. The average execution time of the 10 repeated runs of each model for 

each time term is given in Table 3. 

 
(a)                                                                            (b) 

Figure 3. Plots of the models, (a) HyFIS and (b) SBC. 
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Table 2. Evaluation of the models: Average of 10 runs with 10 random data samples. 

 
    Time-    

Terms 

 

Models 

VSTELF STELF MTELF 

MAE RMSE MAE RMSE MAE RMSE 

SVR 0.009 0.013 0.005 0.019 0.0038 0.014 

SBC 0.027 0.042 0.01 0.027 0.0055 0.014 

BRNN 0.11 0.126 0.011 0.031 0.024 0.046 

 
Table 3. Execution Time of the models: Average of 10 runs with 10 random data samples. 

 
    Time-      

Terms 

 

Models 

VSTELF  

Execution time 

STELF  

Execution time 

MTELF  

Execution time 

SVR less than 10 sec less than 10 sec less than 10 sec 

SBC less than 10 sec Around 5 min Around 9 min 

BRNN Around 15 sec Around 30 sec Around 45 sec 

 
As demonstrated in Figure 4, the BRNN and SBC models are not ideal for very short-term 

forecasting. In contrast, the SVR model is suitable for VSTELF with a decent result. The 

execution times of the models are around 10 seconds in this time term.  
 

The performances of the SBC and BRNN models for short-term forecasting are fairly similar. 

The results showed that these two models are more accurate with a larger data training set, 
whereas the SBC model's execution time becomes noticeably longer as the training set grows. 

The performance and execution time of the SVR model compared to the other two models are 

better in this time term. Model plots for side-by-side comparison are shown in Figure 5. 

 
The BRNN model performs marginally worse than the SBC for medium-term forecasting. It can 

be the result of data set sampling. On the contrary, SBC showed its best forecasting performance. 

SVR is the model with the most accurate forecasting performance among the others. The 
execution times of the models are nearly identical to STELF, with the exception of SBC, which 

requires approximately four minutes longer to complete. Figure 6 compares the plots of the 

models in this time term. 
 

Similar to the research that showing STELF is a suitable area for the implementation of neural 

networks, the BRNN model in this study showed its best performance in this time term [24]. The 

SBC model demonstrated decent performance in terms of performance accuracy while working 
with a large data training set, but it makes it inadequate for VSTELF. Also, it was observed that 

the SBC model could not predict all of the output values and express them as undefined values.  

 
Both SVR and SBC models were unable to scale the model to predict the output value when a 

random data training set contained zero values in one or more columns. The issue was solved by 

removing the zero column/columns from the data. 
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(a) 

 

(b) 

 
(c) 

Figure 4. Plots for (a) BRNN model, (b) SBC  
model, (c) SVR model in VSTELF. 

 

 

(a) 

 

   (b)  

 
    (c) 

Figure 5. Plots for (a) BRNN model, (b) SBC 

model, (c) SVR model in STELF. 
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5. CONCLUSIONS 
 

This study compared the performance of three widely-used methods for forecasting the electricity 
consumption of domestic houses over three forecasting time terms. The strengths and weaknesses 

of each method were observed across different data set sizes, time terms, and execution times. In 

addition, the best model constructed using a single method is identified for this case study. 
 

The BRNN model uses a bidirectional layer that processes a sequence in both directions, making 

the model ideal for time series forecasting [19]. This is one of the reasons why this model is more 
accurate than the other RNN models tested. In addition, the Tanh activation function activates 

almost all the input neurons to predict the output, which makes it more computationally 

expensive but more accurate than the other activation functions, thereby enhancing the model's 

performance accuracy. Nevertheless, this model is suitable for STELF and MTELF but not ideal 
for VSTELF. 

 

The SVR model was constructed using the KERNLAB library package and employs an SMO 
optimization algorithm during the modelling process, which is significantly faster than data 

 
(a)                                                                                      (b) 

 
(c) 

Figure 6. Plots for (a) BRNN model, (b) SBC model, (c) SVR model in  MTELF. 
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deduplication techniques such as the chunking algorithm on sparse data sets [21]. ANOVA, by 
analysing and comparing differences between group means or population means (of variables) 

and their associated procedures, such as variation [25][26], helps the RBF kernel and the model 

for a precise forecast. This model handles both the fitting and the modelling processes at the same 

time, saving computational effort and making it suitable for forecasting in all time terms. 
 

In terms of forecasting accuracy, the SBC model with the Fuzzy C-mean optimization 

outperformed the other tested models in the FRBS library package. However, it is inefficient for 
very short-term forecasting, especially with a large training data set, but it is suitable for STELF 

and MTELF if a long execution time is not a concern for the forecast. 

 
The results indicate that the selected SVR model forecasts with a lower mean absolute and root 

mean square error than the other models in all time terms. Additionally, this model is suitable for 

very short-term forecasting since its execution time is fast, even for large data sets. Moreover, the 

simple implementation of the SVR model makes it an excellent choice for forecasting in all time 
terms for time series data. 
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ABSTRACT 
 

Pets have always been a big part of families, and people always imagine what their pet is 

thinking by their actions and face [1]. However, No one can tell what a pet might be thinking 

unless they are very familiar with them [2]. This paper develops/designs/proposes an 

application/software/tool to... [There is an AI that could try to understand the pet’s emotion, 

and people can share their photos to other pet lovers on the app, which will further make the AI 

more accurate [3]. We applied our application to people who have pets of all kind and 

conducted a qualitative evaluation of the approach. The results show that [the AI is decently 
accurate and the app is fairly easy to use from feed backs made by testers. And the AI have the 

potential to get more accurate in the future with the more data customers posts, and thus will 

give more accurate results back to the users]. 

 

KEYWORDS 
 
Social-Driven, Machine Learning, Classification. 

 

1. INTRODUCTION 
 
Pets are a very important part of our family, and pets are very popular in recent years [10]. People 

always wonder what their pet might be thinking, or want to share their pet’s funny moment with 

other people, specifically people who have the same feeling– pet owners. That's why I built an 
app for this society, and with AI, which with everyone's help, can be more accurate in 

determining what their pet is thinking, and get their beloved pet what they might need or want.  

 

Some of the apps have similar features, however, they mainly focus on the AI part, they can trace 
the face and come up with a expression, but that's about it, just a tool [4]. It's not very accurate, 

and you can’t do anything after getting the result. And the app is not well designed to store those 

pictures, which they probably don’t have a database for. 
 

I have the share feature or post feature which can let you share your pet’s movements every time 

you take a picture or do an expression check. My method is inspired by all the social apps, but 
they are mostly focusing on people and stuff, and is a more general app. There are some cool 

features like, posting after you got an result from the AI, saving your pets and organizing the 

posts, and in a server that everyone can see it. We believe that every pet lover wants to share 
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about the fun moments of their pets to someone who really knows about pets, or that is also a pet 
lover.  

 

After training the AI for a period of time, I introduced the app to my friends. 4 out of 7 of my 

friends say it is somewhat accurate to their knowledge, and 2 of them thinks the AI is not 
accurate on their pets. Afterward, 2 sets of 10 tries, and the accuracy was 7/10 and 9/10. the app 

feature is in general fairly smooth to use. with not a lot of pages, the app isn’t complicated and 

confusing. After some testing from people around me, I received good accuracy feedback on 
average. 

 

The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we 
met during the experiment and designing the sample; Section 3 focuses on the details of our 

solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the 

relevant details about the experiment we did, following by presenting the related work in Section 

5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this 
project. 

 

2. CHALLENGES 
 
In order to build the project, a few challenges have been identified as follows. 

 

2.1. Using New Language 
 

While using this app, it is my first time using this language, and it is very confusing or frustrating 

sometimes when you know what you want to write but you don’t know what's the word for a 
function, or you get confused with another language and type a whole lot wrong. But after you 

get used to it, it would not be as hard anymore since the logic is similar in every language.  

 

2.2. How to design 
 

Another challenging part is how to design, this is my first time doing any app or website, And i 
found it hard to achieve what i want the pages to look like, It is all very simple and boring shapes 

the the code can offer, and it takes a long time to create any interesting design i want [5]. It is also 

a challenge to think of what the users may like. 

 

2.3. Loading speed 
 
The final challenge I faced on this project is it is a big project for the emulator, which I use to test 

the app on, and it just takes very long to load [6]. I ended up using a real android phone instead 

by connecting it to my laptop, and it works pretty smoothly with the developer mode. But I also 

found out it looked a bit different on the real phone compared to the emulator, and that is mainly 
because of the screen size difference. But this also reminded me of the different sizes of screens 

so I can make improvements to my design. 

 

3. SOLUTION 
 

The app works like any other social media apps [7]. You have to log in first [8]. You can log in 

with an email and password. If you don’t have an account yet, you can register one with your 

email, and it will ask you to create a password. Then your account data will be safely stored at 
Firebase’s server. It is all connected so no worry about the account getting stolen. And when you 

are in the homepage, there will be a post button, which you can post whatever you wanna post, 
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word, picture, and your result from your AI. And the AI will be in the post page if you need. 
There will also be a pet’s page, which is all about your pet, your page, which is about you [9]. 

And a navigation bar at the bottom to get you to places fast.. The AI is trained, and the more 

picture we get from the app post, we will further train the AI more. Which will make it more 

accurate. overtime. the AI sees the picture and will try to figure out all important points of the 
picture and compare it with the known-picture and answers to give the final result. 

 

 
 

Figure 1. Overview of the solution 

 

 
 

Figure 2. Code of Login 

 

This part above is the login page of my app, these specific lines are for whether the login email 
and password is true or not. It will get the email and password, then it will send it to Firebase, 

firebase will give an answer back whether it found it or not, if so, the lock will turn false and the 

user will be let in, if not then it will still be locked to this page. 
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Figure 3. Code of Firebase 

 

This part of code is to let the user know why their login failed. Firebase will receive the email 

and password, then if it didn’t match up with the database, it will send back the reason, and my 
app will tell the user in a pop up banner about why it failed to login. Is it the username or the 

password that is incorrect. Or, it might also be unknown if Firebase didn’t send anything back.  

 

 
 

Figure 4. Code of Navigation Bar 

 
This is the navigation bar, which will be at the bottom of the homepage. it is where the buttons 

are and where you can click and visit the other pages, the code above it for where the button will 

send the users to, which is to homepage, user page and post page. 
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Figure 5. Code of registration page 

 

This is the registration page, you have to input an username, an email, and password, and confirm 
the password. If the password doesn't match, then it won’t be able to pass. 

 

 
 

Figure 6. Code of Firebase Auth Exception 

 

This part of the code is all the reason why the registration won’t pass, it depends on what 
Firebase gets back to the app. you can’t use an already-used email, or an invalid email. And it 

could fail if your password is too weak. 
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Figure 7. Code of profile page 

 

This is in the pet profile page, it is a page where the pet information the user enters before hand 

will stay,  the app will go to Firebase, ask for the pet under the user’s id, and print out all the 
information it have. which includes name, birth year, species and a brief description from the 

owner, the user can use the pet information to make a quick post when they choose the pet they 

are posting on the pet post page. 

 

4. EXPERIMENT 
 

4.1. Experiment 1 
 

I tried a couple of pictures to test the AI's accuracy. I have 10 different pictures, and I see that it 

gets the same result every time. The ideal result is every set I try, every picture comes back with 
the same result, which proves that the machine isn’t guessing but really identifying it. 
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Figure 8. Result of experiment 1 

 

The result came back decently, 7 out of 10 pictures in every set came back the same, which is 

good enough for a new AI machine, because it will come better with more training. 
 

4.2. Experiment 2 
 

The second experiment I did is I introduced my code to a couple of people around me, and I let 

them taste their own pictures of their pet, and compare it to what they think their pet’s emotion is 

in their own opinion. 
 

 
 

Figure 9. Result of experiment 2 

 
4 out of 7 friends gave me positive feedback on the AI machine, and 2 came back negative, 

which means I can still work on and train my AI better later on. 

 
The AI machine meets my expectations. , and from the feedback, i made some improvements on 

it. My expectation is it is a stable AI, which it did decently in, and it is at least 50% right on the 

determination of the result.  
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5. RELATED WORK 
 
Happy pets is an app available in the app store, it’s focus is on the AI part, it can find out the 

animal, the breed, the emotion from a picture [11]. and it also has a description of every breed of 

cats and dogs built in. Mine is different in a way that my AI is not capable of finding some of the 

stats like “happy pets” does, but i have a social feature. 
 

Pettitude is an app available in the app store, it's only focuses on the emotion on the pet, and 

that's also the only feature of it [12]. Comparing to mine, it has the similar AI feature, but without 

the social feature that my app is including. and doesn’t store any data as well. But it doesn’t 
require internet to use. 

 

My friend has an app that could tell the bark of a dog [13]. It is similar in some ways to the AI, 
but in general, it is for a different use than mine. Mine is for social and his is for security. But the 

AI both plays a significant role in the app. 

 

6. CONCLUSIONS 
 
I have created a app that is dedicated to pets and pet owners to share their story and with the tools 

to make it fun, such as AI [14]. The app is meant to share your pet and spread happiness among 

people, and ask questions for people who have the same hobby or interest as you. The app 
contains every essential thing for a social app. And we store information on Firebase. It requires a 

login to use, and people can input their pet’s information on their pet page. The AI is another 

thing important to this app. The AI is fairly accurate and will get better as more pictures and 

comments are stored by the app. It can read the picture and give an estimated result of the 
emotion of the pet from its facial expression [15]. The experiment results show it is in a good 

stage. A high percentage of people said it was accurate. And it is very stable. Which is important. 

So I would say it is solving the question I had at first place-” I want to know what my pet is 
thinking and share it to other pet lovers”.  

 

Even though it is evolving, the accuracy is still far from scientifically accurate. The app it sells 
could also look better and perform better with more advanced codes. And I can improve the 

controls and looks of the app after customer’s surveys or likes. 

 
I will create an AI from the start, and try to train it to my best. I can read multiple kinds of 

animals clearly. It can be more accurate. And i will ask or search more on designing, and improve 

my overall app quality. 
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ABSTRACT 
 

The research observed, in parallel and comparatively, a surveillance state’s use of 

communication & cyber networks with satellite applications for power political & realpolitik 

purposes, in contrast to the outer space security & legit scientific purpose driven cybernetics. 

The research adopted a psychoanalytic & psychosocial method of observation in the 

organizational behaviors of the surveillance state, and a theoretical physics, astrochemical, & 

cosmological feedback method in the contrast group of cybernetics. Military sociology and 

multilateral movements were adopted in the diagnostic studies & research on cybersecurity, and 

cross-channeling in communications were detected during the research. The paper addresses 
several key points of technicalities in security & privacy breach, from personal devices to 

ontological networks and satellite applications - notably telecommunication service providers & 

carriers with differentiated spectrum. The paper discusses key moral ethical risks posed in the 

mal-adaptations in commercial devices that can corrupt democracy in subtle ways but in a mass 

scale. The research adopted an analytical linguistics approach with linguistic history in 

unjailing from the artificial intelligence empowered pancomputationalism approach of the 

heterogenous dictatorial semantic network, and the astronomical & cosmological research in 

information theory implies that noncomputable processes are the only defense strategy for the 

new technology-driven pancomputationalism developments.` 
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1. INTRODUCTION 
 

In solving the problem of cyber surveillance with commercialized personal devices, I adopted a 

scientific practice with the FITS convention on outer space research, informed by multilateralism. 
[1] Since my original theory has no precedent protocols in any established frameworks, my 

empirical research started with the interactive features of the JS9-4L online software after 

adopting a semantic analytical theory. [2] [3] [4] [5] [6] Traditional paradigm on human security 
depends on the Big Bang cosmology, but the maladaptation of the holographic principles to the 

control theory on utilizing globalization to dictatorial nationalism pose the fundamental threat to 

global peace & security. [7] [8] In counteracting the malicious militant threats with various forms 
of cyber-based coercion by dictatorial semantics, I asserted a democratization thesis for the sake 

of psychodynamic induction. [9] [10] The methodology in the research overtly counteracted the 
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covert military operations of the People’s Liberation Army by the limitation of spiders needed in 
ontological networks and organizational structures. [11] Self-efficacy and mental counter-

measurements adopted the psychological techniques introduced by Daniel Kahneman in relation 

to the Cognitive-Affective-Behavioural model. [12] [13] The panic attacks were mainly regulated 

by psychological detachment from the communication networks. [14] [15] The dual use of 
rationality & psychology is diagnostic for the technicist blindspots caused by professionalism 

with a pancomputationalism belief. The rationality in quantum information & informatics, with 

dissected domains, assisted in the preservation of mental health in absolute rationalism regarding 
the trivial satellite applications of dictatorial command chains. [16] It is with the non-

psychological self I present the discussions in the moral ethical dimensionality that has intruded 

to the level of commercialized personal devices. Since there are numerous methods in targeted 
trafficking including in commercial settings of advertisements, the technicalities I would like to 

address here is specifically on counteracting the geostationary orbits that are manifested for 

various breaches in humanitarian laws & human rights by covert military actions. 

 

2. METHODOLOGY 
 

The methodology is consisted of four parts. The first part of the methodology provides an 

analytical framework on the underlying physics principles in satellite applications. It is 
supplemented by the information theory on shell efficacy in the second part. The developmental 

science method also serves the purpose in growth-mindset building in resilience to the 

multilateral dynamics. Since topology is key to the ontological frameworks and artificial 
intelligence in immoral & unethical satellite applications with totalitarian big data practices, the 

third part proposes a DNS-free ontology as the theoretical part of the methodology in the stead of 

the traditional paradigm on human security. [11] [7] Concerning the satellite kernels are bound 
for efficacy reasons that artificial intelligence might be used in inter-satellite linking for GUI 

monitoring, the topological constructs in isolated domains are theorized in relation to quantum 

gravity, which produced the scientific evidence with tangent vectors in relation to astronomical 

instrumentation. [17] [18] I will explicate the sexism-based psychodynamic observational 
approach in the counter-measurement of the dehumanizing cyber space of the P.R.C. that I had 

been using for the preservation of my gender identity, which enabled my research process. 

 

2.1. Analytical Framework 
 

Geostationary orbits follow either Newtonian gravity in time protocols (TP) or general relativity 
(GR). The principles of GR governs the communication capacities of information transmittance. 

Unlike the observational space-based telescopes that can adapt atomic or light clocks for time 

management beyond the aforementioned physical principles in terms of gravity, predatory 
satellite networks are bound to organizational principles of certain human groupings. Current 

security constructs depend on I/O & cryptography, and the surveillance networks’ operations 

depends on geostationary communication across topological domains in the earthbound physical 

signals - added with an extra layer of server-side command I/O chain. [19] This means that 
security breaches to the cybernetics occur at the bottom-most domains in any topological 

constructs, even though the human organizations & commands of the surveillance networks are 

bounded by Newtonian principles. The intrusive surveillance technologies not only breach 
privacy data, but also propriety data in forming new mirror images & mounts. Therefore, the 

spheres of physical signals have been the central concern and points in breaching by the 

adversaries. 
 

Handshake protocols seek to resolve the issue with time series in data points, but the cost is 

proportional to the inefficacy of the method. Moreover, handshake protocols do not resolve 
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satellite attacks and ping attacks, i.e. denial of service (DoS) attacks with consecutive time series. 
This fundamentally breaches the traditional paradigm of human security and financial systems. 

[7] Such attacks are institutionally manifested by regime approaches to multilateralism, disguised 

in culture with heterogenous cryptography, and parasite on globalization with surrogacy economy 

& human surrogacy in various sectors, regardless of being coerced, in unawareness, or being 
active accomplice. [10] [9] The transactional cryptocurrency by centralized banking is only one 

contemporary military use of the method for marginal gain in the market economies. [21] Privacy 

breaches in this regard, is only a collateral damage of such cyber espionage. Disconnection of the 
server data to the user interfaces can be a technical & physical solution to the attacks but not 

available for commercialized personal devices. As long as the interest for targeted surveillance 

remains, alternative methods can still arise with the criminal organizations. [22] 
 

The truncation of informatics in defense uses is bound for high bias values depending on the 

adversaries’ database. Satellite kernels are effective for personal devices with dynamic responses 

similar to DNS environment, depending on the relative locations between the device & satellite. 
[23] However, device hard drive in unsafe topological networks is still bound for information 

breaches that can be utilized by adversary powers, such as cache analysis, hence disruptions on 

human security. [19] As randomized I/O with multi-channel access & processing can be 
associated with the space-based instrumentation access points in physical signals, based on the 

Baryonic cores of the new ARM-based chips, the exogenous energy-efficacy-driven 

information-access architectures in dictatorial controls largely neglected the Lagrange points 
behind the “randomness” in time series distributions. [20] [19] Albeit the dynamic 

communication & information touchpoint(s) are theoretically unpredictable for computational 

processes, machine learning with artificial intelligence can still count the touchpoint(s) for 

imprecise predictions in such topological spaces with artificial intelligence floats. [8] The 
technological demands on corporate compliances further breach any technological & technical 

developments in privacy & propriety protection with hardware [in]compatibilities with room for 

further developments in adversary solutions. Since many APPs, despite of excessive uses of 
cookies, are manifesting on the short-range inter-device ports for information gathering or chain 

of controls, shell exclusion from the satellite kernel to end user root system(s) is the best 

alternative for human security protection, which in turn risks of developing a totalitarian cyber 

environment by the mass produced and uniformly distributed batch shells. [20] In a constructive 
course in the spirit of science, the “randomness” in the I/O in time series, with the law of small 

numbers in relation to the law of large numbers, can provide theoretical insights to the 

concentrated gravitational fields of the cosmos to the instrumentation local gravity space(s) in 
the solar system, and not the exogenous mass surveillance & human trafficking topologies in 

geostationary orbit with RAID mirror images. [24] 

 

2.2. Shells in Satellite Applications 
 

The purpose of using shells is to block malicious geostationary-orbit satellite applications. Even 
though geostationary orbits theoretically have the advantage of automation in device targeting 

and response frequencies, hence human trafficking & trafficking in persons, shell-scripting can 

reprogram devices’ location responses in relation to the Lagrange points instead of to the SaaS 
topologies from malicious providers in centralized satellite networks. [25] This means that the 

shell automation creates a relativistic DNS that is not bound for the ontological definitions in the 

malicious topological networks - at a price of gross privacy breaches to the LGBTQIA+ 

community with the proxy in my 2019 field trip to New York & New Haven for the purpose of 
getting rid of the human trafficking & fulfilling my homosexual marriage. [25] In order for such 

shells to be broken, adversaries need to be able to predict the Lagrange points in their server 

time series, which only has mathematical values in realist terms of defense. By any method of 
deduction it is impossible for the adversary to develop precision strikes to the instrumentation 
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without the science or original source data behind it, and by abduction the cost for detection & 
first response on the breached points of contact is relatively low. The only possibility is anti-

satellite weapon attacks that were explicitly forbidden by outer space law, but can be achieved 

with inductive-adductive methods of weaponry designs. [27] However, precision strikes are the 

least likely because it would require predictability on the Lagrange points from ground-to-space 
or space-to-space decks and the predictability for its scientific operations from the geostationary-

satellite-driven decision-making. 

 
The satellite kernel generated shells will be effective scientific products for the next-generation 

outer space explorations. Data preserved in the shell-core can have secured API extensions but 

not bound for time-series based attacks. The vulnerability of such theory-driven designs is with 
the package encryption. Even though quantum key distribution has been the focus of outer space 

competitions, individual based targeted hacks can still happen for chained effects on such 

breaches in distributed shells - as long as the anticipated gain is worth of the adversaries’ 

decision-making. [28] Since raw data deduction is key to the data structures in wearable devices, 
a deduced-structure construct in such devices’ operating systems can effectively prevent the 

usability in the breached data and can only function with the appropriate associated device(s) and 

cloud service(s). [29] It means that log file structures are the key security products in the satellite 
kernel to device shell pacts. The market force of mass-producible products will naturally 

marginalize the economic forces behind malicious technology developments. The adversaries’ 

niche competition strategy is proven to be ecological hazard. [30] However, cross-domain 
semantic analysis is still a risk for psychological & psychosocial threats in military sociology & 

human-relation-based coercions, which underlies the reason for human trafficking & trafficking 

in person that accompanied me even to and in the United States of America. [25] [29] [26] 

 
As I have hedged my homosexual marriage Gestalt psychodynamics to the structural dictatorship 

of P.R.C. since my undergraduate studies with the discourse of “ménage à trois”, sexism had 

been the discourse & disguise for me in the social-theatre approach under the surveillance 
networks. [31] [2] [11] As the human trafficking harms the adversaries inflicted on me, 

LGBTQIA+ sexual conducts in morality & ethics are not even in the concern of the adversary 

power(s) let alone the legitimate human rights of founding a family. [32] As my inherent 

dignities, fundamental freedom, and autonomy have been severely transgressed all my life from 
the criminalization of homosexuality in the 1990s on in P.R.C., the cognitive-affective-behavioral 

therapy has been effective in counteracting the “flash” RAMs with sexism approaches. [25] [13] 

[33] However, the continued labor trafficking through the telecommunication networks with 
probable Newtonian gravitation ontologies remains unsolved. [11] Counter-measurement first-aid 

was received regarding the continued gross harassments & psychological warfare calculations 

from the PLA, with fake accounts in gay social media & privacy data of the U.S. & U.K. military 
personnel’s. [34] Therefore, my behaviour online as an independent variable to the structural 

dictatorial human trafficking command chain became a variable to the structural stigma 

indicators. [26] [35] I was asked to edit an internal pitch video of the Ministry of Public Security 

of P.R.C. in 2015 with no mandatory confidential contract that I intended to submit to the 
American government in my trip for marriage in 2019, and the psychological coercions in the 

exogenous human trafficking surveillance network were embedded in the narratives with the 

technical information. Detailed information as evidence is in Appendix A of the article, along 
with the poison pen letter addressed to my birth mother following the USCIS letter on U/T VISA 

process in Appendix B. [36] As my abnormal psychological pragmatism in the online interactions 

faced by human trafficking and human rights abuses has suggested, my physiological presence in 
the mass surveillance regime is the threat to outer space security. [2] [15] 
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2.3. Human Centredness in Topology 

 
Since fundamentally, there is no perfect privacy in technological constructs, human centredness 
in light of the mass psychological cyber warfare is more critical in human rights protection. [11] 

The shell-distribution theoretically should follow the humanitarian principles with more focus on 

macro-technical stability in the cloud server side(s) and minimalist principles in device data 

storage. [4] As the research, by pragmatism solved the information paradox, the scientific aspect 
of human centredness in relation to the physical sciences in astronomy & thermonuclear 

astrophysics is still key to the multilateral competition in human trafficking. [37] It is with this 

regard, the intercepted manuscript behind the white hole (WH) observation is attached in 
Appendix C. Individualized shells may follow the anthropological traces in astrobiological 

developments, and some specificity is expressed in the ethnicity of the reviewed material. 

[38][39] Militarily, such approaches are often suspected by the dictatorial powers with top-down 
restrictions in market economy with import-export controls in centralized banking system, but not 

for all countries. Instead of a dynamic DNS in traditional IP paradigm, I suggest a theoretical 

dynamic topology based on Euclidean mathematical constructs for defense, which can feed the 

adversaries on the global deductive distributions with their already functioning natural resource 
satellites in their perceived randomness & data point(s) breaches. [40][41] In their minting 

civilizational ideology, the organizational criminology can be possibly decreased by their own 

high costs & risks in electronic warfare, an analysis of which will be attached in Appendix D. [10] 
[39] The data points sampling in astrophysics data systems hence can be consistent with the 

developmental technology purposes in satellite kernel applications in the cosmological & 

astrophysical sciences. [23] [16] Hence the time series will only be predictable with the 
quantitative or qualitative selection of kernel & data points in black hole (BH) singularities, 

which effectively render technology transfer invalid in cyber in the long run. [42][43] 

 

Since brainwaves are analogical to the pulsating of condensed mass objects in time series, the 
frequency generation in electronic personal devices in connection & contact points don’t 

necessarily need to be purely mechanical. The concept of dynamic topology in inter-device 

frequency generation can adapt dynamic instead of standardized amplitude, with latter of which 
bound to be utilized by Wi-Fi security breaches or power-data transmission transgressions. 

Racism based intelligence surveillance on my 2019 marriage trip exactly used the latter in 

following me possibly by the FBI or NSA, with inaccurate CIA intelligence that targeted me as 

an adversary spy when in fact I am a human trafficking victim trying to do the right thing with 
appropriate legal procedures. This factor also led to the further degradation on American cyber & 

national security if not outer space security for being forced to reenter the P.R.C. without travel 

documents & American documents. In normative right courses, intelligent wearable devices can 
adapt biological truncation such as blood pressure circulation as one of the indicators for 

psychological & physiological time-keeping, to the natural ecological environment in real-time 

astronomical data, whereas such conceptualization has more demanding requirements on cloud 
data security & big data structuring, underlying the GR & Newtonian gravity relevance with 

space-based telescopes. [44] [18] The human-centred fluidity largely depends on the backend 

fluxes of gravitational mass from the natural cosmos, whereby constitutes the human-centred 

adaptation of GR. Whereas satellites like Star-link concentrates on the stability of ground signal 
transmissions, such theoretical concept derives from the highly elliptical orbit of the Chandra X-

ray space telescope. [9] [10] The dynamic orbit itself shields the satellite data from any tampering 

attempts. 
 

2.4. Quantum Gravity for Network Decentralization 
 
With the IP/TP locality on earth, the Archimedes geometrical distribution of the cosmos is 

currently covered by the Event Horizon Telescope (EHT) with ionizing radiation, wherefore the 
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essentiality on the time of being on earth in terms of solar orbits is a geologically bound fraction 
of numerical display on the elapsed portions of solar radiation. The integral fraction from satellite 

data kernel distributed geologically bounded IP to devices or data centres of TP that can be 

quantized as individual fractions of gravity in terms of gravitational mass. The ratios in 

fundamental (a) symmetry in cosmology and in BH & WH juxtapose thence becomes of a 
singularity-based alternative to the Big Bang theory with uncertainties in dark energy & dark 

matter. [18] [43] Semantic constructs are bound for psychological cyber warfare with the 

linguistic domains of coercion by the exogenous command chains, whereas pure physical-
principle based networks can only be decoded by appropriate scientific approaches. [16] [11] [15] 

Keyboard tracking technologies may extract texts for machine learning and / or automation, 

however, the essential aspects of the natural sciences are non-interoperable, with scientific results 
irrelevant to linguistic alterations. [9] [2] This means that anyhow the discourses and / or 

diplomatic rhetorics change, the network infrastructure is not bound to any human intervention or 

fabrication - except for technological advancements that can expand the knowledge in the natural 

sciences or engineering that better reflects the natural world with resistant materials. [43] 
 

The quantum gravitation construct can either build up on the GR version of the codified 

feedbacks, or the singularity version of time-independent relativistic singularity. [43] Instead of 
focusing on hardware limitations such as CPUs, relativistic feedback loops in satellite kernels can 

essentially replace or at least ease the use of caches. [28] [29] As the light properties of ionizing 

and non-ionizing radiation are historically proven to preserve the quantum information in data 
systems, the cache in satellite kernels ought to be for the GUI processing I/O networks. [44] [45] 

This implies that thermal radiation information can serve for the predictive factor for space 

instrumentations with satellites included. The feedback loop is the non-computable process 

involved in the series of research conducted on personal / commercial device under the targeted 
trafficking. The incompatibility of the data-energy ports where my research device is is the 

factual basis for the previous results, as in my observation when the FBI or NSA followed me 

when I was in the U.S. in 2019, possibly for the gross privacy transgressions caused by the 
targeted trafficking on me with DoS attacks even after I lost the Chinese carrier SIM card in the 

trip. Essentially, the EHT constitutes the global distribution for the prototype of BH surface 

information in quantum gravity with global data sampling points, whereby the maritime ambition 

driven mercantilist approach in globalization by the dictatorial power in high energy LASERs in 
the case of P.R.C. essentially, with the unethical & irresponsible use of technologies, 

counteracted the cosmic electron bursts shown in Figure 1. In the electroweak regime, polyion 

applications can be the first steps in the satellite kernel network designs in light of quantum 
computers with electromagnetic amplitude by energy consumption for the large-scale structure 

and non-optical order of the universe. [46] [47] 
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3. RESULTS 
 

After my iPoster section of the 240th American Astronomical Society got cancelled due to the 

interception and interruption of the Chinese cyber espionage, and numerous cyber based 

harassments by the Chinese cyber operations in my Coursera course, possible connections from 
the Space Command were received during my July Q&A section with course professor, 

demanding & commanding my gravity research, which underlies the basis of my assertion that 

the Space Command was premature, currently running with exceedingly high costs for operation. 
[48] [49] [2] From my experience in the marriage process and being human trafficked, the 

militarization of religion by the exogenous semantic network with mandatory use of simplified 

Chinese is due to the interest in cryptographic network and enslaving territorial population by 

technical designs, which also underlies the global cyber threats & structural stigma by the 
increasing use of personal & commercial devices with Simplified Chinese dubbed sources from 

the CPC command chain. [26] 

 
The antimatter electrolysis behind the NGC 3034 multispectral data processing was achieved 

with the theoretical hypothesis, which is non-computable but in relation to the physical analysis 

on instrumentation & satellite-signal-computation paradigm. Temporary Turing completeness 
was achieved in the series of experiment with the conjecture of infinite irrationals in a 

topologically invariant globular space such as the earth in relation to time: “whenever the square 

root of n is irrational, 𝑛
1

𝑛 is irrational”. The mathematical hypothesis in fundamental asymmetry 

with regard to the fifth cosmic force between the BH and WH that I wanted to present in The 

Science of Consciousness 2022 is given here with “*” place-holding for electromagnetism 

according to the energy amplitude either in terms of computer or instrumentation: 
 

(
𝑖−1

𝑖
)𝑛 ∗ (

𝑖+1

𝑖
)𝑛 ∨ (

𝑖−1

𝑖
)𝑛 ∗ (

𝑖+1

𝑖
)(𝑛−1)with reduced power         (1) 

Figure 1. The multispectral electroweak cosmic burst on NGC 3372 binary 
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The physics aspects regarding BH & WH in terms of nuclear (astro)physics & (astro)chemistry 
will be revisited later where I can feel safe personally with a peace of mind. The results from 

NGC 3034 imply that information is preserved one way or another for the non-light chemistry 

process in multi-wavelength surveys. [44] 

 

4. CONCLUSIONS 
 

The “learn from nature and change nature” doctrine of the Marxist-Communist regime is the 

epistemological basis not only on the ecological destructions in technological abuses, but also the 
human rights abuses especially concerning the non-heteronormative gender persons. The gross 

privacy transgressions in personalized commercial devices are organizationally driven with a 

dictatorial hypothesis in pancomputationalism. It can be overcome with countermeasures on 

coercion, and the theoretical methodological framework from experience and research on the 
scientific & technological challenges took the personal issue as inevitable scientific bias in the 

real world. It has made a cost and defense effective analysis in available options in a near term 

from the possibilities in satellite-device interactions in a natural science, specifically astronomical 
science, based modality. In Chinese natural philosophies there have been two extremity of 

tendencies: “take arms against a sea of troubles” or “go with the flow”, as in 逆势而为 or 顺应自

然. The latter is more equivalent to the principles of natural sciences whereas the technological & 

militant realities in modern China have been in the former discourse of development as a disguise 
for the Marxist-Communist doctrines. The methodological analysis primarily serves for the risk 

management in the former domain. 

 
For warring states to have a human-centred paradigm from the enlightenment tradition in 

technological designs are the least likely events, especially with modern breaches in semantic 

security & heterogenous semantic network developments. The exogenous I/O command chain(s) 

of the communist blocks are making an alternative result-orientated loop by human organizations. 
The over-concentration on gross privacy breaches is a least effective strategy in risk mitigation, 

and can further deteriorate psychological and mental health. The development on new scientific 

& technological innovations is the better way in moving forward with the consistent existence of 
imminent threats, which justified in part computational sociology for defense loops. The 

industrial collaborations with the scientific community can have a positive sum effect with the 

current state of global economy with ongoing economic exploitations by adversary states in the 
supposedly liberal international institutions. Quantum information’s potential with decentralized 

networks can render the most sophisticated topologies that is theoretically unhackable even by 

satellite attacks, with agility. However, the criminal, realpolitik, and power political structural-

realist-offensive threats in the liberal institutions is not something that can be solved merely by 
cyber security. 

 

APPENDICES 
 

Appendix A 
 

The campaign used antiterrorist rhetorics on blocking, misinformation, disinformation, and etc. 
for its Firewall, and suppressing the domestic population. This was addressed by the Obama 

administration and Trump administration. Only that it used the codename Poseidon as in 

maritime aspects in military aggressions not known to the P.R.C. propaganda media environment. 
This video containing descriptions of the criminal activities was distorted with the narrative of 

anti-terrorism. [36] The transcription of the evidence is as followed: 
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Mono: So wonderful the cities and people. But tonight, it will explode accompanying the 
melodies. 

 

I know those police have been after me and surveillance on me. But I am not afraid. 

 
Because the machines they use have more than ten ports. 

 

To install, they will need more than 30 minutes. And I know how they install. 

 

V.O. To capture an international terrorist, authorize relevant departments using Shanhai 

Chengxin Technology Ltd. product coded Poseidon, in order to collect important criminal 
evidence, preventing terrorist attack, and capture the terrorist in the mean time. 

 

Mono: Those police may be sorting through their cables. 

 
“Police”: IP positioning completed. Trojan horse implemented. 

 

“Police” 2: Obtain all files in the hard disk, and all information in the email. Want to capture me 
with IP? 

 

“Police”: Capturing information disconnected, showing using Internet with VPN. 
 

“Police” 2: Does it raise his suspicions? 

 

“Police”: Rest assured, this newest model can disconnect VPN. I mean, only this one. 
 

Mono: You have to know, I used to be professional. Professionals tell you, how information 

cannot be stolen. Just as I told you, not downloading .exe files. Apart from preventing Trojan 
horse, using VPN is not to let the other persons get my IP (address). Right, and your 

smartphones. Don’t root your phones, don’t download untrusted sources. Using WeChat? Go take 

care of your babies. Terrorists use our professional software. 

 
The hotels now are so considerate. 

 

“Police”: Found that our prey is using the energy bank connecting his phone. 
 

“Police” 2: Get all data from his phone. Mono: Setting passwords long enough surpassing 20 

characters combinations won’t get decoded by them. Want to get my plaintext, it takes efforts. 
Do you know, exploding this city for me is merely a game racing time with the police. So easy. 

 

“Police”: What to do if the target tries VORTEX? Previous tasks cannot prevent VORTEX. We 

are running out of time. 
 

“Police” 2: This machine called Poseidon is omnipotent. It can be customized. 

 
“Police”: Fetched one email from him. 

 

Mono: Damn the network server. When I think that the whole world is focusing on this 
wonderful moment, none is a problem. 

 

Hahahaha, mass casualties. Human numbers? Domestic news are too ambiguous. Useless. 
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(You have a new message, please check.) 
 

Mono: Tell you what is a professional. Professional is … 

 

“Police”: You’re arrested. 
 

Dialogue: A tea and release? I am used to it. Good luck. I heard SOHO has a lot of casualties. 

 
“Police” 2: Mr., today apart from you having casualties, everywhere else is peaceful. 

 

“Police”: Fetched one email. 
 

“Police” 2: Poseidon is especially useful because it can fake information. Don’t think you are 

professional; we are more professional. 

 

Appendix B 
 
With all the telecommunication interactions, I only misspoke the Chinese wording on the address 

to China Merchant Bank staff after the labor trafficking with financial harms and police violence 

that was possibly talking to the military intelligence operators of the PLA. [11] Albeit I may 
experience some post-traumatic stress disorder with the ceaseless harassments and some 

Stockholm syndrome due to a lifetime exposure in such an environment, the fraudulent 

“psychological” concepts with Chinese ethnic nationalism ideologies and possible broadcasting / 
telecommunication machine calculations in semantics evidence the criminal behaviours of the 

adversary coercions & offline based threats in Figure 2. The content of the poison pen letter is 

evidenced in Figure 3 with transliteration. Since USPS does not operate overseas unless by the 

U.S. government, and the poison pen letter’s tracking number has no record in the online queries, 
the envelope can be counterfeited from the Chinese operations in forgery and counterfeiting 

American government postals for coercion. The use of traditional Chinese in the letter evidences 

the threats being on power political, realpolitik, and geopolitical aggressions on Taiwan. The 
contents of the poison pen letter evidences that my caoyang2609@icloud.com email contents 

were read by the PLA intelligence especially concerning my communications with my husband. 

[11] One of my Gmail account was breached with harassment emails and the other possibly in 

covert surveillance. I have been playing sexism with the fake accounts on gay social media with 
the American officials’ profiles whose privacy had been breached & transgressed, which can be 

behind the reasons that the paranoid and unscientific term “erotomania” is used in the poison pen 

letter. The intent of the poison pen letter could have been to try to influence my social 
interactions from my birth mother whose house currently serve as my safe place, whereas I have 

a liberal family education from my birth mother who signed the DS60 in front of a Chinese 

notary regarding my married name in the year 2020. As was evidenced, I have already taken the 
appropriate step for marriage based on the establishment clause and is recognized in various 

occasions. [11] The poison pen letter has also threatened the persons I have contact with in 

isolating me and in isolating the aforementioned persons from corroborating with the truths I 

have been communicating about - with evidence, investigations, researches, and academic & 
scientific practices. And with the mass surveillance and gross privacy intrusions, yes, no one can 

be “strangers” for them. The USCIS envelope dated prior to the poison pen letter has signs of 

being opened by the Chinese border control personnels evidenced in Figure 4, which violates 
privacy laws and is a common practice in the Communist territory. 
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Figure 2. The front and back covers of the poison pen letter 
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Figure 3. The content of the poison pen letter addressed to my birth mother 
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Transliteration: 
Dear Wu, Lubi, 

This letter is to tell (warn) you, your son Cao, Yang for years has been harassing various persons 

who are not Chinese both online and in person. His behaviours are criminalistic (worsened 

harassment and stalking), and are possible to be sanctioned by law. Your son seems to have 
psychological paranoia. He seems to have a disease called erotomania, and he falsely thinks he 

has relationships with various strangers. His behaviours have hurt the strangers. Intensely 

recommend you to seek psychotherapy for your son, until his illness is fully treated and never 
again harassing strangers. 

 

 

 
 

 

 

Figure 4. The USCIS envelop with signs of being opened by the 
P.R.C. border control with COVID-19 rhetorics 
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Appendix C 

 
I was working on several pieces of manuscripts on Manuscript APP before it turned into I/O. The 
relevance between interception with the Chinese iCloud backend access and such sudden changes 

was not determined, and I had to access the original manuscripts with text editor. I noticed the 

strings of encryption in the coding designs and no other covert operation evidences were 

detected. The non-ionizing radiation in BH and WH formation in BH physics was what I wanted 
to tell about in instrumentation safety and the basis on my assertion that Space Command is 

premature before the completed justifications on a theory of gravity beyond GR. The manuscript 

was dated on May 2021, and the possible interceptions were the motivation behind the WH 
observation experiment for the evidence to lay the basis of the judgement. [37] 

 

The fundament of interferometry on instrumentation is on the classical Einstein’s equation in 
solar mass units, and the speed of light either in GR or special relativity. The fundamental 

concept in reading space telescopes is special relativity with beam power at DCE start, and GR is 

restrained by gravitational clocking. Gravitational clocking is an important aspect in astronomy, 

but for BH studies it creates problematic dichotomy in reference systems especially with the 
improvements on instrumentation with space telescopes. The philosophical part of the 

mathematical physics approaches with equations is with decimal and mathematical signs. What is 

meant by a BH’s singularity is diverse in disciplines. The chemical part of solar mass is an 
established unit with Einsteinium GR in astronomy and time is defined with solar clocks. This is 

plausible for communicational purposes and astronomy within the solar system. A BH has mass 

and the mass ought to be in galactic units. No matter of the beam power in outer space surveys 
the speed of light in vacuum is a constant with technology in nature. In other words, the 

advancement in space telescope instrumentation shortened the distance and planetary limitations 

posed by solar and lunar eclipses. It increased the efficacy of galactic surveys with wider 

reference frames. Therefore, the basic notion of BH singularity is its angular momentum based on 
the location of source beam. The samples used in this research is from Hubble Space Telescope 

and Chandra Space Telescope (low energy in X-ray). They constitute a geocentric reference 

system. Eddington limit is thus used in a basic notion that a BH has mass. It is the first derivative 

from special relativity 𝐿𝑎𝑐𝑐𝑟𝑒𝑡𝑖𝑜𝑛 ≡ 𝜖𝑀
·

𝑐2 . The first meaning of BH singularity is the visible 
accretion luminosity on light particle chemistry. In other words the light source coming from a 

BH in all wavelengths came from light particle chemistry. With this principle the accretion 

luminosity of NGC 3034 from 700-6,000 eV was processed. [17] In a geocentric reference 
system Jonathan Nordebo summarized a linear GR event in a 4-vector metrics in Euclidian space. 

The Lorentz transformations used in the paper provided a basic solution for elementary particle 

physics and light particle chemistry. This is to say, in geocentric reference frames solar clocks in 
solar energy is plausible for perception of a BH distance within the light chemistry limit without 

the account for light loss on the accretion disk. Since a black body deflects light, the singularity 

of a BH event horizon signifies current knowledge and deployed application in the solar system. 

The basic solution composes of an empirical energy momentum binary loop of a BH event 
horizon with charge. It is important to notice that an event horizon doesn’t determine the mass of 

a black hole. The prerequisite of a black body having mass is solar GR, and the theoretical 

prerequisite (hypothesis) was implied in the equation. [43] 
 

𝑖ℎ
̂ 𝛿

𝛿𝑡
𝜓(𝑥, 𝑡) = [−
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̂
2

2𝑚

𝛿
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+ 𝑉(𝑥, 𝑡)]𝜓(𝑥, 𝑡) 
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Appendix D 

 

On July 14, 2022 in Beijing when I tried to have an interview for the pending case and also 

confirm the integrity of the USCIS mail, I sensed a sudden DoS attack inside of the American 

Embassy in Beijing during the interview, and several persons on WeChat reported to me on the 

malfunctioning of their electronic devices. Figure 5 is an example of the polymer blast apart from 
another who reported on broken phone screen. The dictatorial reliance on artificial intelligence 

and the big data technologies can be a contributing factor for the applications of electronic 

warfare. [11] The PLA’s conduct of Great Firewall & electronic warfare pose non-traditional 
nuclear threat to Beijing itself and imposes transgressions to the civil society’s right to health. It 

has been causing public health crisis with such operations and grossly violating the Geneva 

Conventions. Detailed accounts of the investigations & research will be given elsewhere. 
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ABSTRACT 
 

Many different procedure models can be applied to the management of software development 

projects. Such models also consider the ascertainment and management of requirements – 

based on very different agile or classic approaches. The framework provided in particular by 

ethical aspects, legal constraints and social technology design issues (ELSA or ELSI) is not 
explicitly addressed in procedure models, which is why approaches such as the IEEE Standard 

Model Process for Addressing Ethical Concerns during System Design (IEEE7000-2021) have 

been developed. However, the lack of explicit integration of these issues into common process 

models such as SCRUM or V-ModellXT implies a lack of necessary space for reflection on 

ELSA within development projects. The article discusses this problem and highlights possible 

solutions for further discourse. 
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1. INTRODUCTION 
 
Many different procedure models can be applied to the management of software development 

projects. Such models also consider the ascertainment and management of requirements – based 

on very different agile or classic approaches. The framework provided in particular by ethical 
aspects, legal constraints and questions of social technology design (ELSA, or ELSI) is not 

explicitly addressed in the procedure models. Since software is developed in part for a large 

number of future use cases – some of which have little specific context – this makes the challenge 
faced by procedure models more complex (for example, those cases affected are not yet 

concretely known and therefore cannot be involved; instead, other ways of taking their interests 

into account must first be identified). The lack of explicit integration of ELSA considerations into 

common procedure models such as SCRUM or V-Modell XT implies a lack of necessary space 
for reflection on ELSA within development projects. This contradicts the importance of ELSA 

aspects as found in the ethical guidelines of the German Informatics Society [1] and other 

scientific [2] and social [3] sources. This article discusses this problem and highlights possible 
solutions for further discourse, including in a workshop format. 

 

The second section presents the current state of the art in science and technology. The basics of 

process models are summarised, after which the section looks at how ELSA is currently 
consideredin existing general procedure models. Procedure models that specialise in ELSA issues 

are also considered. 
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The third section presents four theses on the future consideration of ELSA in software 
development projects. These theses are intended to stimulate further discussion and lead to the 

further development of a systematic consideration of ELSA. 

 

2. STATE OF THE ART IN SCIENCE AND TECHNOLOGY 
 

2.1. Procedure Models 
 

 
 

Figure 1. Ethical, legal and social aspects as a framework for procedure models (based on [4]) 

 

Software development projects are usually structured through organisational and, if necessary, 
project-specific adaptations of existing process models. As Figure 1 shows, procedure models are 

used – based on a certain starting point – to design the path to a particular goal. According to [5], 

a procedure model (also known as a ‘procedure strategy’) combines different methods or method 
fragments. The following components define a method [cf. 6]: The process (sometimes also 

known as a ‘procedure model within the method’) defines which activities are conducted in 

which order (with temporal overlap where applicable) and under which conditions by which 

roles. Activities and roles are shown separately in the figure; the additional boxes in the 
background of the figure show that there are several activities or roles within a single method. 

Modelling experts or moderators typically conduct these activities, with one or more roles able to 

be involved in performing an activity. 
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Artefacts (results) are generated by activities or within the framework of activities. In turn, some 
artefacts are also required as input in order to be able to perform other activities [6]. The 

following components are relevant here: 

 

• Language: all results must be described in a certain language. This may take the form of 
natural language or a specific, potentially specialised format. Language definitions range 

from sentence templates [7, p. 57ff. ] to tables and diagrams and even formalised models. 

The language should not only be syntactically defined for a highly formalised 
application, but its semantics should be clearly specified [5]. 

• Technique: this refers to ‘the respective regulation for creating (and thus documenting) 

the results’ [6, p. 88, own translation]. 
• Tools: these can be used within a method to, for example, support the technique. Tools 

may support different activities as part of a method, for example the tool-supported 

moderation of action planning (e.g. using Miro Board), enterprise modelling (e.g. using 

Horus Business Modeler), process modelling (e.g. using Camunda Modeler) and 
formulating user stories. 

 

For software development projects, there are now a number of process models which contain 
these components to varying degrees and levels of intensity. A fundamental distinction should be 

made between the different philosophies of agile and classic, of which different representatives 

are used in practice [8]. 

 

2.2. Ethical, Legal and Social Aspects (ELSA) in Process Models 
 
Procedure models for software development projects have no structural specific anchoring in 

terms of ethical, legal and social aspects. Anchoring through explicit elements (e.g. specific 

activities, roles or artefacts) does not exist in typical procedure models. Instead, ethical, legal and 
social aspects are typically considered when ascertaining requirements (if at all) and when 

ascertaining, agreeing on and documenting (concrete) non-functional requirements. The 

overarching consideration within the project – especially in terms of follow-up – is then factored 

into the requirements management process along with other non-functional requirements. This 
approach is used for other specific aspects (such as IT security) as well. 

 

Due to the fact that functional requirements only gradually emerge during the project, agile 
process models call for an individual (functional) requirement to be ethically, legally and socially 

coordinated as an additional quality requirement. Within the Scrum process model, the quality 

requirements are defined under the ‘Definition of Ready’ [9]. This ‘Definition of Ready’ may 

then also contain requirements regarding the coordination of a (functional) requirement for 
ELSA. This approach within agile projects is also used for other specific aspects (such as IT 

security). 

 
For agile process models, the agile manifesto [10] can be seen as a summary of the core 

philosophy surrounding the process. It was formulated in 2001 by 17 signatories as the lowest 

common denominator of various agile process models. The basic ideas are summarised in the 
form of four values and twelve principles. The first and third values are formulated as follows: 

The manifesto signatories value ‘individuals and interactions more than processes and tools’ and 

‘collaboration with the customer more than contract negotiation’ [10]. The orientation towards 

natural persons promotes a human-centred approach as it also exists in the field of social 
technology design [cf. 11]. The principles of the agile manifesto turn the focus onto customers 

and subject matter experts (often business users) as well as developers and go into this in more 

detail. Other stakeholders in the field of technology design are not explicitly mentioned. 
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The option to consider ELSA-related aspects in a structured manner are indicated by special 
standards. However, a procedure model based on a special standard cannot be integrated directly 

into a typical software engineering procedure model. Instead, this model was created as an 

independent, autonomous procedure and can be used in projects if those responsible are aware of 

this and wish to implement it. An example of such a special standard is the IEEE standard ‘IEEE 
Model Process for Addressing Ethical Concerns during System Design’ (IEEE 7000-2021), 

which was first published in 2021. IEEE 7000-2021 provides for two phases: In the first phase – 

concept exploration – the concept of use and the context are explored in order to determine and 
prioritise ethical values. The second phase – definition of ethical requirements – begins with 

concept research and continues into the development stage. A design process reflecting ethical 

considerations is also part of this stage. 
 

In the context of business ethics, there are various approaches for companies or their managers to 

arrive at decisions that take ethics into consideration. However, these approaches usually refer to 

the business model level rather than the level of technology design. Such approaches do provide 
the opportunity to learn about ethical considerations surrounding (information) technology [12] in 

general and, more specifically, the integration of ELSA into software engineering procedure 

models. 
 

3. THESES FOR FURTHER DEVELOPMENT 
 

The previous section described the current state of science and technology. The question is how 

science and technology will continue to evolve and how they can be actively developed. The 
following theses are intended to contribute to the discussion, to serve as a catalyst for the work 

performed by expert groups on procedure models and project management, and to inform science 

and practical considerations in general. 
 

• Thesis 1: For the effective and efficient inclusion of ethical, legal and social aspects, it is 

not sufficient to consider them from a general perspective as a (social) framework for 
procedure models or development projects. This is because it fails to incorporate ELSA 

as a ‘standard’ consideration and does not sufficiently support either those responsible 

for the project or those actually carrying it out. 

• Thesis 2: ELSA is too different (e.g. compared to other requirements) to be considered 
purely as ‘incidental’ in process models (e.g. requirements engineering) not specifically 

designed for this purpose (whether socially relevant, partly complex, etc.). 

• Thesis 3: Further structural anchoring of ELSA is required in standard procedure models: 
specific activities (e.g. quality gates with ethics checks, involvement of ‘affected parties’ 

such as employee representatives, etc.), specific roles (e.g. ethics officers), concrete 

anchoring of activities and roles within a procedure model, specific artefacts (e.g. value 

register), and so on. Depending on the procedure model, this ensures that ELSA receives 
the requisite attention across the entire life cycle of systems. This also takes into 

consideration the fact that ELSA-related matters or requirements may change during the 

life cycle and have to be implemented, e.g. for ‘maintenance’ purposes. 
• Thesis 4: Activities are required that are independent of any aspect of a procedure model. 

This includes the formation and maintenance of an organisation’s core values. These 

values can then be used in the organisation’s projects and serve as a working basis for 
coordination as part of cross-organisational projects (this will be based around non-

negotiable values where compliance is mandatory if a project partnership with other 

organisations is to be established). Other measures include making certain professional 

groups in general and employees aware of ELSA through suitable education and training 
efforts (cf. GI Ethics Standard). In general, the implementation of thesis 4 will lead to a 

broad cultural change. 
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4. CONCLUSIONS 
 
Those responsible for procedure model projects and those tasked with taking action at various 

levels continue to be called on to accept the requisite responsibility for ELSA or to craft design 

proposals for ethically responsible, legally permissible and socially good procedures and 

solutions. The topics presented in this publication are intended to prompt discussion and work 
regarding the systematic consideration and integration of ELSA into software projects. Discourse 

on this matter can be informed by designers of procedure models as well as prototypical but well-

considered adaptations of procedures in specific contexts (company, project, etc.). Such discourse 
can be bolstered by scientific findings as desired, with general lessons able to be extracted from 

the respective contexts. 

 

A broad exchange of integration options is required for the sustainable, cross-contextual 
integration of ELSA into procedure models in software projects. This can be fostered by seeking 

out individual contributions such as project reports on adapted procedures. It is hoped that further 

discourse will lead to adapted, context-independent process models. A first step towards adapting 
established process models in practice could then be to conduct training courses on the 

appropriate integration of ELSA into existing process models. 
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ABSTRACT 
 
Chatbot is a machine with the ability to answer automatically through a conversational 

interface. A chatbot is considered as one of the most exceptional and promising expressions of 

human computer interaction. Voice-based chatbots or artificial intelligence (AI) devices 

transform human-computer bidirectional interactions that allow users to navigate an interactive 

voice response (IVR) system with their voice generally using natural language. In this paper, we 

focus on voice based chatbots for mediating interactions between hotels and guests from both 

the hospitality technology providers’ and guests’ perspectives. We developed a hotel web 

application with the capability to receive a voice input. The application was developed with 

Speech recognition and deep synthesis API for voice to text and text to voice conversion, a 

closed domain question answering (cdQA) NLP solution was used for query the answer. 
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1. INTRODUCTION 
 

A chatbot is a programming interface that simulates the conversation or "chatter" of a human 
being through text or voice interactions. Nowadays, chatbots are available in almost many aspects 

of technology, such as mobile assistants, customer services, e-commerce, and smart devices. It is 

a type of software which can help the users by automating their conversations and interact with 
the customers through the messaging platforms. These chatbot-virtual assistants are found useful 

to handle simple, look-up tasks in business-to-consumer and business-to-business environments. 

Chatbot virtual assistants are helpful not only to make use of support staff time but also beneficial 

in providing a level of customer service when the supporting agents aren’t available [1]. Chatbots 
interpret and process user’s words or phrases giving them an instant pre-set answer [2].  The most 

important aspect of implementing a chatbot is selecting the right natural language processing 

(NLP) engine. If the user interacts with the bot through voice, for example, then the chatbot 
requires a speech recognition engine. Similar to regular apps, chatbots also have an application 

layer, a database, APIs, and Conversational User Interface (CUI)[2]. There are structured and 

unstructured conversations. Chatbots built for structured conversations are highly scripted, it 
simplifies programming but restricts the kinds of things that the users can ask. In most B2B 

environments, chatbots are commonly scripted and used to respond to frequently asked questions 

or perform simple, repetitive calls to action. In sales, a chatbot may be a quick way for sales reps 

to get phone numbers. For service departments, it assisting service agents in answering repetitive 
requests. Generally, once a conversation gets too complex for a chatbot, the call or text window 

will be transferred to a human service agent. 

 
Chatbots such as ELIZA and PARRY were early attempts at creating programs that could at least 

temporarily fool a real human being into thinking they were having a conversation with another 
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person. PARRY's effectiveness was benchmarked in the early 1970s using a version of a Turing 
test; testers only made the correct identification of a human versus a chatbot at a level consistent 

with making a random guess. 

 

Chatbots have come a long way since then. They are built on artificial intelligence (AI) 
technologies, including deep learning, natural language processing and machine learning (ML) 

algorithms, and require massive amounts of data. The more an end user interacts with the bot, the 

better voice recognition becomes at predicting an appropriate response. We can roughly classify 
chatbots into three categories: (a) Rule-based, this is the simplest type of chatbots. They require 

user to make a few selections, such as using drop downs or buttons, to give relevant answers.  

They are slow but is easy to implement.  When many conditions or factors are involved in the 
knowledge base, this approach may not be the best solution [3].  (b) Intellectually independent 

chatbots: These chatbots learn from the user’s inputs and requests by using Machine Learning. 

This kind of bots are trained in such a way to understand specific keywords and phrases that 

triggers bot’s reply. They train themselves to understand more and more questions with practice 
and experience [3].  They spot keywords or phrases and provide predefined answer based on 

these spotted keywords or phrases. (c). AI-powered chatbots: It combines the best from the rule-

based and intellectually independent chatbots. These bots understand free language and make 
sure they solve the user’s problems with a predefined flow. They can switch the conversational 

scenario when needed and address random user requests at any moment. These chatbots use 

machine learning, AI, and Natural Language Processing (NLP) to understand and analyse human 
speech, find the right response and reply in understandable way in a human language. 

 

Overall speaking, chatbots are considered as one of the most advanced and promising aspect of 

interaction between humans and machines. Chatbot applications helps in smoothening the 
interactions between the customers and the services [4]. They can enhance and engage customer 

interactions with less human intervention.  

 
In [5], Dimitrios Buhalis and Iuliia Moldavska explained the importance of voice assistants in the 

hotel industry. They clearly mention the advantages of voice assistants in hotels outweigh the 

disadvantages for both hotels and guests. Their findings illustrate that voice-based human-

computer interactions bring a range of benefits and voice assistants will be widely deployed in 
the future. Technology integrations are often complex and costly to set up but it provides 

significant benefits especially in hotel and tourism industry. As reported by them, guests 

appreciate the prospective benefits but are concerned with privacy and usability, although tech-
savvy consumers are less concerned about privacy when using voice assistants. The findings 

indicated the direction for the future development of voice technology in hospitality towards 

multilingualism and modulated offers which can ultimately ensure the overall wider reach of the 
technology in the hotel industry. 

 

Li, Bai et.al. [6] reviewed a real-world conversational AI and NLP system for hotel booking. Their 

architecture design includes a frame-based dialogue management system that calls machine 
learning models for classification, named entity recognition, and information retrieval subtasks. 

Their chatbot has been deployed on a commercial scale, handling tens of thousands of hotels 

searches every day. They have also explained various machine learning models that they used for 
deployment and explained developing an e-commerce chatbot in the travel industry. Adam et.al. 

[7] describes the significance of chatbots in various fields. They explain how the use of ADCs 

(Identity, small talk, and empathy) as a common compliance technique, affect user compliance 
with a request for service feedback in a chatbot interaction. They have examined a randomized 

online experiment how verbal anthropomorphic design cues and the foot-in-the-door technique 

affect user request compliance. Their results show that both anthropomorphism as well as the 

need to stay consistent significantly increase the likelihood that users comply with a chatbot’s 
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request for service feedback. They have commented that social presence mediates the effect of 
anthropomorphic design cues on user compliance. In [8], Hasanet.al. examine touristchatbot usage 

intentions in service encounters within the context of a future international travel, assuming 

continued social distancing. Their results show that automation, habit, social presence, and health 

consciousness all contributed positively to chatbot usage intentions. Some variations were 
observed as a function of experiencing government-imposed lockdown. The role of social 

presence and human qualities in chatbots was weakened when controlling for lockdown and 

during the trip experience. 
 

2. PROPOSED SYSTEM 
 

Our proposed system recognizes speech on chatbot which uses NLP for interaction on any closed 

domain system. It uses latest technology scope forward and developed the application in internet. 
Users can use voice to interact with the web application instead of searching and navigate the 

website. Any questions related to the hospitality or the hotel web application (like how to use, or 

where can I find it), or questions related to the business domain can get answered by the chatbot. 
 

The system is trained to answer any question related to hospitality domain. The system is trained 

with any data set which has information related to the hotel website. It is implemented in a way 
so it can be easily retrained with any data set.  

 

The proposed system requires following modules: a hotel web site which can host the voice chat 

bot.  Web applications need to capture voice input and get the voice to convert into text. There 
are various solutions for this.  Following are two most used voice to text conversion for web 

application. 

 

2.1. Speech to Text Engine 
 

Deep Speech is an open-source voice recognition and speech to text engine, which provide a 
trained model using Baidu’s Deep Speech research paper and the model implementation is under 

Mozilla Public license. The underlying implementation is using Google’s Tensor Flow. It come 

up with two models the acoustic model and the language model. Acoustic model is an end-to-end 
deep leaning system, and the language model is used to increase the accuracy of the transcription 

output which is included as separate model. The language model can be customized based on our 

domain.  

 
For the implementation, we must download the model first. The .pbmm is the acoustic model 

which is trained based on American English, in behind the scene it uses tensor flow. Scorer is the 

language model, which is useful for improving the accuracy of the predicted output. For example, 
using this, it will find out which word is grammatically right in a particular context. 

 

The architecture of the engine was originally based up on Deep Speech: Scaling up end-to-end 
speech recognition. Currently it is different in many aspects and made it based on recurrent 

neural network (RNN) which is trained to ingest speech spectrogram and generate English text 

transcription [9]. Deep Speech model use hybrid model for parallel optimization. Hybrid parallel 

optimization combines the benefit of asynchronous and synchronous optimization. It allows to 
use multiple GPUs but doesn’t have a problem of incorrect gradient present in asynchronous 

optimization.  

 
In hybrid parallel optimization initially, it places the model in CPU memory. Then, as in 

asynchronous optimization, each of the G GPUs obtains a mini batch of data along with the 
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current model parameters. Using the mini batch each of the GPUs then computes the gradients 
for all model parameters and sends these gradients back to the CPU. Now, in contrast to 

asynchronous optimization, the CPU waits until each GPU is finished with its mini batch then 

takes the mean of all the gradients from the G GPUs and updates the model with this mean 

gradient. 
 

Hybrid parallel optimization has several advantages and few disadvantages. As in asynchronous 

parallel optimization, hybrid parallel optimization allows for one to use multiple GPUs in 
parallel. Furthermore, unlike asynchronous parallel optimization, the incorrect gradient problem 

is not present here. In fact, hybrid parallel optimization performs as if one is working with a 

single mini-batch which is 𝐺G times the size of a mini-batch handled by a single GPU. However, 
hybrid parallel optimization is not perfect. If one GPU is slower than all the others in completing 

its mini-batch, all other GPUs will have to sit idle until this straggler finishes with its mini-batch. 

This hurts throughput. But, if all GPUs are of the same make and model, this problem should be 

minimized. 
 

So, relatively speaking, hybrid parallel optimization seems the have more advantages and fewer 

disadvantages as compared to both asynchronous and synchronous optimization. For this report, 
we use the hybrid model. 

 

2.2. Speech Recognition API 
 

In recent years, chrome version 25 came up with the Web Speech API embedded in browser 

which support conversion of voice to text conversion in web applications. It is getting popular 
and going to be the future for voice recognition [10]. Browser exposes the speech recognition 

feature via the Speech Recognition interface. This interface has an ability to recognize voice 

context from an audio input (normally via the device's default speech recognition service) and 

respond appropriately. We have to create Speech Recognition object using JavaScript that has a 
number of event handlers available for detecting when speech is input through the device's 

microphone. We can also check the browser’s compatibility using Webkit Speech Recognition 

present in browser window object. The Speech Grammar interface represents a container for a 
particular set of grammar that our app should recognize [11]. Grammar is defined using JSpeech 

Grammar Format.  

 

2.3. Text to Voice Conversion 
 

The output produced by the server will be in text format which need to be converted into voice. 
So, we need a solution to convert this text into voice in an efficient way. The voice response will 

provide an interactive feeling to the users.  There are many options available in text to voice 

conversion, for example, many cloud hosted APIs, or standalone implementations using pre-
trained models such as gTTS. Here we analysed two solutions such as gTTS and Web Speech 

API. 

 

2.3.1. Text to Speech Engine Using Pre Trained Model 

 

The text-to-speech (TTS) is the process of converting text data into a vocal audio form. The 

program takes an input text and using methods of natural language processing understands the 
linguistics of the language being used, and performs logical inference on the text. This processed 

text is passed into the next block where digital signal processing is performed on the processed 

text. Using many algorithms and transformations this processed text is finally converted into a 

speech format. This entire process involves the synthesizing of speech. We use Google’s Text To 
Speech (gTTS) library for text to speech conversion. gTTS is a very easy to use python library 
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which convert text to audio file, which will be transferred to the client as blob data. This API 
support many languages include English, French, German, Hindi and many more. 

 

2.3.2. Speech Synthesis API 

 
Speech synthesis is an interface coming up with the browser Web Speech library API. Speech 

synthesis is accessed via the Speech Synthesis interface, a text-to-speech component that allows 

programs to read out their text content. It comes up various voice types, rate and pitch that we 
can configure in the synthesis voice [11].  

 

2.4. CLOSED DOMAIN QUESTION ANSWERING (cdQA) 

 

Closed Domain Question Answering (cdQA) is an NLP based Closed Domain Question 

Answering System. The mission of cdQA is to allow anyone to ask a question in natural language 

and get an answer without having to read the internal documents relevant to the question. 
 

When we think about question answering systems, it appears as two different kinds of systems: 

open-domain QA (ODQA) systems and closed-domain QA (cdQA) systems. Open-domain 
systems deal with questions about nearly anything and can only rely on general ontologies and 

world knowledge. One example of such a system is DrQA, an ODQA developed by Facebook 

Research that uses a large base of articles from Wikipedia as its source of knowledge. As these 
documents are related to several different topics and subjects, we can understand why this system 

is considered an ODQA. Closed-domain systems deal with questions under a specific domain (for 

example, medicine or hospitality), and can exploit domain-specific knowledge by using a model 

that is fitted to a unique-domain database. The cdQA-suite was built to enable anyone who wants 
to build a closed-domain QA system easily. 

 

The cdQA architecture is based on two main components: the Retriever and the Reader. When a 
question is sent to the system, the Retriever selects a list of documents in the database that are 

most likely to contain the answer. It is based on the same retriever of DrQA, which creates TF-

IDF (term frequency-inverse document frequency) features based on uni-grams and bi-grams and 

compute the cosine similarity between the question sentence and each document of the database 
[11]. 

 

After selecting the most probable documents, the system divides each document into paragraphs 
and send them with the question to the Reader, which is basically a pre-trained Deep Learning 

model. The model used was the Pytorch version of the well-known NLP model BERT which was 

made available by HuggingFace. Then, the Reader outputs the most probable answer it can find 
in each paragraph. After the Reader, there is a final layer in the system that compares the answers 

by using an internal score function and outputs the most likely one according to the scores. 

 

Here the pretrained model contains Bert Stanford Question Answering Dataset (SQuAD) which 
have 100,000+ question-answer pairs on 500+ articles.  We can further train this model based on 

our domain and make it a closed cdQA system. 

 
Among the above-mentioned different solutions, by considering various aspects such as accuracy, 

ease of use, maintainability and cost, the proposed system will be implemented with solution 

below. We use apache server with PHP as server side scripting language. Voice to Text using 
Speech recognition API. For text to voice conversion we use Speech Synthesis API. The question 

answering model use cdQA. The cdQA was hosted on Python Flask web server. The proposed 

system Architecture diagram is shown in Figure 1. 
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Figure 1. Proposed System Architecture 

 

3. IMPLEMENTATION AND EXPERIMENTAL RESULTS 
 

Based on the proposed system architecture the system has been implemented with the following. 
There are five views in this application. The UI shows main attractions nearby, major shopping 

areas, activities and details about the various kinds of rooms available. The website has been 

implemented using html, CSS, JavaScript, Bootstrap, FontAwesome for the client side, PHP and 

apache server for the server side and MySQL database as backend. Room availability is 
configured in database, it renders in UI when a user search for the rooms. At the top of the 

website, provided a button to initiate the voice chat. Home screen has been implemented as 

below, provided search feature at the left, where user can enter the date and guest number to 
search for the rooms. Click on search button will make rest API call to the server and load the 

available rooms from the database. 

 
 

 

 

 
Figure 2. Home Page Menu 

 

3.1. Closed Domain Question Answering (CDQA) 
 

We retrained the model with hospitality pdf documents. Sample response for the question will 

show as below. The system not only shows outputs an answer, but also shows the paragraph 
where the answer was found and the title of the document / article. 
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Figure 3. Sample cdQA model pdf 

 
The model has been trained with 50-100 questions related to the hospitality. Each question-

answer will be a paragraph. Once the model is trained, deployed, and exposed using Flask server. 

It exposes an endpoint which accept a string input and query the model and return JSON data 
which include answer to the query, paragraph where it found the answer and document name. 

Figure 3 shows a sample cdQA model pdf document. 

 

3.2. Voice Chat Bot (EMMA) 

 

The designed voice chat bot is named as “Emma”. Click on the “Chat (voice)” button at the top 

the navigation panel will show up a chat box as below with a welcome voice message as “My 
name is Emma, your voice assistance, how can I help you today”. This message is a configurable 

message. 

 

 
 

Figure 4. Voice chat bot screen 

 

When user clicks on “Talk” button, it will start listening of voice input till the user stop talking. 

Using the Web Recognition API, it will convert the input voice into text and will show up in the 

text area which appears at the top of the voice chat popup as in Figure 5. Click on “send” will 
initiate a cdQA model hosted server call. The processing status will show up as the loading icon 
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on top left of the Talk button in Figure 5. Note the user’s voice was transcribed into text and 
showed on the screen as well.  

 

 
 

Figure 5. After user’s voice input and the Send button clicked 

 

Once the result is received, the audio response will render below the text area as shown in Figure 

6. It also provides a transcript button, click on that will expand and show the text content. 
 

 
 

Figure 6: The voice and text response of the Chat bot  

 

4. CONCLUSIONS AND FUTURE IMPROVEMENTS 
 
Chatbots are software applications that use artificial intelligence and natural language processing 

to understand humans’ need and guides them to their desired outcome. Here this project focused 

on implementing a voice based chatbot. The voice questions are parsed through an algorithm on a 
remote server that analyses the document for all possible relevant answers. The most relevant 

answer is sent back to the user, together with approximate confidence from the model. Reusable 

generic module which captures voice input and convert it into text and convert the text back to 
voice once the result received from the server. It is implemented using html and JavaScript 

library.  

 

Based on the research on various solutions to implement voice to text and text conversion like 
Google Text-to-Speech (gTTS) engine and speech to text engine, the downside is both require 

separate infrastructure to maintain it. So decided to proceed with JavaScript utility wrap the 

implementation for speech recognition and speech synthesis API with event handling.  
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The question answering mechanism performed very well (based on the evaluation) and 
predictable for texts shorter than 3000 words. However, with longer texts it started to lose 

accuracy, losing track of details, and making significant mistakes. The summaries that were 

meant to help the user formulate questions also worked as intended, however, with the caveat that 

the summarization model exhibited unaccountable behaviour when supplied with longer texts. 
The actual usefulness provided are vary between documents. How to conquer this problem may 

require further research.  

 
An incremental improvement on the system performance and accuracy can be achieved by 

retraining the model with more questionnaire and through a feedback loop. Training with the 

bigger dataset requires a higher end system with more GPUs. 
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ABSTRACT 
 

Image captioning is an intriguing topic in Natural Language Processing (NLP) and Computer 

Vision (CV). The present state of image captioning models allows it to be utilized for valuable 

tasks, but it demands a lot of computational power and storage memory space. Despite this 

problem's importance, only a few studies have looked into models’ comparison in order to 

prepare them for use on mobile devices. Furthermore, most of these studies focus on the 

decoder part in an encoder-decoder architecture, usually the encoder takes up the majority of 

the space. This study provides a brief overview of image captioning advancements over the last 
five years and illustrate the prevalent techniques in image captioning and summarize the 

results. This research study also discussed the commonly used models, the VGG16 and 

Xception, while using the Long short-term memory (LSTM) for the text generation. Further, the 

study was conducted on the Flickr8k dataset. 

 

KEYWORDS 
 
Image Captioning, Encoder-Decoder Framework, VGG16, Xception, LSTM. 

 

1. INTRODUCTION 
 

One of the most challenging and important topics in computer vision and natural language 

processing is image captioning [1], [2]. Image captioning aims to generate a natural language 

description based on the association between the objects in the given image. Image captioning 
can be helpful in different applications such as human-computer interaction and providing help 

for visually impaired persons [3]. Therefore, several studies have developed an image captioning 

model [4,5]. Initially, the studies related to image captioning were focused mainly on generating 

natural language descriptions for video [6], following the studies describing neural caption 
generation architectures [7, 8], such as the encoder-decoder architectures proposed in [9]. 

Recently, the encoder-decode architecture has shown much improved outcomes in efficiently 

generating natural language descriptions of an image [10]. At first, the CNN layers are used to 
extract the features of the image. Then the collected features are used by the Recurrent neural 

network (RNN) model to attain the information from the image [11]. 

 

This study reviews the current advancement of image captioning models and summarizes the 
underlying framework. Although much attention has been paid to the decoder, there has not been 

enough focus on the encoder. To fill this gap, this study will compare the performance of two 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N13.html
https://doi.org/10.5121/csit.2022.121316
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different encoder models, namely: VGG16 and Xception. Moreover, a comprising that focus 
mainly on the performance of two widely used encoder - VGG16 and Xception is poorly 

investigated, which will help further researchers to decide on the encoder model. 

 

The rest of the paper is organized as follows. Section 2 presents related work. Section 3 discusses 
the materials and methods used in this work. Experiments done are described in Section 4. The 

result obtained is illustrated in section 5. Conclusions and future work in Section 6. 

 

2. RELATED WORK  
 

In this section, we will summarize multiple related studies from different sources. The studies 

will be organized in chronological order ascendingly. The purpose of the related work is to gain 

an understanding of the published studies relevant to the image captioning field. 
 

In [12], they used the MSCOCO dataset and LSTM to encode the text and used CNN as an image 

encoder to extract features, and they obtained the best result compared with their benchmark. 
Another study [13] used VGG16 as an encoder, which aids in creating image encodings. Then, 

the encoded images are fed into an LSTM. The proposed model was enhanced with hyper-

modifying parameters. As a result, the model's accuracy increased to attain state-of-the-art 
results. In [14], different models of image captioning were used. A merge architecture was 

applied in this study. CNN-5, vgg16, and vgg19 are the different CNN that are used along with 

the LSTM. The experiment is done on Flickr8K dataset. A Bilingual Evaluation Understudy 

(BLEU) evaluation metric is used to evaluate the models. The result showed that VGG16 is 
perform better than other models. The authors in [15] compared different models of image 

captioning. All models were conducted on the Flickr8K dataset. The architecture used in this 

study is encoder-decoder architecture. For the encoder, two different CNN models are used, 
which are VGG16 and InceptionV3. For the decoder part, two types of LSTM were used. The 

first type is a unidirectional LSTM that works in one direction. The second type is bidirectional 

LSTM which works in two directions. The proposed models used greedy search and beam search 
algorithms to generate the captions. The results show that the InceptionV3 with bidirectional 

LSTM with beam search gave the best result. The evaluation metric used is BLEU. In [16], the 

study proposed an image caption generator in the Bengali language using a merged dataset of two 

languages by combining flickr8k, BanglaLkey, and Bornon datasets. The transform-based and 
visual attention approaches were used to implement the proposed model. The Transform-based 

approach used an inceptionV3 encoder and fed to a dense layer that contains an activation 

function. The visual attention approach implements an Encoder-decoder framework as well. In 
the encoder part, the InceptionV3 and Xception models were used. For the evaluation of the 

proposed model, the BLEU and Metor were used.  

 

In [17], the study proposed an image captioning model to use the model on any website to 
generate the description of the inputted image. The proposed model followed the CNN-LSTM 

concepts and was conducted on the flicker8k dataset. In [18], the study used CNN and RNN 

models, and the Xception was trained using the flickr8k dataset. Another study used the xception 
model coupled with LSTM in [19] to discover the object found in the image, detect the 

relationship among the objects, and generate the proper captions. This study was trained using the 

fliker8k dataset. The criteria to evaluate the model was the loss value. In [20], the authors 
compared the most popular CNN architecture: Xception, Resnet50, InseptionV3, Vgg16, and 

Densent201. Along with the LSTM decoder. The comparison was done to see the effect of the 

performance by implementing different encoder models. The study used flicker8K dataset. The 

evaluation of the comparison was the loss value and the accuracy to compare the model's 
performance. The study [21] proposed different CNN models VGG16, Xception, and inception 

coupled with bi-directional layer RNN models for an enhanced image captioning model. The 
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models were trained using flicker30K and coco datasets. The BLUE score and training and loss 
are used to evaluate each model.   

 

3. MATERIALS AND METHODS 
 

This section includes the description of the dataset used in the study and the different encoders: 
VGG16 and Xception. Finally, the decoder model. 

 

3.1. Dataset pre-processing 
 

The dataset used in this work is Flicker8k, and it is available on GitHub [22]. Flicker8k 

consists of two folders, the first folder contains only images, and the second folder 

contains a text file with the image descriptions. For the data pre-processing phase, we 

start working on the text file and organize it by mapping the image ID to a list of five 

corresponding descriptions. After that, we worked on data cleaning by making all letters 

in lower case, removing all the punctuations, and removing words with one character (e.g. 

‘A’). Lastly, we saved all changes made in a new text file. 

 

3.2. The Encoder models 
 

3.2.1. VGG16 model  
 

VGG16 is one of the most preferred CNN models as it has a very uniform architecture. Simonyan 

and Zisserman developed this model in 2014 [23]. It contains 16 convolutional layers. By having 

this amount of layers, the complexity would increase compared to the initial versions of the CNN 
architecture. In the below Figures, the size is proportionally getting reduced. The two layers are 

convolutional, and the output of these two layers is 224x224, followed by the max-pooling layer, 

and the final output after the max-pooling layer of size 2x2 and stride of 2 will be reduced to 
112x112. Finally, we have three fully connected layers called dense. Figure 1 shows the 

architecture of the VGG16 model. 
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Figure 1. VGG16 Architecture 

 

3.2.2. Xception model  

 

The Xception model, also called “Extreme Inception” was proposed by Francois Chollet. It is a 
kind of CNN model used to extract the features from the image. Also, it is an extension of the 

inception model that is also considered a type of CNN model [24], but a better and enhanced 

version by reversing some steps to be more efficient and easier to modify [25]. The Xception 

model contains 37 layers [20]. The model uses the depthwise separable convolutional layers 
approach, which divides the image into K input channel with depth equal to 1, then applies the 

filter into each part with depth equal to 1, after that compressed all input channels space then 

applying 1*1 convolutional. The accuracy of the Xception model considers the highest among the 
CNN model in agreement with the LR in [15]. Therefore, it gives the best result compared to the 

other CNN models. Figure 2 illustrate the layers of the Xception model. 
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Figure 2. Layers of Xception Model 

 

3.3. The Decoder model 
 

For the decoder model, LSTM based model was used, which takes input from the feature 

extraction model to predict a sequence of words, called the caption. 
 

Because LSTM overcomes the RNN's constraints, LSTM is more effective and superior to the 

regular RNN. With a forget gate, LSTM can keep relevant information throughout the processing 
of inputs while discarding non-relevant information. It can process not only single data points but 

also complete data sequences [26].  

 

4. EXPERIMENTAL  
 

For the experiments, our model follows the encoder-decoder framework. Therefore, we tested 

and evaluated two different encoder models. Furthermore, we illustrated the conducted processes 

for developing the models for each model and how we trained the models. Whereas the decoder 
remains fixed during the experiment, as mentioned before, in order to focus on comparing the 

performance of the encoder model. 

 

4.1. The encoder 
 

In the feature extraction step, the size of the image features is 224x224. Extracting the features of 
the image is done before the last layer. The goal of the last layer is to predict the classification of 

an image. For this reason, the last layer is dropped. The models were trained on Flickr8k dataset 

as was described in Section 3.  
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4.1.1. VGG16 

 

• Before optimization  

 

When we started the model's training, we split the dataset into two parts. The first part is for 
training, and the second part is for testing. Flicker8k dataset contains a file named 

"Flickr_8k.trainImages.txt" that includes 6000 image ID; this file is used for the training part. 

The training phase will be done in three steps. The first step, load the features extracted from the 
VGG16 model. In the second step, we will initiate a dictionary that contains descriptions for each 

image. The third step, create tokenizing vocabulary by using Keras, which provides the tokenizer 

class, and it can do the mapping from the loaded description data. In this step, we need to fit the 
tokenizer given the loaded photo description text. The create_tokenizer() function is responsible 

for fitting the created tokenizer given the loaded photo description text. In addition, it's for 

mapping each word of vocabulary with a unique index value.  

 

• After optimization  

 

To optimize the result and reduce the loss obtained, we implement Adam algorithm, which is an 
optimizer that increase efficiency of neural network weights.  

 

4.1.2. Xception  

 

• Before optimization  

 

Our CNN-RNN model consists of three main parts: feature extraction (encoder), sequence 
processor, and decoder. In the experiment, we used images with a size equal to 299x299. In the 

features extraction step, which is done before the last layer of the model, we got an 8091 feature 

vector. In training, feature extraction is loaded to the model, and the dataset is divided into two 
parts: training with 7091 images and testing with 1000 images. Then, we tokenized the 

vocabulary by mapping each word with a unique index value, and each image will have a 

maximum length of sentence equal to 31. After that, we created a data generator to train the 

model to yield the image in batches.  
 

• After optimization  
 
The Adam algorithm was implemented to optimize the model to improve its performance.  

 

5. RESULT AND DISCUSSION 
 

In this study, a total of four models were tested and evaluated —VGG16, VGG16 with 
optimization, Xception, and Xception with optimization. The criteria for the comparison are 

taken to be the loss instead of the accuracy value, and the standard metric for comparison used 

here is the BLEU score. 
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Table 1. Evaluation Table 

 

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 

VGG16 

Epoch= 100  

Loss=3.0345 

0.522997 0.279958 0.186401 0.079141 

VGG16 with 

optimization 
Epoch = 100 

Loss= 3.3746 

Optimizer= Adam 

0.498937 0.251331 0.168155 0.068864 

Xception  
Epoch= 50 

Loss= 4.3955 

0.096406 0.031889 
 

0.020180 0.004638 

Xception with 

optimization 
Epoch= 50 

Loss=3.3618 

Optimizer= Adam 

0.550791 
 

0.309441 0.216791 0.105341 

 
The above table shows each model's performance in terms of the BLEU score, testing loss of the 

implemented models, and the number of epoch with the optimizer if used.  

 

Our results demonstrate that Xception with optimization BLEU scores outperformed the other 
three models. The highest BLEU score achieved in the study was 0.550791. Both Xception with 

optimization and VGG16 before optimization have similar scores. However, the loss of VGG16 

was less than Xception with optimization. The main motivation for using the adam algorithm was 
to show a significant improvement in the runtime and memory consumption and increase the 

efficiency of neural network weights, as mentioned in the previous section. The caption generated 

from the Xception with optimization model gives the best probability and more accurate captions 

(see Figure 6). In contrast, the captions generated by the other three models (Figure 3-5) were 
long sentences compared to Xception with optimization. We can infer from the experiment that 

when the sentences are long, the more probable to make mistakes. In most situations, we found 

that the short sentences are sufficient to explain an image, whereas lengthier sentences frequently 
contain duplicate information and grammatical errors. The main challenge was to reduce the loss 

in Xception models, and after using the optimizer, the loss decreased. Yet, it remained higher 

than the loss obtained in VGG16 before optimization (see figure 7). Hence, we observed that 
when the number of the Epoch is increased, the number of loss models will increase in the 

Xception models due to the small size of the dataset. 
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Figure 3. VGG16 Before Optimization 

 

 
 

Figure 4. VGG16 After Optimization 
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Figure 5. Xception Before Optimization 

 

 
 

Figure 6. Xception After Optimization 
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Figure 7. Testing Loss Curve for Xception Before and After Optimization. 

 

6. CONCLUSION  
 

In this study, we used an encoder-decoder framework that been used in the previous studies. We 
evaluated two different encoder models for the purpose of comparing the VGG16 and Xception 

encoder models. So far, no study has been published comparing these two models which will help 

researchers figure out which model is outperforming the other. The outcome of the comparison 
shows that the Xception model, when implemented adam algorithm, will generate the most 

accurate caption compared to the other three models. Moreover, the study attempted to use 

Flickr8k open-source datasets. Despite the precise caption achieved, there is still a need for a 
larger dataset. A large dataset will enhance the model’s performance. 
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ABSTRACT 

 

In quantitative remote sensing, missing values classified as outliers occur frequently. This is due 

to technical constraints and the impact of weather on the efficiency of instruments to collect 

data. In order to deal with these missing values, we offer an Outlier-Search-and-Replace (OSR) 

algorithm that uses spatial and temporal information for the detection and reconstruction of 

missing data. The algorithm searches for outlier in the data and reconstruct by finding the best 

possible match in spatial locations. 
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1. INTRODUCTION 

 

The temperature of the terrestrial surface is an essential indicator of the state of the atmosphere. 

This is extensively used in a wide range of environmental applications, including agriculture. 
Conditions in the atmosphere have a significant impact on the ability of remote sensing sensors to 

gather information. For gathering information on the atmosphere, ocean, and land surface, these 

instruments are the most often used way of data collection.  Outlier Search and Replace (OSR)  is 
a technique for detecting and reconstructing outliers in land surface temperature data that is 

presented in this article. Land surface temperature data from the Moderate Resolution Imaging 

Spectroradiometer (MODIS) collected in January 2018 is being used for the experiments. The 
results show that the suggested approach, which takes advantage of both spatial and temporal 

information, works well when it comes to detecting and reconstructing missing land surface tem- 

perature information. 

 
The remainder of the paper is arranged in the following manner. Section 2 discusses the work that 

is related to it. Section 3 of this work provides a detailed discussion of the outlier identification 

and reconstruction method that has been proposed in this study. Section 4 summarises the results 
of experiments conducted using the OSR model. In the end, Section 5 presents the conclusion. 

 

2. RELATED WORKS 

 

The remote sensing platforms are comprised of the equipment or vehicles that are used to collect 
data from the field. The earth observation data is highly complicated and susceptible to inaccura- 

cies due to the way it is collected [1]. One of the characteristics of the sensors installed is the time 

of image accusation, the distance between the object and the sensor, the interval between image 
accusation and image location, and the range of coverage. The missing values are classified as 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N13.html
https://doi.org/10.5121/csit.2022.121317
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outliers in this study. There are many different types of missing information, which can be broadly 
classified into the following categories: 

 

 Sensor Malfunction 

 Cloud Obscuration 

 

Anomalies introduce outlier in the form of malicious data which is inconsistent with respect to 
rest of the data. The Figure 1 demonstrates the presence of outliers. 

 

Sensors play a vital role in remote sensing information gathering. The failure of which leads to 
missing information. For example 15 of 20 detectors in MODIS Aqua band 6 give malicious 

readings [2].  Typical  example of missing data recovery caused by sensor failure is presented  by 

[3]. Sensor malfunction leads to the phenomenon of striping in remote sensing images. An 
example of striping in a remote sensing images is shown in Figure 2 [4]. 
 

 
 

Figure 1. Illustration of Anomaly 

 

 
Figure 2. Stripping in Remote sensing imagery 

 
Cloud covers hinders the information captured in remote sensing images which greatly reduces the 

data usability in subsequent application. At one time, 35% of earth surface is covered by clouds [5] 

and if an individual country is considered, e.g Canada has 50% to 80%of its land is covered with 

cloud in the morning [3]. Landsat ETM+ scenes are 35% contaminated by clouds which amounts 
to significant loss of data [6] 

 

Detection of outlier and reconstruction is mainly classified into four categories [3, 5, 7] 

 
 Spatial Based Methods 

 Spectral Based Methods 
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 Temporal Based Methods 

 Hybrid Methods 

 
Image inpainting is the essence of spatial based methods. These are many traditional methods of 

image reconstruction used in the area of remote sensing and computer vision. In image inpainting, 

it usually assumes the fact that the missing information shares similar geographical features and 

fills the information gaps with this idea [8]. No Auxiliary images are required for spatial meth- 
ods [9]. Spatial methods follows the correlation between local and global information of the image 

to fill the information gap but as the reference data is not large, spatial methods are mainly suitable 

for reconstruction of small missing areas and results are not guaranteed for complex terrain. 
 

Spectral bands in remote sensing imagery are correlated and the information from another band 

can be utilized to reconstruct the missing information which overcomes the lack of prior infor- 
mation problem in spatial based methods. When hyper spectral or multi-spectral images have 

missing information, they both have bands with complete and missing information so the idea is 

to utilize the bands with complete information to reconstruct missing information by establishing 

a correlation between the bands. Spectral methods also known as multi-spectral-complementation 
methods [10]. For example Aqua MODIS has repeated patters of black strips in its imagery due 

to sensor malfunction in band 6. The solution to this problem was first proposed by [2] in which 

auther states that Aqua MODIS band 6 and 7 are correlated with coefficient of 0.9821 and 0.9777. 
Therefor missing information in band 6 can be recovered from highly correlated band 7. 

 

Thick cloud cover causes all the spectral bands to be contaminated and have missing information 
in them and also the defective sensors may cause missing information in all the bands for a particu- 

lar spot. Therefor spectral methods become useless as they are based on spectral correlation which 

is destroyed after all the bands have missing information. At this point, temporal based methods 

comes into play. As the clouds are continuously moving and data can be acquired for same region 
at some other time interval. Determination of time interval is a tricky part in this method as if time 

interval is large, it will be effected by land cover change, but if land cover is small it will have over- 

lapping clouds in two time slots. Lots of work has been done by researchers in temporal based 
methods, for example [11]presented a method using local linear histogram matching (LLHM) 

which required high quality data to function but it ends up giving poor results for heterogeneous 

landscape [12–14] proposed algorithms to improve radiometric consistency of multi-temporal im- 

ages for heterogeneous land. 
 

Temporal methods outperform all other methods but due to the limitation of amount of land cover 

change, temporal methods under-perform. Spatio-temporal fusion based method use data fusion 
from multiple sources to overcome this limitation. Instead of using one reference image [15] used 

two reference image in close dates to the target cloudy image. The errors produced by temporal 

methods due to significant land cover changes are avoided by this idea. This method further uses 
a residual correction strategy to improve spectral similarity between recovered area and 

remaining cloud free region. Spatial , temporal and spectral method discussed earlier have 
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their own strength and weaknesses, STS methods are developed by considering the strengths of 
all these methods to reconstruct missing information much more efficiently and accurately. [4] 

came up with a unified model called as spatial-temporal-spectral (STS) model based on deep  

convolutional neural network. The model not only solve the problem of dead lines in MODIS 

band 6 but also solves corrector-off problem in Landsat Enhanced Thematic Mapper imaging. It 
is also able to remove thick clouds and shadows using multi-source data. The method establishes 

a mapping between missing data and complete data with auxiliary data using a deep CNN. The 

model uses a residual output to learn the relation between different auxiliary data. These methods 
are also known as hybrid methods [3]. Missing LST data reconstruction for clear sky conditions 

can overestimate as compare to the reconstructed data under cloudy conditions [16]. While there 

is a limitation, there is till enough research gap to produce high quality reconstructed land surface 
temperature data. The author in [17] proposed a robust gap filling method by fusing MODIS  and 

VIIRS LST data. Most algorithms presented in the literature uses one auxiliary image for 

reconstruction of data. Our algorithm uses auxiliary information from multiple sources as well as 

multiple days to detect and reconstruct missing values. 
 

3. MODEL 

 

3.1. Dataset 
 

MODIS LST provides observations for daytime and nighttime. These images are taken from 

MYD11A1 and MOD11A1 which are MODIS LST products. MOD11A1 is captures data at 
10:30AM and PM while MYD11A1 captures data at 01:30AM and PM. The image shown in 

Figure 3 shows data from January 1st 2018 to January 5th 2018 from both the MODIS products. 

There is high correla- tion between the data from two MODIS products [18] which indicates that 
temporal information from similar or multiple satellite product can be used effectively for 

detection and reconstruction of missing data. The raw data from MYD11 and MOD11A1 is 

downloaded (https://modis.gsfc.n asa.gov/data/dataprod/) and true color images are obtained by 

processing in ArcGIS with yellow color depicting the missing values. 
 

3.2. Study Area 
 

The dataset is collected from Moderate Resolution Imaging Spectroradiometer (MODIS) and Bei- 

jing–Tianjin–Hebei Figure 4 region is selected for initial experimentation. The target area has been 

used on numerous occasion for various remote sensing applications. The area is approximately 

218000km2 and is located close to the Northwest Pacific Ocean.  
 

 
 

Figure 3. MODIS Input Image Series of 4 Days 
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Figure 4. Beijing–Tianjin–Hebei Spatial Location [19] 

 

3.3. Outlier Detection 
 

Region of interest (ROI) of size MXN is selected which contains missing values to be detected 

and reconstructed. Once ROIw is selected, the same region of interest is selected on all the input 
images to form a mosaic of temporal information as shown in 

 

 
 

Figure 5. Image MOSAIC of M X N windows 
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Each image slice represent data from one day. Data for each day could be from a different satellite 
as well with similar temporal and spatial information which makes this algorithm efficient in order 

to detect and reconstruct missing values. 

 

Dynamic time warping compares each pixel of image mosaic from ROIw using Equation (1) to 
form a series of distance values. 

 

Cd, Dd    = DTW (IiP (j,k), Ii+1P (j,k), )               (1) 
 

P (j, k) is the pixel value at location j, k in each successive day input image region of interest 

ROIw.  Dd  holds distance values between pixels of each successive image slice and Cdholds   the 

coordinate of each pixel being compared. As there is high correlation between the temporal LST 

values of same region in successive days as well as spatial information of data from same satellite 
as well as multiple satellite [17]. A linear distance curve is formed when pixel values are correct 

but whenever there is a missing value in the image, the distance value is very high indicating 

anomaly. These values are identified and located as outliers based on a threshold value Th and 

reconstructed in the next section. The threshold value Th is currently being obtained by 
experimentation by comparing true pixels and known outliers. 

 

3.4. Missing Data Reconstruction 
 

Once the location of the outlying values Cdo are identified. The reconstruction process begins. 

The algorithms traverses through the list of distance values Ddo at outlier location Cdo in all tem- 

poral image slices in mosaic and finds a pixel value with least distance value using Equation (2). 
 

Dd   = Min(CD, DD ) for  1 ≤  R ≤ N           (2) 

 

CD in Equation (2) gives the location of the pixel PCD with lowest distance Dd between pixel of 

image slices in mosaic at location similar to outlier Cdo . The pixel PCD is taken as reference pixel 

to reconstruct the outlier. 
 

Now a 3X3 window Wo is taken around the location of outlier and the reference pixel PCD is 

compared using Equation (2) with the neighboring pixels of the outlying value in Wo. The pixel 
which is at the lowest distance from the reference pixel is copied at the outlier location. This al- 

gorithm is similar to spatial reconstruction of missing values but in this case temporal information 

is also being utilized to identify the outliers. 

 

4. RESULTS 

 

The images in Figure 3 are used as input to test the accuracy of the algorithm. Outliers were 

introduced randomly in the input window of M X N Once the reconstruction process is complete, 
the reconstructed values are compared with original values before the outliers were introduced. 

The results are shown in Table 1. The matches show the number of pixels whose values were 

remained same after the reconstruction and non matches shows number of pixels whose values 

were different after the reconstruction process which algorithm is finding the best possible match 
by looking at spatial information in the image. 
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Table 1. Window Size and number of Random outlying Pixels 

 
 

Window Size Number 

liers 

of Random Out- Matches Non Matches 

4 X 4 5    1 5 

6 X 6 10    0 10 

8 X 8 15    7 8 

10 X 10 32    24 9 

15 X 15 62    21 41 

 

The actual image and reconstructed image were compared using Equation (1) and based on 

matches and non matches and average distance between each of the reconstructed and original 

pixel value is shows in Figure 6. The average distance was calculated by adding the distance 
values between actual pixels and reconstructed pixels and dividing by number of respective 

outliers for window sizes. 

 

 
 

Figure 6. Average Distance between Original and Reconstructed value 

 

The Figure 7 shows pair of image from a-b with input image with outliers and reconstructed 
image. 

 

5. CONCLUSION 

 
The proposed algorithm for outlier detection and reconstruction in remote sensing makes use of 

both spatial and temporal information, and as a result, it is referred to as a hybrid algorithm of 

outlier detection and reconstruction in remote sensing. In order to maximise efficiency in terms of 

exploiting auxiliary information, the algorithm can make use of temporal information from similar 
resources as well as from numerous resources at the same time which makes it very flexible. 
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Figure 7. Outlier and Reconstructed Image Pair 
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ABSTRACT
When archiving and preserving CD-ROMdiscs, data sectors are often read in a so-called “scrambledmode”
before being unscrambled and further processed into a standard disc image. Processing of scrambled data
into a standard disc image is potentially lossy, but standard disc images exhibit greater software com-
patibility and usability compared to scrambled data. Consequently, for preservation purposes, it is often
advantageous to store both the scrambled data and the corresponding standard disc image, resulting in
high storage demands. Here, a method that enables compact storage of scrambled data alongside the cor-
responding (unscrambled) standard CD-ROM disc image is introduced. The method produces a compact
representation of the scrambled data that is derived from the standard disc image. The method allows for
storage of the standard unscrambled disc image in unmodified form, easy reconstruction of the scrambled
data, and a substantial space savings compared standard data compression techniques.

KEYWORDS
compact disc, compression, data archival, data preservation, scrambled

1. INTRODUCTION
In recent years, there has been increased interest in archiving and preserving software and other
data produced during the previous years of computing, with especially strong interest in the archival
and preservation of video games data [1–4]. Much of the work to archive and preserve such data
has historically been accomplished through community efforts [2], in which a community of users
work to first extract data from aging storage media (a process called dumping or imaging) and then
preserve the extracted data by storing copies of it on modern storage media. The resulting data is
often called a dump, image, or disc image [5]. Because the goal of these archival and preservation
projects is to preserve the dumps over a long period of time, such dumps are typically stored on
multiple media and/or in multiple locations as required for long term data storage. As such, the
data storage requirements for preservation communities may grow very large, especially when
dumping large media such as compact disc read-only memory discs (often denoted CD-ROMs or
simply CDs), the preservation of which is the focus of this work.

Dumps are typically stored in a standard format, with the specific standard used decided upon by
the community. Usage of a standard format guarantees that all community member’s dumps are
in the same format, ensuring high software compatibility for each dump and enabling easy com-
parison between dumps from different community members via standard file hashing algorithms.
In some cases, the process of dumping a medium produces two sets of data: the final dump in the
standard format, and the intermediate data that is processed into the final dump. Unlike the final
dump, the intermediate data is often in a format that has relatively narrow software compatibility
and may be difficult to compare between community members. However, both the final dump and
the intermediate data have potential importance in preservation. While the final dump is important
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because it allows easy comparison of dumps between community members and has wide software
compatibility (e.g., with emulators and disc image processing software that enables exploration
and study of the data), the intermediate data is important because it may contain data that, due to
limitations of the standard used for final dumps, is not included in the final dump. E.g., in Sec-
tion 2.3, we describe in detail how data may be lost when CD-ROM dumps are processed from the
often-used intermediate scrambled data into the standard unscrambled disc image used for final
dumps. Thus, for the case of CD-ROM dumps, there is a need for community members to store
both intermediate data and final dumps, imposing even greater storage requirements on top of the
already demanding storage requirements of CD-ROM archival and preservation.

The primary contributions of this work are (1) a novel method for compactly storing the interme-
diate scrambled data alongside the final dump when archiving and preserving CD-ROM discs, and
(2) a study of the space savings afforded by our method compared to naively storing the interme-
diate scrambled data. Our method can help ease the storage requirements of the CD-ROM preser-
vation community. Our method works by attempting to reconstruct the intermediate scrambled
data from the unscrambled final dump and then creating a binary diff between the reconstructed
intermediate data and the original intermediate data produced during the dump.

The remainder of this work is organized as follows. Section 2 provides details about data storage
on CD-ROM and the file format used for CD-ROM disc images are presented, including details
about scrambling and why some data may not be preserved when the final dump is built from the
scrambled intermediate data. Section 2 also presents some details about how scrambled data is
dumped from CD-ROM discs, and why it is valuable to do so. Section 3 describes our method
for compactly preserving the scrambled data alongside the unscrambled final dump. Section 4
describes the experiments performed to analyze the space savings of our method and the results
of those experiments. Section 5 concludes the work.

2. BACKGROUND
This section presents some background details about how data is stored on CD-ROMs, why and
how such data is scrambled, why there is value in dumping / preserving the scrambled data, and
why it may be the case that there is data present in the (intermediate) scrambled data that is removed
when a dump is converted from its scrambled form into a standard (unscrambled) image file (i.e.,
the final dump).

2.1. Data storage on CDs / disc images
In this section, we present some necessary background details about how information is stored on
CDs and in CD disc images / dumps. Note that, because the CD specifications are quite lengthy and
complex (e.g., as partially seen in [6]), we present here only enough details to aid understanding
of this work. Additionally, our focus here is on the way that CDs are presented at the software
level when such discs are read by standard, widely available computer optical disc drives (such
as those used for dumping CDs). CDs also contain a large amount of other data (e.g., [7], [8]) at
the physical layer that is not exposed / accessible at the software level by such drives and is thus
outside the scope of this work and not discussed here. Since our focus here is on archival and
preservation, we also assume that discs will be read in a mode that returns the most data possible
from the disc. There exist reading modes that discard some error detection and correction data
when reading from discs [9], but we assume those reading modes are not being used here.

Compact discs are divided into sectors, and each sector contains 2352 bytes. (N.B., there are some
additional bytes present in the so-called subchannels, but we do not make use of these subchannels
in this work.) When the contents of a CD are dumped and stored in a standard disc image, the disc
image simply contains the 2352 bytes of every sector contained on the CD (starting with the first
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sector). Thus, the logical format of CD sectors presented in this section also applies to CD disc
images. (N.B., CD disc images often contain, in addition to the file that holds the sector data,
other files that are used to store metadata, but we do not make use of these other files / data in this
work.)

Originally, compact discs were designed for storage of stereo audio at a 16-bit sampling resolution
and a 44.1Khz sampling rate, and thus 75 sectors represents 1 second of audio [9]. When storing
data within a sector, the sector is divided into a number of fields. The first 12 bytes (bytes 0
through 11) of the sector are used to store the sync field value of 00 FF FF FF FF FF FF FF FF FF
FF 00 hexadecimal. The remaining fields store the sector address and mode (collectively called
the header field), user data, error correction (ECC) and detection (EDC) data, and other items.

The presence of a regular bit pattern (i.e., many more bits with a value of zero than one, or vice
versa) on the physical disc is problematic for the CD decoding hardware within the optical disc
drive [6]. Because such sequences may naturally occur in data, before each data sector is stored on
the disc surface, the data sector is subjected to a process known as scrambling. In the scrambling
process, each byte within the sector, except the 12 bytes that comprise the sync field, is XORed
with the corresponding byte in a standardized scrambling table. The byte values contained in the
scrambling table are designed to, when XORedwith the sector data, avoid problematic bit patterns.
The algorithm used to generate the scrambling table is standardized and described in various stan-
dards documents (e.g., [6]). This scrambling process is reversible by simply performing the same
XOR a second time, and thus data is easily scrambled before the sector is written to the disc (to
avoid the problematic bit patterns) and unscrambled when the sector is read from the disc (to return
the data to its original state).

2.2. Reading scrambled data
When a sector is read from aCD using a standard optical drive, a sequence of 2352 bytes is returned
by the drive. If the optical drive is instructed to read the sector in data mode, the optical drive
(typically) automatically (1) unscrambles the data and (2) performs error detection and correction
using any EDC / ECC bytes present within the data sector. Finally, the drive returns a sequence
of 2352 bytes representing the unscrambled, error-corrected sector starting at the 12 byte sync
field. In contrast, if the drive is instructed to read the sector in audio mode, the drive does not
attempt to perform unscrambling or use any EDC / ECC bytes within the sector prior to returning
a sequence of 2352 bytes representing the audio sector. In the case of reading in audio mode, the
sequence of bytes returned by the optical drive typically does not begin exactly at the start of the
sector. Instead, the data returned by the drive is offset by some number of bytes from the true
start of the sector, with the offset amount depending on the specific optical drive model used. This
audio offset has been studied widely within the optical disc archival community (e.g., [10], [11]).
In addition to the audio offset exhibited by the specific optical disc drive used, some otherwise
identical discs exhibit different audio offsets due to variations in manufacturing (often called the
factory offset or write offset) [10]. These offsets complicate the process of archiving discs and
comparing dumps between different community members / different copies of a disc, especially
for discs containing both data and audio sectors (where it may be necessary to manually correct
the difference in offsets between the two types of sectors [12]).

In general, optical disc drives refuse to read audio sectors in data mode (or vice versa), as this is
the behavior required by the standard optical drive reading commands [9]. However, some optical
drives are able to read both data and audio sectors in audio mode [13], bypassing the drive’s data
sector processing logic. This ability to read data sectors in audio mode (sometimes called scram-
bled mode [14]) is useful for multiple reasons. First, it ensures that the drive returns both audio and
data sectors using the same offset, obviating the need for users to manually correct the offset dif-
ference between audio and data sectors. Second, it bypasses the optical drive’s data unscrambling
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(a) Scrambled

(b) Unscrambled

(c) Final dump

Figure 1: Snippet of a sector from the game Rune [16] as seen in a hex editor (left shows raw
byte values, right shows text given by those bytes). The highlighted portion of the scrambled
intermediate data of the sector (shown in (a)) contains a string of text that can be seen clearly
when the sector is unscrambled (shown in (b)). Because the sector contains intentional EDC/ECC
errors, the string of text is removed when the sector is converted into the final dump (shown in
(c)).

and error correction logic. This is useful because some discs contain data sectors with intentional
EDC/ECC errors (often called error sectors) as a form of copy protection [15], and bypassing the
optical drive’s error correction logic allows these error sectors to be processed in software with
minimal modification by the drive’s error correction logic. The community-developed DiscIm-
ageCreator software [14] uses scrambled mode for CD dumping and is capable of automatically
correcting for offsets and dumping CDs containing a wide variety of copy protection schemes.

2.3. Converting from scrambled data to the final dump
While reading data in scrambled mode is useful for CD archival, the scrambled mode data has
relatively limited software compatibility and, because the optical disc drive does not use any error
correction to verify / correct errors when data sectors are read in scrambled mode, the scrambled
data may contain undetected errors. Consequently, the community-dictated standards typically
used for preserving and comparing CD disc images require that the data sectors be further pro-
cessed and stored in unscrambled form for the final dump. Thus, the scrambled mode data is an
intermediate format. Building the final dump requires that the scrambled data be unscrambled. In
addition, any EDC/ECC data is verified during build of the final dump. According to the com-
munity standards, for any sectors containing EDC/ECC errors (intentional or otherwise), all bytes
except the sync field and header field are replaced with the hex sequence 0x55 [17]. This dummy
sector standard has a number of benefits for the community, including (1) it matches the behav-
ior of software previously used for archival of optical discs [12], ensuring that dumps made with
newer software match those dumps made with older software, (2) it makes it possible to easily
match dumps between users even in the case of discs with intentional errors by making the byte
values in error sectors consistent between dumps, and (3) it was previously assumed that error
sectors do not contain any useful data [18], and it was thus believed to be the case that there is no
harm in replacing the data in such sectors.

The assumption that error sectors do not contain any useful data has been found to be incorrect
for some discs [18]. For example, some copies of the PC video game Rune [16] have hidden text
data stored inside of at least one error sector [18]. This hidden text string is present (in scrambled
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form) in the intermediate data, but it is destroyed when the intermediate data is processed into the
final dump, as shown in Fig. 1. Because as much data as possible should be preserved for archival
purposes, it is thus necessary for community members to preserve both the intermediate data and
the final dump, and, because the intermediate data and the final dump are each equal to the total
size of the disc being dumped (i.e., they both contain all the sectors on the disc), this requirement
essentially doubles the data storage requirements for each CD-ROM disc dumped (compared to
storing only the final dump).

3. METHOD
In this section, we introduce our method to compactly store the intermediate scrambled data along-
side the final dump when preserving CD-ROM discs. To ensure that the convenience of the final
dump is not lessened when our method is applied, our method leaves the final dump unmodified
and converts the intermediate scrambled data to a more compact form. This compact form can
easily be used to fully reconstruct the original intermediate data.

Our method takes advantage of the fact that, for data sectors in which no EDC/ECC errors are
present, the unscrambling process is exactly reversible, and such sectors can be rescrambled from
the final dump into a byte sequence identical to the corresponding sector in the intermediate data.
In contrast, for sectors in which EDC/ECC errors are present, the sectors are replaced with dummy
sectors in the final dump (as noted in Section 2.3), and, consequently, the intermediate data for
these sectors cannot be reconstructed by rescrambling the final dump. Thus, to preserve the inter-
mediate data alongside the final dump, our method’s compact representation of the intermediate
scrambled data stores the intermediate data only for those sectors that cannot be exactly recon-
structed from the final dump (i.e., sectors with EDC/ECC errors). Because it is typically the case
that the vast majority of data sectors on a CD-ROM do not have any EDC/ECC errors, our method
assumes that most data sectors can be exactly reconstructed into their intermediate format. (Our
method also works for discs with a large number of EDC/ECC errors, though the space savings
will be reduced.)

In the following two subsections, we describe how our method creates the compact representation
of the intermediate data and how our method recreates the intermediate data from this compact
representation, respectively.

3.1. Creating the compact representation
To create a compact representation of the intermediate data from the final dump, our method works
in two phases. The first phase creates an approximate reconstruction of the intermediate scrambled
data from the final dump. For convenience, we use ϵ to denote the file containing the original
intermediate data produced during the dump and ϵ̂ to denote the file containing the approximately
reconstructed intermediate data. For this phase, the input to our method is the disc image file
containing the final dump, denoted ω, and the output is ϵ̂. This first phase works as follows. For
each sector in ω, the sector is first checked to see if the first 12 bytes of the sector contain the sync
field value. If the sync field value is not present, the sector is assumed to be an audio sector, and
the sector is copied unmodified into ϵ̂. If the sync field value is present, each byte in the sector
(excluding the 12 bytes in the sync field) is XORed with the corresponding byte in a table of the
2340 scrambling values (denoted T) and then written into ϵ̂. (Note that, because the first 12 bytes
of the sector are not scrambled, the 13th byte of the sector is the first byte that is scrambled, and
it is scrambled by XORing with the 1st byte of T.) This scrambling table is generated from the
algorithm given in [6]. This process is performed for each sector present in ω. Upon conclusion
of the first phase, ϵ̂ contains an approximate reconstruction on the intermediate data.

The second phase uses the xdelta3 binary diff software [19] to encode the differences between ϵ and
ϵ̂ into a new diff file, denoted∆. Because, in phase 1, most sectors are exactly reconstructed from
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Algorithm 1: Creating ∆ from ω via ϵ̂
Data: T
Input: ϵ, ω
Output: ϵ̂, ∆
foreach 2352 byte sector s in ω do

if first 12 bytes of s equal sync field value
then

// data sector, XOR with T
for i← 12 to 2351 do

// XOR byte i of s with byte i− 12 of T
s[i] = s[i]⊕ T[i− 12]

end
// copy scrambled s into ϵ̂
copy s into ϵ̂

else
// audio sector, just copy into ϵ̂
copy s into ϵ̂

end
end
// Now that ϵ̂ is constructed, use xdelta3 to diff ϵ̂ and ϵ, giving ∆
∆← output of “xdelta3 -e -9 -s ϵ̂ ϵ”

the final dump into their intermediate form, ϵ and ϵ̂ typically differ in relatively few byte positions
(as few as 0 byte positions may differ), and, as a result,∆ is typically substantially smaller than ϵ.
And, because the output of xdelta3 is∆, a binary diff file that can be used to reconstruct ϵ from ϵ̂,
and, because ϵ̂ can be reconstructed from ω, just the binary diff file ∆ is sufficient to reconstruct
ϵ from ω. Thus, ϵ can be discarded and the smaller ∆ kept instead. Note that this approach to
encoding ϵ from ϵ̂ is robust, because, even if some of the sectors were processed incorrectly when
ϵ̂ was created in phase 1,∆ still contains the necessary information to rebuild ϵ from ϵ̂. That is, as
long as phase 1 results in a ϵ̂ that approximately reconstructs ϵ at most byte positions, ∆ will be
smaller than ϵ. (We study the amount of space savings achieved by our method in Section 4.)

The pseudocode for both these phases is shown in Fig. 1.

3.2. Recreating the intermediate data from the compact representation
To reconstruct the intermediate data from the final dump, our method again works in two phases.
The first constructs ϵ̂ from ω, and this phase is identical to the first phase described in the previous
section. The second phase uses xdelta3 to reconstruct ϵ using ∆.

The pseudocode for both these phases is shown in Fig. 2.

4. EXPERIMENTS AND RESULTS
In this section, we describe our experiments to evaluate the space savings of our method (compared
to naively storing the intermediate data, with and without compression, alongside the final dump)
and the results of those experiments.

4.1. Experiments
To study the space savings of our method, we first selected and dumped four CD-ROM discs using
DiscImageCreator. As previously mentioned, DiscImageCreator dumps using scrambled mode,
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Algorithm 2: Recreating ϵ from ω via ϵ̂ using ∆
Data: T
Input: ∆, ω
Output: ϵ̂, ϵ
foreach 2352 byte sector s in ω do

if first 12 bytes of s equal sync field value
then

// data sector, XOR with T
for i← 12 to 2351 do

// XOR byte i of s with byte i− 12 of T
s[i] = s[i]⊕ T[i− 12]

end
// copy scrambled s into ϵ̂
copy s into ϵ̂

else
// audio sector, just copy into ϵ̂
copy s into ϵ̂

end
end
// Now that ϵ̂ is constructed, use xdelta3 to apply ∆ to ϵ̂, giving ϵ
ϵ← output of “xdelta3 -d -s ϵ̂ ∆”

producing both scrambled intermediate data and a final unscrambled dump. We then, for each of
the four discs, used our method to generate the compact representation (i.e.,∆) of the intermediate
scrambled data. Finally, we compared the size of the compact representation generated by our
methodwith the size of the original scrambled data from the corresponding final dump. In addition,
we compared the size of our compact representation with the size of the intermediate data when
it is compressed using 7-Zip’s “Ultra” mode [20]. To compare sizes, the space saving, denoted k,
was calculated from the new size (i.e., the size of the 7-Zip compressed file or∆) and the original
size (i.e., the size of the original scrambled data) according to

k = 1− New Size
Original Size

. (1)

Thus, k is equal to 0 if the new size and original size are equal (i.e., when there is no space savings)
and increases as the amount of space savings goes up.

The four discs dumped, denoted D1, D2, D3, and D4, were selected such that they represent a
variety of possible disc types that may be input to our method. D1 contains data sectors only and
does not contain any intentional error sectors. D2 contains both data sectors and audio sectors and
does not contain any intentional error sectors. D3 and D4 both contain data sectors only, and both
contain intentional error sectors.

4.2. Results
The results are summarized in Table 1. There, the original size and number of error sectors are
shown for each disc. In addition, the size of the 7-Zip compressed scrambled data is shown and
the size of ∆ when the scrambled data is compacted according to our method is shown. Finally,
the space savings value k is shown for both 7-Zip and our method.

As can be seen in the table, our method achieves a much higher space savings value compared to
7-Zip. As seen here, because the scrambling process helps to ensure that data has similar numbers
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Disc Original Size No. Err. Sec. 7-Zip Size Our Method Size 7-Zip k Our Method k
D1 493,146,192 0 459,200,084 1,718 0.069 0.999
D2 752,425,968 0 580,962,585 2,612 0.228 0.999
D3 788,886,672 585 661,481,962 1,261,927 0.161 0.998
D4 830,822,832 583 828,265,184 1,297,480 0.003 0.998

Table 1: Results of our method and 7-Zip Ultra compression on the four discs. All sizes in bytes.

of bits with values of 1 and 0, the scrambled intermediate data has a high level of entropy and
typically does not compress well via standard compression algorithms. In contrast, our method
exhibits a very high space savings.

5. CONCLUSION
In this work, we introduced a new method for compactly storing intermediate scrambled data
alongside final dumps. Our method takes advantage of the fact that the intermediate scrambled
data can be approximately reconstructed from the final dump. Our method first builds an approxi-
mate reconstruction of the scrambled intermediate data from the final dump, and then encodes the
differences between the approximate reconstruction and the actual intermediate data.

Our method achieved a substantial space savings increase compared to storing the intermediate
data without compression and compared to storing the intermediate data using 7-Zip’s Ultra com-
pression. Thus, we believe our method will prove useful for easing the data storage burden en-
countered by those archiving and preserving CD-ROMs.
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ABSTRACT 
 

Phishing is a form of cybercrime and a threat that allows criminals (‘phishers’) to deceive end-

users in order to steal their confidential and sensitive information. Attackers usually attempt to 

manipulate the psychology and emotions of victims. The increasing threat of phishing has made 

its study worthwhile and much research has been conducted into the issue. This paper explores 

the emotional factors that have been reported in previous studies to be significant in phishing 

victimization. In addition, we compare what security organizations and researchers have 

highlighted in terms of phishing types and categories as well as training in tackling the 

problem, in a literature review which takes into account all major credible and published 

sources. 
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1. INTRODUCTION 
 

Phishing is a kind of social engineering attack that is used to steal an individual’s data, including 
personal identification details, credit card numbers or any other credentials. This activity occurs 

when a phisher pretends to be someone who is a trusted individual and persuades a victim to open 

a certain email or a message. When a victim opens such a communication, his information can be 
hacked/leaked and made available to the email/message sender. McAlanay and Hills described 

phishing as a social engineering tool or a threat that causes a risk to cyber security [3]. They 

further highlighted that phishing emails or messages are based on the assertion of some urgency 

or threat where an attacker or phisher causes a victim to become blackmailed having been 
encouraged to respond to the email or message accordingly [3]. According to Shaikh et al., 

phishing is a serious threat in the cyber world that is causing billions of dollars of losses to 

internet users through the use of social engineering and technology by gaining access to their 
financial information [4]. In phishing, the attacker sends spoof emails to the internet user which 

deceives victims and causes them to disclose their sensitive and confidential data [4]. 

Consequently, from an analysis of the relevant research based on the common elements which 

have been identified, one can define phishing as a cyber threat which, due to the deployment of 
social engineering techniques and technological means, leads to messages and emails being sent 

to internet users resulting in the retrieval of personal information about victims, hence causing 

them monetary or other damage through the leaking of information. 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N13.html
https://doi.org/10.5121/csit.2022.121319
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In this research, the aim is to identify human factors, and specifically emotional variables, which 
lead to a higher probability of phishing victimization. This problem has been discussed in various 

studies, and so the method employed in this paper is to analyse the literature review and 

secondary research in order to highlight the emotional factors which play a significant role in 

phishing victimization, as well as comparing how security organizations define and address 
phishing and provide advice on how to avoid becoming a victim. 

 

2. OVERVIEW OF PHISHING  
 
Phishing is a relatively new concept which was first employed in the late 1990s, and in the past  

years there has an increasing trend of damage caused by phishing. Rather than simply the 

deployment of technical expertise to attempt to successfully compromise system security, 

phishing can also be defined as a semantic attack that uses social engineering tactics to persuade 
internet users to disclose their private and confidential information such as login credentials, 

social security numbers, and bank account details. Phishers most commonly use an e-mail which 

includes an embedded hyperlink with a message either sharing some threat, such as a warning 
message about account closure, or reporting positive news, for example hinting at an unclaimed 

reward, to attract a potential victim. When a person clicks on the malicious link, it leads to a web-

based form that mimics those of valid and authentic websites asking a user to enter login 
credentials. Once added, such information is then used to compromise network security and thus 

sensitive information reaches the phisher. When phishers have retrieved sensitive information 

from victims, they can then either sell the information, open bank accounts, or even steal the 

victim’s money. Such phishing attempts are believed to be the ‘vector of choice’ among 
cybercriminals. 

 

The Anti-Phishing Workgroup has discovered up to 40,000 phishing websites per month, 
targeting almost about 500 unique brands; however, the US Department of Defense and the 

Pentagon have reported more than 10 million phishing attacks each day, which is clearly a huge 

number [4][6]. However, Harrison also highlighted the fact that the success rate of phishing 
attacks is never 100% and often varies between 30-60% [4][6]. This research study aims to 

explore what makes these attempts successful, focusing on the emotional factors that may lead 

users to share confidential information with someone unknown to them. 

 

2.1. Types of Phishing According to Research and Security Organizations 
 

Researchers and the security sector have listed various types of phishing through which the 
phishers target internet users. In a paper entitled ‘Fifteen years of phishing: can technology save 

us?’ Furnell et al. highlighted four major types: spear phishing, clone phishing, whaling, and bulk 

phishing [3][5]. In spear-phishing, specific individuals or companies are targeted using a tailored 
message. In this type of scam, the attacker is more likely to have some background information 

about the target, based on which the message that is created becomes more convincing and 

successful in deceiving the recipient. Therefore, users become more likely to be targeted and lose 
their confidential information. Meanwhile, clone-phishing attackers make use of a valid email 

that contains a URL or attachment and retain the content of the actual message. However, the 

embedded link or attachment is replaced with a malicious file so that the original sender is 

spoofed due, for example, to a claim that the email message is an update of an earlier version. In 
contrast, whaling is considered to be a particularly threatening type of phishing where CEOs or 

other senior or high-value individuals in an organization are targeted. Here, the medium used in 

communicating the message is still the email, but in addition similar kinds of threats are also sent 
through ‘vishing’ (voice phishing) and ‘smishing’ (SMS phishing) which are terms used to 

specify threats via voice telephony and text messaging. The final category of bulk phishing 
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occurs when there is no specific target or any tailored message. The approach employed instead 
is to send bulk emails to as many users as possible, and the success of this kind of scam depends 

on such large-scale mailing where a sufficiently large number of recipients mistakenly believe 

that the email is relevant to them [3][5]. 

 
Various security organizations have categorized phishing in different ways, but the forms listed 

overlap with the four major types indicated above. Reports published by the US Federal Trade 

Commission, the Surveillance Self Defense and Get Safe Online groups, and Phishing.org specify 
14 major types of phishing, including: spear phishing, session hijacking, email spam, content 

injection, web-based delivery, phishing through a search engine, link manipulation, vishing, 

smishing, key logging, malware, trojans, ransomware, and malvertising [5–10]. The common 
element in all phishing categorizations provided by security organizations and Furnell et al.’s 

research is the fact that attackers use email, voicemail, or SMS to accomplish phishing [5]. 

Similarly, victims in all types vary from ordinary internet users to specific companies or high- 

profile individuals. In addition, the concepts exploited in all the phishing types overlaps with the 
categories recognized by the security organizations, except for web-based delivery, phishing 

through a search engine and key logging. In web-based delivery phishing, which is also called 

‘man-in-the-middle’ phishing, the attacker is positioned between the customer and the original 
website. Using his phishing system or network, the phisher identifies the confidential information 

of the victim during the completion of a deal between the user and the legitimate website. In the 

case of search engine-based phishing, the user is captured by being (re-)directed to websites 
purportedly offering low-priced products or services. When the user tries to purchase a product 

by adding his credit card details, the data are collected by the phisher. Moreover, key logging 

phishers identify keyboard strikes and mouse clicks performed by a user, and from this 

information they manage to retrieve passwords and other confidential data[3][5]. 

 

2.2. Training and Increasing Awareness 

 
Online safety and the avoidance of all threats that remain present around users is not easy. In the 

case of phishing, this is a specific kind of scam that plays with human psychology and attracts the 

attention of victims using various techniques to cause the damage explained above. Questions 

therefore arise concerning how people can be trained to stay safe from phishing, and publications 
from various researchers and security organizations addressing this issue are compared here in 

order to draw conclusions about how to protect users against the rising threat of phishing. 

 
Jensen et al. considered aspects of training which might mitigate the impact of phishing attacks, 

focusing on the use of ‘mindfulness’ techniques [9][11]. The authors specified that simple 

decision making or mental shortcut methods to avoid phishing are no longer effective, since not 
only are they short-term strategies but also phishers are now very familiar with such models. So, 

the researchers wanted to create an innovative approach to training which teaches internet users 

to develop new mental models and strategies for the allocation of attention when examining 

online messages. Rather than a rule-based approach which repeats multiple rules and cues, the 
training was designed as an exercise to enhance the degree to which users attend to and 

understand the approach being used in the received message; in other words, to promote 

‘mindfulness’ in evaluating the message. The concept of mindfulness here concerns paying 
receptive attention to one’s experience and surroundings so as to improve the ability to 

understand one’s environment along with an enhanced self-regulation capacity and stronger 

behavioural control. Their training module consisted of graphics in addition to text promoting 
mindfulness, and helped provide a better understanding of how to avoid phishing attacks, since 

the graphical representation of concepts is thought to enhance the capacity to acquire information 

leading to better performance in complicated tasks [9][11]. The project aimed to provide 

participants with a blend of mindfulness training techniques and a rule-based approach so that 
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they could respond to phishing attacks more effectively. To test the effectiveness of the training, 
a dummy phishing attack was launched in which the participants were directed towards a 

fictitious website where they were asked to enter their university account login credentials. The 

results indicated that the graphic and text-based training formats was equally successful in 

decreasing participants’ probability of responding to phishing messages in such a way as to 
become victims. However, the approach using mindfulness significantly reduced the likelihood of 

participants responding to the phishing messages, and hence was found to be useful against 

phishing [11]. 
 

Wash and Cooper have also explored the training models that can work best against phishing 

[12]. The researchers indicate that raising awareness among users through facts-and-advice 
training or storytelling models works better in combating phishing, but using professional 

security experts or peers to deliver such training is needed to make it more effective. The 

methodology of the study involved sending 2000 participants phishing emails to gather data 

necessary to assess the effectiveness of the activity. The lessons that could be learned included to 
“type in URLs; don’t click on them” and “look for HTTPS”, that “misspellings can signal fake 

emails” and “phishing is your problem; don’t rely on others to protect you”. In total, 17 lessons 

were compiled from the results of the activities performed. It was found that not all of the lessons 
helped in combatting phishing attacks, but all were considered significant enough to be presented 

to the participants when using the fact-telling approach. Meanwhile, the comparison with a story-

based strategy led to the surprising outcome that the facts-and-advice approach resulted in fewer 
clicks leading to scams when an expert was used for the training, whereas the storytelling 

approach also resulted in lower click rates but only when peers were used rather than experts 

[12]. From the above-mentioned studies it can be concluded that multiple factors may lead a user 

to become caught by a phishing attack, and that appropriate training and education is needed in 
order to be safer.  

 

With respect to the benefits of such education, the conclusions drawn in a study by Chaudhary 
include a number of significant recommendations as follows [13]:  

 

I. Providing any new knowledge in order to be up to date is important, but security 

education should also result in eliminating misconceptions relating to security. 
II. The security education that should be part of a curriculum needs to be up-to-date, and it 

should cover both new technologies, and information about sophisticated phishing threats 

and attacks. 
III. Security education must impart knowledge related to technological and non-

technological attacks and threats. 

IV. The design of curricula for security education should be based on the input of relevant 
stakeholders, including teachers, learners, and IT and security professionals, since their 

experience, skills and knowledge can help in covering a wide range of security-related 

topics.  

V. The adoption of a more interactive way of teaching and learning methods can be quite 
helpful in making both security learning and teaching more interesting and potentially 

effective [13]. 

 
In parallel with academic researchers, many security organizations have also put a lot of 

emphasis on user security against phishing attacks, because its severity can vary from password 

retrieval to stealing money, ultimately causing considerable damage. Among the most prominent 
security organizations is the National Cyber Security Centre (NCSC), which is a UK-based 

organization that provides support to critical organizations, including many in the public sector 

and industry as well as the general public.  
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In response to the rapid increases in cyber threat levels, the NCSC provides efficient incident 
responses to mitigate harm and facilitate recovery, and compiles information on the lessons 

learned that can be useful in the future. Apart from providing solutions to possible phishing 

threats, NSCS is also concerned with educating people to develop self-reliance against phishing 

attacks. For this purpose, a major contribution of the Centre is the design of practical resources 
for school students who take an interest in cyber security studies. The projects on which NCSC is 

working to provide cyber security education include the CyberFirst courses, schools, colleges, 

bursaries and apprenticeships and associated resources, and the CyberSprinters programme [14].  
 

Similarly, the Get Safe Online organization provides users with a greater awareness of phishing 

and online scams through its informative online articles and shares tips and tricks to raise 
consciousness among users concerning phishing attacks. Advice is given, for example, on how to 

use emails wisely, how to identify fraudulent emails, how to distinguish between legitimate and 

phishing websites and emails and, if one has lost money due to an online scam, what course of 

action to take [10].  
 

The Surveillance Self-Defense organization is also based on providing general public protection 

from phishing attacks. Its literature specifies the intensity of malware and its role in introducing 
phishing threats. The implementation of malware by phishers is usually based on stealing 

passwords, where the malware is installed when a user opens or clicks on a malicious link, 

downloads an unknown file, visits a compromised websites, downloads automatic content, or 
even when USBs are shared while plugging into suspicious ports. However, despite the multiple 

ways through which malware can be used for phishing [9], users can be educated to avoid being a 

phishing victim by implementing five important measures: 

 
1. Updating systems and using licensed software.  

2. Backing up data. 

3. Pausing before clicking, and thus to be more vigilant and to avoid clicking immediately. 
4. Using full-disk encryption along with a strong password. 

5. Using better anti-virus techniques.  

 

From the discussion above and in the light of the relevant research, it can be concluded that the 
frequency and intensity of online scam, phishing, and fraud activity are increasing with the 

passage of time, and so, in order to be safe, security education and training are necessary and 

perhaps should be mandatory.   
 

2.3. The Role of Emotion 

 
Chaudhary has emphasized the role of emotion in his research [13], explaining that the 

manipulation of emotion is generally found to be a prime target of phishers. Ignorance, a desire to 

be liked, gullibility, and wanting to be helpful to others are among the aspects associated with 

emotionality which are commonly targeted by scammers or phishers, who rely on the exploitation 
of vulnerability and weakness. People are found to be more inclined towards sharing their 

information with others when strong emotions have been triggered, and human behaviour when 

triggered this way is more likely to be driven by subconscious processes. The problem here is that 
the functionality of the subconscious mind is not based on logical or analytical behaviour, a fact 

which is exploited by phishers in pursuing their aims [13]. However, although emotions are very 

important and can be used against a victim as a weakness, they can also act in the victim’s favour 
as a strength too. If the emotions which are exploited by phishers instead remain under the 

control of the user, this may help to combat phishing, which implies that emotions should also 

have a significant role in training and awareness-raising.    
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Chaudhary has discussed a very interesting type of phishing and social engineering attack in his 
research. This is called farming, where a phisher develops a relationship with a victim and 

continues to obtain relevant information over a certain period of time [15][13]. This activity is 

usually conducted in four phases. The first phase is information gathering, which involves the 

collection of the necessary data so that a relationship with a potential victim can be built. The 
second phase is based on developing the relationship, such as by coordinating with the victim and 

building a trust-based connection. In the third phase, exploitation starts where the victim is 

manipulated and deceived to obtain critical desired information, and the final phase is the 
execution of an attack using the information provided, to the detriment of the victim but 

beneficial to the attacker.  

 
Emotion may exert a significant influence on many human cognitive processes such as attention, 

perception, memory, learning, reasoning and questioning, and problem-solving. If a person can 

manage to understand his emotions and learns how to control them, he can understand his 

surroundings better, communicate more efficiently, and even appreciate the worth of any 
relationship [16]. In relation to phishing, it can therefore be proposed that, if internet users are 

provided with the training and awareness based on emotional control, then they will be less likely 

to be successfully targeted by phishers.  
 

To mitigate the malevolent exploitation of emotions, Jaeger and Eckhardt have highlighted the 

significance of emotions in awareness-raising and training [15]. They believe that human 
emotions are learnt, and when they are taken under appropriate control the impact of phishing 

attacks may be overcome. The researchers analyzed the relationships among the constructs of 

protection-motivation theory (PMT) Nomology [22] that involve fear and the motivation for 

protection and in actual security-related behaviour, indicating that perceived threat perceived 
coping efficacy in response to threat encourages a person’s motivation towards self-protection in 

combatting the threat. So, when an individual encounters a phishing attack and faces its likely 

consequences; then, after being threatened, he starts to believe that he can respond to the situation 
using learnt behaviours and emotions which can ensure protection against such threats in the 

future [15]. Moreover, this helps not only in terms of training but also in creating awareness 

among peers. Such learning can also lead to technical solutions, such as users protecting 

themselves from phishing by implementing technical countermeasures including deciding not to 
click on any unknown or potentially malicious link, not downloading an .exe file, and deleting 

any dubious email or sending it to the junk folder. 

 

2.4. Human Factors in Phishing Victimization 
 

If one asks what makes phishing successful or what causes victims to become entrapped in 
phishing, the answer is simple: the victim himself. More specifically, it can be said that phishers 

target the victim’s emotions which they manipulate to achieve their aims [16]. The above sections 

have indicated that emotions have a major role in phishing attempts, and the focus of the 
remaining discussion is to answer the research question of the study: what are the human factors, 

and specifically the emotional variables, which lead to phishing victimization. 

 
In considering the nature of emotions and other psychological variables, Chaudhary cited various 

aspects of the human psyche which play a major role in phishing victimization [13] and specified 

several psychological states and factors that are mainly targeted by phishers which may lead a 

user to comply with the instructions given as part of the phishing attempt [13]. These include:  
 

i) Reciprocation: where potential victims are more likely to comply with malicious 

instructions when they have a feeling of gratitude towards the phisher and feel that 
they are granting a favour to one in need.  
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ii) Consistency and commitment: since people like to be seen as trustworthy by fulfilling 
promises. If this trait is targeted by the phisher, to make one feel that he has made a 

promise, then it is possible that the person may comply with the phisher’s 

instructions and demands.  

iii) Social proof: people may be deceived more easily if they are provided with persuasive 
evidence, such as being convinced that one is not alone in doing something and 

everyone else is doing the same thing, so that trapping a victim becomes more likely.  

iv) Liking: using the emotion of liking someone is often exploited as a tool by phishers, 
because people more readily comply with someone they like. If a phisher manages to 

masquerade as a person the victim likes, the phishing attempt could succeed.  

v) Authority: people generally comply with authority, since being a responsible citizen 
usually means complying with an authorized person. So, if a phisher manages to 

appear authoritative, he can use the victim’s tendency to comply with the demands of 

an authority to manipulate him.  

vi) Scarcity: if a phisher manages to convince his target that something he wants is in short 
supply and will not be available afterwards, then it is more likely that the victim may 

comply with the phisher’s instructions.  

 
In addition to the above-mentioned psychological states and emotions described by Chaudhary, 

Vishwanath et al. considered the dimensions of the email and social media behaviour of 

individuals which result in getting trapped by phishing attempts [17]. They highlighted the fact 
that social media users, and especially those who regularly check Facebook notifications, are 

more likely to be targets of social media phishing. However, social media are quite distinct in 

providing relational information which can help in the detection of deception. Social media-based 

phishing attacks are multi-staged in the sense that the user receives a friend-request followed by 
messages. This is in contrast to email-based phishing which is single-staged, where a phisher uses 

a persuasive subject line which either causes a feeling of fear in cases of a threat, or a sense of 

happiness following a piece of fake news such as concerning winning a lottery or an amount of 
money. Vishwanath et al. concluded that users with low levels of emotional stability are more 

likely to start worrying and lose their emotional control based on the subject of the email. This 

kind of behaviour can create impulsive email habits. For example, in response to the sound of a 

single email notification, a user may react by checking and immediately opening an email to 
answer it, which may lead to reactively clicking on malicious phishing links [17]. Responding to 

emails with feelings of being nervous, curious, happy or under threat has also been explored by 

other researchers because this area of research has shown considerable promise.  
 

Abroshan et al. recently conducted a noteworthy research study regarding human behaviour and 

emotions which influence the success of phishing attacks’ [18]. They highlighted previous studies 
which have found that emotional behaviour can significantly affect responses to phishing emails, 

and proceeded to develop a holistic method including the use of psychological and phishing 

mitigation to identify highly susceptible users in organizations who are at the risk of clicking on 

phishing emails. Their proposed solution is comprised of three modules involving behaviour 
measurement, risk scoring and mitigation, and the system can be delivered online. It is also a 

flexible solution which can be expanded by adding more human factor root-causes; for example, 

“more behavioural and emotional factors that might impact falling into a phishing scam” (p. 349). 
This study significantly highlights the importance of human behaviour and emotions in relation to 

security behaviour such as the propensity to get caught up in a phishing scam. For example, the 

emotions of users such as fear and anxiety, especially in certain situations like the Covid-19 
pandemic, can play a pivotal role in making phishing attacks successful. This is because the 

user’s awareness and knowledge of security can be overshadowed due to the emotion of fear 

[18]. In reacting, users might click on a suspicious phishing link without thinking, supposing that 

the information is required due to Covid-19 health impacts. 
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2.5. User Knowledge, Education, and Understanding 
 

Dealing with phishing attempts can be controlled through the use of software; however, the best 

prevention can only be provided through the user’s improved knowledge, education and 
understanding. In one study, Arachchilage and Love emphasized that anti-phishing education and 

knowledge needs to be considered in order to combat phishing [19], and they investigated the 

extent to which procedural knowledge or conceptual knowledge has positive effect on users’ self-
efficacy to be safe from phishing attacks. Using a theoretical model based on Technology Threat 

Avoidance Theory, data was collected from 161 computer users who were provided with a 

questionnaire to get their feedback. It was found that both procedural and conceptual knowledge 

positively impacted the users’ self-efficacy, ultimately resulting in the enhancement of their 
phishing threat avoidance behaviour. A later study by He and Zhang supported the claim that 

users’ knowledge, education and understanding play a significant role in repulsing phishing 

attacks, and the authors concluded that “Training programs and educational materials need to 
relate cyber awareness to employees’ personal life, family, and home, in order to be more 

engaging and to encourage employees to change their cybersecurity behaviour” [20]. 

 
Subsequent research regarding knowledge capabilities was conducted by Wash et al., who 

surveyed 297 participants with matching demographic characteristics in the US, allowing them to 

share their experiences of phishing emails [21]. This study provides evidence that humans may 

perceive and experience phishing emails in a very idiosyncratic manner, using different 
capabilities and knowledge in contrast to technical filters. For example, their past knowledge may 

assist them in detecting and becoming suspicious of phishing attacks, such as their familiarity 

with previously received emails as well as their expectations regarding incoming emails. It can be 
assumed that this knowledge is contextual and every individual will have a unique set of relevant 

experience, which will be utilised to detect missing and unexpected informational units in emails. 

Because technical solutions seldom spot these types of phishing attacks, such knowledge-based 
information residing only in the human mind is critical in spotting phishing attacks, whereas 

technical expert-based filters lack this information processing capability. For example, humans 

can use their knowledge to conduct an investigation or delay the response to an email and request 

further information from the sender [21]. This shows that the user’s knowledge is critically 
important in combatting phishing attacks. 

 

From a linguistic perspective, although it is acknowledged that those who are non-native speakers 
are more vulnerable to phishing attacks [23], most published studies fail to consider language-

based phishing vulnerability. However, Hasegawa et al. conducted a noteworthy online survey of 

302 Japanese, 276 South Koreans and 284 German participants representing a total of 862 non-

native English speakers. The results of the analysis of data revealed that participants who were 
not familiar or confident with the English language had a high propensity to ignore all emails 

written in the English language [23]. Additionally, a qualitative analysis  revealed five key 

factors that aroused the concern of participants in identifying phishing emails in English. These 
include difficulties in identifying errors in the language, unfamiliarity with the written English in 

phishing content, difficulty in understanding English content, and decreased attention. These 

findings suggest that it would be necessary to develop different strategies to tackle the 
susceptibility to phishing emails among non-native speakers, as well as to consider the 

importance of language barriers when formulating interventions to assist non-native speakers to 

combat phishing attacks.      

 

2.6. Demographics Factors 
 
In addition to the emotional factors discussed by Chaudhary and others, various demographic 

variables are believed to be significant in phishing victimization. However, other demographic 
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characteristics have been found to have an impact on resilience against phishing. For example, 
Gopavaram et al. found that phishing resilience and age have a negative relationship, so that older 

users are more likely to become confused about the legitimacy of genuine and phishing websites. 

However, no significant relationship was identified between phishing resilience and gender [24], 

whereas Sheng et al. [25] found that age and gender are key demographic factors that can indicate 
the levels of susceptibility to phishing. Their analysis indicated that women click on malicious 

links provided in phishing emails more often than men, and hence are more likely to provide 

phishers with confidential information. Such differences in gender-based behaviour might be 
based on the role of technical education, since males often have more technical knowledge than 

females. Age was also found to have a significant relationship with phishing susceptibility, and 

participants between the ages of 18-25 years were more likely to fall into phishing traps. But this 
factor was also linked with levels of education, since participants in the age group concerned 

were found to have received a relatively lower level of education, limited training material, fewer 

years spent using the Internet, and low capacity in risks management [25]. So, in relating 

demographics to phishing, Arachchilage and Love’s conclusion that improved education can 
reduce phishing victimization was supported.  

 

2.7. Online Habits and Behaviour, Responding Impulsively to Emails, and the Role of 

Mental Models 

 

In research where the scope and purpose are to understand the phishing attacks and victims’ 
reasons for opening malicious links, an investigation of the mental models used and online 

behaviour exhibited is very significant. A simple explanation of a mental model is an individual’s 

own thought processes in relation to how a particular phenomenon works in a real-life scenario. 

Mental models are based on an individual’s learning, experience, skills and knowledge which 
improve the thought process concerned, hence resulting in some specific behaviour or outcome. 

So, no single mental model can work against phishing but several mental models can serve the 

purpose, and Jaeger and Eckhard have explained that schemata and mental models are key 
elements used to achieve high levels of awareness [15]. Critical cues that are needed to activate 

both of those mechanisms should be based not only on the characteristics of emails but should 

also be linked to security warning alerts. Meanwhile, mental models specifically relating to 

phishing could be more complex, since they may vary depending on the type of phishing attacks 
concerned. An individual’s mental model is shaped by past experience where phishing plays a 

major role in obtaining situational information relating to security awareness. It was concluded 

that experienced users signify their level of awareness by using the security-related information 
cues available, which shows that the experience helps in developing schemata and remembering 

the critical cues, ultimately leading to pattern matching and improved thought processes in 

working against phishing [15]. In another study, Sibrian et al. conceptualized the thought 
processes and human behaviour involved using a model of the social decision-making process 

divided into two systems [26]. The first was defined as the source of emotional reactions based 

on experience, which works quite rapidly and almost impulsively with very little voluntary 

control, whereas the second system is based on reasoning, focus, and choice. The operations 
linked to this second system require attention, and can be disrupted when it is reallocated or 

disturbed. Since it is more logical and rational, whereas the emotional system is more impulsive, 

phishers exploit it so that the other system either does not react or takes too much time to 
respond. This is how phishers exploit the human mental model, due to which an individual may 

feel fear, happiness, curiosity or even urgency to respond to the phishing message quickly, which 

affects the overall user’s behaviour while responding to a phishing attack and leads to getting 
entrapped in a phishing attack [26]. 
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2.8. Expert versus Non-expert Thought and the Ability to Detect and Avoid Falling Victim 

to Phishing 

 

The behaviour of experts and non-experts to phishing attacks differ, which primarily depends on 

one’s skills, knowledge and experience. Nthala and Wash explain that non-experts follow four 
sense-making processes according to which they determine if the email they receive is in 

actuality, a phishing message [27]. In the first stage, they identify, without going into detail, 

whether or not the email is relevant to them. In the second stage, the goal is to understand why 
they received the email. Here, non-experts try to understand the email in more depth. In the third 

stage, they start to take a positive action using a sense-making process to fulfil the request made 

in the email. In the last stage, either the email is closed, deleted, or even moved to re-reading. The 
core element of this stage is the sense of marking the task as completed by closing the email [27]. 

 

As opposed to non-expert behaviour, Wash highlighted that, to identify a phishing email, experts 

follow a three-stage process [28]. In the first stage, experts tend to consider why such an email 
has been received and how it is relevant to them, and identify any discrepancies. In stage two, 

they may entertain suspicions about the email by analysing its features such as the presence of a 

link requiring a click. Here, they manage to identify that the email is based on a phishing 
message. In the third step after this thought process using their mental model, experts deal with 

the phishing email either by reporting or deleting it [28]. 

 

3. CONCLUSIONS 
 
Phishing is one of the most common problems which causes an individual to lose confidential 

information such passwords or credit card numbers which may even trigger the theft of money. In 

this paper, we compared what security organizations and researchers have emphasised in terms of 
phishing types and categories as well as training and awareness in tackling the problem. 

Numerous emotional factors are targeted by phishers; however, with the help of training and anti-

phishing education, emotions can be managed and controlled, and self-control can be developed 
that can lead to phishing attempts being unsuccessful. 
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ABSTRACT 
 
Advancements in Telemedicine as an approach to healthcare delivery have heralded a new 

dawn in modern Medicine. Its fast-paced development in our contemporary society is credence 

to the advances in Artificial Intelligence and Information Technology. This paper carries out a 

descriptive study to broadly explore AI's implementations in healthcare delivery with a more 

holistic view of the usability of various Telemedical Innovations in enhancing Virtual 

Diagnostic Solutions (VDS). This research further explores notable developments in Deep 

Learning model optimizations for Virtual Diagnostic Solutions. A further research review on the 

prospects of Virtual Diagnostic Solutions (VDS) and foreseeable challenges was also 
highlighted. Conclusively, this research gives a general overview of Artificial Intelligence in 

Telemedicine with a central focus on Deep Learning-based approaches to Virtual Diagnostic 

Solutions. 
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1. INTRODUCTION 
 

Healthcare and Medicine are areas of modern society which has gained quite an outstanding level 

of research attention given current antecedents of virus outbreaks and spikes in anomalies 
regarding human health. Over the years, advancement in Artificial Intelligence and its resonating 

research areas such as Telecommunication and information technology has stirred up questions 

and advanced solutions regarding Human health. Affirmatively, we can infer that these 

improvements have notably impacted the medical and healthcare delivery scale and quality. 
However, healthcare access and delivery have struggled extensively to meet anticipated 

simultaneous prospects, as is the situation in many parts of the world, predominantly in 

underdeveloped and developing nations. A significant reason for this decline is the ever-
increasing number of healthcare users and medical patients leading to the overutilization of 

medical resources such as healthcare providers, medical staff, and access to medical 

infrastructures. Hence, a more suitable and sustainable healthcare delivery approach was 
necessary to eliminate the issues arising from overpopulation and access to healthcare 

infrastructures.  

 

A notable convergence of Machine Learning, Robotics, Telecom, computational neuroscience, 
and cloud computing has established a new infrastructure for global healthcare delivery known as 

Telemedicine. According to Khemapech et al., “Telemedicine is the delivery of health care 

services, with significant consideration of distance in service delivery and accessibility by all 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N13.html
https://doi.org/10.5121/csit.2022.121320
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stakeholders as key variables, using information and communications technologies” [1]. An 
inferred purpose of this innovation is to exchange valid information for diagnosing, treating, and 

preventing disease and injuries. Also, for research and evaluation, continuing education of health 

care providers and users, all aimed at advancing the healthcare systems of individuals and their 

communities. Although research on Telemedicine has been ongoing for decades, the emergence 
of the COVID-19 pandemic has reinvented its usage instantaneously, resulting in its scalability in 

fully implementing essential health and safety protocols in service delivery. This research area is 

an innovation that transcended from being a convenient alternative for technically savvy patients 
to the mainstay for healthcare delivery today across nations of the world, a reality that may 

continue long after the COVID pandemic. Telemedicine is the most suitable and sustainable 

approach to delivering healthcare services to patients by incorporating technological 
advancements in affordable and low-cost implementations. It also eliminates factors that 

adversely affect privileges to healthcare by strategically expanding virtual solutions to 

accommodate the growing populace and integrating smart tech to facilitate healthcare access and 

efficiency. The telemedicine framework has enabled collective improvements in Virtual 
Diagnostic Solutions, as shown in Fig 1. 

 

 
 

Fig 1. Telemedicine Infrastructure and Components 

 
Deep Learning: Deep learning can be referred to as a modern state-of-the-art mechanism for 

computational processes applied to solving contemporary problems. Its potential for drawing 

patterns and insights from a massive amount of data boasts its wide adoption. 
 

Virtual Diagnostic Solutions (VDS): This is a systematic approach to undertaking medical 

prognosis and administering or proffering medical solutions with little or no supervision from 

medical Professionals. 
 

2. STAKEHOLDERS IN TELEMEDICINE 
 

Telemedicine as an infrastructure for healthcare improvement entails the participation of four 
significant stakeholders, namely: 
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Patients (Key Stakeholders): These are the receivers or users of healthcare services. They are 
perhaps the most critical stakeholder to consider when thinking of approaches to Telemedicine. 

 

Medical Professionals: These are the next most essential stakeholders in Telemedicine. Their 

knowledge area and research lay the foundation for building a telemedical Infrastructure. 

 

Developers/ Tech Experts: These stakeholders are necessary because they constantly research 

innovative ways to build solutions to medical problems (Middlemen between Patients and 
Medical Professionals). 

 

Policy Makers: These are folks who formulate and regulate laws that guide the implementation 
and utilization of Telemedicine 

 

Telemedicine is currently gaining legislative and regulatory support in most developed countries; 

there have been no nationally representative estimates on its implementation by physicians and 
health practitioners across all medical specialties [2]. “To tackle this information gap, the 

American Medical Association (AMA) conducted a study in 2016 that surveyed 3,500 physicians 

who provided needed data to help assess potential barriers and create strategies to promote 
telemedicine adoption. The data analysis report from the AMA’s 2016 Physician Practice 

Benchmark Survey clearly described the Physician-to-Patient ratio of Virtual Diagnostic 

Solutions (VDS) in Telemedicine, as shown in Fig. 2. Consequently, this paradigm also proved 
efficient in maintaining and sharing patients’ medical records among hospitals and medical 

institutions. 

 

 
 

Fig 2. AMA 2016 Data Analysis on Patient to Healthcare Professional ratio in Telemedicine 

 

The advancement of Artificial Intelligence and its research areas, such as the Internet of Things 

(IoT), Machine Learning, Image processing, and Deep Learning, has highly improved the level 

and quality of services provided by Telemedical software and applications. Researchers have and 
are currently up scaling on services and innovative solutions such as medical prognosis, 

Analytical Medicine, Robotic Surgery, DNA (genome) Sequence Analysis (DSA), Drug research 

and discovery, Medical Data Security, Clinical Trials, Medical Risk Prediction, emergency 
services, and Medical Image Analysis (brain monitoring, computer tomography, and radiology) 

offered by this remarkable means of healthcare delivery. Amid all the solution-oriented 

approaches put forward to dress health challenges, medical imaging is one area that has seen 
more promising results and prospects. X-Ray, Ultrasound (US), MRI, and CT Scanners have 

been interfaced with computers to transfer medical images to the remote center for careful 

analysis and early detection of medical abnormalities [3]. 
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This paper explicitly discusses the implementation of artificial intelligence in Telemedicine with 
a more holistic view of Annotation-Efficient deep learning models for Medical Imaging in 

Virtual Diagnostic Solutions (VDS). It also elaborates on how data (input images) from medical 

imaging equipment are passed to sophisticated algorithms for accurate Diagnosis and treatment 

of Imaging-related ailments. Furthermore, application scenarios of medical Imaging models for 
VDS are subsequently highlighted and reviewed to understand its challenges and perceived 

prospects.   

 

3. ARTIFICIAL INTELLIGENCE IN TELEMEDICINE 
 

Artificial intelligence is a broad research field that facilitates machine simulation of human 

intelligence and behaviors ranging from learning to problem-solving. Its rapid growth and 

development in the past decade are due to its vast implementation in all human endeavors. Given 
the recent upsurge in big data generation, powerful computing coupled with refined 

computational models and algorithms, developments in AI have accelerated exponentially [4]. 

This trend has flagged the emergence of subfields such as Machine Learning (ML), Natural 
Language Processing (NLP), AI voice technology, Medical Imaging, AI assistants, Computer 

Vision, and robotics.  

 
Telemedicine is a resurging innovation that has gained wide adoption in most developed and 

developing countries to Fastrack the accessibility to sustainable healthcare. It has achieved quite 

a laudable level of attention and research over the last two decades as ongoing studies are 

exploring ways to improve the existing infrastructure to a State-of-the-Art (SOTA). For efficient 
healthcare provision in contemporary societies, humans and machines have complimented each 

other in effectively delivering healthcare services through Virtual Diagnostic Solutions (VDS), 

thus providing a platform that bridges the gap between communication and accessibility to 
medical services. AI in Telemedicine has seen rapid adoption primarily based on the volume of 

medical data (Big data) recurrently generated. According to Ozioma et al., traditional data-

handling techniques have proved ineffective in utilizing these data to obtain viable medical 
insights or solutions, given the gargantuan nature of the data [5]. Hence, sophisticated 

demonstrations of Artificial Intelligence approaches and models in Medical Diagnostics are 

becoming relatively popular. The adaptability and flexibility of these AI-based approaches and 

models have also driven the necessity for their implementation. 
 

Andressa et al., amongst other scholars (see table 1), proposed an architecture that relies on 

fingerprinting and FLIPER framework to Fastrack the versatility and interconnectivity of 
healthcare applications. They also anticipated impact of their research was to enable quick, 

customizable resources that meet the level of reliability required for AI in Smart-health 

applications [6]. 

 
Table 1. Comparative Table describing Researches implementation of AI in Telemedicine [7] 

 
Research Article  Year Trend Category Methodology 

A Predictive Model for 
Assistive Technology Adoption 

for People with Dementia [8] 

2014 Information Analysis 
and Collaboration 

KNN and other data mining 
algorithms were utilized to analyze 

the behavior of patients with 

dementia and their adaptation to 

technology. 
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A Telerehabilitation 

Application with Pre-defined 

Consultation Classes [9] 

2014 Healthcare 

Information 

Technology 

Issues of Telemedicine under low-

bandwidth network conditions were 

addressed using customized 

consultation classes demonstrating 

rehabilitation practices with preset 

parameters and a bandwidth adaption 
algorithm 

An application of fuzzy systems 

was used to identify the best 

course of action for a given 

situation to Monitor Mobile 

Patients by Combining Clinical 

Observations with Data from 

Wearable Sensors [10] 

2014 Intelligent Assistance 

Diagnosis 

“This paper explores principled 

machine learning approaches to 

interpreting large quantities of 

continuously acquired, multivariate 

physiological data. Early warning of 

serious physiological determination 

was done using wearable patient 

monitors, such that a degree of 

predictive care may be provided.” 

 

Ankle Rehabilitation System 

with Feedback from a 
Smartphone Wireless 

Gyroscope Platform and 

Machine Learning 

Classification [11] 

2015 Patient Monitoring This study uses a smartphone 

application, a 
wireless gyroscope platform, 

machine learning, and 3D printing to 

record usage and effects of therapy 

on an ankle and measure the 

strategy's efficacy. 

Intelligent decision systems in 

Medicine -a short survey on 

medical Diagnosis and patient 

management [12] 

2015 Intelligent Assistance 

Diagnosis 

The study presents “a short review of 

some current Machine Learning 

algorithms (neural networks, genetic 

algorithms, support vector machines, 

Bayesian decision, k-nearest 

neighbor, etc.) used for automated 

Diagnosis of different major 

diseases, such as breast, pancreatic, 
and lung cancer, heart attacks, 

Diabetes.” 

Smartphone-Based Recognition 

of States and Changes in 

Bipolar Disorder Patients [13] 

2015 Intelligent Assistance 

Diagnosis 

This paper proposes a system of 

using a 

smartphone-sensing wearable device 

to evaluate the behavior and 

recognize depressive and manic 

states of patients with bipolar 

disorder. 

An Effective Telemedicine 

Security Using Wavelet-Based 
Watermarking [14] 

2016 Information 

Technology 

This paper proposes an algorithm 

that embeds and reads digital wavelet 
watermarks on medical images to 

secure confidentiality. 

 

Mobile Cyber-Physical 

Systems for Health Care: 

Functions, Ambient Ontology 

and e-Diagnostics [15] 

2016 Patient Monitoring This paper proposes the use of a 

monitoring system embedded in 

wearable devices for the doctor or 

family members to receive updates 

on the patient's status. 
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Detection of Fetal 

Electrocardiogram through 

OFDM, Neuro-Fuzzy logic, and 

Wavelets Systems for 

Telemetry [16] 

2016 Patient Monitoring This study uses a neuro-fuzzy logic 

system to monitor and detect the 

exact 

electrocardiogram and other signals 

of a fetus inside an abdomen. 

Using CART for Advanced 

Prediction of Asthma Attacks 
Based on Telemonitoring Data 

[17] 

2016 Intelligent Assistance 

Diagnosis 

This study created an algorithm with 

data from a home-based 
telemonitoring system to predict 

asthma exacerbation. 

A Wireless Continuous 

Patient Monitoring System for 
Dengue: Wi-Mon [18] 

2017 Patient Monitoring The paper presents “a wireless 

monitoring system for patients who 
need continuous monitoring, using 

the Wireless Body Area Network 

(WBAN) concept.” 

  

This research also aims to describe and evaluate the impact of Artificial Intelligence in 

Telemedicine. Some documented implementations of this powerful paradigm are discussed 
below: 

 

Medical Imaging: This generally entails training AI models with images of medical scans that 
have been scientifically collected and stored in data repositories and databases. AI has 

significantly reduced the cost and time involved in analyzing scans through advanced deep 

learning models to diagnose health disorders. Hence, potentially allowing more scans to be taken 
and improving prognosis proficiency and accuracy [19].A vast amount of resources and research 

has been expended in developing this field, as will be accentuated later in this paper. These 

researches have paved the way for State-of-the-art detection methodologies of medical ailments 

such as Brain tumors, skin and breast cancer, Pneumonia, and eye diseases. 
 

 
 

Fig 3. Covid-19 Detection in Lungs using Multibox SSD Model [20] 

 
Echocardiography: Heartbeat patterns and coronary heart disease diagnosis and detection 

utilizethe Ultromics system, an AI framework trialed at John Radcliffe Hospital in Oxford, to 

analyze echocardiography scans [21]. 

 

 
 

Fig 4. Classification of Echocardiograms using Deep Learning [22] 
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Screening for Neurological Conditions: Several AI models are being developed and 

employed in speech patterns analysis to predict psychotic episodes, Schizophrenia, recognize and 

monitor symptoms of neurological disorders such as Parkinson’s disease [23].  

 

 
 

Fig 5. fMRI Study in Individuals with First-Episode Psychosis [24] 

 

Emotion Recognition for Psychological Prognosis: Artificial Intelligence Deep learning 

models have proven efficient in recent times in observing and predicting emotions through 

individual reactions and psychological states at a given time. Ozioma et al. opined in their 

research on Facial Expression Recognition that Emotions are fundamental in human 

communication, driven by the erratic nature of the human mind and the perception of relayed 
information from the environment [25]. They proposed a hybrid deep learning model that makes 

real-time predictions of a person’s emotional state, categorizing the individual’s emotion into one 

of seven classes. The need for novelties in advancing this research field stems from the alarming 
rate of Emotion disorders, Suicide, Post-traumatic stress disorders (PTSD), and 

Psychological/Mental breakdown suffered by people in our contemporary society. 

  

 
 

Fig 6. Facial Emotion Recognition using Hybrid Deep Learning Model [25] 

 
Teleradiology: “Telecommunication is employed to transmit digital radiological images, like X-

rays, Computed Tomograms (CTs), and Magnetic Resonance Images (MRI’s) across 
geographical locations for interpretation and consultation” [26]. Reducing financial costs is one 

of the primary benefits of Teleradiology as it significantly reduces constraints in accessing 

radiological images, reports, and feedback between health professionals and patients. 

 
Teleradiology is a crucial means for optimizing radiology workflow by sending the images to the 

radiologist rather than traditionally going to the radiology facility. By its very nature, 

Teleradiology is an efficient and high-quality manner by which patients’ images can be 
interpreted and diagnosed by qualified specialists. Cloud services are primarily employed in this 

Telemedical service, where health stakeholders can utilize numerous privileges from the cloud, 

thus, upscaling the quality of radiology services. AI in Teleradiology will also enable the sharing 

of clinical information, medical imaging studies, and patient diagnostics [27] between patients 
and healthcare professionals. 
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Teledermatology: This service implements Telecommunication to transmit medical information 
concerning skin conditions (e.g., tumors) for interpretation and consultation. According to Eedy 

and Wotton, “Teledermatology model has received extensive advocate as a healthcare delivery 

model that may reduce inequalities encountered in the utilization of overstretched dermatological 

services, with implementation concentration ranging from remote to isolated communities” [28]. 
Landow et al., in their research, highlighted four factors that have stirred a relative increase in 

face-to-face appointments which teledermatology strategies have tackled: (1) effective pre-

selection of patients for teleconsultation, (2) high-quality photographic images, (3) dermoscopy if 
pigmented lesions are evaluated, and (4) adequate infrastructure and culture in place to 

implement teleconsultation recommendations [29]. 

 

4. APPLICATIONS OF DEEP LEARNING-BASED DIAGNOSTIC SOLUTIONS IN 

TELEMEDICINE  
 

State-of-the-art Deep Learning models have seen advancements in methodologies over various 

medical problems such as object detection, recognition and segmentation in computer vision, 

voice recognition, and genotype/phenotype prediction. Telemedicine employs deep learning 
models in several Virtual Diagnostic Solutions today. While early studies focused on 2D medical 

images, such as chest X-rays, mammograms, and histopathological images, recent studies are 

looking toward applying sophisticated deep learning models to volumetric medical images.  
 

CNNs form the basis for most State-of-the-art medical imaging DL models, which have gained 

wide prominence since achieving impressive results at the ImageNet [30] competition in 2012. 

Akkus et al. opined that CNNs remain a popular choice of DL approaches to image processing 
given their laudable tendency to weight sharing across convolutional layers or feature maps, in 

contrast, to fully connected ANNs [22]. And a rational reason for this was that, for 2D/3D image 

processing, ANNs utilize heavy computational processing that consumes a relatively high amount 
of GPU memory.  

    

Several scholars have conducted evaluation studies and proposed several methodologies for 
different Virtual Diagnostic Solutions employing medical Imaging to solve health-related issues 

ranging from collecting image data to evaluating and diagnosing medical ailments. Qin et al. 

utilized Computer-aided Detection (CAD) in chest radiography based on contrast enhancement 

and segmentation in diagnosing various lung diseases such as early lung cancer, Pneumonia, 
Tuberculosis, and, more recently, lung inflammation levels caused by Covid-19 [31]. Numerous 

well-known DCNN architectures tested by Shin et al. emphasized the efficiency of transfer 

learning approaches in CT patch-based thoracoabdominal lymph node detection and ILD 
classification [32]. A Recurrent full Convolutional Neural Network (RFCNN) proposed by 

Poudel et al. was used to segment the left ventricle from cardiac MR images [33]. Hosseini-Asl et 

al. proposed a 3D CNN model to determine the progression of Alzheimer’s disease from 
structural brain MR images [34]. In the method, they employed a transfer learning approach that 

utilized pre-trained weights of features from a Computer-Aided Engineering (CAE) with a small 

number of source domain images to fine-tune the target domain data to train the actual 

classification model. Yu et al. proposed a 3D volumetric CNN for prostate segmentation on MR 
images through U-net expansion, initially used for 2D biomedical image segmentation. They also 

added residual connections to combine multiple-scale information [35, 36]. An alternative study 

proposed a slice-level classification model to detect Interstitial Lung Diseases (ILD) from chest 
CT scans [37]. Jamaludin et al. detected several diseases simultaneously from spinal MR images 

through a trained multi-task learning model. They visualized salient regions in the image for 

corresponding predictions as ‘evidence hotspots’ as seen in Fig.7 [38]. 
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Fig 7. “Evidence hotspot” Visualization in Spinal MRI [38] 

 

5. PROSPECTS OF AI-BASED VIRTUAL DIAGNOSTIC SOLUTIONS (VDS) IN 

TELEMEDICINE 
 
Early Diagnosis and treatment of diseases have been a primary focus of modern-day healthcare 

infrastructure. In previous sections above, this research has significantly highlighted some 

outstanding advancements and implementation of the Deep Learning approach of Artificial 
Intelligence to improve Virtual Diagnostic Solutions. This review paper also seeks to forecast 

based on the current state-of-the-art prospects of this frequently evolving paradigm. A crucial 

benefit of this paper is to buttress the promises of AI in future healthcare development.  

 
Early Diagnosis and Treatment: Diagnosis and treatment have ensured the advancement of 

research conducted in the field of Medicine today. With the current pace in development, a 

significant prospect of AI in Telemedicine is seen to be geared towards establishing and 
improving early diagnosis and treatment mechanisms of numerous medical conditions. 

Jacobsmeyer showed the effectiveness of AI in the early detection and management of infectious 

diseases and epidemics such as Water contamination, worldwide virus outbreaks, etc. [39]. 
Research Labs and tech firms are currently pushing the limits on a proactive scale in ensuring 

this, as not a week goes by without the introduction of new approaches to medical solutions using 

AI or Big data with improved accuracy and precision.   

 
AI systems will also become more advanced in engaging in broader medical problem-solving 

tasks with little human supervision or control. Hence, advanced ethical learning as imposed by 

state-of-the-art deep learning models will play a crucial role in the effective implementation 
strategy and adoption of Artificial Intelligence approaches in Virtual Diagnostic Solutions.  

 

Independence: A major gap identified in traditional Medicine is the inability of patients to 
access healthcare when, where, and how they want it. Deep learning approaches to Telemedicine 

have gone far beyond filling this gap by empowering patients to systematically, thematically, and 

objectively evaluate symptoms and proffering possible solutions through virtual diagnostic 

solutions. Another significant advantage is the noteworthy reduction in the strain on medical 
resources and healthcare professionals. While concerns have been raised regarding the negative 

impact of AI solutions on Telemedicine [19], several notable research has been observed to 

acknowledge its importance and necessity in delivering cost-effective, high quality and accessible 
healthcare services [40, 41]. 
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Improved Clinical and Therapeutic Coordination: Not only have the efficiency and 
advancements of AI ensured quality in the level of medical potential, but they have also shown a 

remarkable promise in the level of service delivery mechanisms. As more implementations of 

Virtual Diagnostic Solutions are utilized, huge amounts of data are also generated from 

healthcare professionals and patients. Over time, this aggregate amount of data will create an 
abundance of information on stakeholders involved in Telemedicine utilization. A foreseeable 

impact of this will be the development of systematic and coordinated clinical therapeutic 

processes and services that ensure that VDS prognosis are subjected to second opinion 
evaluations to establish accurate Diagnosis, the improved continuity in medical care through 

research and training mechanisms, simplification of medical procedures and the analysis of 

medical inconsistencies and patterns in patient health to foster the development of new patient-
centered models.   

 

Scalability: Global healthcare witnessed new dawn with the discovery of Telemedicine which 

ensured that medical solutions could be provided outside hospital buildings. Virtual workflows 
and technologies have been set up over time to create optimal infrastructures to implement this 

process. The scalability of Virtual Diagnostics Solutions used in Telemedicine has been a 

significant metric of development in our contemporary society. Evolutionary standards in AI 
have ultimately ensured the continuous upgrade of Telecommunications, software, and digital 

technologies used to implement virtual and real-time diagnostic solutions. A relative expansion in 

the number of telemedical services provided by Virtual Diagnostic Solutions has spiraled the 
frequent adoption of this paradigm in tackling global healthcare challenges such as epidemics, 

pandemics, and critical health conditions. 

 

Another reason for improvements in scalability is the ever-changing needs of healthcare 
stakeholders to meet state-of-the-art next-generation service level requirements. Scalability could 

entail efficient resource allocation, enhanced data integrated hospital-grade wearable devices, 

expansion of patient management software systems, robust databases, cloud services, and data-
sharing infrastructures. As we advance, a perceived rise in the adoption of the telemedical model 

of healthcare delivery will no doubt facilitate accessibility and efficiency with the sole purpose of 

bringing a paradigm shift to Global health solutions. 

 

6. CHALLENGES OF AI-BASED VIRTUAL DIAGNOSTIC SOLUTIONS (VDS) 

IN TELEMEDICINE 
 

Despite the numerous benefits promised by the integration of AI in Virtual Diagnostics Solutions 

(VDS) to provide geographically accessible, affordable, acceptable, and quality healthcare, there 
have also been challenges mitigating its full-scale adoption and development potential. As stated 

earlier, this paper will highlight some key barriers facing the advancement of Virtual Diagnostic 

Solutions in Telemedicine. 
 

High-Cost: Although Virtual Diagnostic Solutions have been leveraged to reduce the high cost 

of healthcare accessibility, this is only valid from a patient's perspective. While this issue might 

seem improbable in our contemporary society, it is pertinent to note that ‘Cost’ sums up the 
general resources required to develop, implement, maintain and advance Virtual Diagnostic 

Solutions in Telemedicine. These resources include but are not limited to human, technical, 

financial, and academic resources that have become relatively expensive to acquire and employ 
over time. Cost implications for efficient initiation and delivery of telemedical research and 

projects are seen as economic excess and, as such, given less consideration. This effect has led to 

the relatively reduced advocacy for adopting telemedical solutions in most developing and 

underdeveloped countries. From an AI perspective, huge amounts of technical resources, 
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skillsets, and training are required to build robust Telemedical deep learning models for Virtual 
Diagnostic Solutions. Financial resources are expended on the acquisition, installation, 

utilization, and maintenance of telemedical equipment. On a more holistic scale, this factor is the 

most critical, responsible for the decline and a foreseeable reduction in VDS development and 

adoption in Telemedicine. 
 

Unavailability and Underdevelopment of Technical Infrastructures: Technology, 

Telecommunication, and Artificial Intelligence advancements are the backbone for functioning 
state-of-the-art Telemedical solutions, as have been elucidated in earlier sections of this paper. 

Hence, the robust nature of Telemedicine has necessitated the requirement of sophisticated 

infrastructures to ensure efficient and effective development and deployment. For instance, Tele-
ophthalmology, Teleradiography, and real-time emergency consultation, amongst others, are 

some of the telemedical services which require heavy computing technologies and fast internet 

connectivity. Systematically excellent and diverse medical data are also needed for training 

Machine Learning (ML) and deep learning models to enhance effective generalization. 
Technology literacy levels also play a part in ensuring telemedical services' smooth 

implementation and sustainability by abstracting the process workflow to patients and medical 

professionals. The unavailability of these requirements is predicted to pose a significant gap in 
harnessing the potential of Telemedicine. On a more holistic scale, a lack of technical 

infrastructures will more likely hinder the development of Telemedicine, thereby causing a 

decline in the progress achieved so far. Despite the encouragement by the WHO encouraging the 
adoption of Telemedical innovations by member states, a major drawback emanating from this 

challenge has been observed in underdeveloped and developing countries.  

 

Reliability Issues: A significant concern regarding the adoption and implementation of Virtual 
Diagnostics Solution is its reliability and generalization ability. Given this issue's validity, several 

Virtual Diagnostics solutions have come under severe scrutiny, raising questions and sentiments 

concerning their utilization. Reliability is a dominant parameter in determining the rate of 
adoption and research in Telemedical solutions. Hence, at any slightest detection of 

untrustworthiness or inconsistency, Telemedicine could lose the attention and participation of key 

stakeholders. Error-prone VDS solutions have stereotypically discouraged total reliability in the 

potentials of Telemedicine. While a significant level of this challenge is due to lapses in 
technicalities and operational models, several other factors can also contribute to this issue, such 

as stakeholders’ resistance to accepting change, Digital illiteracy leading to poor awareness of 

modern tech, cultural perceptions, and malpractice liabilities. 
 

Ethical Violations, Confidentiality, and Privacy issues: Ever since the revolutionization of the 

Internet, privacy and ethical policy stability have been a critical challenge among internet users. 
Just like Medical professionals, patients (VDS users) need orientation and training on data access, 

privacy and protection measures when utilizing services on Virtual Diagnostic Solutions. For 

efficiency of Telemedicine, data privacy such as Doctor-Patient confidentiality, training, and 

licensing of personnel is expected to be strictly adhered to. However, stability in providing robust 
security infrastructures and interoperability features to tackle these challenges, coupled with the 

ever-rising trend of cyber-crimes, has hindered the trustworthy adoption of Telemedicine as an 

effective approach to healthcare access. Another propelling reason for this challenge is the result 
of insufficient legal policies, guidelines, and Standard Operating Procedures (SOPs). In addition 

to the absence of defined policies and regulatory procedures, a lack of international regulatory 

uniformity has stirred several controversies regarding Telemedical services and solutions. While 
AI’s propensity for good has been established in earlier sections of this paper, Malpractice 

liability is another factor to consider. This issue has necessitated holistic reflections on AI's dual 

potentials by governments, Researchers, and Engineers developing Telemedical solutions. 
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Continuity/Sustainability: The recent global pandemic has necessitated the sustainability of 
advanced medical technologies. As more medical issues arise, so should the pervasiveness of 

healthcare approaches employed for treatment purposes. A major drawback, especially in 

underdeveloped and developing countries, is their incapability to adequately sustain and 

encourage advancements in Telemedicine either through research or system analysis. Several 
factors can be attributed to this enthusiastic acceptance of the already existing Virtual Diagnostic 

Solutions, formulation of ethical and privacy policies, standardization of technological 

equipment, skill set and infrastructures, cost-effectiveness and coordination, etc. In light of this, 
the sustainability and continuity of this ever-growing trend hinge on the improvements of all 

participating stakeholders in creating stable infrastructures and approaches to tackle existing 

challenges and foster the growth and application of AI in Virtual Diagnostic Solutions (VDS). 
 

7. CONCLUSION 
 

Artificial Intelligence has no small impact on Global health in our contemporary society. In most 

developed and some developing countries, Telemedicine has gained popularity for its benefits in 
improving healthcare access, reducing healthcare costs, and enhancing the quality of healthcare 

services. These benefits necessitated the rapid paradigm shift from the usual traditional healthcare 

(provider-centric) infrastructures to more robust (patient-centric) methodologies and 
infrastructures, given the tremendous pressure on healthcare providers to provide affordable, 

accessible, and quality healthcare services. This paper holistically discussed the growth and 

revolution of Telemedicine as a modern research field; it also introduced a broad insight towards 

implementing Artificial Intelligence in Telemedicine with specific inclinations toward services 
provided by Virtual Diagnostic Solutions (VDS). A review of works of literature from 

researchers citing several Deep Learning Approaches employed in detecting and treating several 

medical ailments was also discussed in this paper, recommending the importance of deep 
learning in the advancement of AI services. Several Applications of Artificial Intelligence in 

sustainable healthcare provision and access were also reviewed and described. 

 
The overall significance of this paper is to throw more light on the importance of DEEP 

LEARNING-BASED AI methodologies in advancing state-of-the-art Virtual Diagnostic 

Solutions in Telemedicine. Consequently, this paper enumerated and discussed crucial prospects 

and challenges associated with incorporating, implementing, adopting, and advancing Artificial 
Intelligence in Telemedicine. Further holistic research on advanced Telemedical approaches is 

encouraged in tandem with these views.   
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