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Preface 
 

 

9th International Conference on Foundations of Computer Science & Technology (CST 2022), 

November 12 ~ 13, 2022, Chennai, India, International Conference on NLP and Machine 

Learning Trends (NLMLT 2022), 13th International conference on Database Management 

Systems (DMS 2022), 3rd International Conference on Cloud and Big Data (CLBD 2022), 11th 

International Conference on Information Technology Convergence and Services (ITCS 2022), 3rd 

International Conference on VLSI & Embedded Systems (VLSIE 2022) was collocated with 9th 

International Conference on Foundations of Computer Science & Technology (CST 2022). The 

conferences attracted many local and international delegates, presenting a balanced mixture of 

intellect from the East and from the West. 
 

The goal of this conference series is to bring together researchers and practitioners from 

academia and industry to focus on understanding computer science and information technology 

and to establish new collaborations in these areas. Authors are invited to contribute to the 

conference by submitting articles that illustrate research results, projects, survey work and 

industrial experiences describing significant advances in all areas of computer science and 

information technology. 
 

The CST 2022, NLMLT 2022, DMS 2022, CLBD 2022, ITCS 2022 and VLSIE 2022. 

Committees rigorously invited submissions for many months from researchers, scientists, 

engineers, students and practitioners related to the relevant themes and tracks of the workshop. 

This effort guaranteed submissions from an unparalleled number of internationally recognized 

top-level researchers. All the submissions underwent a strenuous peer review process which 

comprised expert reviewers. These reviewers were selected from a talented pool of Technical 

Committee members and external reviewers on the basis of their expertise. The papers were then 

reviewed based on their contributions, technical content, originality and clarity. The entire 

process, which includes the submission, review and acceptance processes, was done 

electronically. 

 

In closing, CST 2022, NLMLT 2022, DMS 2022, CLBD 2022, ITCS 2022 and VLSIE 2022 

brought together researchers, scientists, engineers, students and practitioners to exchange and 

share their experiences, new ideas and research results in all aspects of the main workshop 

themes and tracks, and to discuss the practical challenges encountered and the solutions adopted. 

The book is organized as a collection of papers from the CST 2022, NLMLT 2022, DMS 2022, 

CLBD 2022, ITCS 2022 and VLSIE 2022 

 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 

the event and that the friendships and collaborations forged will linger and prosper for many 

years to come. 
 

 

David C. Wyld, 

Dhinaharan Nagamalai (Eds) 
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ABSTRACT 
 

Augmented Reality (AR) is one of the most popular trends in, technology today. Its accessibility 

has heightened as new smartphones and other devices equipped with depth-sensing cameras 

and other AR- related technologies are being introduced into the market. AR helps the user view 

the real-world environment with virtual objects augmented in it. With advances in AR 

technology, Augmented Reality is being used in a variety of applications, from medicine to 

games like Pokémon Go, and to retail and shopping applications that allow us to try on clothes 

and accessories from the comfort of our homes. In the current times, being hands-off is utterly 

important due to the widespread attack of the COVID19 pandemic. Thus, an application where 
the necessity to touch a screen is removed would be highly relevant. In such a scenario, AR 

comes into play. Essentially, it helps to convert the contents on a physical screen to a virtual 

object that is seamlessly augmented into reality and the user interacts only with the virtual 

object, thus avoiding any requirement to touch the actual physical screen and making the whole 

system touch-free. 

 

Hence, the paper aims to propose an Augmented Reality application system that can be 

integrated into our day-to-day life. With the advent of technology and the digitization of almost 

all interfaces around us, the opportunity of augmenting these digitized resources has escalated. 

To demonstrate a generic application that can be used along with any digitized resource, an AR 

system will be implemented in the project, that can control a personal computer (PC) remotely 
through hand gestures made by the user on the augmented interface. The methodology proposed 

targets to build a system that is both generic and accessible. The application is made generic by 

making the AR system be able to provide an AR interface to any application that can run on a 

regular PC. The accessibility of the AR system is improved by making it compatible to work on 

any normal smartphone with a regular camera. There is no necessity for a depth- sensing 

camera, which is a requirement of popular AR toolkits like ARCore and ARKit. 

 

KEYWORDS 
 

Augmented reality, Gesture Recognition, Generic, Application, Technology, Accessibility. 

 

1. INTRODUCTION 
 

Augmented Reality (AR) provides an interactive experience of virtual objects augmented into the 

real-world environment by enhancing both real and virtual objects using computer-generated 
perceptual information, which may span across multiple sensory modalities. It can also be defined 

as a system consisting of 3 parts namely, the combination of real and virtual worlds, real-time 

interaction, and the accurate recognition and registration of real and virtual objects. Using this, 

objects appear as though they are part of our environment but in reality, it is just a simulation. In 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N19.html
https://doi.org/10.5121/csit.2022.121901
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this way, AR can be used to alter one’s ongoing perception of the real world and create new 
experiences [1, 2]. 

 

Modified reality systems are of three types. Augmented Reality adds virtual objects to a live view 

of the real world by making use of the camera on a smartphone or a headset. Virtual Reality, on 
the other hand, is a completely virtual experience that contains no aspects of the real world. This 

is done using VR devices like HTC Vive, Oculus Rift, or Google Cardboard. A Mixed Reality 

(MR) experience combines the elements of both AR and VR, i.e., it is the interaction between 
real-world and virtual objects. 

 

Augmented Reality is a newly emerging field and has been used in fields such as medical 
training, retail, design and modelling, education [3], and entertainment, in the past few years. 

However, due to the field still being in its formative stages, it still lacks the genericness that it 

should have and is rather very specific to the applications that it is being used for. Some of the 

current limitations [4] in the field of Augmented Reality include: 

 
• Hardware: 
– Equipment: Very few mobile devices available in the market are equipped with room 

mapping or depth sensing technology. 

– Specifications: Limited processing power, a small amount of memory, and limited storage 

available during the deployment phase (phone apps). 
• Blending with Reality: Rendering digital data into meaningful and easily understandable 

graphics and scaling it to fit the perspective of the visual field is challenging. 

• AR education: Most consumers are not familiar with AR technology and do not see its 
applications in their daily lives. 

• Possibility of physical harm: There have been many cases of people hurting themselves while 

playing the popular AR game Pokémon Go. 
• Lack of proven business models: There are not many industries that have found an AR-

related business model that will work long term, except the gaming industry. 

• Privacy and Security: Augmented Reality identification and security policies are not quite 

developed. 
 

The proposed methodology aims to develop a generic application with high accessibility that 

would reduce contact with physical surfaces. The user would operate through an AR screen 
instead of using the surface directly. However, for demonstration and feasibility testing, the scope 

is restricted to the deployment of an AR interface for a browser application (that runs on a remote 

PC) on android smartphones With the COVID19 pandemic on the rise, there is a heightened need 

to maintain social distancing. Washing and sanitizing are of the utmost importance when anything 
in a public place is touched. As it goes, prevention is better than cure, and hence such situations 

must be avoided. Through the project, the user can just look at the screen through his/her phone 

and perform operations using gestures [5, 6] in the air and his/her interaction with the software is 
completely handsfree. Hence one can avoid coming in contact with public surfaces. Additionally, 

the screen is completely restricted to the user and hence can provide enhanced security and 

privacy. 
 

2. RELEVANT WORK  
 

Broadly, the relevant work in this domain falls under three categories: gesture recognition, 

augmented reality, and gesture recognition in augmented reality. 
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2.1. Gesture Recognition 
 

There are a variety of methods that are used for extracting the necessary information that is 

required for gesture recognition systems which include hardware devices like data gloves and 
colour markers and using the appearance of the hand and skin colour to segment the hand. 

 

Authors Khan, Rafiqul Zaman, and Noor Adnan Ibraheem in [7] explains how gesture 
recognition systems are mainly classified into three steps: extraction method, features extraction, 

and classification. 

 

• The extraction method/segmentation is the first step. It consists of dividing the input image 
into regions separated by boundaries. This is done differently based on whether the gesture 

is static or dynamic. Some of the methods used to model the hand are the Gaussian Model, 

Gaussian Mixture Model, and histogram-based techniques. 
• In the second step, the features of the segmented image are extracted. Some extraction 

methods use the contour and silhouette of the hand while others use fingertip positions, palm 

centres, etc. 
• The last step is gesture classification. Various techniques and models like neural networks, 

FSMs, PCA, Fuzzy CMeans clustering, and genetic algorithms are used for this purpose. 

 

The authors of [7] compare the recognition methods used in hand gesture recognition systems. A 
summary of extraction methods, feature representation, and recognition of hand gesture 

recognition systems is listed. They also describe the various methods used for gesture recognition 

like Neural Networks, HMMs, fuzzy, C-means clustering, etc (which are alternatives for 
orientation histogram for feature representation). Reference [7] provides more clarity and an 

insight into the various applications, internal working, limitations, and other specifications of 

different gesture recognition systems. 
 

2.2. Augmented Reality 
 

Reference [8] deals with the fundamentals of Augmented Reality. As described in [8], the four 

fundamental parts of Augmented Reality are AR components, AR devices, the applications of 

Augmented Reality, and visualization issues that could be encountered. 

 
The scene generator, tracking system, and display are the components of an Augmented Reality 

system. The scene generator is used to set the scene of the Augmented Reality environment. This 

is a challenge since, unlike a Virtual Reality system, an Augmented Reality system needs to 
account for the real environment that the virtual object is being placed in. The second component 

is the tracking system used to track both the virtual and real objects in the Augmented Reality 

environment. The last component is the display features of the Augmented Reality system. 
 

From [8], the complexities of an AR System are understood, and the importance of a good 

interface is highlighted multiple times. However, little or no information regarding gesture 

recognition in Augmented Reality systems is dealt with in the paper. And all the extra 
information like, types of devices that could be used for AR systems, etc, though helpful for 

understanding the domain, does not directly align with the project. 
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2.3. Gesture Recognition in Augmented Reality 
 

Different gesture recognition techniques are proposed by [9] for three basic interaction categories 

(translation, rotation, and scaling) in a Leap Motion Controller, Augmented Reality framework. 
In [9], the proposed model is implemented using the Leap Motion Controller (LMC) along with 

the Unity3D platform. The Leap Motion Controller is a camera sensor developed by Leap Motion 

that senses natural hand movements and the position of our fingers and allows us to interact with 
the system by using gestures like swiping, grabbing, pinching, and rotating. In the authors’ 

prototype, they design two different gestures which are of the high and low level of naturalism for 

three interaction categories, which are translation, scaling, and rotation. 

 
Reading [9] gave us an overview of the types of gestures used in hand gesture recognition 

systems like translation, scaling, and rotation and helped decide which gestures need to be 

supported in the project. The user’s expectations from an AR application and what could be done 
to make the user’s performance and experience better were also observed from [9]. 

 

In [10], the authors aim to develop a natural interaction technique that allows the manipulation of 
virtual objects on handheld augmented reality devices in 3D space. This method relies on the 

identification of the position and the movements of the user’s fingers. The recognized gestures 

are then mapped to the corresponding manipulations of the virtual objects in the AR scene. The 

method implemented in [10] provides 6 degrees of freedom manipulations using natural finger- 
based gestures for rotating, translating, or scaling a virtual object in a handheld AR system. 

Markerless 3D gesture-based interaction design has two major components to it: Object Selection 

and Canonical Manipulations. Reference [10] provided an insight into how the user’s hand could 
be segmented from the surroundings. It also highlighted the different ways in which virtual 

objects in the scene could be selected and manipulated using hand gestures. 

 
Paper [11] gave an overview of the different basic gestures that users are most likely to use while 

manipulating 3D objects (As per user studies performed, it was observed that most users 

physically performed rudimentary object manipulation like zooming, scaling, stretching, and 

compressing the object which was supported effectively by this system developed). The Client- 
Server system setup was also demonstrated in [11]. The technicalities of depth and image 

recognition and tracking in 3D object manipulation and deploying AR applications on desktops 

by using webcams were observed. Additionally, the fact that gestures need to be as intuitive as 
possible to reduce mental strain for the end-users was also highlighted in [11]. 

 

Reference [12] explains some gesture recognition techniques from the perspective of developing 

an Augmented Reality media player application. It primarily focuses on an approach that is not 
computationally intensive, which is more suitable for an AR application. In the final approach, 

proposed by the authors, the focus is on recognizing the dynamic gestures of the user via a 

Webcam which could be a built-in or externally attached Camera. Various image processing 
algorithms like RGB to HSV conversion, blurring, thresholding, blob detection, etc have been 

integrated to analyse the gestures. 

 
The approach used in [12] had no restrictions on the background of the image. It could handle 

dynamic gesture recognition via a live video feed, as the runtime processing time is negligible. 

Also, the colour model that is used is very strong. However, the Augmented Reality part was not 

dealt with in the paper and the complete integration was not defined. Additionally, [12] provided 
an overview of a gesture recognition system that is not computationally intensive and an AR 

Application-oriented approach to gesture recognition. 
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3. PROPOSED METHODOLOGY  
 

To achieve the target of a generic and accessible AR application, the paper defines the scope of a 

demonstrable component as an android application that can reflect the activities running on a 

remote PC host. The android application, which can run on any simple smartphone (without the 

need for additional depth-sensing cameras) provides an Augmented Reality interface of the PC 
screen. The user can manipulate the AR interface (which helps avoid physical contact with any 

device) to operate on the PC remotely. The genericness is reflected in the fact that the 

applications running on the PC need not be AR compatible. Hence, absolutely any application 
that can run on the PC, would have an AR interface. 

 

As seen in Figure 1, the approach taken to resolve this issue has two fundamental components. 

They are the interaction devices and the modes of interaction. There are three interaction 
components: the AR application, the remote host PC, and the gesture recognition server. The 

mode of interaction adopted in the chosen approach is a cloud-based interaction system. 

 

3.1. Augmented Reality Application 
 

The Augmented Reality (AR) Application acts as the controller of the entire system. In this part 
of the project, improvement in the accessibility of AR applications and their use is targeted. The 

application is deployable on a smartphone rather than a head-mounted device, due to its larger 

availability across the world. Also, it would only require a regular RGB camera that is built into a 
standard smartphone, without the necessity of a camera powered with pre-existing depth sensing 

technology. Since most AR applications use ARCore and ARKit which require smartphones with 

a depth-sensing camera, the project followed by this paper challenges this popular standard. 
 

The design choice of choosing Unity [3] as the development engine over the Unreal Engine, was 

a conscious move, to make the AR application deployable to a broader spectrum of devices. 

However, this choice had to make a compromise on the larger feature set and the stronger and 
more robust engine that Unreal provides. 

 

3.2. Remote Host 
 

The remote host is the backend PC that is being manipulated by the AR application. The 

genericness of the system would be demonstrated in this part of the project, as any application 
visible on a PC screen could be replicated as a holographic AR Screen. The PC can hence be 

controlled via gestures (touchscreen gestures) in an AR application at any remote destination with 

a stable internet connection. For the demonstration, a browser application running on the PC is 
manipulated by the AR application. 

 

3.3. Gesture Recognition Backend 
 

The backend server runs the gesture recognition system. A design choice of using static gesture 

mapping is made so that the recognition can be quick. However, the challenge that this poses is 
the fact that not many gestures can be supported, however, the speed benefit outweighs the 

reduced number of gestures that are supported. Alternatively, an option writing the gesture 

recognizer in the AR application itself, limited the scope of gesture recognition, as it would have 

to run in the smartphone, which would be able to provide lower processing power [13]. Hence, an 
external server (which could also be the host PC itself), runs the gesture recognition system. 
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For the proof of concept of the methodology, the gesture recognition part involves 2 major parts 
- Hand segmentation and recognising the gesture in itself [14, 15]. For segmenting the hand from 

the surroundings, the major steps were background subtraction, thresholding and contour 

extraction. For recognizing the gestures, the steps involved were: Finding the convex hull and 

computing the extreme points, finding the centre of the palm and constructing a circle around the 
palm and fingers, performing bitwise AND between the hand region and the circle and 

determining the count or number of fingers. This was one of the various alternatives in which 

static gesture recognition could be implemented and can be easily modified according to the 
developer’s requirements. Lots of research has gone into the field of gesture recognition, and 

some that are relevant in the current scenario include [16, 17, 18, 19]. 

 

3.4. Storage and Communication 
 

The storage is handled using cloud storage systems. Other storage and communication 
alternatives included the use of a client-server system. But the client-server architecture restricted 

the AR application to run on the same network as the host PC. This was a clear disadvantage. 

Hence the choice of using a cloud storage system was made clear. However, this choice had the 
drawback of being a little slower than its counterpart. 

 

The implementation used Google’s Firebase Cloud System [20] for all the storage requirements. 

The Firebase Real-Time Database (RTDB) was used to store the recognized gesture [21]. The 
Firebase RTDB is a cloud-based NoSQL database that syncs data in real-time [22, 23], hence it 

was apt in storing the gesture identified by the gesture recognizer backend, to be used 

immediately by the remote host to update its state. The Firebase Cloud Storage is used to store the 
host PC’s current state (for updating the AR environment) and the AR environment (for gesture 

recognition). This Cloud Storage unit of Firebase is a scalable cloud infrastructure [24] capable of 

storing large binary objects as blobs. The states that are saved in the form of screenshot images 
are hence stored and retrieved quickly, efficiently, and securely, in the Firebase Cloud Storage. 
 

3.5. Overall System Design 
 

The overall flow of the proposed methodology proceeds as illustrated by the sequence diagram in 

Figure 1. The process begins with the user enabling the host PC to be accessed by the Augmented 

Reality application. This is automatically followed by the storage of the initial state (screenshot of 
the entire PC screen) in the Firebase Cloud Storage. Once the user opens the AR application via 

the user’s smartphone remotely, the state of the host PC is fetched from the Firebase Cloud 

Storage and rendered as an AR interface in the mobile application. As the user manoeuvres 

through the AR interface, the state (screenshot) of the AR environment is also stored in the 
Firebase Cloud Storage. This picture/state of the AR environment is constantly monitored by the 

gesture recognizer to identify the user’s gestures. Once the gesture is identified, it is updated in 

the Firebase Real-Time database. The host PC reads the gesture from the Firebase Real-Time 
Database and updates the state of the remote PC. This new state is updated in the Firebase Cloud 

Storage, which is reflected in the AR application. And the process keeps repeating. 

 

4. RESULTS AND CONCLUSION  
 

The proposed methodology was applied on a browser (Google Chrome, Microsoft Edge as seen 

in Figure 2) that runs on a laptop with an internet connection. The browser could be accessed 

remotely via the Augmented Reality interface in an Android application that was connected to the 
internet, on a separate network. The syncing had minor lags depending on the speed of the 

internet connection on both the devices (smartphone and remote host PC). However, this 
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proposed methodology gives a simple, generic, and highly accessible solution for Augmented 
Reality interfacing for any application. 

 

 
 

Figure 1. Sequence diagram of the proposed approach 

 

5. FUTURE SCOPE 
 

The methodology proposed in this paper can be further extended to thorough implementation. If 

funds permit, the Augmented Reality application can be extended to greater graphical quality 
(with holographic effects, and 3D rendering). Also, a wider range of gestures can be supported by 

a developer who wishes to extend its functionality. Moreover, there is new scope for innovation 

in the methodology itself, by taking the platform to an offline access system. This would not only 

improve the accessibility of the system but would also reduce the lags caused due to internet 
connectivity issues. 
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Figure. 2. A view of the AR Application (controlling Microsoft Edge remotely) on a smartphone in a basic 

demonstration. Only the quadrilateral in the middle is the AR rendering. The remaining is the user’s hand 

and the real environment/surroundings behind. 
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ABSTRACT 
 
We analyze the computational complexity of the video game "CELESTE" and prove that solving 

a generalized level in it is NP-Complete. Further, we also show how, upon introducing a small 

change in the game mechanics (adding a new game entity), we can make it PSPACE-complete. 
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1. ABOUT CELESTE 
 

CELESTE [1] is a single-player 2D platformer developed by Maddy Thorson and Noel Berry. 
The game is about you being Madeline who is climbing to the peak of the mountain "Celeste". 

The goal of the game is to overcome obstacles on the way and make it to the end of the level. 

CELESTE consists of 7 levels which consist of sub-parts. In each subpart, you have to reach an 
exit point without taking damage. Taking damage resets you back to the starting point. 
 

 
 

Figure 1. CELESTE player 
 

1.1. About the Player 
 

Madeline is the main character whose actions are governed by our controls. She is restricted in 8 

directions of motion and primarily has 3 special moves other than basic left and right movement. 

Those are: 
 

Directions of movement: Madeline can move in 8 directions as described in the left diagram. 

These and the other moves have fixed button/button combinations assigned to them. 
 

Jump: She has the ability to jump to a certain height, which can be then done again only when 

she hits the ground. 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N19.html
https://doi.org/10.5121/csit.2022.121902
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Dash: When Madeline has the "charge" she can dash in any direction, this gives her extra 
momentum and the ability to dash into "space blocks" (described later). The charge gets used up 

when she dashes and is restored when she hits the ground or passes through the space block. 

There are other objects which also recharge her, but those are not used in the proof. 
     
There are other objects which also recharge her, but those are not used in the proof. 
 
Grab: Since she is a mountain climber, she has the ability to climb walls and wedges. But she 

has stamina, which limits the amount of time she can grab onto a wall before sliding down. This 

stamina is restored when she makes contact with the ground. 
 

2. LEVEL IMPLEMENTATION 
 

2.1. Frames 
 

 
 

Figure 2. Bottom left corner is the entry point and the top right corner is the exit point 
 
Frames are areas of games which has a start and an endpoint. You have access to one frame at a 

time. Using the entries and the exits, you move from 1 frame to another. So Frames serve as the 

checkpoints in the game. Frames do not have a limit of size since your screen can scroll. 
 

The game has been split into such frames, which are puzzles on their own, which require 

planning and reflexes to reach the endpoint. There are multiple ways to solve these puzzles due to 
the game's versatility and the mechanisms in it. 
 

A graph of such frames connected together makes up a level of the game. To construct our proof, 

we will make frames which we will join together to make our level. 
 

2.2. Objects 
 
Revolving around the basic 3 operations the game has a lot of mechanisms that add to the fun and 

the difficulty of the game. These are added to the game as the player makes progress in the levels. 
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For our proof, we will mainly use 3 of the objects. They are: 

 

 Unstable Platform 

 Button door 

 Space block 
 

We explain how these objects work below. The purpose of these objects will be explained later. 
 

2.2.1. Unstable Platform 

 

 
 

Figure 3. Unstable platform 
 

A stone platform that can float, this platform breaks when Madeline stands on this platform for 
more than a second. After the platform breaks, Madeline if not jumped will fall down. This 

platform then forms back in the same place. But it can only be broken when stood upon and can 

not be broken from below, making it like a trap door if placed correctly. 
 

2.2.2. Button Door 

 

 
 

Figure 4. Button door and space block 
 

A door that can only be unlocked using its specific button. This button must be placed in the 

same frame as the door, but it has the freedom to be placed anywhere in the frame. Once the door 
is opened it cannot be closed again. 
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2.2.3. Space Block 

 

A block of celestial material which lets you float into and out in a straight line when you dash 

into it. Once Madeline dashes into the block, you cannot stop her from reaching the other opening 

of the block in a straight line. If the other side of the line is blocked with a wall, Madeline dies 
and respawns at the start of the frame.  
 

2.3. Levels 
 

 
 

Figure 5. Bottom left being the start and the top right being the end 
 

A level consists of many frames, but there is only 1 flag at the top of the level and there is only 1 

initial start point of the level. For most of the levels, there is only 1 linear path from the start to 
end with a sequence of frames, but some other levels are more complex, which include sub-tasks 

and other detours. Here is an example, this is the 1st level in the game, the frames have been 

arranged according to the order. 
 

3. COMPLEXITY CLASSIFICATION 
 

Now that the game has been well defined, we work on classification of the game. Whenever we 

say "CELESTE belongs to X complexity class", we mean to say that the decision problem of 
deciding whether finish point is reachable from start point. 
 

3.1. Basic Observation 
 

Given a level and a path, that is the moves required to reach the endpoint, you can verify if the 

path is correct just by applying those moves. The moves are polynomial, why? We repeat the 
sections only after visiting other sections. Since the number of sections themselves are 

polynomial, we can only have polynomial moves before we complete the level.  
 
This clearly implies that the game is NP [2]. For example, for the 1st level, we can map the path 

from start to end as seen below. 
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Figure 6. In this pattern we can always map from start to end 
 

Now since we have proven that CELESTE is NP. We can try to prove that it is NP-Hard [2], 
essentially proving that it is NP-Complete [2]. 
 

3.1.1. Intuition behind being NP-Hard 

 

Due to many paths of the game which do not lead to the end and certain mechanisms that lock us 

out which we will see in the future, it is not possible to tell whether there exists a polynomial-
time algorithm to solve the levels. So, we will rather try proving that this game is NP Hard. 
 

4. FRAMEWORK FOR NP-HARDNESS 
 

To prove the NP-hardness of CELESTE, we here describe a framework for reducing 3-SAT [2] 
to a 2-D platform game. This framework is based on (link source here).  Using this framework in 

hand, we can prove the hardness of games by just constructing the necessary gadgets [3-5]. 
 

The framework is a reduction of the 3-SAT problem. We start from the Start gadget, and end at 
the Finish Gadget. At each Variable gadget, we make a choice and turn on the Clause gadgets 

according to the choice, which in essence is making a literal true or false. 
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Figure 7. General framework for NP-Hardness 
 
At the end, we make a pass through all of the clauses sequentially and we are able to pass through 

them if all of them are satisfied. Since the game is 2D, we also need a Crossover gadget. The 

Crossover gadget makes sure that if there are two overlapping connections, we travel the 
connections one by one. Below given are more details for the gadgets. 

 

 Start and Finish: The start and end gadgets contain the spawn point and the end goal 

respectively. 
 Variable: Each variable gadget must force the player to make a binary choice (select x or 

~x). Once a choice is taken the other choice should not be accessible. Each variable 

gadget should be accessible from and only from the previous variable gadget is such a 

way that it is independent of the choice of the previous gadget and going back is not 
allowed. 

 Clause: Each literal in the clause must be connected to the corresponding variable. Also, 

when the player visits the clause, there should be a way to unlock the corresponding 

clause. 
 Check: After all the variables are passed through, all the clauses are run through 

sequentially. If the clause is unlocked, then the player moves on to the next clause else 
loses. 

 Crossover: The crossover gadget allows passage via two pathways that cross each other. 

The passage must be such that there is no leakage among them. 
 
If we can build these gadgets using a game, we can reduce 3-SAT to that game using this 

framework and show that the game is NP-Hard. 
 

5. CELESTE IS NP-HARD 
 
To prove that CELESTE is NP-hard, we will try to use the above framework to reduce 3-SAT to 

CELESTE. 
 

5.1. Variable Gadget 
 

A Boolean Variable can take 2 values, True or False, and it might have multiple occurrences 
throughout the formula. 
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The verification of 3-SAT is done by giving the satisfiable values to the variables, hence the 
values cannot be changed in the middle of the substitution. For now, we need to take care of the 

binary and the irreversible nature of boolean variables. We do this with the help of an Unstable 

Platform. 
 

 
 

Figure 8. Exits are covered by Unstable platforms making them one way traps 
 

These exits have an Unstable platform covering them, these have to be broken before the exit can 

be used. But, why the unstable platform? 
 

Madeline falls from the top on the platform, that is the only entry to the Gadget. The Gadget has 

2 exits on the sides of the floor, each leading to a tunnel. The unstable platform makes Madeline 
seal her choice. Once the path is taken, there is no way to access this frame again other than 

restarting since the platform will reform blocking the entry.  
 

5.2. Clause Gadget 
 

Each Clause has 3 variables, out of which even if 1 were true the Clause would be true. To 
implement that in our frame, we use The Button Door. 
 

 
 

Figure 9. The colourful dots represent space block and the hits are reachable by Madeline 
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A Clause gadget consists of 3 Parallel Button Doors, the buttons are accessed through the 
variable tunnels. For now, do not worry about how the tunnels are connected. The main idea is 

that even if 1 door opens it is sufficient for Madeline to pass through the region. 
 

Madeline presses the buttons according to the values she took for the variables, these will unlock 
the doors, if the variables made a clause true, the clause would have at least 1 door open. 
 

6. SUPPORT GADGETS 
 
Now these above-mentioned gadgets must be connected and for that, we use our support gadgets 

that will be constructed as per the requirements. 
 

6.1. The Tunnel 
 

To connect the Variable exit to the Buttons of the Clause, we use a Tunnel gadget. 
 

 
 

Figure 10. x1 Tunnel only has access to button which have x1 as their variable in their clause 
 

Below the buttons, there are Tunnels leading from the exits of the variables. The variables have 

access to the buttons they can set true according to the Boolean expression. 
 

For example, if x1 is chosen to be true, then Madeline gets access to the x1 tunnel and ~x1 if she 

had chosen false. x1 tunnel has access to buttons that open a door to the clause having x1. 
 

How do we block the variables from accessing the other doors? For that, we have constructed the 

Crossover Gadget. The space blocks that are displayed in the diagram are used in a specific 

manner described in the Crossing Frame. 
 

6.2. Crossover Gadget 
 

Since the game is 2D, you cannot avoid paths from crossing each other during the construction of 

such a level. We can make sure that the intersection of the paths happens only in the form of a 

cross. 
 

Suppose we want Madeline to go from A1 to A2 or B1 to B2 or the other direction. But she 

shouldn't be able to go from an A to a B or vice versa. 
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The Space block as described before teleports the player from one end to the other in a straight 
line without any interference. Encountering a wall will kill Madeline and she will respawn at the 

start of the frame. 
 

 
 

Figure 11. Crossover gadget 
 

So, we put the space blocks in the intersection of the paths in such a way that there are no straight 

lines connecting the opening side of A to B. It might seem like you can draw a line from A to B 

but remember that Madeline can only move in 8 directions, so the lines can be parallel or 45 
degrees inclined with the axis. So, no such line will exist. This means that the only way she can 

travel through the space block is in a straight line parallel to the axis, hence she cannot access A 

from B or vice versa. 
 

7. SEQUENCE OF FRAMES 
 

Now that all the frames have been constructed, we decide the sequence of the frames. Let n be 

the number of variables in the Boolean expression distributed into k clauses. 
 

7.1. Variable Order 
 
We will assume the order of the variables to be x1, x2, x3 ... xn. We select values for these 

variables in the same order. So the starting position will be in the x1 gadget since we pick its 

value first. 
 

7.2. Transition between Variables 
 
From the variable gadget of x1, we choose its value and go to the respective tunnel. In the tunnel, 

we press all the accessible buttons, after all the buttons, we reach the end of the tunnel. Now 

since the values of x1 have been already picked and substituted, we have to pick a value for the 
next variable hence we must go to the x2 variable gadget. 
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Figure 12. Transition from x1 to x2 after completing the path 
 

In such order we pick the value of all the variables, click the buttons which open the clause doors, 

and continue until we reach the end of the xn variable. Since we ran out of variables, where do we 
go now? 
 

7.3. Final Passage 
 

At the end of the xn passage, we should have an entrance to the Final passage containing the 

clauses. Madeline after choosing all the variables will now have to reach the flag. 
 

 
 

Figure 13. Example case where n = 3 
 

The path to the flag lies on the other side of the passage. If at least one door from each Clause is 
open only then will she be able to reach to the flag, else she won't be able to complete the level. 

This was the AND of all the OR clauses, leading to a normal form with 3 variables in each 

clause. 
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7.3.1. Why not put the flag at the end? 

 

The flag is always at the top of the level. So we need to redirect the player from the end of the 

final passage to the flag. Since there are other Paths that come between it, we use crossover 

frame. 
 

8. FINAL LEVEL 
 

Now that all the separate parts have been explained, we put together our final level. The Boolean 
expression for which the level has been implemented is: 
 

 
 

 
 

Figure 14. Final level layout 
 

9. EXAMPLE SUBSTITUTION 
 
Let the substitution of the variables be: 

 

 x1 = 1 

 x2 = 0 

 x3 = 1 
 

We start with the x1 gadget, take the true tunnel, and activate the door. After which we end up 
with a tunnel with an exit leading to x2 gadget. 
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Figure 15. Going from x1 to x2 gadget 
 

Now we are in the x2, we take the false tunnel, but since there is no x2 in the expression, there is 

no door that can be opened from this tunnel. So, we just continue and end up in the x3 frame. In 
the x3 frame, we repeat the same procedure. We open a door in the 2nd OR clause and end up at 

the end of the tunnel which leads to a space block. This space block when used will take 

Madeline to the beginning of the ‘final passage.’ 
 

 
 

Figure 16. Going to the Final passage 
 
Now one door of each clause has opened, Madeline can pass the final passage and go to the flag. 
 

 
 

Figure 17. Reaching the flag 
 

Since Madeline was able to reach the flag. The level could be completed, hence the expression as 

expected is satisfied with the given values. 
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10. SUMMARY ON NP-COMPLETENESS 
 
This proves that CELESTE is at least as hard as 3-SAT, making it NP-Hard. In conclusion, the 

game is both NP and NP-Hard, making it an NP-Complete puzzle. 
 

11. MAKING CELESTE PSPACE-COMPLETE 
 
We now describe how making a small change to CELESTE can make it PSPACE-Complete [2]. 

In the proof the CELESTE is NP-Complete, we used a button door which opened when we 

pressed the green button and then was obsolete. 
 

We make an addition to the game. The door can now be closed using a red button. When the door 

is open, the red button is deflated and can be activated and when the door is closed the green 

button can be activated. 
 

12. CELESTE BELONGS TO PSPACE 
 

To prove that CELESTE is a PSPACE-Complete puzzle, we have to first show that it belongs to 
PSPACE [2]. Now, it is sufficient to show that CELESTE belongs to NPSPACE [2] since 

NPSPACE is a subset of PSPACE by Savitch's Theorem [6]. This means that for any given 

traversal on the level, it has to use polynomial space with respect to the size of the level. Since, 

the game's element behaviour is a simple (deterministic) function of the player’s moves. 
Therefore, we can solve a level by making moves non-deterministically while maintaining the 

current game state (which is polynomial). 
 

13. FRAMEWORK FOR PSPACE-HARDNESS 
 

To prove PSPACE-Hardness of CELESTE, we here describe a framework for reducing TQBF 

problem [2] to a 2-D platform game. This framework is based on (link source here).  Using this 

framework in hand, we can prove hardness of games by just constructing the necessary gadgets. 
For this framework we need one more gadget: Pressure Button Door Gadget. 
 

 
 

Figure 18. Pressure Button Door Gadget 
 

In CELESTE, to press the button, Madeline has to dash into it. The button in the above frame is 

thick enough to prevent Madeline to pass through the tunnel without pressing the button. Thus, it 
forces her to press the button. 

 

 The open path has a button which the player is forced to press. 
 The traverse path is the path containing the door which can be traversed if the door is 

opened. 
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 The close path button forces the player to close the door. 
 

13.1. A General Framework for PSPACE-Hardness 

 

 
 

Figure 19. Framework 
 
A given fully quantified Boolean formula  

 

 
 

where PHI is in 3-CNF is translated into a row of Quantifier gadgets, followed by a row of 

Clause gadgets, connected by several paths. 
 

 
 

Figure 20. Clause gadget 
 

The clause gadget is built using three gates whose pressure buttons are in quantifier gadgets. And, 

for building Quantifier gadgets we use a special notation in a tunnel as shown below: 

 
 

Figure 21. Shorthand notation for tunnels 
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Here, +a opens the gate corresponding to variable and a and -a closes the gate corresponding to 
gate a. The player is forced to press these buttons as described before. 
 

13.2. Existential Quantifier 

 

 
 

Figure 22. Shorthand notation for tunnels 
 

The player can only select one of the path ways and once it is selected, the player can never 

change his choice. 
 

13.3. Universal Quantifier 

 

 
 

Figure 23. Shorthand notation for tunnels 
 

The player first proceeds to mark the variable as true and while backtracking has to traverse 
through the clauses again with the variable marked as false. After both possibilities are tried the 

player is able to move forward. 

13.4. Conditions for Traversal 
 

Traversing a quantifier gadget sets the corresponding variable in the clauses. When passing 

through an existential quantifier gadget, the player can set it according to their choice. For the 
universal quantifier gadget, the variable is first set to true. 
 

A clause can only be traversed if at least one of the variables is set in it. After traversing all the 

quantifier gadgets, the player does a clause check and is only able to pass if all the clauses are 
satisfied. If the player succeeds, they are routed to lower parts of the quantifier gadgets, where 

they are rerouted to the last universal quantifier in the sequence.  
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The corresponding variable is then set to False and the clauses are traversed again. This process 
continues and the player keeps backtracking and trying out all possibilities. We will later show 

how to build these quantifier gadgets using CELESTE game entities. 
 

14. MODIFIED CELESTE IS PSPACE-HARD 
 
Using the previously described framework, we will build corresponding gadgets and thus show a 

reduction from the TQBF problem to CELESTE, implying the CELESTE is PSPACE-Hard. 
 

14.1. Door Gadget 
 

 
 

Figure 24. Door gadget and force button 
 

For creating a door gadget we first need to create a way to force the player to dash into a button 
to activate it. We do this using a narrow tunnel and leaving only enough space to pass if the 

button is pressed. Now, using this force button, we create a door gadget. The button above will 

open the door, and the button below will close the door, and since the path is thin, Madeline will 
not be able to pass through until the button is pressed. 
 

14.2. Multi-Tunnel Gadget 
 

For clubbing multiple open/close symbols together, we use a multi tunnel gadget. This is just a 

helpful gadget to make Quantifier Gadgets. 

 

 
 

Figure 25. Multi-tunnel gadget 
 

14.3. Putting it all together 
 

Since we were able to make the gadgets described in the framework, we have a reduction from 

the TQBF problem to Modified CELESTE. Thus, Modified CELESTE is PSPACE-Hard. 
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15. SUMMARY ON PSPACE-COMPLETENESS 
 
In conclusion, the modified game is both PSPACE and PSPACE-Hard, making it a PSPACE-

Complete puzzle. 
 

On adding the close button, we added a requirement to keep track of all the doors that are open. 
Before once a door was open, it always remained open. Before we had to only keep track of the 

current state sequentially as all the doors will be opened in a sequence. Knowing that a door is 

openly implied that all the previous doors were opened to reach the current door. 
 

But after adding the close button, at any point of the game, all the doors are independent and 

knowledge of the open state of a door gives us no info about the other doors. So, we must keep 

track of all the other doors. This makes the game harder and makes its PSPACE-Hard instead of 
NP-Hard. 
 

In short, lack of knowledge about the status of all the doors makes the game PSPACE-Complete. 
 

16. CONCLUSIONS AND FUTURE WORK 
 

In this paper, we have proven that the task of solving levels for the original version of the video 

game CELESTE is NP-Complete. As described above, this means that this problem is equivalent 
to solving the Boolean satisfiability problem. Furthermore, addition of complications to the 

original version in the form of a door-closing button results in the modified game becoming 

harder [7], PSPACE-Complete to be specific. 
 

This work serves as a stepping stone towards analysing computational complexity of more 

sophisticated interactive systems and increases the scope of video games that have been studied 
within this field. Further work involves investigating the hardness of platformers with more 

involved mechanics, similar to what has been done on analysing the complexity of the popular 

arcade game Angry Birds [8]. We are hopeful that our work opens up new directions to 

understand the relationship between the mechanics of interactive systems and computational 
complexity. 
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ABSTRACT 
 
In the current era of computation, machine learning is the most commonly used technique to 

find out a pattern of highly complex datasets. The present paper shows some existing 

applications, such as stock data mining, undergraduate admission, and breast lesion detection, 

where different supervised machine learning algorithms are used to classify various patterns. A 

performance analysis, in terms of accuracy, precision, sensitivity, and specificity is given for all 

three applications. It is observed that a support vector machine (SVM) is the commonly used 

supervised learning method that shows good performance in terms of performance metrics. A 

comparative analysis of SVM classifiers on the above-mentioned applications is shown in the 

paper. 

 

KEYWORDS 
 

The supervised learning algorithm, stock data mining, undergraduate admission scheme, breast 

lesion detection, and performance analysis. 

 

1. INTRODUCTION 
 

Machine learning is popular today; finding patterns and relationships within highly complex 

datasets is used in today's era. Several machine learning techniques are making real-world 
applications possible with recent storage and computational capabilities developments. Machine 

learning requirements are increasing day by day due to the ever-growing data sets. In 1959, 

machine learning was first coined by Arthur Samuel, who is an eminent pioneer in the field of 

artificial intelligence and gaming technology [1]. Machine learning is the branch of artificial 
intelligence that uses data and algorithms to imitate intelligent human behaviour. In general, 

machine learning is categorised into three types of learning methods: supervised learning, 

unsupervised learning and reinforcement learning. Supervised learning needs a trained data set 
with labelled data [2] with a known output value. Unsupervised learning does not use the training 

data set. The most common example of an unsupervised learning algorithm is clustering [3]. In 

Reinforcement learning, the input data from the environment is used as a stimulus to determine 
how the model should react [2]. In brief, supervised learning requires the training of labelled data 

with inputs and desired outputs. The labelled input data set of supervised learning is used to train 

the algorithm. The algorithm improves its estimates by making exact predictions in this training 

process and re-iterates the algorithm until it achieves the desired level of accuracy. Classification 
and regression problems are solved through supervised learning [2]. In a regression problem, we 

try to predict the results within a continuous output, which means that we try to plot input 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N19.html
https://doi.org/10.5121/csit.2022.121903
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variables to some continuous function. In a classification problem, we try to predict the results in 
discrete output. Supervised learning is used successfully in different fields such as data mining 

[4], pattern recognition [3], the internet of things [3], health monitoring [3] and market analysis 

[5]. Three significant and different types of works on supervised learning techniques are based on 

stock market analysis [5], admission schemes in educational institutes [6] and breast lesion 
detection [7], where the supervised learning algorithms are used to predict future outcomes based 

on historical data. Analysing different supervised learning algorithms on applications from 

different fields is the main motivation of the current work.  
 

This paper is focused on the performance analysis measures of various supervised learning 

algorithms, such as linear discriminant (LD), logistic regression (LR), naïve Bays (NB), support 
vector machine (SVM), K-nearest neighbour (KNN), and random forest (RF) methods in the 

applications of stock market analysis, undergraduate admission data and breast lesion detection. 

The performance analysis of the said algorithms is first done on the established works of [5]–[7]. 

Among the various supervised algorithms, SVM is shown to be a good classifier that can be 
commonly applied to all the aforementioned applications. Therefore, a comparative study of 

SVM statistics on the said applications is presented in the paper. Section II gives a brief 

description of machine learning and different supervised learning algorithms. Three applications 
of supervised learning techniques along with the performance measurements are provided in 

Section III. Section IV provides a discussion about the performance analysis of the algorithms 

and a comparative analysis of SVM on three different applications. Finally, the paper is 
concluded in Section V. 

 

2. SUPERVISED MACHINE LEARNING ALGORITHMS 
 

Machine learning (ML) adds a new dimension to technology where a computer performs any task 
without human intervention on the basis of constantly learning from past experiences. Therefore, 

ML has three features: (1) Task, (2) Performance measure, and (3) Experience [8]. Supervised 

learning (SL) is a type of machine learning in which a function which converts input to output is 
learned using examples of input-output pairs. Based on labelled training data that comprises 

training examples, it infers a process. Supervised learning uses labelled datasets to train 

algorithms to recognise data or properly predict outcomes. The two different tasks in machine 

learning are classification and regression. In classification, the labelled data is discrete, but in the 
regression, it is continuous. In the case of unsupervised learning, the training data is not labelled. 

A classifier is designed by deducing existing clusters in the training data set. The supervised 

learning algorithms, used in the paper for performance analysis, are discussed as follows. Naive 
Bayes (NB) is a statistical classification approach used in supervised algorithms. The Bayesian 

classification’s key benefit is that it can handle predicted difficulties. The Bayes theorem is used 

to underpin this categorization method. The moniker “Naive” stems from the algorithm’s strong 

assumption that all input features are independent of one another and have no correlation in 
simple probabilistic classifiers like Naive Bayes. Because it is a probabilistic model, Naive Bayes 

provides a posterior probability of belonging to a class given input features. 

   

 
 
Where A and B are two independent events, P(A) and P(B) are the probabilities of A and B. The 

conditional probability, P(A/B), is the probability of an occurrence A given an event B. P(B/A) 

denotes the chance of seeing an event B if A is true. 
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Logistic regression (LR) is used to determine how much possibility is there for cases where the 
event is successful, and the identical event is unsuccessful. When the dependent variable is in 

binary form (having just one of two values), logistic regression is used. That means, it can only 

have two possible values [9]. Because maximum likelihood calculations are less accurate in small 

sample sizes than simple least squares and only large sample sizes are needed in logistic 
regression. The relationship between the dependent and independent variables does not have to 

be linear.  

 
Because of the ease of interpretation and short calculation time, the K-nearest neighbour (KNN) 

method is well-known for its simplicity. It saves available cases and categorises new instances 

based on homogeneity, similar to the distance function [10]. A majority vote of the object’s 
neighbours determines its classification and this process is known as class integration. Following 

that, the object is assigned to the class with the highest similarity among the K nearest neighbours 

[10]. 

 
A decision tree (DT) acts like a flowchart that categorises instances depending on their 

characteristics. Each internal node represents a test case; branches show the results of the tests, 

and leaf nodes show class labels. This strategy will perform better when there are discrete 
characteristics [11]. In the simplest situation, each test considers a single attribute, and the 

instance space is partitioned based on the attribute’s value. The condition refers to a range in the 

case of numeric properties. 
 

A support vector machine (SVM) is an ML algorithm that solves problems of classification and 

regression. The SVM model is supported by the margin calculation idea. This method can be 

applied to both linear and nonlinear data. Each and every data observation is plotted as a point in 
n-dimensional space by this algorithm where n represents the number of features. Each feature’s 

value is the matching coordinate’s value. It divides the training datasets into classes by finding a 

line (hyperplane) that divides them. It maximises the margin between the nearest data point (in 
the classes) and the hyperplane. 

 

Random forest (RF) is a special kind of ensemble learning algorithm used in classification and 

regression problems. A random forest is a forest of trees, each based on a different bootstrap 
sample from the training data. When a tree is fitted, some predictor variables are censored at each 

node. The optimal split is then determined using random forests based on the predictor variables 

chosen. After the trees have been voted on, they are grown to their full depth and an agreement 
prediction is made. It creates complex models with high predicted accuracy and highlights the 

significance of each variable in the categorization model.  

 
A perceptron is a single-layer neural network with weights and biases that may be trained to 

produce the correct target vector when an acceptable input vector is provided. The training 

method employed is the perceptron learning rule. Perceptron is mostly used to solve simple 

pattern classification problems.  
 

Multi-layer perceptron (MLP) networks contain, in general, three layers. Each layer, with the 

exception of the input layer, operates like a neuron and uses a non-linear activation function. 
Back-propagation, a supervised learning approach, is used to train the MLP network. The MLP is 

distinguished from a linear-perceptron by its several layers and non-linear activation function, 

which allows it to recognise non-linear data. Wide applications of MLPs include speech 
recognition and speech enhancement.  
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3. APPLICATIONS 
 
This section discusses three different applications of various supervised learning algorithms. For 

the applications, we consider the works of [5]–[7] for stock data mining, undergraduate 

admission scheme and breast lesion detection, respectively.  

 
In [5], the authors have proposed the work on the performance analysis of twelve years of 

renowned bank stock data. The performance of 4 different SL approaches, that is, SVM, RF, NB, 

and ANN (artificial neural network), are compared for the particular study. The authors use the 
values of correctly and incorrectly classified instances, which are used to calculate the 

performance of predictive classification models. Various statistical metrics, such as accuracy, 

precision, sensitivity, and specificity of different supervised classifiers are analysed by a 

renowned Bank’s stochastic data set.  
 

In [6], the authors study undergraduate admissions applications. The work focuses on how 

machine learning techniques can assist admission counsellors in concentrating their efforts on 
applicants who are more seemingly to join. The admission process is carried out in three stages: 

stage 0, 1 and 2. In stage 0, the applicants fill up their application forms. In stage 1, admissions 

counsellors evaluate and select some of the applicants. The applicants accept the requests of 
counsellors in stage 2. SL techniques are employed to classify stages 1 and 2. Predictive 

modelling consists of three phases: 1. data processing, 2. classification, 3. feature selection. In 

data processing, raw data provided by the admission cell is converted into a numerical form and 

accepted by a classifier. The classifiers are trained to make valuable predictions about future 
applicants in the classification phase. In the third phase, classifiers are used to determine the 

features in an application that are dominant in stage 1 and 2 predictions. Classifiers are used to 

predict stages 1 and Stage 2 relevant to the admission scheme, as discussed in [6]. The first stage 
indicates whether or not an applicant is accepted, whereas the second indicates whether or not an 

approved applicant attends the university. In the training process, five classifiers, such as MLP, 

Perceptron, linear SVM (LSVM), polynomial SVM (SVM POLY) and quadratic SVM (SVM 
RBF) are trained, and different statistics have been measured to find out the classifier with the 

highest performance rate. The performance rate is considered in the validation set and the same 

classifier is used in testing the current data.  

 
In [7], the authors have presented an automatic computer-aided detection and diagnosis system of 

breast lesions. The developed model is dependent on supervised machine learning algorithms. 

These techniques are used to classify benign and malignant localised breast lesions. Four 
different machine learning algorithms are examined for classification: (1) support vector, (2) k 

nearest neighbours, (3) random forest, and (4) naive Bayes classifiers. The evaluation metrics 

used to demonstrate the study’s success are accuracy, sensitivity, specificity, and precision.  

 

4. DISCUSSION 
 

In the presented work, we discuss the performance analysis of supervised learning techniques in 

different applications. 
 

From Table I, performance analysis of supervised learning algorithms is observed on various 

statistics such as accuracy, precision, sensitivity, and specificity. In our comparative analysis, we 

observe the accuracies of different algorithms. In the case of a stock marketing application, the 
accuracy for LD is 53.6%, LR is 99.8%, NB is 48.3%, RF is 45.9% and LSVM is 99.1% 

respectively. Here, we found that the LR technique is the outstanding one out of all the above-

mentioned techniques. In the case of the undergraduate admissions application, MLP, perceptron, 
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LSVM, polynomial support vector machine (SVM POLY), and Quadratic support vector machine 
(SVM RBF) algorithms are implemented. Overall, we observe that MLP is showing better 

accuracy than the other algorithms. The third application mentioned in Table I is breast lesion 

detection. Comparing the accuracies of SVM, ANN, NB and RF algorithms, the RF accuracy is 

the most accurate that decides tumour aggressiveness. The best precision value classifier in the 
stock data mining application is LR with 99.8%. Almost all the classifiers show  

 
Table 1. Performance Analysis of Classifier in Three Different Applications 

 
Sl. 
no. 

Reference 
Applications 

Supervised 
Learning 

Algorithms 

Accuracy 
(%) 

Precision 
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

1 Stock Data 

Mining 

Linear 

Discriminant 

53.61 74.58 40.13 14.04 

Logistic 

Regression 

99.82 99.86 53.24 0.18 

Naive Bays 48.33 31.68 16.99 37.84 

Random Forest 45.97 97.93 52.51 1.77 

LSVM 99.12 98.76 52.95 1.03 

2 Undergraduate 

Admission 

MLP 94.57 95.62 94.36 94.82 

Perceptron 94.32 95.69 93.71 94.04 

SVM POLY 94.36 95.67 93.87 94.94 

SVM RBF 94.44 95.66 94.01 94.95 

LSVM 94.45 95.70 94.05 94.93 

3 Breast Lesion 

Detection 

SVM 82.15 81.0 100 56.66 

KNN 79.36 80.0 96.8 20 

RF 90.36 92.0 96.25 83.33 

NB 87.82 86.0 100 66.67 

 

the same precision value in undergraduate data. However, in the case of breast lesion detection 
application, the highest precision value classifier is RF with 92%. In comparing maximum and 

minimum values of sensitivity and specificity in a stock data mining application classifiers, LR is 

the highly sensitive classifier and Naïve Bayes is less sensitive. Whereas, in the case of 
specificity, the lowest one is LR and the highest one is NB with 18% and 37.8%, respectively. 

Let us now compare the values of sensitivity and specificity in the undergraduate application 

classifiers. 

  

 
 

Fig. 1. Comparative analysis of the performance measures of SVM algorithm for the three applications 
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The highest sensitive rate classifier is MLP with 94.36%, however, specificity is almost identical 
in all classifiers. In the breast lesion detection application, the SVM classifier has a sensitivity of 

100%, and the highest value of the specificity classifier is RF with 83.3%. From the table, we can 

make one comparative analysis of the three mentioned applications using the SVM classifier (as 

shown in Fig. 1). The SVM classifier shows better accuracy in the stock data mining application, 
compared to the other two applications.  In terms of other statistics, such as precision, sensitivity 

and specificity of SVM analysis from the above graph, we found that there is not much variation 

in the precision value of stock data mining application and undergraduate data application but in 
comparison to these two applications, moderate interpretation of precision is found in breast 

lesion detection. Hence, we can say that the precision value is better in the stock data mining 

application on the overall analysis. Sensitivity is higher in breast lesion detection, lesser in stock 
data mining and moderately high in undergraduate admission data. Specificity is less in stock 

data mining applications than in the other two, but quite good in breast lesion detection. 

 

5. CONCLUSION 
 
Performance analysis of different supervised learning algorithms on three existing applications, 

such as stock data mining, undergraduate admission data and breast lesion detection, have been 

discussed in the work. It has been observed that, the support vector machine is a commonly used 
algorithm among all the supervised algorithms and shows good results in terms of different 

performance metrics. In this paper, we have compared SVM for all three applications. However, 

some more applications are needed to be explored for detailed analysis of the algorithms. As a 

future scope of the study, more applications can be used to analyse the best-suited supervised 
algorithm for classification.  
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ABSTRACT 
 

Statistical Machine Translation (SMT) is one ruling approach adopted for developing major 

translation systems today. Here, we report a phrase-based SMT system from English to 
Manipuri. The variance in the structure and morphology between English and Manipuri 

languages and the lack of resources for Manipuri languages pose a significant challenge in 

developing an MT system for the language pair. In comparison, English has poor morphology 

and SVO structure and belongs to the Indo-European family. Manipuri language has richer 

morphology and SOV structure and belongs to the Sino-Tibetan family. Manipuri has two 

scripts- Bengali script and Meitei script. Here the Bengali script is used for developing the 

system. Our system uses the Moses toolkit. We train and test the system using the tourism, 

agriculture and entertainment corpus. Further, we use the BLEU metric to evaluate the systems' 

performance.  

 

KEYWORDS 
 

Phrase-based SMT, English- Manipuri, Moses, BLEU. 

 

1. INTRODUCTION 
 
Machine Translation (MT) is an important area in Natural Language Processing (NLP) where 

many systems are being developed worldwide for translation from one language to another. It 

aids in the translation process, be it a book, movies, official documents from one language to 
another. English is a simple and easy to learn language. Most documents, books, journals, 

articles, web pages are available in English. However, with the application of MT, articles or web 

pages can be viewed in a different language. There are various techniques to MT of which 
Statistical Machine Translation (SMT) and Neural Machine Translation (NMT) is the most 

prominent. SMT is the technique where translation is done through statistical models.. In a phrase 

based SMT model, the translation units are phrases rather than words. To perform translation, 

phrases in source language will be mapped with target language phrases, by using maximum 
likelihood estimate; the best translation out of many candidate translations will be selected. We 

use the open source toolkit Moses[1] to implement the phrase based model of SMT technique.  

 
English is the source language, and Manipuri is the target language. The language pair treated 

here, English and Manipuri, is a challenging one because of the huge difference in terms of 

linguistic structure. Manipuri belongs to the Sino-Tibetan family, has SOV structure, tonal, rich 

morphology, aspect predominance and synthetic category and agglutinating. While English 
comes under the Indo-European family, has SVO structure, stressed and non-tonal, poor 

morphology, tense dominant and analytic category. The huge difference in the language structure 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N19.html
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provides a challenge while performing translation. In addition to this, there is a lack of reliable 
pre-processing tools and resources for the Manipuri language. Though some works are seen   for 

Manipuri language, the existing tools are not satisfactory and reliable. 

 

There are also very limited resources for the Manipuri language. Only a few sentences of 
bilingual data are available to the public for research. These data are not enough for efficient 

working and quality output of the system. So, limited corpus and tools, difference in structure and 

morphology of language under consideration pose challenges in developing the translation 
system. 

 

The bilingual and monolingual corpora used for training the system consist of varying domains 
from tourism, agriculture and entertainment. Some of these corpora are downloaded from 

TDIL[2] website while some are manually developed. For each domain, we train and test 

separate phrase based SMT systems. We evaluate how the system performs for these domains 

having different data sizes using automatic evaluation metric. 
 

2. RELATED WORK 
 
[3] has written a survey paper on the various approaches to machine translation and the major 

translation systems developed for Indian languages. Most of the major Indian languages has well 
developed machine translation systems. The general purpose  Google Translate[4] provides good 

results. However when dealing with specific domain related translations, tailor made MT systems 

trained on that domain will better serve its use. 

 
The North-East section of India has a diversity of languages with multiple dialects. [5]has 

discussed the works carried out in NLP for north-eastern languages covering Hindi, Manipuri, 

Assamese, Kokborok, Nepali, Mizo, Bodo, Bengali etc. Nevertheless, NLP related advancements 
are found in the works of Assamese[6], Nepali [7], Bodo[8]. An open-access NLP toolkit[9] 

dedicated to Bengali is available also. In comparison to them, Manipuri language is lagging far 

behind. Even though recognized by the Indian Union as one of the scheduled languages, there is 
little work in NLP applications. The non-availability of resources, language characteristics, and 

lack of experts poses some of the factors that hinder its development. The survey report[10] 

covers areas on E-dictionary, Machine Translation, POS tagging, WordNet, Word Sense 

Disambiguation, Multi-word expressions, Name Entity Recognition, Morphological Analysis. 
Some of the Manipuri language related MT works are as follows. 

 

[11]developed the Manipuri-English Example-based Machine Translation. The corpora used here 
is of news domain with POS tagging, NER, morphological analysis and chunking applied. They 

have measured the output using BLEU and NIST metrics, scoring 0.317 and 3.361, respectively, 

depending on which claims has been made that the EBMT approach is better than baseline SMT 
on using the same set of data. [12] developed Manipuri-English Bidirectional SMT systems. 

Their system used a corpus from the news domain with 10350 sentence pairs for training and 500 

sentences for testing. Apart from using the statistics of the corpus, they have incorporated 

additional morphological information into the system. The English-Manipuri pair has 
incorporated suffix dependency relations on the source side and case markers on the target side. 

While for Manipuri-English pair, case markers, POS tags on the source side and suffix and 

dependency relationships on the target side. Both the translations showed improved results from 
the baseline system as given by their BLEU score. [13] developed the factored SMT for the 

English-Manipuri language pair. Suffix and dependency relations are treated as factors on the 

source side and case markers on the target side. The system is trained using 10350 sentences and 

tested on 500 sentences. The output shows an improved BLEU score.  [14] has carried out the 
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Phrase-based SMT for Manipuri languages by integrating reduplicated MWE. They have stated 
that the integration improves the BLEU and NIST scores over baseline SMT.  [15] has carried out 

machine translation from English to Manipuri using SMT and NMT. The output comparison 

shows NMT having a higher BLEU score as compared to phrasal SMT. In their work 

"Unsupervised Neural Machine Translation for English and Manipuri” they reported a BLEU 
score of 3.1 for English-Manipuri translation and 2.7 for Manipuri-English translation. [16] 

developed the Manipuri-English translation system using the intelligence domain. They used a 

corpora of 56,678 size from the intelligence domain based on open-source intelligence (OSINT). 
Evaluation of SMT and NMT is done based on BLEU score, where NMT outperforms SMT. 

They also incorporated suffix based morphological analysis information which further improves 

the BLEU score. 
 

3. DEVELOPING THE SYSTEM 
 

3.1. Corpus Preparation 
 
Parallel corpora are a collection of sentences of two different languages which are aligned at the 

sentence level. The bilingual parallel corpus will be used to train the system. It is the quality and 

quantity parallel corpus fed into the system that characterizes the result of translations. Therefore 
bigger the corpora better the system performance. Tourism corpus  from TDIL[2] along with 

newly developed corpus of entertainment, tourism and agriculture are used for training.  Table 1 

shows the corpus distribution of the different domains used in developing the system. 

 
Table 1. Corpus distribution of different domains used  in training the system. 

 

Domain Translation Model Language Model 

Agriculture 10,000 500 

Entertainment 10,000 500 

Tourism 25,000 1000 

 

3.2. Preprocessing 
 
The preprocessing steps include tokenizing, true casing and cleaning of parallel data.Tokenizing 

is the step for identifying tokens such as words, numbers, and punctuations.  We use the inbuilt 

tokenizer for English sentences. Moses inbuilt tokenizers have no support for Manipuri language. 
So, we use the IndicNLP tokenizer[17]. After this, we perform truecasing and cleaning of the 

tokenized output. In the cleaning step, we set the length limit to 80. 

 

3.3. English To Manipuri System 
 

In SMT, a source language sequence 'e' (English) is translated into a target language sequence 
'm', by computing the most likely translation using the following equation[18] , 

 

𝑝(𝑒,𝑚) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑚𝑝(𝑚|𝑒)(𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛1) 
 
Using Bayes Rule [19], Equation 1 is written as- 

 

𝑎𝑟𝑔𝑚𝑎𝑥𝑚𝑝(𝑚|𝑒) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑚𝑝(𝑒|𝑚)𝑝(𝑚)(𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛2) 
 

In Equation 2, the component p(m|e) in Equation 1 is decomposed into two components. The 

component p(m) is the language model, and another component p(e|m) is the translation model, 
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which is discussed in the latter part of the paper. The English to Manipuri MT system is 
developed using the phrase-based SMT technique. In phrase-based SMT, the translation units are 

phrases. A foreign English sentence is segmented into phrases, and each English phrase is 

mapped into Manipuri phrases. The phrases can also be reordered. As compared to baseline SMT 

where the translation units are words, the phrase-based SMT provides better results. Various 
toolkits are available to implement the SMT model of machine translation, Moses being one of 

them. Moses is open sourced and the most commonly used toolkit for developing SMT systems. 

The two main components of Moses, the training pipeline and the decoder, form the basis for 
translation. Apart from this, Moses consists of multiple tools and utilities and also supports 

various external tools. Developing a translation system from training data requires multiple 

stages, where the stages are implemented in a pipelined manner, hence the name training 
pipeline. Moses provides the advantage to add various external tools during the training pipeline. 

However, the parallel corpora is not used directly for training the system. They are preprocessed 

first. 

 

3.4. Language Model 
 
In Equation 2, the component p(m) represents the language model. Only the monolingual target 
side corpus (Manipuri corpus ) is required to create the language model. The size of the 

monolingual corpus used here is separate from that used in training. The language model makes 

the translation system aware of how the target language should appear and ensures fluent output. 

For creating language models, the following monolingual corpora are used.  
 

1. Monolingual Manipuri sample general corpus from TDIL. 

2. Monolingual Manipuri sample raw corpus from NPLT [20]. 
 

Moses supports various language modeling tools such as KenLM, IRSTLM, SRILM and 

RandLM. Here, the built-in KenLM model is being used. Here, a 3-gram modeling technique is 
used to compute the probability of Manipuri sentences, denoted by p(m). The component p(m) is 

calculated based on Markov’s Chain Rule [18] as, 

 

𝑝(𝑚) = 𝛱𝑖=0
𝑚 𝑝(𝑚𝑖|𝑚𝑖−1, 𝑚𝑖−2)(𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛3)               

 
Where mi is the current word generated. 

 

3.5. Translation Model 
 
The component p(e|m) in Equation 2 is the translation model. As the component shows, bilingual 

parallel corpora are involved in creating the translation model. It estimates the lexical 

correspondence between the languages. The translation model computes the probability of a 
source sentence for a given target sentence and tries to find the best translation of a given phrase. 

The probability p(e|m) is computed as the summation of all probabilities with possible alignment 

‘a’ between the phrases of English and Manipuri language, 
 

𝑝(𝑒|𝑚) = ∑𝑎𝑝(𝑒, 𝑎|𝑚)(𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛4) 
 

Here, the built-in tool GIZA++ aligns the words between the source and target languages. In 
phrase based SMT, the translation units are phrases; therefore, the translation model is built based 

on the frequency of occurrences of phrases in the training corpus. This information is stored in a 

table called a phrase-table which contains the phrases and their frequency over the entire training 
corpus the higher the frequency of a phrase, the greater the chances of getting a correct 
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translation. The phrase table forms the translation model for the system. The role of the 
translation model is to ensure that the source language and target language are good translations 

of one another. 

 

3.6. Decoder 
 

The decoder takes input sentences in the source language (English) and uses the translation 
model and language model to translate them into the target language (Manipuri). The decoder is 

responsible for determining the best translation out of its many candidate translations. It uses the 

argmax() function to find the maximum translation probability of all candidate translations. There 

are many tools for decoding in SMT systems. Here, the inbuilt Moses decoder is used.  
 

4. EVALUATING THE SYSTEM 
 

4.1. BLEU 
 
BLEU (Bilingual Evaluation UnderStudy) is the dominant and language-independent metric for 

measuring translation quality. [21]BLEU score counts the number of matches in a weighted 

fashion, the consecutive phrases between the machine-translated output and the reference 

translations made by humans. Out of different BLEU available, we use multibleu.perl to 
determine the score. 

 
Table 2. BLEU score of the different systems 

 

Domains Training  size Test data size BLEU 

Agriculture 10,000 1000 7.03 

Entertainment 10,000 1000 6.52 

Tourism 25,000 1000 14.59 

 

We  keep the size of test data the same for all three systems. The training data size is however 

different. Running a multi-bleu script gives the score in Table 2. As we can see, the size of 

training data affects the BLEU score. It is common perception that higher the value of BLEU, the 
better. Moreover, BLEU is directly dependent on the domain size and test data used for training 

and testing. In our work, however, we do not compare  our BLEU scores with those of other MT 

reports on Manipuri language. This is due to [22] which stated BLEU scores in between papers 
cannot be compared directly. And that BLEU scores vary with the MT system change, corpus 

domain, test data, and language pair. Therefore, it is better not to compare the quality of a system, 

solely based on its BLEU score.  

 

5. CONCLUSION 
 
In our work, we rate the systems of different domains based on BLEU score only to see their 

result with the little amount of data at hand. The data set used here is insignificant for a well 

functioning system, however this paper provides an insight on the practicality of the SMT 
technique on English-Manipuri translations. In our analysis, we get to see that even for such a 

small amount of training data, the system provides a good output. 

 
SMT is one of the dominating approaches to MT. Nevertheless, there is a recent shift from SMT 

to NMT in the paradigm of MT.  And for both techniques corpus serves as the backbone for 

functioning.  For the language pair English-Manipuri which has got distant linguistic features, it 

cannot be assumed unless experiment and compare their results which technique will be more 
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practical. This paper forms a preliminary basis, towards understanding the feasibility and 
potential of the phrase based SMT system. Our next work will compare NMT and SMT over the 

same amount of training and testing data. 
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ABSTRACT 
 

With the advent of large-scale language models in natural language processing (NLP), 

extracting valuable information from financial documents has gained popularity among 

researchers, and deep learning has boosted the development of effective text mining models. 

Prospectus text mining is very important for the investor community to identify major risk 

factors and evaluate the usage of the amount to be raised during an IPO. In this paper, we 

investigate how the recently introduced pre-trained language model Roberta can be adapted for 

this task. We also introduced prospectus-specific sentence transformers for semantic textual 

similarity along with a dataset to verify the efficacy of our work. 

 

KEYWORDS 
 

IPO, Prospectus, Large Language Models, Semantic Textual Similarity. 

 

1. INTRODUCTION 
 

An Offer Document refers to the prospectus containing information about the public offering or 

offer for sale. This document contains all the information an investor needs to make an informed 

investment decision. The prospectus is analysed by merchant bankers, stockbrokers, and the 

investor community to identify various risk factors and answer questions such as: what are the 

risk factors involved? What are the related party transactions? Where will the money be deployed 

after listing, etc. All the financial statements prior to the IPO and any legal disclosures are 

available in the final offer document. This prospectus contains all the pertinent information an 

investor needs to make an investment decision. The final offer document must be made public 

before the company can list in the Indian securities market. 

 

Natural language processing, with the advent of large-scale language models, has been 

implemented in a variety of fields, including legal and biomedical [1] and [2]. We intend to apply 

the same methodology to the IPO. 

 

Our contribution is enumerated below: 

 

 We built a large-scale language model for India's IPO. Our solution based on Roberta 

will help with a wide range of use cases, such as answering questions, recognizing named 

entities, and classifying sentences and paragraphs. 

 We are also presenting sentence transformers based on our large-scale language model. 

There are a variety of use cases, including semantic similarity and zero-shot learning. 

http://airccse.org/cscp.html
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 We are also making public two datasets: 

o OCR text for 100 prospectuses (PDFs are already in the public domain on the 

website of the Market Regulator.) 

o One dataset containing pairs of semantically similar sentences was extracted from 

these prospectuses and annotated by one of the authors, who is a subject matter 

expert. 

 

2. RELATED WORK 
 

Based on BERT [1], SCIBERT [2] is a pretrained language model for scientific text. SCIBERT 

was tested on a wide range of scientific domain-specific tasks and datasets. SCIBERT does a lot 

better than BERT-Base and gets new SOTA results on many of these tasks. LEGAL-BERT [3] is 

a family of BERT models for the legal domain that achieves state-of-the-art outcomes in many 

end-tasks. Notably, the performance gains are bigger for the hardest end-tasks (such as multi-

label classification in ECHR-CASES and contract header, lease details in CONTRACTS-NER), 

where domain-specific knowledge is more important. BioBERT [4] is a language representation 

model that has been pre-trained for biomedical text mining. BioBERT does better than previous 

models at biomedical text mining tasks like NER, RE, and QA, with only minor changes to the 

architecture for each task. BioBERT's pre-release version has already been shown to be very 

good at several biomedical text mining tasks, such as NER for clinical notes. FinBERT is an 

extension of BERT for the financial domain that was pre-trained on a financial corpus and further 

fine-tuned for sentiment analysis. The authors achieved state-of-the-art results on both datasets 

employed by a significant margin. For the classification task, this improved the accuracy of the 

state-of-the-art by 15%.  

 

The closest things we found that might be related to our domain are FinBert and LegalBert 

However, on close inspection, we found that FinBert focuses on sentiment analysis and LegalBert 

focuses more on legal cases and contracts. There isn't. 

 

The most prominent large language model is the BERT model architecture. It is based on a 

multilayer bidirectional transformer. Instead of the traditional left-to-right language modelling 

goal, BERT is trained on two tasks: predicting randomly masked tokens and predicting whether 

two sentences go together or not. There are two primary ways to train a domain-specific language 

modelling task: a) fine-tuning and b) training from scratch. The key difference is that language 

model fine tuning begins with a model that has already been trained, whereas training a language 

model from scratch begins with an untrained, randomly initialised model. 

 

2.1. Fine-tuning the Large Language Model 
 

When refining a language model, a previously pre-trained model (e.g., bert-base, etc.) is retrained 

on a new unlabeled text corpus (using the original, pre-trained tokenizer). In general, this is 

advantageous if we intend to use a pre-trained individual for a specific task in which the language 

employed may be highly technical and/or specialized. The technique was utilised effectively in 

the SciBERT paper. For computational purposes, we have opted for this method. 

 

2.2. Large Language Model Training from Scratch 
 

A brand-new, randomly initialised model is trained on a massive block of text. This will also 

improve a tokenizer so that it works best with the data you provide. This comes in especially 

handy when training a language model for a language that lacks publicly available pre-trained 

models. However, the computational cost of this method is high. 
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3. METHODOLOGY 
 

3.1. Dataset Preparation 
 

We downloaded 100 prospectuses from the Market Regulator Website [6]. A prospectus is a very 

long document with close to 500 pages. The number of pages is 41,697. We used open-source 

Tesseract OCR [7] to extract text for each document. Text is stored in a JSON file. A prospectus 

is in Pdf format, so we converted Pdf to images (using Poppler Utilities [8]) and then applied 

Tesseract. The total number of words is 2,20,60,749. 

 

 
 

Figure 1.  Corpus Preparation  

 

3.1.1. Prospectus STS 

 

A domain expert author prepared a Semantic Textual Similarity (STS) dataset on 1,598 sentence 

pairs. The domain expert author was given a random set of sentences (derived from the NLTK 

sentence tokenizer) and asked to find similar sentences and put them in an STS format. 1,373 

pairs are semantically similar. The rest are dissimilar cases. 

 

3.1.2. Prospectus Labels 

 

Also, the domain expert author annotated 18 classes for semantically similar cases.  

A sentence can have multiple classes, and semantically similar cases have the same classes. 

These are labels used for identifying various risk factors in a prospectus, e.g., utilisation of funds, 

operational and currency risk. 
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Table 1.  Semantically Similar Sentences 

 
Sentence 1 Sentence 2 

This being the first public issue of our corporation, 

there has been no formal market for the Equity 

Shares of our Corporation 

No assurance can be given regarding an 

active or sustained trading in the Equity 

Shares nor regarding the price at which the 

Equity Shares will be traded after listing. 

Investments in equity and equity-related securities 

involve a degree of risk and investors should not 

invest any funds in the Offer unless they can afford 

to take the risk of losing their entire investment. 

Investors are advised to read the risk factors 

carefully before taking an investment 

decision in the Offer. 

Unless the context requires otherwise, the financial 

information in this Prospectus is derived from the 

Restated Consolidated Financial Statements of our 

Corporation comprising  

Risk Factors – Significant differences exist 

between Indian GAAP and other accounting 

principles, such as U.S. GAAP and IFRS 

We have included certain non-GAAP financial 

measures and certain other selected statistical 

information related to our business,  

non-GAAP financial measures and are 

significantly different from those of non-

insurance companies and may require 

certain estimates and assumptions in their 

calculation 

Investors may be subject to Indian taxes arising out 

of the sale of the Equity Shares  

unless specifically exempted, capital gains 

arising from the sale of equity shares held as 

investments in an Indian company are 

generally taxable in India 

 
Table 2.  Semantically Dissimilar Sentences 

 

Sentence 1 Sentence 2 

This section of Indian society is characterized by low 

levels of financial literacy and technology use, lack of 

financial 

judicial precedent may be time consuming as 

well as costly for us to resolve and may 

impact the viability of our current business. 

Except as disclosed in chapter titled “Financial 

Statements” beginning on page 1494of this Draft Red 

Herring . 

Stringent quality control is followed during 

the production process by the quality control 

department by 

Credit risk is the risk of financial loss to our 

Company if a customer or counterparty to a financial 

instrument fails to meet  

Our total expenses marginally increased by 

0.49% to = 14,834.82 million in Fiscal 2020 

from % 14,762.64 million 

Revenue from contracts with customers is recognised 

upon transfer of control of promised goods/ services   

Except as stated in the chapter titled “Capital 

Structure” beginning on page 63 of this Red 

Herring Prospectus 

We have a wide variety of 18 different vegetarian and 

non-vegetarian burgers covering both value and 

premium  

it shall provide reasonable assistance to our 

Company and the BRLMs in the taking of all 

steps 

 
Table 3.  Class labels 

 
Class No of Examples Example Sentence 

Operational Risk 6 human and systems errors when executing 

complex and high-volume transactions 

Intellectual Property 100 We cannot ensure that our intellectual property is 

protected from copy or use by others, including 

our competitors, and intellectual property 
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infringement actions may be brought against us 

Employee Reservation 

Portion 

78 DISCOUNT OF ₹45 PER EQUITY SHARE 

WAS OFFERED TO THE RETAIL 

INDIVIDUAL BIDDERS BIDDING IN THE 

RETAIL PORTION AND THE ELIGIBLE 

EMPLOYEES BIDDING IN THE EMPLOYEE 

RESERVATION PORTION 

Remuneration 122 Our Directors, Key Managerial Personnel and the 

Promoter have interests in us other than 

reimbursement of expenses incurred or normal 

remuneration or benefits 

Currency Risk 14 Fluctuations in the exchange rate between the 

Rupee and other currencies could have an adverse 

effect 

Utilisation of funds 190 Monitoring Utilization of Funds 

Liquidity Risk 4 Our investment portfolio is subject to liquidity 

risk, which could adversely affect its realizable 

value 

environmental social and 

governance 

12 We continue to undertake various initiatives 

towards this, including alleviating poverty, 

pursuing inclusive growth, promoting gender 

equality, promoting good health, reducing our 

carbon footprint through consumption 

rationalisation and using eco-friendly technology 

Credit Risk 58 We are subject to the credit risk of the issuers 

whose debt securities we hold 

Risk Disclosure 374 This being the first public issue of our 

corporation, there has been no formal market for 

the Equity Shares of our Corporation 

Remuneration 120 None of our Directors are entitled to 

remuneration from our Subsidiaries or Associates 

Offer 530 The determination of the Price Band is based on 

various factors and assumptions. 

Market Risk 118 Fluctuations in the exchange rate between the 

Rupee and other currencies could have an adverse 

effect 

Litigations 384 To material litigation in (iv) above, our Board has 

considered and adopted the following policy on 

materiality with regard to outstanding litigation 

Investor Taxation 66 Investors may be subject to Indian taxes arising 

out of the sale of the Equity Shares 

Related Party 

Transactions 

192 A summary of related party transactions entered 

into by our Company with related parties as at 

and for the nine months ended December 

Financial Statements 386 Unless the context requires otherwise, the 

financial information in this Prospectus is derived 

from the Restated Consolidated Financial 

Statements of our Corporation 

Audit 54 The Statutory Auditor to the Offer has included 

certain matters of emphasis in its examination 

report 

 

As part of next steps Authors want to do more deep work with these classes. 
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3.2. Methods 
 

3.2.1. Fine-Tuning Roberta 

 

In BERT literature, there are two training objectives: Masked Language Model (MLM) and Next 

Sentence Forecast (NSP). In MLM random subset of the tokens in the input sequence is selected 

and replaced with the token special [MASK] Cross-entropy loss in predicting masked tokens is 

the MLM objective. 15% of the input tokens are chosen uniformly for potential replacement by 

BERT. 80% of the tokens are replaced with [MASK], 10% are left alone, and 10% are replaced 

with a randomly selected vocabulary token. 

 

NSP is a binary classification loss for predicting whether two segments in the original text follow 

one another. The creation of positive examples involves selecting consecutive sentences from the 

text corpus. Negative examples are created by combining sections from various documents. 

Positivity and negativity are sampled with equal likelihood.  

The purpose of the NSP objective was to improve performance on downstream tasks, such as 

NLI, that require reasoning about the relationships between pairs of sentences. 

 
When pretraining BERT models, the Roberta [9] Team evaluates several design decisions with 

great care. They found that performance can be greatly improved by training the model longer, in 

larger batches, with more data, by removing the goal of predicting the next sentence, by training 

on longer sequences, and by changing the masking pattern on the training data in real time. 

 

 
 

Figure 2.  Data Preparation for Roberta Fine-Tuning 

 

We divided the data into 65 and 35% for training and testing. Roberta is fed with sentences 

derived from NLTK’s sentence tokenizer [10]. We fine-tuned our model for 10 epochs. Result is 

shown in next section. 
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3.2.2. Sentence Transformer for Semantic Textual Similarity 

 

We used TSDAE-Transformer-based Sequential Denoising Auto-Encoder for Unsupervised 

Sentence Embedding Learning [11] to further get sentence transformer from our pre-trained 

Roberta TSDAE is a robust method for domain adaptation and pre-training sentence embeddings. 

 

 
 

Figure 3.  TSDAE Architecture 

 

TSDAE trains sentence embeddings by introducing a specific type of noise (e.g., deleting or 

exchanging words) into input sentences, encoding the damaged sentences into fixed-size vectors, 

and then reconstructing the vectors into the original input. The formal training objective is: 

 

 
 

where D is the text corpus, x = x1x2 ···xl is the input text training sentence with l no of tokens, x˜ 

is the equivalent broken sentence, et is the word embedding of xt, N is the vocabulary size and ht 

is the hidden state at t decoding step. 

 

All resources for data are available at this link: 

https://github.com/scholarly360/ProspectusRoberta 

 

4. RESULTS 
 

4.1. Fine-Tuning Roberta 
 

Perplexity measures, given a model and an input text sequence, the likelihood that the model will 

generate the input text sequence. It can be used as a metric to evaluate how well the model has 

learned the distribution of the text it was trained on for the language generation task. Our 

perplexity on the test dataset was 2.7935, which is a very decent and attainable score. 
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4.2. Semantic Textual Similarity 
 

The Spearman and Pearson correlation coefficients are normally used for the evaluation of STS 

datasets. The main difference between the Pearson and Spearman correlation coefficients is that 

the Pearson value assumes that the two variables are related in a linear way, while the Spearman 

value also considers monotonic relationships. Table 1 shows our Roberta-based sentence 

transformer performed better compared to other state-of-the-art sentence transformers [12]. 

 
Table 1.  Prospectus STS Evaluation Results 

 

Model Pearson Spearman 

multi-qa-mpnet-base-dot-v1 0.7228 0.597 

all-mpnet-base-v2 0.7369 0.5939 

Our Sentence Transformer 0.7859 0.6023 

 

These results show that domain adaption for prospectus is working well. The authors want to 

further define more problem statements, collect more data, and train larger models. 

 

5. CONCLUSIONS 
 

We have released a Large Language Model based on Roberta for analysing prospectuses. We also 

put out a Roberta-based sentence transformer that was trained with TSDAE and did a better job 

on an STS data set with text derived from the Prospectus. This will help investors and the 

merchant bank community to explore prospectuses in a more automated way, thus saving time. 

 

In the future, we want to explore more with additional use cases such as sentence classification 

(Zero Shot and Few Shot Classifiers) and token classification. Also, we want to tag our data with 

the help of multiple annotators so that we can make as accurate a copy as possible of real-world 

problems. 
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ABSTRACT 
 

This paper demonstrates our work on the survey of pre-trained transformer models for text 

narration from tabular data. Understanding the meaning of data from tables or any other data 

source requires human effort and time to interpret the content. In this era of internet where data 

is exponentially growing and massive improvement in technology, we propose an NLP (Natural 

Language Processing) based approach where we can generate the meaningful text from the 

table without the human intervention. In this paper we propose transformer-based models with 

the goal to generate natural human interpretable language text generated from the input tables. 

We propose transformer based pre-trained model that is trained with structured and context 

rich tables and their respective summaries. We present comprehensive comparison between 

different transformer-based models and conclude with mentioning key points and future 

research roadmap. 

 

KEYWORDS 
 
Survey, NLP (Natural Language Processing), Transformers, Table to Text. 

 

1. INTRODUCTION 
 
In recent years, Natural language processing (NLP) is massively growing field and being used in 

wide range of applications and features. Table to text generation is a segment, which aims at 

generating meaningful and descriptive text about defined information in structured data. Few 
applications in this segment include generating sentences given medical tabular data, descriptions 

of restaurant menus given meaningful representations, summaries from cricket/football game 

score tables, generating meaningful text from tables in Wikipedia, converting statistical stock 

market tables to easily understandable textual form, etc. Existing table to text models has 
provided a checkpoint for narrating text from tables but those are not completely efficient and 

reliable as they are exposed to hallucination which means the generated text is meaningful, but it 

is not related to the source that means it lacks faithfulness. 
 

In this paper we have chosen 3 transformer-based models namely:  

 

 T5 

 BART 

 mBART 

 

 

 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N19.html
https://doi.org/10.5121/csit.2022.121906
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2. LITERATURE REVIEW 
 
Mike Lewis et al., proposes the research work for BART [1]. It introduces BART as a pre-

training model approach that learns to map corrupted documents/text to the original one. This 

paper contains the working architecture as well as the details about the pretrained model and 

experimental results along with the comparison with other models. 
 

Yinhan Liu et al., proposed the research work for MBART [2]. In this work, authors presented 

mBART that is a multilingual sequence to sequence model. mBART is a pre-trained by applying 
the BART to large-scale monolingual corpus on many languages. It contains the detailed analysis 

on mBART with different ranges and experimental results. 

 

A study on comparison between Bart, t5 and GPT-2 
 

[3] along with experimental conclusions. Its findings show that BART and T5 perform quite 

better and gives better results than GPT-2 for the chosen task. 
 

Xinyu Xing et al., published the research work for table to text[4]. It proposes the use of STTP 

model along with the experimental results and comparison with Bart model. 
 

Yang Yang et al., proposed the research work [5] using transformer. It uses the WIKIBIO dataset 

and proposed a transformer-based model to study several data to text generation tasks. 

 

Tianyu Liu 1 et al., proposed the text narration from table [8] from an entity-centric view. They 
have used WIKIPERSON dataset contains around 250000, 30000, and 29000 (table, text) pairs in 

training, validation, and test sets respectively. They have tried decreasing the hallucinated data 

and increasing faithfulness by evaluating the faithfulness with two entity-centric metrics, both are 
proven to have good agreement with human perspective. They have also experimented the 

comparison of transformer and Bart model. 

 

3. BACKGROUND 
 

3.1. Table to Text  
 
A Table is a widely used type of data source on the web, which has a definite structure and 

contains useful information. Interpreting the meaning of a table and understanding, explaining its 

content is an important problem in artificial intelligence, with innovative applications like 

question answering, in search engines and many more. The task of text narration from tables 
could be used to support many applications, such as conversational agents and various 

interpretation browsers. As well as the task can be used to generate meaningful sentences for the 

well-structured tables on the Internet. 
 

3.2. Transformers 
 
Before transformers were introduced, most SOTA (state-of-the-art) NLP systems used to rely on 

Recurrent Neural Networks (RNN), such as Long Short-Term Memory (LSTM) and Gated 

recurrent units (GRUs), with the help of added attention mechanisms. Transformers also tends to 
make use of attention mechanism but, unlike RNN, they do not have a recurrent structure which 

means that given enough training data, attention mechanisms can match the performance of RNN 

with attention. 
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3.2.1. T5 
 

T5 stands for “Text to Text Transfer Transformer”. T5 tries to combine all the downstream tasks 

into a text to text format. T5 is versioned into various type as per sizes: 

 

 t5-small 

 t5-base 

 t5-large 

 t5-3b 

 t5-11b. 

 

3.2.2. BART 

 
BART stands for “Bidirectional Auto-Regressive Transformers.” BART is a transformer-based 

Sequence to Sequence model that makes use of corrupted source text. BART can be seen as 

combination of BERT and GPT2 which tries generalizing Bert due to the bidirectional encoder 
and GPT2 with the left to right decoder. 

 

3.2.3. mBART 

 
mBART stands for “Multilingual Bidirectional Auto-Regressive Transformers” MBART is a 

multilingual encoder-decoder sequence to sequence model which is based on transformers 

primarily used for translation task but not restricted to that. As the model is multilingual it 
expects the sequences in a different format. 

 

4. ARCHITECTURE 
 

In this paper we have taken transformer-based models which include T5, BART, mBART for 
carrying out the comparison task. We have provided our explanation and understanding for the 

same. 

 

4.1. T5 
 

T5 is an encoder-decoder model which is pre-trained on a multitask which is a mixture of both 
unsupervised as well as supervised tasks and for which each task is converted into a text to text 

format. T5 works well on a variety of tasks by prepending a different prefix to the input 

corresponding to each task, e.g., for translation: translate English to German, summarizing text, 
predicting similarity score among 2 sentences. 
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Fig. 1. Architecture of Transformer (T5) 

 

Fig. 1 illustrate the architecture of transformer. The Transformer architecture consists of the 

Encoder block which is towards the left and the Decoder block which is towards the right. 
 

Encoder: Encoder block consists of a stack of N identical layers. Every layer has a multi-head 

attention layer. 
 

Decoder: The decoder stack also consists of 6 identical layers. Each decoder layer has 2 multi-

head attention layers, followed by a feed forward neural network. 
 

 
 

Fig. 2. T5 FLOWCHART 

 

Fig. 2 illustrate the T5 framework. Many tasks can be casted into this framework like language 

translation, classification task, regression task other sequence to sequence tasks like document 

summarization for example, summarizing articles from websites, etc. 
 

4.2. BART 

 
BART is a self-supervised Sequence to Sequence auto-encoder model where we send the source 

data and add some noise to corrupt text, this data we send to the Denoiser which is an encoder 

decoder model, and then we get the regenerated text at the end. Here Regenerated text gives the 

feedback back to the Denoiser. i.e., Loss Optimization via Backpropagation. This model works 
well and gives the best performance when used for Natural Language Generation tasks like 

translation, summarization but it is also working perfectly for tasks like text classification, Q&A. 
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Fig. 3. Architecture of BART 

 
Fig. 3 illustrate the architecture of BART. We have explained this architecture in detail in this 

paper. 

 
We can say BART is a modified version of Sequence-to-Sequence model made to work as an 

auto-encoder. Only difference in BART architecture is the use of GELU instead of RELU 

activation layer. If we compare BART with BERT, BART doesn’t make use of a feed-forward 
network at the top for word prediction while BERT does. BART uses just approximately 10% 

more parameters compared to equivalent BERT. BART achieves better performance for language 

generation tasks compared to BERT.  

 
Applications of BART: 

 

We can fine-tune BART achieving better performance for the following tasks: 
 

 Sequence Generation 

 Token Classification 

 Sequence Classification 

 Machine Translation 

 

4.3. mBART 

 
mBART is a sequence to sequence denoising auto-encoder model for pretraining a complete 

sequence to sequence model by denoising full texts in multiple languages, while earlier 
approaches have concentrated only on the encoder, decoder, or reconstructing parts of the text. 

The best part about mBART model is that it learns some structure of the languages during 

pretraining, and this structure goes beyond linguistic borders and allows intrinsic knowledge 
transfer between languages. This language-transfer significantly outperform fine-tuning on the 

target language pair and can be the turning point for some applications. 

 

5. INFERENCE 
 
In this paper we did a comparative survey on three transformer-based models for text 

generation from tabular data. 

 

 One of the advantages of using T5 model against other models is that it does not 
provide a label or a span of the inputs as an output to the provided input sentence, but 

instead it generates the output as a string formatted text. 

 BART is extremely flexible and can account for nonlinearities and interactions without 

overfitting due to the Bayesian priors. In addition, BART’s default tuning parameters 

are effective in many cases. 
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 In short, we can describe mBART as a multilingual model with encoder-decoder 

primarily used for translation task but not limited to that. Being multilingual in nature 
it expects the sequences in a different format. 

 

6. CONCLUSION & FUTURE WORK 
 

In this paper, we have done the survey on three transformer based models for Table to text 
generation and approaches for the same. As an extension to this research work, we are 

planning to implement transformer based T5 model as our use case. We will be using the 

ToTTo dataset which is published by google and train the model on maximum possible epochs 
and optimize the solution by creating dynamic interface where we can provide our input and 

predict the meaningful sentence as an output from the model. 
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ABSTRACT 
 

Cassandra is a distributed database with great scalability and performance that can manage 

massive amounts of data that is not structured. The experiments performed as a part of this 

paper analyses the Cassandra database by investigating the trade-off between data consistency 

andperformance. The primary objective is to track the performance for different consistency 

settings. The setup includes a replicated cluster deployed using VMWare. The paper shows how 

difference consistency settings affect Cassandra's performance under varying workloads. The 

results measure values for latency and throughput. Based on the results, regression formula for 

consistency setting is identified such that delays are minimized, performance is maximized and 

strong data consistency is guaranteed. One of our primary results is that by coordinating 
consistency settings for both read and write requests, it is possible to minimize Cassandra 

delays while still ensuring high data consistency.  

 

KEYWORDS 
 

NoSQL, Cassandra, Consistency, Latency, YCSB, and Performance. 

 

1. INTRODUCTION 
 
Data's relevance has skyrocketed to the point where it is now seen as a precious asset. For any 

organisation, data is an essential. Every day, massive amounts of data get generated. Data of 

various formats are seen nowadays in IoT devices such as smartwatches, smart TVs, and home 
assistants. Every second or minute, data of different kinds gets generated from different devices. 

As a result, the ability to properly store and retrieve such huge and diverse data is required. 

 

Relational databases have typically been used to store structured data with a high level of 
consistency. But when it comes to working with unstructured data, they have a number of 

drawbacks. The rigorous schema constraints of relational databases make it challenging to store 

massive data, which is typically anticipated to be unstructured or loosely structured. Field lengths 
are limited in relational databases, which leads to improper handling of unstructured data. 

Because of the inadequacies of relational databases when it comes to massive data, NoSQL 

databases have grown in popularity.  
 

NoSQL Databases are non-relational data management systems. It gives a way to save and 

retrieve data. The data is represented differently than in relational databases, where tabulated 

relations are used. It does not require a fixed schema. The key advantage of using a NoSQL 
database is for huge data with dispersed data repositories. Therefore, it's becoming more 

prevalent in big data and real-time online applications. NoSQL databases have the following 

features: Flexible schemas, High availability, and Horizontal scaling. NoSQL databases has 
eventual consistency and hence lacks ACID features. 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N19.html
https://doi.org/10.5121/csit.2022.121907
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1.1. Motivation  
 

The main motivation of this paper is to find optimal setting for Cassandra database such that it 

provides strong consistency and minimal latency. Understanding this trade-off is crucial for 
finding a database state that is consistent. The paper examines the trade-offs that NoSQL 

databases must make between consistency, availability, and latency. It's crucial to understand 

how different consistency settings affect system latency. There are many NoSQL databases 
available for use. various industry trends suggest that Apache Cassandra is one of the top three in 

use today together with MongoDB and HBase [1]. Apache Cassandra is a columnar distributed 

database that takes database application development forward from the point at which we 

encounter the limitations of traditional RDBMSs in terms of performance and scalability [2]. 
Cassandra is a NoSQL distributed database system that is known for managing large amounts of 

distributed data. It provides high availability without a single point of failure [3].  

 

1.2. Objective  
 

In this paper, the Cassandra database is used to provide a quantitative examination of the 
fundamental Big Data trade-offs between data consistency and performance. We'd like to provide 

practical recommendations to developers that use Cassandra as a distributed data storage system, 

allowing them to forecast Cassandra latency while keeping the required consistency level in 
mind, and to optimise the consistency settings of operations. A benchmarking approach is 

developed that optimizes Cassandra's performance that guarantees strong data consistency under 

the selected workload. A NoSQL database like Cassandra supports database replication in order 
to maintain availability in the case of event failure or planned maintenance events. Cassandra 

keeps replicas on several nodes to ensure automatic failover and durability. Depending on the 

replication mechanism employed, a consistency setting needs be found that maximises 

performance while minimising latency.  
 

1.3. Outcomes  
 

A benchmarking methodology is created for working with read and write workloads in different 

proportions. Various workload runs are executed on the deployed cluster and their results are 

measured. The Cassandra database is monitored for Latency and Throughput values when read 
and write workloads are executed on it for a varying number of threads. Various combinations of 

read and write workloads are considered. The outcome of this paper will help the user of the 

database in identifying a consistency setting that is strong and simultaneously provides sufficient 
throughput with minimized latency. Two experiments are performed as a part of this work that 

measured the performance of the Cassandra database for varying read/write workloads, changing 

threads, and different consistency settings. The first experiment measures the results by 

separating the read and write workloads. In the second experiment, various proportions of 
read/write workloads are considered together so that we can get all possible combinations and 

can measure the results accordingly. From the measured results, regression formulas are 

generated which can be used for prediction purposes. 
 

1.4. Paper Organization  
 
This paper is organised as follows. In the next section i.e., Section 2 is Cassandra and 

Consistency where concepts like NoSQL, replication factor and consistency levels are covered, 

Section 3 talks about Performance Benchmarking with YCSB along with related works, Section 4 
is about experimentation, the two experiments performed as a part of this paper are explained in 
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detail along with their objective, setup, and results. Section 5 concludes the paper with a 
conclusion. 

 

2. CASSANDRA AND CONSISTENCY 
 

Two Facebook developers, Lakshman and Malik, released Cassandra to the Apache community 
in 2008. They describe Cassandra as a "distributed storage system for managing very large 

amounts of structured data spread across many commodity servers while providing highly 

available service with no single point of failure"[4]. Cassandra is a column-oriented, peer-to-peer 
NoSQL database that is a distributed and decentralized storage system that is open source. It 

oversees massive amounts of structured/unstructured/loosely structured data from all around the 

world. It ensures high availability, which eliminates the possibility of a system failure and 

provides eventual consistency [5]. 
 

Cassandra provides a familiar interface known as Cassandra Query Language (CQL). CQL offers 

an abstraction layer to the database where implementation specifics are hidden, and native access 
syntaxes are provided. The data in Cassandra is kept in keyspaces, which are similar to databases 

in relational database concepts. A column family in the Cassandra database is equivalent to a 

table in a relational database, and they can be represented as a collection of rows. Rows are 
formed of columns and their values, which are represented as key-value pairs [6]. The 

Replication Factor and Strategy can be defined at the time of keyspace creation.  

 

2.1. Cassandra Data Model 
 

The Wikipedia page of Cassandra mentions that the Cassandra data model is “designed for 
distributed data on a very large scale” [7]. Cassandra runs in main memory and makes 

asynchronous disc writes on a regular basis. Cassandra comprises ACID properties in order to 

increase availability and performance. The structure of the Cassandra model is quite different 

from the relational model.  
 

A Cassandra cluster is a storage unit in the database. It consists of multiple keyspaces. A level of 

Column families exists beneath the keyspace level. A column family is a logically arranged 
collection of one or more columns depending on database design. There will be one or more 

column(s) inside a column family. Within the Cassandra data paradigm, a column is the simplest 

data structure and is at the lowest level. A column has 3 different attributes namely name, value, 

and timestamp. The name attribute is used to identify a column. Value attribute stores the actual 
value related to the name attribute and timestamp is the time when the column is stored, it is 

mainly used during data replication.  

 
A "row" is similar to a relational database row which is a collection of values linked together. 

However, there is a difference between the two. The row in the Cassandra model is dynamic and 

can have a varying number of columns. One of the advantages of Cassandra is the flexibility 
ofwhat may be stored and the fact that no space is allocated for columns that are not part of the 

current data set. 

 

2.2. NoSQL 
 

NoSQL is often referred to as "non-SQL" or "non-relational". Eben Hewitt has his own 
explanation of what NoSQL is all about in his book Cassandra: The Definite Guide [8]. 

"Comparing NoSQL to relational is basically a shell game," Hewitt argues. Eben Hewitt implies 

that NoSQL cannot be directly compared to a relational database because it encompasses a wide 
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range of non-relational database types. Most NoSQL databases provide some level of balance 
among consistency, availability, partition tolerance, and latency. Although a few databases have 

made ACID (Atomicity, Consistency, Isolation, Durability) transactions core to their architecture, 

most NoSQL stores lack these [9].  

 
NoSQL systems can be classified into categories according to their data model. There are four 

different types of NoSQL databases: Column-oriented, Graph, Document, and Key-value 

databases. Cassandra, MongoDB, Couchbase, HBase, and Redis are some of the most popular 
NoSQL databases. Cassandra offers a range of unique features which makes it a good choice for 

us. Cassandra has no single point of failure because of its peer-to-peer architecture. Scalability is 

another advantage that Cassandra provides for scaling up or down. It is highly available and fault 
tolerant because of the data replication it provides. Such benefits provided by Cassandra makes it 

a great choice. 

 

2.3. Replication and Consistency 
 

Data replication is the process of storing several copies of data in multiple nodes. The replication 
approach ensures that the same data is available in other nodes if one node fails. Cassandra 

supports replication in the database to ensure availability in the event of failure or other 

predefined activity. The process of replicating data from one location to another is known as 

replication. The replication method for each keyspace determines the nodes where replicas are 
placed. Cassandra keeps replicas on several nodes to ensure fault tolerance and reliability. The 

replication factor refers to the total number of replicas in the cluster. A replication factor of one 

means that each row in the Cassandra cluster has only one copy. At the time of keyspace 
generation, the Replication Factor can be specified. The replication factor should not be more 

than the total cluster nodes.  

 
The minimal number of Cassandra nodes that must recognize a read or write operation before it 

may be declared successful is known as the Cassandra consistency level. Different Edge 

keyspaces can have different consistency levels allocated to them. When the consistency option is 

one, it indicates that for a read/write operation to succeed, at least one of the Cassandra nodes in 
the datacentre must react. Depending on the replication mechanism employed, a consistency 

setting can be found that maximizes performance while minimizing latency. Cassandra's 

consistency settings can be set to balance data accuracy and availability. Consistency can be set 
for a session or for each read or write operation individually.  

 

Hewitt explains three different levels of consistency in his book about Cassandra [8]. 

 
Strong Consistency - All data received from the database must be the most current information 

available. A mechanism for a global timer will be necessary to put a time stamp on the data and 

actions done to the system. String consistency is essential in areas like financial institutions, e-
commerce websites, etc at all times. Strict consistency ensures that the data returned will be 

consistent and valid. However, one disadvantage is that performance will be degraded because 

the system will have to verify data with multiple nodes before returning the results. 
 

Most NoSQL systems use the concept of R, W, N where R is the number of nodes from which 

data is read, W is the number of nodes where data is written and N is the replication factor and 

when we have R+W>N then, strong consistency can be achieved.  
 

Eventual Consistency - Context here is we have partitioned and replicated data. Any update to 

such a database needs to be propagated to all replicas. Any read request for a data item following 
its write should get the last updated value irrespective of a replica from which value is being read. 
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Eventual consistency is weaker than strong consistency. Whenever eventual consistency is used 
and a request for data is made, then it may provide data which is one version older than the 

current one. However, eventual consistency makes sure that the most recent data is available to 

the user after a certain period of time.  

 
When we make a change to a distributed database, eventual consistency ensures that the change 

is mirrored across all nodes that store the data, ensuring that we get the same response every time 

query is made. Eventual consistency offers low latency. Because changes take time to reach 
replicas throughout a database cluster, early results of eventual consistency data queries may not 

have the most current updates. The database system guarantees that if no new updates are made 

to the object, eventually all accesses will return the last updated value [11].  
 

Weak Consistency - Another type of consistency is weak consistency which gives no guarantee 

that all nodes will have same data at any given time. From time to time, updates are exchanged 

among nodes such that all nodes have updated data. After a certain period of time, the data in the 
nodes will reach a consistent state. 

 

2.3.1. Consistency Level (CL) on Write 

 

The number of replica nodes that must acknowledge before the coordinator can report back to the 

client is determined by the consistency level for write operations. The number of nodes that 
acknowledge (for a given consistency level) and the number of nodes that store replicas (for a 

certain replication factor) are almost always different. For e.g., even when only one replica node 

recognizes a successful write operation with consistency level ONE and RF = 3, Cassandra 

concurrently replicates the data to two other nodes in the background. Below are write 
consistency levels that are used in the paper: 

 
Table 1. Consistency levels for Write operation 

 

Level Description 

ONE It only requires one replica node to recognise it. Because only one 
copy needs to acknowledge the write operation, it is faster. 

QUORUM It requires 51 percent or a majority of replica nodes across all 

datacentres to acknowledge it. 

ALL It requires confirmation from all replica nodes. Because all 

replica nodes must acknowledge the write operation, it is the 

slowest. Furthermore, if one of the replica nodes fails during the 
write operation, the write operation will fail, and availability will 

degrade. As a result, it's advisable not to use this option in 

production deployment. 

  

2.3.2. Consistency level (CL) on Read 
 

The consistency level for read operations determines how many replica nodes must respond with 
the most recent consistent data before the coordinator can deliver the data back to the client 

successfully. Below are read consistency levels that are used in the paper: 
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Table 2. Consistency levels for Read operation 

 

Level Description 

ONE Only one replica node returns the data at consistency level ONE. In 

this scenario, data retrieval is the quickest. 

QUORUM It signifies that 51 percent of replica nodes in all datacentres have 

responded. The data is then returned to the client via the coordinator.  

ALL It requires confirmation from all replica nodes. The read operation is 

the slowest in this situation since all replica nodes must acknowledge.  

 
Quorum Calculation - The QUORUM level works with the number of quorum nodes. The 

following is how a quorum is computed and then rounded down to a whole number: 
 

quorum = floor((sum_of_replication_factors / 2) + 1) 

 
In a cluster of 3 nodes, a quorum is 2 nodes. In a cluster of 6 nodes, a quorum is 4 nodes.  

 

There are mainly 2 ways for setting consistency in a cluster: 
 

1st Way 

 

To set the consistency level for all queries in the current cqlsh session, use CONSISTENCY in 
cqlsh. 

 

Syntax: 
CONSISTENCY [Level] 

 

Example: CONSISTENCY ONE 

 

2nd Way 

 

 
For setting the consistency level individually for each operation, the consistency can be set in the 

command line argument (CLI). 

-p cassandra.readconsistencylevel=[Level] -p cassandra.writeconsistencylevel=[Level] 
Example:-p cassandra.readconsistencylevel=[ONE] -p cassandra.writeconsistencylevel=[ONE] 

 

2.4. CAP Theorem 
 

Being ACID compliance is one of the strengths of relational databases. However, it is hard to 

achieve serializability in distributed and replicated environment and may leads to delays that are 
beyond acceptable limits. NoSQL systems have compromised ACID properties in order to 

achieve better performance when working with large data sets. Because of that, NoSQL systems 

need to follow some other set of rules that fit the NoSQL criteria. A scientist called Eric Brewer 

established a theorem called Brewer’s CAP theorem. Brewer et.al. [6] realizes this and presents 
CAP theorem which states that any distributed data store can only provide two of the three (i.e., 

consistency, availability and partition tolerance) guarantees.  



Computer Science & Information Technology (CS & IT)                                        67 

Brewer's CAP theorem categorizes database systems according to their capabilities. The CAP 
theorem was created to put the different NoSQL solutions together because the bulk of them was 

obliged to compromise the ACID guarantee in order to focus on more critical aspects for their 

specific needs. CAP is an acronym that stands for [13]:  

 

 Consistency - At the same moment, all connected nodes see the same data.  

 Availability - Even if a request is unsuccessful, it is guaranteed that a response will be 
received if it is delivered to the database.  

 Partition tolerance - There is no single point of failure in the system. If one node fails, the 

data can still be accessed by another node, and the system will continue to function 

normally.  
 

Hewitt states in his book about Cassandra that “Brewer’s theorem is that in any given system, 

you can strongly support only two of the three” [8]. The definition says that a database system 
cannot provide all three properties at the same time. When a system is spread across numerous 

nodes, it cannot be 100% consistent and available at any given time. When the state of a database 

is changed (new data added or data updated) due to various reasons it will take a few 

milliseconds or seconds to propagate the changes to other nodes because of which the system is 
called eventually consistent. 

 

3. PERFORMANCE BENCHMARKING WITH YCSB 
 
YCSB is an abbreviation for Yahoo cloud serving benchmark. YCSB is a program suite for 

computing the execution of NoSQL systems. It is used to evaluate/compare the working of 

different NoSQL systems based on several parameters. YCSB Benchmark is a collection of 

workloads. It can collect the performance metrics of a system under a specific, pre-defined 
workload. It makes it easier to compare the performance of the next generation of data serving 

systems [8]. The YCSB framework is a standard benchmark for evaluating the operation of 

NoSQL databases such as Redis, MongoDB, HBase, Cassandra, and others. The YCSB 
framework is made up of a client that generates a workload and a set of basic predefined 

workloads that cover various aspects of performance. YCSB provides five different workloads. 

Each workload is a unique combination of read/write queries and data sizes. The operations in the 
workload are Insert, Update, Read and Scan. The vital feature of the YCSB framework is its 

extensibility. The workload generating client is extensible which supports the benchmarking of 

different databases. The workloads are [8]: 

 
Table 3. YCSB default workloads 

 

Workload Read Weightage Update Weightage Insert 

Weightage 

Scan 

Weightage 

A-Update Heavy 50% 50% 0% 0% 

B-Read Mostly 95% 5% 0% 0% 

C-Read Only 100% 0% 0% 0% 

D-Read Latest 95% 0% 5% 0% 

E-Short Ranges 0% 0% 5% 95% 

 

 



68         Computer Science & Information Technology (CS & IT) 

3.1. Related Works 
 

Relational databases have been the choice for majority of systems due to their rich set of features. 

However, they are not suitable for handling huge data. NoSQL databases have gained popularity 
as they efficiently work with big data [13]. The paper “NoSQL Databases: MongoDB vs 

Cassandra” talks mainly about NoSQL databases along with their types and also briefs about 

CAP/ACID theorems. YCSB benchmark is used for the experimentation. The performance 
parameter which signifies the execution time is taken into consideration for comparing the two 

databases i.e., MongoDB and Cassandra. In the experiments, six different YCSB workloads are 

used for testing both the databases. The results indicate that as the data size increased, MongoDB 

started to reduce performance [13]. However, Cassandra became faster as data size increased.  
 

Yahoo cloud serving benchmark framework is presented in the paper titled “Benchmarking 

Cloud Serving Systems with YCSB”, that facilitates performance comparisons of data serving 
systems. Four widely used databases like Cassandra, HBase, Yahoo!’s PNUTS, and a simple 

sharded MySQL implementation are used in the paper for benchmarking. The papers use core 

workload of YCSB for measuring performance and scalability of the databases. The results show 
that Cassandra and HBase have higher read latency on a read heavy workload and lower update 

latency on write heavy workload [14]. Along with that, Cassandra and PNUTS showed better 

scalability. The paper also explains in details the core workloads provided by YCSB. The paper 

also talks about the workload generating client that comes with YCSB using which new 
workloads can be defined. 

 

Our paper focuses on the consistency and latency trade-off aspect mainly. To identify the best 
setting of threads and read/write workloads such that strong consistency can be obtained. The 

paper “Consistency Trade-offs in Modern Distributed Database System Design” explains in detail 

the consistency/latency trade-off. The paper gives a good introduction about CAP theorem. 
According to CAP, the system must choose between high availability and consistency [10].  

 

The paper “Interplaying Cassandra NoSQL Consistency and Performance: A Benchmarking 

Approach” puts light on the trade-off between data consistency and performance. The main aim 
of the paper is to allow the developers to predict the delay in Cassandra by considering the 

required consistency level. The paper proposes a benchmarking approach for optimising 

performance of Cassandra such that strong consistency is ensured [12]. In the paper, a Cassandra 
database is deployed and executed in a real production environment. YCSB benchmark is 

modified to execute application specific queries. The Cassandra database is benchmarked for 

various conditions such as different workloads, different consistency settings, etc. After that, 

regression functions are generated that interpolate the average read/write latency with precision. 
The paper identifies optimal consistency setting by using regression functions which will help the 

developers to find out settings such that required consistency level is obtained.  

 
Our presented work shows how different consistency setting affect the Cassandra response time 

and throughput. Because Cassandra provides the feature of tuneable consistency, it is possible to 

achieve strong consistency by finding optimal settings. By monitoring various parameters of 
Cassandra database while different combinations of workload, threads and consistency settings 

are executed, we try to find certain consistency setting that provides the minimum latency.  
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4. EXPERIMENTATION 
 

4.1. Experiment Objective 
 

To describe a methodology for benchmarking the performance of Cassandra. To extract 
experimental results, show how different consistency settings influence the latency and 

throughput. To understand the relationship between the parameters and generate a regression 

equation for predicting the parameters. The experiment extracts results based on two scenarios:  
 

1. When the read and write operations are executed individually.  

2. When mixed read and write workload are executed. 

 
To narrow down the available options for consistency setting based on results obtained. The 

objective also includes generating a data set for finding multiple regression equations which can 

be used to perform predictive analysis and to find an optimal setting such that strong data 

consistency is guaranteed.  

 

4.2. Cassandra Cluster Setup 
 

A Cassandra cluster of 3 nodes with different IP addresses is deployed on VMware. All the nodes 
are connected in a cluster by installing Cassandra in all of them and configuring them. A 

replication factor of 3 is configured for ALL consistency to be applied. The data in the nodes is 3-

replicated which means a row in a table has 3 copies in the cluster. The VMware virtual machine 
uses CentOS operating system that is based on Linux. YCSB benchmark is used in order to 

evaluate the performance of databases under different workloads. The YCSB Client is a Java 

program that generates data for database loading and runs the loaded workloads. 

 
Three nodes with IPs: 192.168.29.143, 192.168.29.144, and 192.168.29.145 are deployed in a 

single cluster such that they are connected and Cassandra is installed on each. 

 

4.3. Results 
 

4.3.1. Experiment 1 

 

In the experiment 1 where the performance of Cassandra is measured by considering the read and 

write workload individually, the configuration is made as follows. A Cassandra cluster of 3 nodes 
is deployed on the VMware. In our study, the focus is on examining the dynamic features of 

Cassandra's performance in various consistency settings. We investigate how the current 

workload affects database latency and throughput. The following configuration is made for 
experiment 1. 

 

● A replication factor of 3 is configured. 

● Nodes have a Keyspace YCSB and table USERTABLE for experimentation purposes. 
● YCSB workload c [read] and workload a [write] parameterized to execute only write 

operations are used. 

● 25,000 records are used for loading and execution 
● The results are calculated with  

○ a Varying number of threads from 10 to 1000. 

○ 3 consistency settings: ONE, QUORUM, and ALL. 

● Latency and Throughput for all the combinations are measured for further analyses. 
● Regression equations  
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Read Write Latencies and Throughput Measurements  

 

The tables below show the results of the Cassandra performance benchmarking. The average 

latency and throughput for read and write requests are shown. For each request, the results are 

calculated using 25000 records. We may use a mix of average delay and throughput to look at 
how average read and write delays are affected by the current workload.  

 
Table 4.  Cassandra READ latency statistics 

 

 
 

Table 5. Cassandra WRITE latency statistics 
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Latency graphs 

 

 
 

Figure 1. Average Cassandra delay depending on the current workload: reads 

 

 
 

Figure 2. Average Cassandra delay depending on the current workload: writes 
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Throughput graphs 

 

 
 

Figure 3. Cassandra Throughput depending on the current workload: reads 

 

 
 

Figure 4. Cassandra Throughput depending on the current workload: writes 

 
Experimental Results 

 

Cassandra reads with the ONE consistency level achieve a maximum throughput of 1203 requests 
per second, as shown in Table 4. It varies between 1240 and 110 requests per second for the 

QUORUM and ALL consistency levels. For writes, it is 1437 for ONE consistency level and it 

fluctuates around 1400 and 1250 for QUORUM and ALL consistency setting respectively.  
 

The graphs in Figure 1 and 2 show the delay experienced for read and write operations 

individually. The X-axis represents the number of threads running and the Y-axis represents the 

delay in microseconds. The three lines denote the average latency for ONE, QUORUM, and ALL 
consistency settings. The average latency for ALL consistency settings is the highest compared 
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with ONE and QUORUM. However, as shown in Figure 3 and 4, the throughput for ALL 
consistency settings is the lowest for both read and write operations. 

 

4.3.2. Experiment 2 

 
As already discussed, if the overall number of written and read replicas is more than the factor of 

replication, the Cassandra database can ensure the maximum data consistency model. This means 

for a 3-replicated system there are six different read/write consistency settings that can be used to 
provide high data consistency. They are   

 

● 1R-3W: One read-All write   
● 2R-2W: Quorum read-Quorum write   

● 3R-1W: All read-One write   

● 2R-3W:  Quorum read-All write   

● 3R-2W:  All read-Quorum write   
● 3R-3W:  All read-All write 

 

Besides, the two settings: 1R-3W and 2R-1W provide the 66.6% of consistency. Finally, the 1R-
1W setting can guarantee only the 33.3% of consistency [12]. Whenever a smaller number of 

replicas are invoked read/write operations in Cassandra executes faster. Hence, in real life 

experiments, the following consistency should be chosen: 1R-3W, 2R-2W and 3R-1W. All the 
three combinations follow the rule:  

 

 
 

As all the three consistency settings provide strong consistency, a system developer may want to 

know the performance of those settings for different read/write load proportions and different 

read/write consistency settings.  
 

Read/Write Latency measurements 

 
For this experiment, 5 different read/write load proportions are taken into consideration: 

Read/Write-10/90%, Read/Write-30/70%, Read/Write-50/50%, Read/Write70/30% and 

Read/Write-90/10%. For each of these 5 proportions, read and write latency are measured for 3 
consistency settings such as 1) ‘Read ONE – Write ALL’ (1R-3W) 2) ‘Read QUORUM – Write 

QUORUM’ (2R-2W) 3) ‘Read ALL – Write ONE’ (3R-1W). Table 6 to 10 shows the measured 

results. The consistency setting that fetches the lowest latencies is highlighted. The tables below 

show some estimations of Cassandra latency for various configurations, ensuring good 
consistency in a mixed read/write workload.  
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Table 6. READ and WRITE latency for ratio: 10/90% 

 

 
 

Table 7. READ and WRITE latency for ratio: 30/70% 

 

 
 

Table 8. READ and WRITE latency for ratio: 50/50% 
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Table 9. READ and WRITE latency for ratio: 70/30% 

 

 
 

Table 10. READ and WRITE latency for ratio: 90/10% 

 

 
 

Experimental Results 

 

The 1R-3W configuration delivers the lowest consistency for threads till 200 when the read load 

proportion is less than 30%. For threads from 200, the 3R-1W setting shows optimal latency 
among others. When the read load proportion increases, it can be observed that, regardless of the 

current workload, the 1R-3W option delivers the best latency readings when compared to others. 

For a read and write proportion of 90/10 %, the 2R-2W setting shows the lowest consistency for a 

greater number of threads. As the number of requests per second and the fraction of read requests 
increases, the 2R-2W and specifically the 3R-1W arrangements becomes extremely wasteful. 

When the percentage of read requests is around 10%, the 3R-1W design still provides the shortest 

delay in high write-heavy workloads.  
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4.4. Correlational Analysis 
 

To generalize our results, a multiple regression equation is generated such that it identifies the 

optimal write consistency factor for the given workload. Syntax of multiple regression equation:  
 

Y = Constant C0 + C1*(X1) + C2*(X2) + C3*(X3) + C4*(X4)   (1) 

 
The dependent variable Y is the write consistency measure needed to provide strong consistency. 

There are 4 independent variables: X1-read latency, X2-write latency, X3-threads, and X4-

proportion of write workload. To make all of the parameters on the same scale, they are 

compressed. The following multiple regression formula is created based on the 200 records 
measured in our experiment: 

 
Table 11. Multiple regression equation static 

 

 
  

Y=0.5173-3.876*X1+3.5528*X2+0.3473*X3+0.0739*X4   (2)  

 
Multiple Regression for Read Latency 

 
Table 12. Multiple regression equation for read latency 

 

 
 

Y=0.1598-0.1257*X1+0.8071*X2-0.0708*X3    (3) 

 
Here the parameter Y is the read latency measured for various read and write combinations.  

 

Multiple Regression for Write Latency 
 

Table 13. Multiple regression equation for write latency 

 

 
 

Y=0.1+0.0018*X1+0.7827*X2-0.0981*X3    (4) 

 

Here the parameter Y is the write latency measured for various read and write combinations 
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5. CONCLUSIONS 
 
To measure Cassandra's latency and performance, we used benchmarking approach. The 

benchmarking is performed to assess system performance in order to establish how well the 

system can handle a mixed workload when different consistency settings are employed.  

 
Our research focuses on the relationship between multiple settings for consistency and the 

performance of the Cassandra column-oriented database. The findings suggest that consistency 

settings have a considerable impact on Cassandra's response time and throughput, which must be 
taken into account during system development and monitoring. The Cassandra database gives 

programmers the ability to fine-tune the consistency setting for each read and write operation 

request. Software developers can assure strong consistency for their setup by managing the 

consistency setting by ensuring that the sum of nodes written to and read from is more than the 
replication factor. In our research, the aim is to choose optimal consistency setting such that 

strong consistency is provided along with lower latency for our experiment-specific setup.   
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ABSTRACT 
 
The national concept of consumption has changed to excessive consumption, and overdue debts 

have also increased. The surge of non-performing loans will not only lead to the liquidity 

difficulties of banks, but also lead to financial risks. Accurate prediction of personal credit 
overdue is one of the key issues to control financial risks. Traditional machine learning methods 

build classification models according to the characteristics of credit users, while ensemble 

learning can ensure high accuracy and prevent model overfitting, which is the mainstream of 

current application research. The Stacking method can fully combine the advantages of the base 

model and improve the model performance. The base model and hyperparameter selection have 

great influence on the prediction accuracy. Therefore, parameter selection according to the 

studied problem is the core of application. In this paper, the Stacking method is used to 

integrate multiple single models for credit user overdue prediction, and the parameters of the 

base model are optimized. The improved Bayesian optimization method is used to select 

appropriate parameter combinations to improve the model performance. 

 

KEYWORDS 
 
Credit overdue forecast, Stacking integrated learning, Bayesian optimization. 

 

1. INTRODUCTION 
 
With the change in consumer attitudes, the amount of consumer loans to our residents has also 

grown and the outstanding debt has increased. The proliferation of non-performing loans not only 

brings the problem of capital turnover difficulties to banks, but also constrains their development 

and may lead to financial risks, which in turn adversely affects domestic financial development; 
therefore, accurate prediction of personal credit overdue prediction is a key issue in controlling 

financial risks. 

 
In this paper, the prediction of personal credit overdue is modeled as a classification problem. 

Through the personal and loan characteristics of previous credit users and overdue categories, a 

learning model is established to predict whether personal credit is overdue. The traditional 

classification algorithm for constructing a single model has the problems of uncertainty and weak 
generalization. The ensemble learning method integrates diversified weak classifier results to 

ensure high accuracy while preventing model overfitting [1]. In this paper, XGBoost, random 

forest and GBDT are used to construct the base learner, and Stacking method is used to integrate. 
However, the base learner usually needs to set hyperparameters, and the selection and setting of 

hyperparameters have a great impact on the prediction accuracy. Based on the above problems, 

this paper improved the Bayesian optimization algorithm and constructed an adaptive balance 
factor to improve the acquisition function, so that it could dynamically overcome the problem 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N19.html
https://doi.org/10.5121/csit.2022.121908
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that the Bayesian optimization algorithm would fall into the local optimum, optimize the 
hyperparameters of the base learners of random Forest, GBDT and XGBoost, and construct the 

optimization Stacking model. The overdue prediction is made based on the real customer data of 

UnionPay to verify the effect of the model. 

 
Credit risk prediction has been an issue of importance to the financial industry, and in the past 

studies, researchers have been using various methods to construct credit risk models, and the 

specific work is as follows. 
 

Wiginton[2] first proposed the use of logistic regression in corporate credit risk management 

problem and through experimental results it was concluded that logistic regression model has 
good prediction results in corporate credit risk management problem. Shin et al[3]  selected the 

bankruptcy dataset of Korean listed companies to use SVM to predict the risk of corporate 

bankruptcy, and the analysis of the results obtained that SVM works better than MDA, Logit and 

NNs.Chen et al.[4] designed the XGBoost model with improved gradient boosting tree, second 
order Taylor expansion and also added regularization term to make the performance of the model 

improved significantly. After the introduction of XGBoost model, a large number of scholars 

started to apply XGBoost model to the field of risk control. Huang YP et al.[5] used XGBoost 
model with financial statements of listed companies in Taiwan as the research dataset. The 

analysis of the results concluded that XGBoost predicted the best results. chang YC et al.[6] used 

XGBoost models to predict credit risk problems and the results showed that XGBoost models 
have better results compared with logistic regression and SVM models. 

 

In summary, from the traditional discriminant analysis method to the integrated learning 

XGBoost method, these models show good results in risk prediction. However, compared with 
the traditional method and machine learning method, the integrated learning method shows better 

prediction effect. This paper selects the base learner suitable for the problem studied in this paper 

to build the model based on Stacking method and referring to the studies of scholars. However, 
there is a very important factor in the construction of the model: the parameters of the model. 

Different parameter choices have different applicability to the problem. In view of this problem, 

this paper does further research. 

 

2. THEORY 
 

2.1. XG Boost 
 

Based on gradient lifting tree algorithm, XGBoost algorithm adds regularization term to the 

objective function, which can reduce the complexity of the model and avoid overfitting[7]. Its 

objective function is shown in Equation (1)  and Equation (2). 
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Where iŷ  is the predicted value, iy  is the true value, )( kf  is the regular term, kf  is the 

decision tree, T represents the number of leaf nodes, ω represents the proportion of leaf nodes, γ 

controls the number of leaf nodes, and λ controls the proportion of leaf nodes. 
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XGBoost algorithm performs iterative operation and second-order Taylor expansion in the 
process of solving the objective function, as shown in formula (3) which improves the solving 

speed and the training speed of the model. 
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Where ig  and ih  are the first and second derivatives of the loss function, respectively. 

 

 

)ˆ,(

)ˆ,(

)1(

ˆ

)1(

ˆ

2

)1(

)1(













t

iiyi

t

iiyi

yylh

yylg

t
i

t
i

 （4） 

 

2.2. Random Fores  
 
Random forest is a kind of Bagging method, and decision tree model is used as the base model. 

The resampling method is used to select multiple sample sets with the same sample size as the 

given sample each time from the given sample and construct the decision tree based on it . In 

general, a decision tree divides nodes by selecting a feature from the set of features that can make 
the model result shift to the best direction. Random forest algorithm adopts the method of random 

feature selection. Specifically, when building each decision tree, firstly, a subset set containing M 

(m ≤ m) features is selected from the feature set to which the node belongs, and the optimal 

features in this subset are divided. And Nn 2log  is a random parameter[8]. 

 

2.3. GBDT 
 

GBDT is one of Boosting methods. GBDT mainly generates new decision trees, and takes the 

residuals of the results obtained from the decision trees in this stage as the input of the new 

decision trees in the next stage, and continues to iterate until the end of the iteration, the 
cumulative sum of the results of each decision tree is the result of the studied problem. At each 

iteration, the current decision tree needs to learn the prediction results and residuals of all 

decision trees in the previous iteration, and build the decision tree with the strategy to reduce the 
residuals in the subsequent iteration. Its advantage lies in the simple structure of GBDT, has a 

strong interpretability, the disadvantage is that there is no way to predict the development trend 

of a problem, that is, only in the scope of the prescribed prediction, can not exceed[9]. 
 

2.4. Stacking 
 
The Stacking model fusion method selects multiple basic models and then combines the selected 

multiple models by specific methods. Because of the differences among models, the purpose of 

model fusion is to reflect the advantages of different models and make these weak models form 
strong models by certain methods. However, before adopting the method of model fusion, two 

criteria of model fusion should be followed. Firstly, the performance of the fused base learners 

should not be too different, and secondly, there should be discrimination between the learners. 

Only in this way can model fusion be adopted. 
 

Figure 1 shows the algorithm flow. First, the given data set is divided into five parts, four of 

which are used for training and the other one is used for testing. Each time, the current training 
results are taken as the training set of the next layer model. It is also necessary to predict the test 
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set, take the arithmetic average of the results, and send them to the next layer for prediction. 
Then, the training results of the first-layer model are taken as the training set of the second-layer 

model, and the prediction results are taken as the test set of the second-layer model, and all of 

them are sent to the second layer for training and testing[10] . 

 
According to the Stacking fusion criterion, the base model of the first layer fusion should have 

good performance, and the performance difference between the models should not be too big. 

From this perspective, XGBoost model and random forest model were selected as the base model 
of the first layer, and GBDT model was selected as the Stacking model of the second layer. The 

structure is shown in Figure 2. 

 

 
 

Figure 1. Stacking algorithm process 

 

 
 

Figure 2. Stacking Model Structure 

 

2.5. Bayesian Optimization Method and its Improvement 
 

(1) Principle of Bayesian optimization algorithm 
 

The idea of Bayesian optimization algorithm is to solve problems in global optimization by 

approximate approximation. There are two key steps in the execution of the Bayesian 
optimization algorithm. First, a priori function must be chosen to represent the distribution 

assumptions of the function being optimized. For this purpose, a Gaussian process is chosen 

because of its flexibility and ease of handling; second, a collection function must be constructed 

for determining the next point to be evaluated from the model posterior distribution[11]. 
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In order to carry out Bayesian optimization, it is necessary to consider the establishment of 
distribution in the objective function, which is usually solved by Gaussian process. 

 

A Gaussian process is an extension of the multidimensional Gaussian distribution to an infinite-

dimensional stochastic process. It is defined by the mean value function )(x  and the covariance 

function ),( xxk  . the Gaussian distribution can be expressed as shown in  Equation (5). 

 

 )),(),((~)( xxkxGPxf   （5） 

 

Where ))(()( xfEx  , ))(( xfE  is the mathematical expectation of )(xf , and the default 

value is 0; )(xf  denotes the mean absolute error; ),( xxk   denotes the covariance function of x. 

 

Assuming that the past information },{ :1:1:1 ttt fxD   has been obtained, where )( tt xff  , then 

the next value to be searched for is )( tt xff   and the covariance matrix K is noted as： 
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From the Gaussian process, it follows that both tf  and 1tf  obey the joint Gaussian distribution. 

If we set the mean value of both to be 0, then the joint Gaussian distribution can be expressed as 
shown in  Equation (7). 

 

 































 ),(
,0~

111

:1

tt

T

t

t

xxkk

kk
N

f

f
 （7） 

 

where k can be expressed as： 
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The posterior probability of 1tf  is obtained by means of the edge density function is: 
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where )( 1tt x  and )( 1

2

tt x  are calculated as follows:. 
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From the above calculation it can be estimated that 1tx  satisfies a normal distribution at any 

interval, which in turn enables the sampling function to determine the next most dominant sample 

point. 
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By determining the next point to be evaluated through the sampling function, the number of 
iterations can be reduced and the evaluation cost can be lowered. Usually, the selection of 

sampling points is considered from two aspects: exploitation and exploration. exploitation is to 

search around the current optimal solution according to it, so as to find the global optimal 

solution; exploration is to try to explore the unevaluated sample points to avoid getting into the 
local optimal solution. 

 

The acquisition function used in this paper is Probability of Improvement, and its acquisition 
function is shown in Equation (12). 
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where maxy  is the current function optimal value,   is the standard normal distribution 

cumulative distribution function, and   is the equilibrium parameter that balances the 

relationship between development and exploration. 
 

(2) Bayesian optimization algorithm improvement 

 

However, influenced by the equilibrium parameter  , the parameter value is too small will lead 

to the case of local optimal solution and too large will affect the exploration efficiency. Since the 

equilibrium parameter   is a fixed value and cannot be dynamically adjusted according to the 

optimization condition, it can easily lead to the case of local optimal solution, therefore, this 
paper constructs the adaptive equilibrium factor to improve the acquisition function so that the 

acquisition function can avoid falling into the local optimal solution as much as possible. The 

improved collection function is shown in Equation (13) : 
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In the formula u/11 , yy
eu


 max , maxy  represents the maximum value of the objective 

function in the current observed data, y  represents the objective function value of the collection 

point in the last iteration, when y  is close to maxy ,   approaches 0, and the collection function 

tends to explore the state; when y  is far from maxy ,   approaches 1, and the collection function 

tends to develop the state. 
 

2.6. Iv Value and WOE 
 
When building a model, it is usually necessary to judge whether features have predictive ability, 

while IV refers to the value of information, which can be used to judge whether features can have 

predictive ability[12].The IV values are calculated as follows: 
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Equation (14) is the IV value of a grouping in a variable, which is the sum of the IV values of 
each grouping , n  is the number of variable groupings. In order to reflect the proportion of the 

sample size of a variable in the current subgroup to the overall, ( niyi pp  ) is added here before 

WOE, so as to better reflect the contribution of a variable to the overall, the smaller the 

proportion, the smaller the contribution, and vice versa. 

 
WOE in Equation (15) means weight of features. It is a way to encode the features. But the 

features need to be encoded after taking the corresponding grouping. After grouping, The WOE 

value for group i is calculated as follows: 
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In Eq. (20), yip  is the ratio of the number of past due in the group to the overall number of past 

due, nip  is the ratio of the number of non-past due in the group to the overall number of non-past 

due, iy  is the number of past due in the group, in  is the number of non-past due in the group, 

Ty  is the number of all past due in the sample, and Tn  is the number of all non-past due in the 

sample. Therefore, the meaning of WOE is the difference between "the number of past due in the 

group as a percentage of all past due" and "the number of non-past due in the group as a 

percentage of overall non-past due". 
 

Usually an IV value less than 0.3 indicates no predictive power. 

 

2.7. Peterson Correlation Coefficient Method 
 

The Pearson correlation coefficient method is a measure of correlation between characteristics 
[13]. It is calculated as shown in Equation (16). 
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Where r  indicates the correlation between two features. Usually r  is less than 0.4 for weak 

correlation, greater than 0.6 for strong correlation, and greater than 0.8 for very strong correlation.  

 

2.8. Evaluation Indicators 
 

In order to enable comparison of training effects among different models, so the evaluation 
metrics taken in this paper include confusion matrix, accuracy, precision, recall, F1-score and 

AUC to measure the performance of a model [14]. 
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The representation of the confusion matrix is shown in Table 1. 
 

Table 1. Confusion Matrix 

 

Predicted results 

 

 

True 

Category 

 1 0 

1 TP 

 

FP 

 

0 FN 

 

TN 

 

 

The accuracy rate is the proportion of correct samples to the total sample. 
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The precision rate is the sample of all positive class samples with correct predictions. 
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Recall is the fraction of all positive class samples that are correctly predicted. 
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The F1-score is the summed average of the recall and precision rates. It satisfies. 
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The ROC curve is a visual expression of the model effect. The dynamic relationship between TP 
and FP in the model is reflected by the drawn curve. To some extent, the differences between 

different learners can be understood through the ROC curve. The AUC value is the area under the 

curve, which is used to measure the generalization of the model. 
 

3. DATA PRE-PROCESSING 
 

3.1. Data Analysis 
 

The data of this experiment are 11017 real data after desensitization provided by UnionPay. We 

built an extensive dataset with 199 credit characteristics. 

 

3.2. Missing Value Handling 
 
The source of the individual credit data widely miscellaneous, there may be repeat characteristics 

and lack of situation, and in the process of personal credit evaluation, the lack of some variable 
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values will affect the final prediction, if applied to the actual, may result in incalculable losses, so 
the first step to access to the data set needs to missing features the data set. 

 
Table 2. Missing feature amount and proportion 

 

Features Missing 

amount 

Missing 

percentage 

Features Missing 

amount 

Missing 

percentage 

X_121 10963 0.997906 X_110 10913 0.993355 

X_120 10963 0.997906 X_063 10913 0.993355 

X_119 10963 0.997906 X_071 10896 0.991808 
X_118 10952 0.996905 X_072 10896 0.991808 

X_102 10952 0.996905 X_073 10896 0.991808 

X_103 10952 0.996905 X_107 10877 0.990078 
X_104 10952 0.996905 X_115 10870 0.989441 

X_111 10914 0.993446 X_116 10870 0.989441 

X_064 10914 0.993446 X_117 10868 0.989259 

X_062 10913 0.993355 X_108 10846 0.987257 
X_109 10913 0.993355 … … … 

 

As can be seen from Table 2, the missing ratio of X_062-X_073, X_081-X_087, X_092-X_120, 

X_128-X_130, X_133, X_135 and X_136 reaches more than 70%. Because the missing ratio is 
too high, if filling is adopted, It will affect the accuracy of the model. In order to reduce the 

deviation, the operation of deleting features is adopted in this paper. 

 

3.3. Balanced Processing 
 

As can be seen from the bar chart shown in Figure 3, the studied data set is unbalanced and not 
overdue: overdue = 4:1. Imbalanced data classification means that the proportion of categories in 

the data set is unbalanced. If the proportion of one category is large, the algorithm will favor the 

category with large proportion in classification. In order to eliminate the influence caused by the 
imbalance problem, this paper uses SMOTE algorithm to adjust the imbalance, so that the ratio of 

non-overdue class and overdue class in the processed data set reaches 1:1. 

 

 
 

Figure 3. Positive and negative sample proportions 
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3.4. Feature Dimensionality Reduction 
 

Credit data sets are characterized by high dimensionality and large redundancy among feature 

sets , so feature dimensionality reduction is needed. There are 146 features left in the dataset after 
processing for missing values. Feature dimensionality reduction is divided into two steps. Firstly, 

the IV value is calculated to remove the features with too low IV value. Secondly, the correlation 

analysis of the dataset was carried out to delete the features with high correlation. 
Table 3 shows the statistics of some feature IV values： 

 
Table 3. Value IV of the feature  

 

Characteristics Iv value Characteristics Iv value 

X_125 0.640842 X_142 0.575979 

X_146 0.631067 X_045 0.567916 

X_078 0.622846 X_139 0.567685 

X_127 0.615642 X_137 0.556560 

X_126 0.606877 X_140 0.555608 

X_141 0.601162 X_194 0.548917 
X_144 0.593460 X_145 0.546987 

X_131 0.590596 X_138 0.544725 

X_059 0.582293 X_195 0.543420 

X_079 0.576658 X_060 0.542415 

 

After removing the features whose IV value was lower than 0.03 through the first step, 111 

feature variables remained. 
 

Correlation analysis was performed on the features to remove the variables with low IV value in 

the features with high correlation, and Pearson correlation coefficient method was used for 
processing. 

 

After calculation by Pearson correlation coefficient method, features with correlation higher than 
0.7 were removed to obtain the processed data set, which contained 40 feature variables. 

 

4. EMPIRICAL STUDY 
 

In this section, XGBoost, random forest and GBDT were first used to construct XRG-Stacking 
model and compared with XGBoost, random forest, GBDT, logistic regression and decision tree 

to verify the performance improvement of the fusion model compared with the single model. 

Furthermore, the improved Bayesian optimization method is used to optimize the parameters of 
XGBoost, random forest and GBDT. At the same time, it is compared with the optimization 

results of Bayesian optimization algorithm, grid search, random search, simulated annealing and 

genetic algorithm to verify the superiority of the improved Bayesian optimization algorithm. 

Finally, the IMPBO-XRG-Stacking model and the optimized base model were constructed by 
optimized XGBoost, random forest and GBDT to prove the improvement of problem accuracy by 

parameter optimization. 
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4.1. Experimental Verification 
 

4.1.1. Comparative Analysis of XRG-Stacking Model 

 
The experimental comparison results of XRG-Stacking and random Forest, XGBoost, GBDT, 

logistic regression and decision tree are shown in Table 4. 

 
Table 4. Analysis of comparative results 

 

 accuracy precision Recall F1-score AUC 

logistic regression 0.6549 0.6683 0.6162 0.6412 0.6767 
decision tree 0.7808 0.7630 0.8151 0.7882 0.8613 

random Forest 0.7974 0.7938 0.8044 0.7991 0.8869 

GBDT 0.8213 0.8457 0.7864 0.8150 0.9130 

XGBoost 0.8607 0.9018 0.8267 0.8626 0.9408 

XRG-Stacking 0.8779 0.9143 0.8353 0.8830 0.9508 

 

According to the analysis in Table 4, the results of XRG-Stacking method had better effects 
compared with other basic models, indicating that the XRG-Stacking model that is combined 

with multiple models has better predictive effects on personal credit overdue problems than a 

single model. However, the XRG-Stacking model fusion method does not improve the prediction 

performance of the problem with a single model. By combining with real life, the number of 
resident loans is hundreds of millions and the number is very large. Therefore, the slight 

improvement in the performance of personal credit overdue prediction has a huge impact. It also 

has big implications for the financial industry. When it is difficult to further improve the 
performance of personal credit overdue problems by using a single model, the Stacking model 

fusion method can be considered to improve the ability of identifying whether users are overdue, 

so as to achieve better prediction effect. 
 

4.1.2. Optimization Algorithm Optimization Base Model Comparison Experiment 

 

The parameters to be optimized by the improved Bayesian optimization method for XGBoost, 
random Forest and GBDT models and the best parameter combination optimized by the improved 

Bayesian optimization algorithm are shown in Table 5 
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Table 5. Optimization parameters and optimal values 

 

XGBoost 

parameter value 

learning_rate 0.07 

n_estimator 177 

min_child_weight 4.8 

max_depth 10 

gamma 0.31 

subsample 0.83 

colsample_bytree 0.72 

Random Forest 

parameter value 

n_estimators 48 

max_depth 10 

min_samples_split 11 

min_samples_leaf 14 

GBDT 

parameter value 

n_estimator 70 

learning_rate 0.1 

subsample 0.8 

max_depth 8 

min_samples_split 150 

min_samples_leaf 40 

 

The prediction results obtained by feeding the optimization parameters into the model are 

compared with the optimization results of other optimization methods, as shown in Table 6. 
 

Table 6. Comparative analysis of optimization models 

 

 accuracy precision Recall F1-score AUC 

XGBoost 0.8607 0.9018 0.8267 0.8626 0.9408 

Random Forest 0.7974 0.7938 0.8044 0.7991 0.8869 

GBDT 0.8213 0.8457 0.7864 0.8150 0.9130 

Improved Bayesian-XGBoost 0.8781 0.9190 0.8388 0.8734 0.9498 

Improved Bayesian-Random Forest 0.8323 0.8403 0.8211 0.8306 0.9181 

Improved Bayesian-GBDT 0.8722 0.9107 0.8256 0.8661 0.9442 

Bayesian-XGBoost 0.8721 0.9130 0.8301 0.8702 0.9478 

Bayesian-Random Forest 0.8291 0.8310 0.8270 0.8290 0.9147 
Bayesian-GBDT 0.8675 0.9023 0.8245 0.8616 0.9441 

 

As can be seen from Table 6, compared with other optimization methods, the improved Bayesian 

optimization method has the best effect in optimizing the three base models. 

 

4.1.3. Comparative Analysis of IMPBO-XRG-Stacking Model 

 

The comparison and analysis results of the IMPBO-XRG-Stacking model constructed with 
optimized XGBoost, random forest and GBDT and the optimized base model are shown in Table 

7. 
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Table 7. Comparison of evaluation results 

 

 accuracy precision Recall F1-score AUC 

Improved Bayesian-Random Forest 0.8323 0.8403 0.8211 0.8306 0.9181 

Improved Bayesian-GBDT 0.8722 0.9107 0.8256 0.8661 0.9442 

Improved Bayesian-XGBoost 0.8781 0.9190 0.8388 0.8734 0.9498 

IMPBO-XRG-Stacking 0.8879 0.9243 0.8453 0.8830 0.9551 

 
As can be seen from Table 7, the ImpBO-XRG-Stacking model is the highest compared with the 

single model in accuracy, accuracy, recall, F1-score and AUC. 

 

5. CONCLUSION 
 

The main research content of this paper is to use optimized XGBoost, random forest and GBDT 

to build Stacking model, select real desensitization data provided by UnionPay as data set, and 

send it into the model for training after data preprocessing. The comparison experiment with the 
optimized single model proves that the model fusion and parameter optimization can improve the 

accuracy of problem prediction. 
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ABSTRACT 
 

The application of organizational multi-agent systems (MAS) provides the possibility of solving 

complex distributed problems such as, task grouping mechanisms, supply chain management, 

and air traffic control. The composition of MAS organizational models can be considered as an 

effective solution to group different organizational multi-agent systems into a single 

organizational multi-agent system. The main objective of this paper is to provide a MAS 

organizational model based on the composition of two organizational models, Agent Group 

Role (AGR), and Yet Another Multi Agent Model (YAMAM), with the aim of providing a new 

MAS model combining the concepts of the composed organizational models. Category theory 

represents the mathematical formalism for studying and modeling different organizations in a 

categorical way. This paper is mainly based on the idea of modeling the multi-agent 

organization AGR and YAMAM in a categorical way in order to obtain formal semantic models 
describing these organizations of MAS, then compose them using also the theory of categories 

which represents a very sophisticated mathematical toolbox based on composition. 

 

KEYWORDS 
 

Multi-agent systems, Organizational models, Category theory, composition.  

 

1. INTRODUCTION 
 

Multi-agent systems represent a set of agents that communicate with each other to meet a specific 
need, a goal or to accomplish a task (or a set of tasks)  [1], the evolution of multi-agent systems 

and the cooperation between agents open the way to the emergence of the notion of organization 

for this type of complex systems, several models have been presented in the literature that take 
into consideration the notion of organization [2], such as Agent Group Role (AGR) [3], Yet 

Another Multi-Agent Model (YAMAM )[4] ,… 

 
MAS organizational models can be defined as MAS mechanisms used in order to coordinate the 

agents’ behaviors to accomplish complex tasks [5]. AGR organizational model [6] can be 

considered as one the most popular organizational mechanism used in the last years. This model 

is based on three different concepts, which are, Agent, Group, and Role used simultaneously to 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N19.html
https://doi.org/10.5121/csit.2022.121909
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reflect the system behavior. In relation to complex problems [7], AGR was applied to the Pursuit-
Evasion Game (PEG) [8] in order to provide a pursuit coalition formation allowing the grouping 

of the pursuers to capture the detected evaders. 

 

In relation to AGR model, YAMAM is not based on the concept group, however, it is based on 
four concepts: Agent, Role, Task and Skills. The main principle of YAMAM can be resumed as 

follows: in order to play a specific role, an agent must have the appropriate skills in order to be 

able to improve the specific task. Recently, YAMAM was also applied to the PEG [9] with the 
aim of providing a pursuit groups access mechanism by the use of the concepts forming model.  

To study an organizational multi-agent system, it is necessary to model these elements and the 

relationships between them, as well as these relationships with the environment in which it is 
located. 

 

Category theory represents a multidisciplinary mathematical toolbox. It has been used in many 

fields of computer science. This theory offers a rich body of theory for reasoning about structures 
(objects and relationships between objects) [10]. In relation to existing formal methods, category 

theory provides the ability to organize and layer abstractions, as well as to find commonalities 

between different structures. Nowadays, the use of CT is not only reserved to the pure 
mathematicians. In other words, it was proved that CT represents a powerful tool in computer 

science, and industry [11]. 

 
Category theory is used to study and formalize organizations and collective phenomena in human 

societies with the aim of capturing their logics in categorical models. It is based on the idea of 

using category theory to develop organizational systems multi-agents by taking inspiration from 

collective phenomena and organizations in human societies in the work of [12] 
 

Category theory is based on composition as in algebraic languages [13], it is at a very high level 

of abstraction, represented by a set of objects in the form of a category, morphisms between 
objects that represent the relationships between them, and functors between categories, these 

notions will be used for the modeling and the composition of organizational multi-agent systems.  

 

The Category theory in its principle as indicated by its definition represents categories of objects 
and the links between objects as well as links between these categories of objects, (which can be 

sets or groups), this resemblance with the models of organizational multi-agent systems which 

are also groups of agents, links between agents and links between groups of the organization, , 
the agents play roles and perform tasks, these explicit links represent a support for the choice of 

the category theory for the modeling of organizational MAS 

 
In other words, it is about transforming the Agent-Group-Role (AGR) organizational model in a 

categorical way in order to obtain a formal semantic model. This formal model allows the 

analysis, the verification and also the validation of the main concepts of an organization at a high 

level of abstraction. 
 

The system of systems is a field that arose from the need to deal with specific types of problems 

where the fact that many capabilities and desired outcomes will be developed through the 
integration or composition of existing systems[14]. 

 

Organizational multi-agent systems are promising systems for managing the emergence of new 
systems, the main contribution of MAS as a simulation technique is its ability to represent the 

behavior of human actors, this representation through the organizational SMAs takes into 

consideration several important concepts in human society [15] such as the role, the group, the 
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alliances... taking into account a heterogeneous and dynamic representation of the environment 
on which the system is located. 

 

In this paper, we introduce a formal composition of AGR and YAMAM by the use of category 

theory principle. The main objective of this work is to provide a new organizational model that 
take into consideration the benefits of the concepts forming the composed models.  

 

The paper is organized in the following way: in section 2, we detail the principles of category 
theory as well as the relations between YAMAM and AGR models. In section 3, we introduce the 

categorical representation of YAMAM and AGR organizational models. Section 4 is devoted to 

the categorical composition of the two studied organizational models. Finally, we conclude this 
paper in section 5 by providing a brief summary regarding the usefulness of category theory. 

 

2. PROBLEM DESCRIPTION 
 

This section is devoted to the description of the problem regarding MAS organizational models 
as well as category theory. The concept of the organization is very important in relation to multi-

agent systems. The use of the organization in this field requires a formal framework to 

mathematically manage it, and validate interesting MAS properties. 
 

Several models have been made to reflect the importance of organization in multi-agent systems, 

and to lead to effective solutions to complex problems, such as AGR and YAMAM, in the AGR 

model access to the Role is unconditional for any agent but on the other hand there is a control 
mechanism for access to the Roles in the YAMAM model, but there is not the notion of the group 

which exists in the AGR model, this notion of the group plays an important role in the 

organization,  
 

The relation between AGR and YAMAM models is that they have common concepts Agents and 

Roles and to develop the relation between these concepts and take the benefits lake the access to 
roles by agents, the agents have to improve skills to take the role, and use the notion of group to 

simplify the accomplishment of system tasks, we will integrate them into a new model in a 

formal way, this new model which will contain the notion principles of the two models (AGR and 

YAMAM) and use it to resolve several complex problems.   
 

Category theory allows to model AGR and YAMAM in a formal manner, category theory 

provides many mathematical aspects and concepts at a very abstract level. A categorical 
representation of the AGR multi-agent system was recently introduced through the use of 

category theory [16], which will allow us to represent or to transform the concepts related to 

YAMAM in a formal model, examine them in an abstract way, and formalizing the system as 

collections of objects (categories) and morphisms with the aim of reasoning about these objects 
and their relationships or interactions (morphisms).  

 

CT is based on the mathematical composition as a whole of operation between objects, 
morphisms or functors, or even between categories, Composition: From the arrows : 

 

 It includes the following data [17]: 
 

• Objects: A, B, C, etc. 

• Morphisms: f, g, h, etc. 

• Domain and Codomain: For each arrow f, we give objects: dom (f), cod (f) called domain 
and codomain of f. We write: f: A → B to indicate that A = dom (f) and B = cod (f). 
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• Composition: From the arrows f: A → B and g: B → C, that is to say with: cod (f) = dom 
(g), we have a given arrow: g ◦ f: A → C. 

• Identity: For each object A there is a given arrow 1A: A → A, called identity arrow of A. 

These components are required to comply with the following laws: 

• Associativity: h ◦ (g ◦ f) = (h ◦ g) ◦ f, for all f: A → B, g: B → C, h: C → D. 
• Unit: f ◦ 1A = f = 1B ◦ f, for all f: A → B. 

f: A → B and g: B → C, that is to say with: cod (f) = dom (g), we have a given arrow:  

g ◦ f: A → C. 
 

a field called Systems of systems "SoS" is a term hugely used to describe systems composed of 

systems independent constituent acting to achieve a common goal. System of systems 
engineering (SOSE) is a field that emerged from the need to address the issues of SoS [18], this 

field has evolved through the results of the work of integrating existing or legacy systems, 

integrating one part of the system into another, or integrating the entire system, resulting in a 

system that provides the capability desired. Authors  in  [19],  and as we said that CT is based on 
composition, we will compose AGR and YAMAM using CT to have a new model. 

 

The objective of this work is to take advantage of the non-common concepts that make up the 
two models in order to see the emergence of a new more complete organizational model. 

 

So in this work we are going to treat two essential points, to present YAMAM in a categorical 
way, the formal model obtained for YAMAM, as well as that of AGR form two categories which 

will allow us thereafter to compose them that take into consideration the benefits of the concepts 

forming the composed models in only one system categorically, by using comma category. 

 

3. AGR AND YAMAM MODELING WITH CT 
 

3.1. Categorical representation of the YAMAM model 
 
In what follows, we present the categorical modeling of YAMAM, examine its structure, and 

represent the main concepts such as: skills, tasks, role and agents, and their relationships via 

category theory, and thereafter a return to the global system which is the set of these categories, 
which represent YAMAM using constructions from the Category Theory (CT). 

 

But before we will detail the YAMAM model and its concepts then represent it in a categorical 

way. 
 

3.1.1. Yet Another Multi-Agent Model (YAMAM) 

 
Based on 4 concepts which are the pillars of this model, Agent, Role, skill and task. 

 

The organization of YAMAM is described by its inherent structure, therefore the relations 
between the agents are paramount in relation to the agents and their behaviors. The organization 

is represented by a set of agents who have goals, tasks, skills and Roles, the goals of which the 

agent works to achieve them, performs a set of actions and plays one or more roles in order to 

achieve a desired goal. Agents may have new goals after a system update, which causes new 
actions to perform and roles to play. 

 

Agents communicate with each other and cooperate to achieve the overall goal of the 
organization. 
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Agent: is defined as an autonomous entity in an environment equipped with sensors, able to 
communicate and use skills to complete tasks, these skills can be evolved over time. 

 

Role: is defined as a function or form of agent identification or service. A role can be played or 

assigned to one or more agents in an environment, a set of tasks to be performed by agents. We 
consider that an agent can play a role only if he has the skills required to perform the tasks 

involved for this role. 

 
Skill: is represented by a unit of knowledge necessary for the processing of given tasks. An agent 

can be aggregated several skills in order to perform the required set of tasks. 

 
Task: it is the operation of a skill or an action that requires one or more skills to complete it. 

 

 
 

Figure 1. YAMAM meta-model 

 
The following section contains definitions of: Skills, Actions, Tasks, Roles, Agents, and their 

relationships, which allows us to formalize the YAMAM organization in a categorical way. 

 

3.1.2. Agent Category 

 

The Agent category encompasses all agents of the YAMAM organizational model, represented 

by these objects, which can be autonomous objects in an environment capable of communicating 
and using skills to complete tasks. Morphisms are the identity morphisms of each object (agent). 
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Figure 2. Category Agents 

 

3.1.3. Role Category 

 

In its definition, a role is a function or form of agent identification or a service, a role can be 

played or assigned to one or more agents in an environment, a set of tasks to be performed by 
agents. So to represent the role category, you have to define the task category. 

 

3.1.4. Task Category 

 

In the YAMAM model, the Task is the operation of a skill or action that requires one or more 

skills to complete. So the Task category is linked to the Skill category. An agent is able to 

complete a given task, if it has the necessary skills (the set of units of knowledge that represents 
the skill). To define the Task category, you must define the Skill category and then go up to the 

Role category 

 

3.1.5. Skill Category 

 

The skill category represented by one or more units of knowledge necessary for the processing of 

given tasks, an agent can be aggregate several skills in order to perform the set of required tasks. 
Objects and morphisms in this category are represented as follows 

 

- Objects: are a set of knowledge units designated by CM1, CM2, etc. 
- Morphisms: identity morphisms 

 

CM objects are categories that encompass one or more knowledge units from the base category 
Knowledge Units. The knowledge unit is a discrete category, it contains only the identity 

morphisms and the objects which are the knowledge units. 

 

The following figure presents the category that includes all the units of knowledge for the 
YAMAM model, 
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Figure 3. Knowledge units category 

 
From the knowledge unit category, the Skill category is designed, a skill can have one or more 

knowledge units as shown in the following figure: 

 

 
 

Figure 4. Skill Category creation 

 

Functor R1: 

Objects 

R1(UC1) = Skill.CM2 

R1(UC1) = Skill.CM3 

R1(UC2) = Skill.CM3 

R1(UC3) = Skill.CM1 

R1(UC4) = Skill.CM1 

Skill Category 

R1 
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Morphisms 

R1(IdUC1) = IdR1(MC2) 

R1(IdUC1) = IdR1(MC3) 

R1(IdUC2) = IdR1(MC3) 

R1(IdUC3) = IdR1(MC1) 

R1(IdUC4) = IdR1(MC1) 

 

Once we have designed the Skill category, we will create the Task category. As its definition 
indicates, a task is the operation of a skill requiring one or more skills to complete it. 

 

The following figure shows the Task category 
 

 
 

Figure 5. Task category creation 

 

Functor R2:  

objets 

R2(CM1) = Task.TC2 

R2(CM2) = Task.TC3 

R2(CM3) = Task.TC3 

R2(CM4) = Task.TC1 

Morphisms  

R2(IdCM1) = IdR2(TC2) 

R2(IdCM2) = IdR2(TC3) 

R2(IdCM3) = IdR2(TC3) 

R2(IdCM4) = IdR2(TC1) 

 

The Role category is represented by one or more sequences of tasks to be executed sequentially, 
in turn it will be designed from the Task category as follows: 

 

Assuming that a RL1 (Role 1) is the sequence of the two tasks TC3 and TC2 represented by the 

morphism SC1, and RL2 is the execution of the Task TC1 as figure 6 shows. 

Category Task 

R2 



Computer Science & Information Technology (CS & IT)                                        101 

 
 

Figure 6. Role category creation 

 

Functor R3 :  

Objets 

R3(TC1) = Rôle.RL2 

R3(TC2) = Rôle.RL1 

R3(TC3) = Rôle.RL1 

Morphisms  

Identity morphisms 

R3(IdTC1) = IdR3(RL2) 

R3(IdTC2) = IdR3(RL1) 

R3(IdTC3) = IdR3(RL1) 

Morphism SC1 

R3(SC1) = IdR3(RL1) 

 
All the categories of the YAMAM organizational model have been presented in categorical form, 

the following diagram presents the YAMAM categorical model. 

Role category 

R3 
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Figure 7. YAMAM Categorical Model 

 

An agent can take the role if he has the skill (or skills) necessary for this role, through the functor 
R4 the agents point to the objects (skills) which have the abilities to use them to play the roles 

and complete the tasks. tasks related to them. 

 

3.1.6. Play the roles by the Agents 

 

In this part we will explain how agents take roles via categories. 

 
Assuming that agent Ag1 has skills CM1 and CM2, and agent Ag2 has skills CM2 and CM3, 

and agent Ag3 has skill CM4 

 
So the agent Ag2 is able to complete TC3, Ag1 able to complete TC2 and Ag3 able to complete 

TC1 

 
Consider the functor R4, R4: Agent Category → Skill Category. 

 

Objets  

R4 : Ag1→CM1, et R4 : Ag1→ CM2, so R4 : Ag1→CM1, CM2 

This means that Agent Ag1 has skills CM1 and CM2 
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Morphismes  
R4 : IdAg1→IdCM1  

R4 : IdAg1→IdCM2  

Agent objects Ag2 and Ag3: 

R4 : Ag2→CM2, et R4 : Ag2→ CM3, so R4 : Ag2→ (CM2, CM3) 

R4: Ag3 →CM4 

In order, Agent Ag2 has skills CM2 and CM3, Agent Ag3 has CM4 skills, 

Now suppose we also have the functor R2,  

Morphismes Agents Ag2 and Ag3 : 

R4 : IdAg2→IdCM2  

R4 : IdAg2→IdCM3   

R4 : IdAg3→IdCM4  

R2: Skill Category →Task Category, 

Objets  

R2 : CM1→TC2,  
This means that to accomplish the task TC2, the agent in charge of completing it must have the 

skill CM1. 

Morphisms :  
R2 : IdCM1→IdTC2  

Objets  

R2 : CM2→TC3, R2 : CM3→TC3, so R2 : (CM2, CM3) →TC3.   
To complete the task TC3 it is necessary to have skills CM2 and CM3 

Morphisms  

R2 : IdCM2→IdTC3  

R2 : IdCM3→IdTC3 

Objets : 

R2 : CM4→TC1,  

The same for the TC1 task, you must have the CM4 skill in order to accomplish it, 

Morphisms  

R2 : IdCM4→IdTC1  

Roles are defined as performing task(s), so 

 

R3: Task Category → Role Category, 

Objets  
R3 : TC1→RL2, 
Obtaining the Role RL2 by an agent means that this Agent will execute the task TC1, and who 

has the skill(s) to complete it, 

Morphisms  
R3 : IdTC1→IdRL2 

Objets   

R3 : TC2→RL1, R3 : TC3→RL1, donc R3 : (TC3, TC2) →RL1,   

Obtaining the Role RL1 by an agent means that this Agent will execute the task TC3 and TC2, 
and who has the skills to complete it, 

Morphisms  
R3 : IdTC2→IdRL1 

R3 : IdTC3→IdRL1 

R3 : SC1→IdRL1 

 
We are going to apply the composition function between functors as follows: 

 

As an example we take the agent Ag3 which will be linked to the skill CM4 which is linked to 

the task TC1, the latter in turn is linked to the role RL2 as shown in the following figure: 
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Figure 8. Role playing by an agent in the YAMAM categorical model. 

 

From the previous figure we will obtain the following mathematical equations: 
 

 

 
 

 

 

 
 

 

From equation 2: R3 ◦ R2 : CM4 → RL2 called the composite of R2 and R1, so the new 
equation is: R3 ◦ R2 : CM4 → RL2     

Then we will dial 1 and 3:  

So: (R3 ◦ R2) ◦ R4 : Ag3 → RL2 

This last composition is equal to R5:  

(R3 ◦ R2) ◦ R4 = R5  

 

Ag3 

 

CM4 

 

R4 

 

CM4 

 

TC3 

 

R2 

 
RL2 

 

R3 

 

(1) 

(2) 
Et 

(3) 
Ag3 

 

CM4 

 

R4 

 
RL2 

 

R3 ◦ R2 
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Through these equations the role RL2 will be played by the Agent Ag3 who has the skill CM4 
that it is necessary for this role, and then Ag3 it will execute the task 3 (TC3), and to be able to 

play a role c' is the same for the other Agents in the Agents category. 

 

4. COMPOSITION OF THE AGR AND YAMAM MODELS 
 
Our organization is made up of agents equipped with environmental sensors to detect obstacles 

and the position of other agents, to see changes, to communicate with each other, etc. they can 

also act or react according to their objectives and their roles in the organization.  
 

The environment in our study represented by a set of objects (categories) with certain properties 

and relationships between these objects. 

 
Category theory is based on Composition, objects, categories and/or morphisms, it allows us to 

compose two categories to have a new category by ensuring any constraints or rules that may be 

presented in one of these categories composed, this powerful composition operation, will be used 
to compose two different organizational systems in a new system. The reformulation by the 

categories allows us to move on to the composition of the latter. 

 
The categories represent a reformulation of the organizational SMAs, composing the functors 

between source categories (A, B) towards a target category (C) reflects the composition of a 

system A (AGR) with a system B (YAMAM) in a new system C , and the result is guaranteed to 

fit the target categories and satisfy the starting category paths. 
 

In our case, we consider that a member system is represented by an organization of agents more 

particularly an organizational SMAs (source category A or B). So we are talking about a 
composition of organizations. 

 

The first organizational system A is represented by the AGR organizational model that we have 
detailed in our work (Towards a formal multi-agent organizational modeling framework based on 

category theory). 

 

The second organizational system B is represented by the YAMAM model, Which we modeled  
in the previous part. 

 

We will use comma category to perform the composition of the two AGR and YAMAM 
categorical models, 

 

4.1. Composition using comma category 
 

Commas categories [20] are categories where The basic idea is the elevation of morphisms of a 

category C to objects of other categories. 
 

 The complete generality for this category can be obtained by taking a subclass of morphisms - 

those whose source is in the image of a functor L: A→ C and whose target is in the image of 

another functor R: B→ C. Comma category (L; R) has as objects, triplets of the form (a; f: L (a) 
→ R (b); b) where a is an object of A and b an object of B. A morphism in (L; R), from (a; f; b) 

to (a'; f'; b') is a pair of morphisms s: a→ a' and t: b→ b' such that the following square commutes 

:  
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Figure 9. Composition of objects and morphisms in comma category 

 

The composition is defined by component, (s , t) ∘ (s’, t’) = (s∘s’, t∘t’) and the identities are pairs 

of identities. The category commas are associated with two projection functors: 

 

Left: (L, R) → A; right: (L, R) → B defined by: Left (a, f, b) = a 
And Left(s, t) = s, And similarly for the right functor. 

 

This category can serve us in the composition of systems, it does not modify the basic starting 

systems (source), and the new category uses the two source categories in its operation. 
 

After modeling the two systems AGR and YAMAM categorically, in this part we will use the 

categorical models to compose them via Comma category 
 

The following figure presents the two organizational models on the left AGR and on the right 

YAMAM, 
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Figure 10. Simplified categorical representation of the two organizational models AGR and YAMAM. 

 
We have presented the categories in the form of objects to simplify the drawing of categories of 

the two AGR and YAMAM systems, these two models will be composed in a new category, in 

the middle as shown in the following figure: 

AGR YAMAM 
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Figure 11. Composition of the two organizational models AGR and YAMAM with comma category 

 

Explanation with comma category 

 
The object (category agent) points to the object (CA) via L, and the object (Category Group B) 

points to the object (G), and the object (category agent) points to (category group B ) which 

implies a morphism between the object (CA) and the object (G), 
Object (category agent) points to object (CA) via R, and object (Category Group B) points to 

object (G), and object (category agent) points to (category group B ) which implies a morphism 

between the object (CA) and the object (G), 
The source is like a functor L: A→ C and whose target is like another functor R: B→ C. Comma 

category (L; R) has as objects, triplets of the form (a; f: L (a) → R (b); b) where a is an object of 

A and b an object of B. A morphism in (L; R), from (a; f; b) à (a'; f'; b') is an even pair of 

morphisms s: a→ a' and t: b→ b' such that the following square commutes: 
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5. CONCLUSIONS 
 
In our study we are interested in the modeling of Organizational MASs and in these aspects, and 

compose tow Organizational MASs models (AGR and YAMAM), the complexity of this task 

requires a formalism that has a great power of expression, analysis and verification, category 

theory is better placed for this purpose, it is a very sophisticated toolbox for its graphical 
interpretation. 

 

The advantages offered by category theory, first: visual formalism, mathematical support, 
modularity, hierarchical specification and easy description of systems, we can consider that it is 

the most suitable for modeling the dynamics of discrete systems, organizational aspects,  

 

We will then focus on CT as a powerful graphical theory that allows the system to be easily 
understood and also allows the simulation of its activities, 

 

This formalism is well suited to the formal verification of organizational MASs which contains 
both states and events represented by the interaction between the different Agents as well as 

between groups of agents and their roles in the organization. 

 
Second: After the generation of the categorical model, the CT allows us to switch to several 

known modeling modes such as graphs or sets. This very important link represented by a functor 

(F) allows us to switch between the mathematical representation, which give us the possibility to 

reformulate the studied problem via graphs, sets, topos, and this allows us to use the 
characteristics and properties of each domain to solve the starting problem. 

 

The use of CT in the composition of systems in general, and more specifically multi-agent 
organizational systems, as a new way of modeling them, opens the way perhaps to solving very 

complex problems in the future, by mastering the mathematical tools it offers. 
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ABSTRACT 
 

The Internet of Things (IoT) has the potential to change the way we engage with our 

environments. Its prevalence has spread to various areas of industrial and manufacturing 

systems in addition to other sectors. However, many organizations are finding it increasingly 

difficult to navigate IoT. To unleash its full potential and create real economic value, it is 

essential to learn about the obstacles to IoT delivery. There is high potential for IoT 

implementation and usage in developing countries, and major barriers must be addressed for 

IoT delivery. This paper explores the challenges that impact the adoption of IoT in developing 

countries based on the technical context. It also presents a general conclusion in the form of 

recommendations to capture the maximum benefits of IoT adoption. 
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1. INTRODUCTION 
 

IoT offers tremendous potential to transform the globe by linking devices in large interoperable 

systems managed by analytics and software [1]. IoT is one of the most significant emerging 
technologies [2], [3]. It allows anyone in any location to connect to anything at any point in time 

using a device [4]. IoT has been recognized for its impacts on various sectors, including 

construction and manufacturing, healthcare, logistics, oil and gas, agriculture, and transportation. 
IoT system has the ability to empower all industries to change from conventional 

business models to new revenue streams [54]. Figure 1 illustrates the global IoT market share as 

determined by Fortune Business Insights [6], which divided the market into banking, financial 
services, and insurance (BFSI), transportation, healthcare, information technology (IT), telecom, 

manufacturing, government, agriculture, retail, sustainable energy, and other sectors. 

Accordingly, healthcare and manufacturing were anticipated to have the largest IoT market share 

in 2021 [6]. 
 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N19.html
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Figure 1. Global IoT market share [6] 

 

The significant influence of IoT on the Internet and global economy is remarkable. It is 

anticipated that by 2025, there will be close to 100 billion linked IoT devices [7] and a world 
economic impact in excess of $11 trillion [8], which would equate to around 11% of the global 

economy based on the World Bank’s projection of $99.5 trillion per year in global GDP in 2025 

[8]. Figure 2 shows the anticipated rise in the enterprise IoT market [10], which rose by more 

than 22% between 2020 and 2021 to $157.9 billion. IoT Analytics estimates that the IoT market 
share will rise at a compound annual growth rate (CAGR) of 22.0% between 2022 and 2027 to 

eventually total $525 billion.  

 
Customers will capture the utmost of the advantages. [8] showed that the users of IoT, including 

consumers, businesses, and other organizations, might be able to capitalize on 90% of the value 

that IoT applications produce. Accordingly, for example, the value of enhancing the health of 

chronic disease patients over remote monitoring will possibly be approximately $1.1 trillion each 
year in 2025 [8].  

 

Organizations are utilizing IoT technology to increase efficiency and effectiveness [11], [44] in 
addition to enhancing decision-making [46], [47] and increasing the value of the business [39], 

[40], [47], [48]. The active nature and rapid changes in IoT have revealed obstacles and issues 

that might stand in the way of allowing users to capture its advantages [12]. Thus, the process of 
understanding the major challenges that influence the adoption of IoT is a very important 

endeavor. 

 

A further in-depth overview is needed to map the obstacles associated with the implementation 
and adoption of IoT in developing countries. Experts estimate that by 2025, 40% of the economic 

value added from IoT will be generated in the developing world [13]. 

 
The aim of this paper is to explore the major challenges to implementing IoT in developing 

countries based on the technical context. This paper provides an inclusive outline to aid in further 

research in this field. Tackling these challenges will help organization leaders and IT 
professionals in developing countries take an efficient course of action during IoT delivery. 
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Figure. 2. Growth in the enterprise IoT market [10] 

 

2. INTERNET OF THINGS (IOT) 
 

Researchers have offered several definitions of IoT [12]. [14] defined it as a network of devices 
linked with electronics, software, sensors, and network connectivity. [15] viewed IoT as “an 

internetworking of physical objects such as sensors, actuators, personal computers, software, 

intelligent devices, automobile, and network connectivity that enable them to collect and 
exchange data without human intervention.” According to [16], IoT is a network of connected 

devices that are uniquely addressable based on standard communication protocols. [17] described 

IoT as a technology that enables individuals and things to be linked at any place and anytime, 
linking any service with anyone, and ideally using any path or network. Furthermore, [49] 

defined IoT as “a network that connects an ordinary physical object with an identifiable address 

to provide intelligent services.” According to the Gartner Group, IoT “is the network of physical 

objects that contain embedded technology to communicate and sense or interact with their 
internal states or the external environment” [18]. 

 

3. CHALLENGES OF IOT 
 
IoT has been recognized as an innovative technology, and its development has attracted great 

interest from many sectors worldwide [19]. Despite the technology’s many potential benefits, 

including improving our quality of life [50], organizations in developing countries have 

encountered several obstacles to IoT adoption. Studies on IoT have addressed the following 
challenges based on the technical context: access control [20], [21], security [12],[24]–[29], 

[34],[36],[38], privacy [12], [27], [30]–[34],[36], IoT infrastructure [13], [35], [37], energy 

requirement [36], [37], [45], IoT expertise [13], [37], compatibility [31], [37], complexity [31], 
[34], [44], and connectivity [41]–[43]. These IoT challenges are illustrated in Figure 3.  

 

 

 

 



114         Computer Science & Information Technology (CS & IT) 

3.1. Security and Privacy 
 

Many researchers have emphasized security and privacy as major challenges to IoT delivery. [9] 

pointed out that IoT presents opportunities for hackers and has been associated with new security 
risks that application developers and device manufacturers cannot predict [55]. There are many 

threats that can impact IoT entities, such as attacks that target various communication channels, 

identity fabrication, denial of service, and physical threats [56]. End-user privacy can be 
threatened due to their restricted control and options over the collection, retention, and 

distribution of their data [55]. 

 

3.2.  IT Infrastructure 

 
The flexibility of IT infrastructure allows organization leaders to be the most advantaged by an IT 
system, since it can react to new developments more efficiently [57]. The lack of IT infrastructure 

could put countries at risk of being left behind in economic terms [58]. IT infrastructure is one of 

the IoT requirements. Many researchers [59] have noted that organizations could have problems 
adopting IoT systems due to their lack of IT infrastructure. 

 

3.3. Power Requirement 

 
In addition, reliable power resources are vital to powering IoT in many developing countries [45]. 
For most objects, energy is crucial. Sometimes, a lack of energy can even limit the lifespan of an 

object [51]. A stable and reliable power supply is vital to the enabling of these systems, as it is 

necessary for constant operation over a period of several months to years [52]. 

 

3.4. Compatibility 

 
Several researchers have recognized the importance of compatibility in IoT adoption [31], [37]. 

In the prediction of communication-oriented services, perceived compatibility has been 

recognized as an important issue in determining a user’s adoption of such services [53].  
 

3.5. Complexity 

 
Complexity leads to greater difficulty in the deployment of IoT applications. [60] pointed out that 

“The complexity of an innovation may be determined by the breadth and depth of knowledge 
required, and it acts as a barrier to potential adopters of IS innovation.” A simplified 

implementation mechanism and ease of use of the technology are essential to the successful 

adoption of IoT applications.  
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Figure. 3. Challenges of IoT 

 

3.6. IoT Expertise 

 
IT professionals are vital to the continuous development of IoT systems [61]. IoT systems require 

day-to-day maintenance and updates. Sufficient IT skills are required to increase its likelihood of 
implementation. [62] noted that the competition for IoT is the competition between technology 

and professionals. 

 

3.7. Access Control  

 
Access control is another aspect of great significance and sensitivity [63]. [5] basically defined 
access control systems as “software that is used to control access to files, records, etc.” Access is 

permissible if it fulfils the rules related to the data [64]. 

 

3.8. Connectivity 

 

In developing countries, one of the critical technological challenges is providing users with a 
sufficient Internet speed. IoT demands both scalability and reliable connectivity. Internet 

connectivity can be either an important barrier to or an enabler in the implementation of IoT.  

 
Organizations must recognize and understand the complex realities inherent in the IoT adoption 

process. Only with such understanding can they develop the right methods, tools, and solutions to 

surmount these challenges and derive the maximum benefits from IoT.  
 

4. CONCLUSIONS 
 

As one of the most advanced emerging technologies, IoT is altering many industries and 

economies. It has a high potential to connect everyday objects to the Internet. Although IoT 

provides various benefits that improve our quality of life, there are major obstacles to its delivery 
that should be addressed. This paper examined the major IoT challenges in developing countries 

based on the technical context. This study presents an inclusive outline to aid further research in 

this area. This paper found that access control, security, privacy, IoT infrastructure, energy 
requirements, IoT expertise, compatibility, complexity, and connectivity are key barriers that 

impact IoT adoption. This paper can aid both practitioners and researchers. For practitioners, this 
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paper addressed the major obstacles that impact successful IoT adoption in developing countries. 
Organization leaders and IT professionals should take these obstacles into consideration so that 

they can take an efficient course of action when facilitating IoT delivery. As for researchers, this 

paper is a useful reference for further research in this area. Future studies can be conducted to 

validate these results by developing a tool and taking a survey of organizations.  
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ABSTRACT 
 

Artificial Intelligence (AI) accelerators can be divided into two main buckets, one for training 

and another for inference over the trained models. Computation results of AI inference chipsets 

are expected to be deterministic for a given input. There are different compute engines on the 

Inference chip which help in acceleration of the Arithmetic operations. The Inference output 

results are compared with a golden reference output for the accuracy measurements. There can 

be many errors which can occur during the Inference execution. These errors could be due to 

the faulty hardware units and these units should be thoroughly screened in the assembly line 
before they are deployed by the customers in the data centre.  

 

This paper talks about a generic Inference application that has been developed to execute 

inferences over multiple inputs for various real inference models and stress all the compute 

engines of the Inference chip. Inference outputs from a specific inference unit are stored and are 

assumed to be golden and further confirmed as golden statistically. Once the golden reference 

outputs are established, Inference application is deployed in the pre- and post-production 

environments to screen out defective units whose actual output do not match the reference. 

Strategy to compare against itself at mass scale resulted in achieving the Defects Per Million 

target for the customers 

 

KEYWORDS 
 

Artificial Intelligence, Deep Learning, Inference, Neural Network Processor for Inference 
(NNP-I), ICE, DELPHI, DSP, SRAM, ICEBO, IFMs, OFMs, DPMO. 

 

1. INTRODUCTION 
 

Artificial Intelligence (AI) is growing in recent years and is expected to be re-shaping industries. 
Deep Neural networks are in the heart of the AI revolution. Deep Neural Network is composed of 

layers of simulated neurons with different connectivity schemes. The new computation model is 

based on massive parallel execution of linear algebra operations. New dedicated architectures that 
are optimized for Deep Learning execution is required to achieve high efficiency and to meet the 

market requirements. Deep learning inference accelerators are designed specifically to deliver 

superior performance, low latency, power efficiency and cost savings for cloud, data centres and 

other emerging applications. 
 

SpringHill (NNP-I) is an Inference Chip from Intel which is used to accelerate execution of the 

arithmetic operations. It consists of 12 Inference Compute Engines (ICE) as described in Figure 
1. Each ICE contains hardware accelerator IPs DELPHI and DSP. The operations that are 

supported by DELPHI includes direct CNNs (convolution Neural Network) as well as GEMM 

(General Matrix Multiplication), nonlinear activation, quantization, and pooling operations. The 
ICE core is highly programmable and integrates a strong VLIW vector Tensilica DSP as 

http://airccse.org/cscp.html
http://airccse.org/csit/V12N19.html
https://doi.org/10.5121/csit.2022.121911
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described in Figure 2. This allows a variety of operators that are not accelerated by the DL 
accelerator to be mapped to the DSP and executed in high efficiency. In addition, the ICE 

includes dedicated memory access blocks: a dedicated Deep Learning DMA (DSE) with 

dedicated features such as 4D walks, padding and stride; Compression/de-compression engine 

and MMU (Memory Management Unit). Each ICE has a large local SRAM of size 4MB to store 
the persistent data. A pair of ICE units are connected via ICEBO which allows the ICEs to share 

the data with each other. All the ICEs share LLC cache of size 24 MB. 

 

     
      

Figure 1. Inference Compute Engine (ICE) 

 

                 
 

Figure 2. DL Compute Engine and Vector Processing Unit (DSP) 
 
The NNP-I card is connected to the host processor using the PCI. The Inference applications run 

on the host. The model is loaded onto the card memory along with the inputs and weights. The 

inference outputs are transferred back to the host and subsequently to the Inference application. 
The inference accuracy for the same inputs for different inferences must remain the same. The 

inference application also collects the error statistics from the card.  
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Figure 3. NNPI Software Stack 

 
The NNPI Software stack described in Figure 3 includes the Graph Compiler, Platform/Drivers. 

The models are compiled using the Graph Compiler which generates the recipe.  The recipe is 
passed to the Inference Application. The Inference Application runs on the host server and 

interfaces with the card using the platform drivers. The recipe gets executed on the ICEs and the 

final output is shared back to the Inference Application. The outputs received after the Inference 
are compared with the expected outputs (software reference) and the Inference 

efficiency/accuracy is measured. 

 
There are different kinds of errors which can occur during the inference execution due to the 

hardware issues. These include Byte Mismatch (Computational) errors, Deep SRAM errors, ECC 

errors, PCIe AER errors, parity errors. The cards should be thoroughly screened at the factory 

with the help of a dedicated test content so that the faulty cards are not delivered to the 
customers.  

 

The silicon units are screened at the fabrication assembly line, followed by the screening at the 
card manufacturer before sending it to the customer ODM. The customer ODM runs extensive 

regression tests before deploying these cards in the data centre. The customer also keeps on 

running the periodic sanity tests on the cards to check the health of these cards. 

 

2. SCREENING PROCESS 
 

2.1. Hardware Screener Inference Application 
 
The Hardware Screener Application has been developed based upon the Inference APIs and 

Management APIs exposed by the NNPI software. The Application creates an Inference context 

and for each such context a Runtime process instance gets created on the device to run inferences.  
The Inference library parses the recipe generated by the graph compiler and then allocates 
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memory buffers on the host/device(s) and pass this information to the Runtime/ICE driver 
framework. The ICE Driver framework schedules the different networks on the different ICE 

units. Multiple threads are created in each context to extract the maximum utilization of the ICEs. 

 

 
 

Figure 4. Hardware Screening Application 

 

The Hardware Screening Application described in the Figure 4 is used to infer 50K images from 
the ImageNet dataset for different models/workloads. This application generates the IFMs (Input 

Feature Maps) and the OFMs (Output Feature Maps) on one hardware unit. The Inference is 

executed on multiple hardware units and the outputs are compared with the saved OFMs from the 
first hardware unit.  If the outputs match, then these set of IFMs and OFMs would be used as 

reference and this package is deployed at the assembly line to screen the units.  

 

The other errors like ECC, DSRAM, MCE, PCIe are identified using the Software counters 
incremented during the Inference execution. These software counters are being monitored by the 

Hardware Screener Application using the Management APIs. 

 
The detailed screening flow is described in the Figure 5. 
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Figure 5. Flowchart of screening process 

 

The AI workloads configurations are described in the Table 1. The workloads are generated for 
different Quantization Types, Batch Sizes, Number of ICEs. The other parameters include the 

Persistent Deep SRAM, Shared Read (ICEBO), Class of Service, ICEDC Sync (Barrier/Fence). 

This test content stresses upon all the different execution flows within the ICEs and helps in 
determining the errors. 

 
Table 1. AI Workloads and Configurations 

 
Workloads Quantization 

Type 

Batch 

Size 

Number 

of ICEs 

Persistent 

Deep 

SRAM 

Shared 

Read 

(ICEBO) 

Class of 

Service 

(CLOS)  

ICEDC 

Sync 

(Barrier / 

Fence) 

Number 

of Inputs 

Execution 

Time 

ResNet50 

 

GEMMLOWP 12 12 N Y Y Y 50K 30 secs 

ResNet50 SYMLOWP 12 12 N Y Y Y 50K 30 secs 

ResNet50 GEMMLOWP 2 2x6 N Y Y Y 50K 150 secs 

ResNet50 SYMLOWP 2 2x6 N Y Y Y 50K 150 secs 

ResNet50 FP16 2 2x6 N Y Y Y 50K 900 secs 

ResNet50 GEMMLOWP 1 1x12 Y N N N 50K 350 secs 

ResNet50 SYMLOWP 1 1x12 Y N N N 50K 350 secs 

ResNet50 FP16 1 1x12 Y N Y Y 50K 2000 secs 

ResNext GEMMLOWP 12 12 N Y Y Y 50K 60 secs 

ResNext SYMLOWP 12 12 N Y Y Y 50K 60 secs 

ResNext GEMMLOWP 2 2x6 N Y Y Y 50K 300 secs 

ResNext SYMLOWP 2 2x6 N Y Y Y 50K 300 secs 

ResNext GEMMLOWP 1 1x12 Y N N N 50K 1000 secs 

ResNext SYMLOWP 1 1x12 Y N N N 50K 1000 secs 

ShuffleNet GEMMLOWP 12 12 N Y Y Y 50K 20 secs 

ShuffleNet SYMLOWP 12 12 N Y Y Y 50K 20 secs 

ShuffleNet GEMMLOWP 2 2x6 N Y Y Y 50K 120 secs 

ShuffleNet SYMLOWP 2 2x6 N Y Y Y 50K 120 secs 

ShuffleNet GEMMLOWP 1 1x12 Y N N N 50K 220 secs 

ShuffleNet SYMLOWP 1 1x12 Y N N N 50K 220 secs 

ShuffleNet FP16 1 1x12 N Y Y Y 50K 1350 secs 

ResNet50 GEMMLOWP 1 1x12 Y N N N 50K 350 secs 

ResNet50 SYMLOWP 1 1x12 Y N N N 50K 350 secs 

ResNet50 SYMLOWP 12 12 Y N N N 50K 30 secs 

VGG19 GEMMLOWP 1 1x12 Y N N N 50K 2400 secs 

VGG19 SYMLOWP 12 12 Y N N N 50K 180 secs 
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VGG19 GEMMLOWP 12 12 Y N N N 50K 180 secs 

ResNet50 GEMMLOWP 12 12 N Y Y Y 50K 300 secs 

ShuffleNet GEMMLOWP Y N N N 

ResNet50 GEMMLOWP 2 2x3 N Y Y Y 50K  300 secs 

ShuffleNet GEMMLOWP N Y Y Y 

ResNet50 GEMMLOWP 2 2x2 N Y Y Y 50K 500 secs 

ResNext GEMMLOWP N Y Y Y 

ShuffleNet  GEMMLOWP N Y Y Y 

Total Time                 4 hours 

 

2.2. Hardware Screening at Assembly Lines 
 
The hardware units are screened at different stages using the Hardware Screener Application as 

shown in the Figure 6. 

 

 
 

Figure 6. Stages of Deployment 

 

The different error types which lead to failing cards are described in the Table 2. 
 

Table 2. Error Types and their description 

 
Error Type Description 

Byte Mismatch (Computational 

Errors) 

The Inference output should match byte by byte with the 

golden reference output. If these outputs differ, then it leads to 

the byte mismatch errors. 

ECC Errors Error correction code memory (ECC memory) uses an error 

correction code (ECC) to detect and correct n-bit data 

corruption which occurs in memory. The ECC errors are also 

divided into the correctable and non-correctable errors.  

Deep SRAM Errors DSRAM arrays are the densest circuitry on a chip. The error 

correction logic is also added with the SRAMs to detect/correct 

the DSRAM errors. If the DSRAM errors are not corrected, 

then it leads to DSRAM single/multi bit errors. 

PCI Express Advanced Error 

Reporting (AER) 

PCI Express errors can occur on the PCI Express link itself or 

on behalf of transactions initiated on the link. The PCI AER 
errors are divided into the correctable errors and uncorrectable 

errors. Uncorrectable errors can cause a particular transaction 

or a particular PCI Express link to be unreliable.  

Parity Errors / Memory Check Errors 

(MCE) 

Parity error is an error that results from irregular changes to 

data, as it is recorded when it is entered in memory. Different 

types of parity errors can require the retransmission of data or 

cause serious system errors, such as system crashes. 

VMin Errors VMin errors are seen due to the voltage sensitivity at various 

operating frequencies of the chip. This also leads to the byte 

mismatch or the computational errors. 

https://en.wikipedia.org/wiki/Error_correction_code
https://en.wikipedia.org/wiki/Error_correction_code
https://en.wikipedia.org/wiki/Data_corruption
https://en.wikipedia.org/wiki/Data_corruption
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The following table shows the data for the 20 bad units which have been screened using the 
Hardware Screener application. The errors have been detected in the first iteration using the 

respective workloads. 

 
Table 3. Units detected using Hardware Screening Application 

 
SNo Workload Quantization Type Batch Size No of ICEs No of errors Failed Iteration Error Type 

1 ResNext GEMMLOWP 2 2 2 1 Bytes Mismatch 

2 ResNext SYMLOWP 1 1 1 1 DSRAM Error 

3 ResNext SYMLOWP 1 1 35 1 Bytes Mismatch 

4 ResNext GEMMLOWP 2 2 4 1 Bytes Mismatch 

5 ResNext SYMLOWP 1 1 6 1 Bytes Mismatch 

6 ResNet50 SYMLOWP 1 1 22 1 Bytes Mismatch 

7 ShuffleNet SYMLOWP 1 1 11 1 Bytes Mismatch 

8 ShuffleNet GEMMLOWP 2 2 3 1 MCE Error 

9 ResNet50 GEMMLOWP 2 2 16 1 Bytes Mismatch 

10 ResNet50 FP16 1 1 29 1 Bytes Mismatch 

11 ResNext SYMLOWP 1 1 12 1 Bytes Mismatch 

12 ResNext SYMLOWP 2 2 7 1 Bytes Mismatch 

13 ShuffleNet GEMMLOWP 2 12 11 1 Bytes Mismatch 

14 ResNext SYMLOWP 1 1 4 1 Bytes Mismatch 

15 ResNext SYMLOWP 1 1 1 1 ECC Error 

16 ShuffleNet GEMMLOWP 2 2 3 1 Bytes Mismatch 

17 ShuffleNet GEMMLOWP 2 2 14 1 Bytes Mismatch 

18 ResNet50 FP16 1 1 36 1 Bytes Mismatch 

19 ResNext SYMLOWP 1 1 22 1 Bytes Mismatch 

20 ResNext SYMLOWP 1 1 3 1 Bytes Mismatch 

 

3. CONCLUSIONS 
 

The Hardware Screener Application to screen out any bad/defective units is currently deployed at 
pre- and post-production environments within Intel, Intel Card Manufacturers, Customer ODM 

Manufacturers, and Customer Data Centres. 

 
This work has helped significantly to screen out the cards due to the following errors: 

 

 Byte Mismatch/Computational errors  

 Vmin sensitive issues fixing the voltage sensitivity at various operating frequencies 

 Power/ Frequency related issues 

 Memory Related errors – Deep SRAM, MRC errors  

 ECC Correctable/Uncorrectable errors  

 Floating point accumulator errors 

 
The execution of this flows has also helped in the achieving the following significant targets: 

 

 Stability of Hardware/Software - Many significant software bugs, hangs were also 

revealed and fixed in pursuit of executing continuous inferencing over multiple days 

 DPMO Target - Defects per million opportunities target has been achieved 

 Deviations in expected performance over multiple hours/days of execution  
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