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Preface

Fourth International conference on Computer Science & Information Technology (CCSIT-2014) was
held in Sydney, Australia, during January 21~22, 2014. The Second International Conference on
Signal, Image Processing & Pattern Recognition (SIPP 2014), Second International Conference on
Artificial Intelligence, Soft Computing (AISC-2014) , The Third International conference on Parallel,
Distributed Computing technologies & Applications (PDCTA-2014), Third International conference
on Natural language Processing(NLP-2014) were collocated with the CCSIT-2014. The conferences
attracted many local and international delegates, presenting a balanced mixture of intellect from the
East and from the West.

The goal of this conference series is to bring together researchers and practitioners from academia and
industry to focus on understanding computer science and information technology and to establish new
collaborations in these areas. Authors are invited to contribute to the conference by submitting articles
that illustrate research results, projects, survey work and industrial experiences describing significant
advances in all areas of computer science and information technology.

The CCSIT 2014, SIPP 2014, AISC 2014, PDCTA 2014, NLP 2014 Committees rigorously invited
submissions for many months from researchers, scientists, engineers, students and practitioners related
to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an
unparalleled number of internationally recognized top-level researchers. All the submissions
underwent a strenuous peer review process which comprised expert reviewers. These reviewers were
selected from a talented pool of Technical Committee members and external reviewers on the basis of
their expertise. The papers were then reviewed based on their contributions, technical content,
originality and clarity. The entire process, which includes the submission, review and acceptance
processes, was done electronically. All these efforts undertaken by the Organizing and Technical
Committees led to an exciting, rich and a high quality technical conference program, which featured
high-impact presentations for all attendees to enjoy, appreciate and expand their expertise in the latest
developments in computer network and communications research.

In closing, CCSIT 2014, SIPP 2014, AISC 2014, PDCTA 2014, NLP 2014 brought together
researchers, scientists, engineers, students and practitioners to exchange and share their experiences,
new ideas and research results in all aspects of the main workshop themes and tracks, and to discuss
the practical challenges encountered and the solutions adopted. The book is organized as a collection
of papers from the CCSIT 2014, SIPP 2014, AISC 2014, PDCTA 2014, NLP 2014.

We would like to thank the General and Program Chairs, organization staff, the members of the
Technical Program Committees and external reviewers for their excellent and tireless work. We
sincerely wish that all attendees benefited scientifically from the conference and wish them every
success in their research. It is the humble wish of the conference organizers that the professional
dialogue among the researchers, scientists, engineers, students and educators continues beyond the
event and that the friendships and collaborations forged will linger and prosper for many years to
come.

David C. Wyld
Natarajan Meghanathan
Dhinaharan Nagamalai
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ECSM: ENERGY EFFICIENT CLUSTERING
SCHEME FOR MOBILE M2M
COMMUNICATION NETWORKS

Mohammed Saeed Al-kahtani

Computer Engineering Dept., Salman bin Abdulaziz University, Saudi Arabia
alkahtani@sau.edu.sa

ABSTRACT

Scheduling the active and idle period of machine type communication devices (MTC) such as
RFID tags, sensors and smart meters are significantly important to achieve energy efficiency in
the emerging machine to machine (M2M) communication networks, which comprises thousands
of resource constrained MTC devices (i.e., low data rate, energy and bandwidth). However,
only a few studies exist in the literature on node scheduling schemes of M2M communication
networks. Most of these schemes consider only the energy efficiency of MTC devices and do not
support mobility. Thus, we introduce an energy efficient, node scheduling scheme for mobile
M2M (ECSM) communication networks. The ECSM scheduling scheme selects a minimum
number of active MTC devices in each cluster and increases the probability of network
coverage. Simulation results show that the ECSM scheduling scheme outperforms the existing
cluster-based and well-known mobility centric LEACH-M and LEACH-ME schemes in terms of
network energy consumption and lifetime.

KEYWORDS

Machine to Machine (M2M) communications, MTC devices, Node Scheduling, Network
Coverage, Mobility.

1. INTRODUCTION

Machine to machine (M2M) communication networks are becoming popular in real-time
monitoring, surveillance, and security applications since they are connected to a large number of
machine type communication (MTC) devices. These devices have low energy, bandwidth and
memory. They are integrated with sensors or RFID tags that result in multi-coverage or redundant
data transmissions. Thus, these devices dissipate energy very fast and also create channel
congestion and longer data transmission delay. Scheduling the active and sleep cycles of MTC
devices is one of the most effective solutions to reduce energy consumption. This is because
scheduling allows a small number of devices, which cover the network area to be in active mode
and the rest of the MTC devices in inactive mode. Fig. 1 illustrates such an M2M communication
framework that requires scheduling the sleep and wake-up time of MTC devices. However, only a

David C. Wyld et al. (Eds) : CCSIT, SIPP, AISC, PDCTA, NLP - 2014
pp- 01-11, 2014. © CS & IT-CSCP 2014 DOI : 10.5121/csit.2014.4201



2 Computer Science & Information Technology (CS & IT)

few studies exist in literature on coverage-aware node scheduling schemes, especially for sensor-
based M2M communication networks. Most of these approaches do not support mobility. For
instance, LEACH-M [4] and LEACH-ME [6, 7], CBR [3] are well known mobility-centric
clustering protocols. However, these approaches either allow data redundancy or do not provide
complete network coverage.

Thus, we introduce ECSM - an energy efficient cluster-based, node scheduling scheme for mobile
M2M communication networks. This approach is scalable and application independent. The
proposed ECSM approach uses a primary cluster head (PCH) [1, 2] and a number of secondary
cluster heads (SCHs) in each cluster of the network. The PCH is responsible for selecting SCHs
and active MTC devices, transmitting control messages to the member devices of the network,
collecting and aggregating data from the active member devices and transmitting to the MTC
gateway. The SCHs are scheduled to wake-up a predefined time interval to check the energy
status of the PCH. If the PCH fails due to energy shortage an SCH with the most residual energy
becomes the PCH. The ECSM scheme achieves energy efficiency by reducing the number of
active MTC devices as compared to existing LEACH-M and LEACH-ME protocols.

- e e

WikAX Router MM Core Metwiork

Central
Server

Wi-b1 Raouter

Figure 1. Sleep wake-up scheduling in M2M communication network

The remainder of this paper is organized as follows. Section 2 presents literature review on
existing node scheduling schemes. Section 3 presents the working principle of ECSM node
scheduling scheme along with some assumptions. Section 4 evaluates the performance of the
ECSM scheduling scheme. Section 5 concludes the paper with some future research possibilities.
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2. RELATED WORKS

Only a few studies exist in literature on the node scheduling schemes of machine to machine
(M2M) communication networks. The work done by Elkheir et al. [5] proposes a co-operative
sleep wakeup scheduling mechanism for M2M communications where a number of relay nodes
are selected as active to cooperate source nodes for transmitting data to the destination based on
their optimal residual energy. The rest of the nodes are kept in sleep mode for a fixed time
interval. However, determining the optimal sleep time is a great challenge in M2M
communication network because it comprises thousands of heterogeneous devices. Another work
done in [11] proposes integrated hybrid MAC and network topology control scheme (i.e., cross
layer concept of MAC and network layer with multi-channel TDMA scheme) for M2M
communication networks. However, this approach does not consider the sleep scheduling of MTC
devices.

We also present a number of sleep scheduling mechanisms of sensors since sensors are the main
constituents of M2M communication networks. For instance, in intra-cluster node scheduling
algorithm [9], the sink node selects a few active nodes in a cluster to provide full network
coverage. All other nodes remain in sleep mode to reduce network energy consumption. A
random scheduling scheme is introduced in [10], where nodes randomly join in a disjoint set of
nodes. The set of nodes works in a round robin fashion. This scheme does not require any priori
localization of the sensor nodes. However, an uneven random distribution of nodes in the node set
affects the performance in terms of network lifetime. Thus, the work done by Lim and Bleakley
propose a multiple subset (MULS) of active node scheduling scheme [12] to eliminate the
problems of random scheduling scheme. This approach uses and gathers exploratory data to find
relationship among data sensing at different nodes based on which clusters are formed with nodes
having stronger data relationship. A number of subsets of nodes are selected as active in each
cluster to work in round robin fashion. However, MULS is not effective for sensing the unwanted
events that rarely occur in a cluster and cannot be easily predicted. MULS might also fail to
ensure the full network connectivity. The work done by Hwang et al. [8] introduces a network
coverage-aware cluster-based node scheduling approach. This approach works by dividing the
network into clusters and group the member nodes into sponsor sets based on the nodes residual
energy and neighborhood information. This approach allows only one sponsor set of a cluster to
be active at each round and all other sponsor sets into sleep mode. However, most of these
approached do not support mobility. LEACH-M [4], LEACH-ME [6, 7], CBR [3], CBR-MWSN
[3] are well-known mobility centric clustering protocols that can be used in M2M communication
networks. These protocols also incorporate node scheduling using time division multiple access
(TDMA) schemes which are not energy efficient.

3. ECSM NODE SCHEDULING SCHEME

We assume that MTC devices are homogeneous in terms of their initial energy and know their
locations. The M2M area network is square shaped since network of any shape can be
circumscribed into a square. Moreover, MTC devices are homogeneous in terms of mobility.
M?2M consists of a large number of MTC devices. Thus, it is expected that if an MTC device
moves out of a cluster another device enters the cluster with a high probability. The ECSM
scheme works into the following phases.
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3.1 Network Setup phase

The MTC gateway or BS divides the network into a number of square-sized clusters since
network area of any shape can be circumscribed into a square. The maximum distance between
any two points in a cluster is less than or equal to the communication range of a wireless MTC
device (e.g., sensor). The MTC gateway assigns ID to each cluster and determines its area
through local mapping. MTC devices transmit their coordinates to the MTC BS through multi-
hop communications. The BS assigns an ID to each node based on the cluster they belong to. For
example, njj is the ID of j-th node in cluster i.

Cluster Head Selection - each cluster will have a primary cluster head (PCH) and a number of
secondary cluster head (SCHs). The PCH is responsible for coordinating member MTC devices,
collecting data from MTC devices nodes and sending the aggregate data to the MTC gateway.
The SCHs are used as alternatives to the PCHs since they take over the responsibilities of PCHs
whenever the PCH fails.

Initially, the MTC gateway randomly selects an MTC device in each cluster as a PCH and
informs all member MTC devices the ID of PCH [1, 2]. Fig. 4 illustrates that the MTC device
with ID 6 is randomly selected as a PCH. Then, the PCH selects a number of devices as SCHs,
which are within the sensing range of the PCH. The SCHs are kept in sleep mode and scheduled
to wake-up at a pre-defined timeslot to check the energy status of the PCH. The SCH transmits a
“Hello” message to the PCH whenever it wakes-up. If the residual energy of the PCH goes
beyond a threshold (E,; ) value the PCH replies with “ACK-LOW” message. Once the SCH
replies with a message that it has taken over the responsibility of PCH the PCH goes to the sleep
mode. The new PCH informs all member MTC devices. If the residual energy of the PCH is
much more than the £, , the PCH replies SCH with an “ACK-OK” message. Similarly, the
alternatives (or neighboring) MTC devices of the active MTC devices of a cluster wake up at the
predefined timeslot and transmit “Hello” messages to the active devices. The active MTC devices
reply with either “ACK-LOW” or “ACK-OK” messages based on their energy status, as we
already discussed.

The threshold energy, E;;, of an MTC device is dynamically adjusted to balance the network
energy consumptions. Initially, a certain percentage (e.g., 40%) of the node remaining energy is
set to Eyy, . If the remaining energy of the PCH goes below E;;, and an SCH is found with higher

than the £, the SCH becomes PCH. If no SCH is found, E, is set to the residual energy of a
node, which has the lowest energy among all MTC devices including PCH and SCHs. However,
E}j, cannot be reduced after a certain energy level, E ;) (e.g., 5%), which we call the failed

energy level. A node is considered as dead/failed if its residual energy goes below E f,;; .

Active MTC Device Selection - the PCH selects a number of MTC devices in each cluster,
which provide network coverage and remain in active state. The work done in [15] is used to
select the active MTC devices. The rest of the MTC devices of the cluster remain in inactive sleep
state. However, at least one alternative device is selected for each active MTC device, a;.
Alternative devices are also scheduled to wake up at predefined timeslots to check the energy

status of a;. If the residual energy of a; goes below Ey, , a; goes into the sleep state and the
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alternative device for a; works as an active MTC node. The selection of active MTC devices is
reinitiated if no alternative device exists due to nodes failure or mobility. Figs. 2 — 5 demonstrate
the active node selection process of the ECSM scheduling scheme.

13 14 1|5 1
1 1 1
el a3 - 3
10
R T
i ", -

SO
| . [
e PCH | -
- -

2 3 4
| | | |
Nr o =3 g

Figure 2. Primary Cluster Head (PCH) selection

Fig. 2 shows that the MTC device 6 of the cluster is randomly selected as a PCH by the MTC
gateway. Fig. 3 shows the two furthest points A, and B of the cluster, which has distance equal to
the communication range, Rc. Hence, if the PCH is located at the point A, the MTC device at the
point B can still communicate with the PCH. We also assume that the cluster is divided into a
number of small squares, where [ is the length of a side of the square (Fig. 5) and has the

following relationship with Rs.

2 2 2 Ry
RS- =020 +() == (1)
g 232
13 14 15 16 B
e |l e | & | e
'JI I[:ll 11 IEI
- - - -
ol
PCH|
1 2 i 4
1 ) ] 1
- - o or

A

Figure 3. Divide a cluster into a number of small squares



6 Computer Science & Information Technology (CS & IT)

o h B
13 14 15 16
e | e | e |e
9, 1w 1A 1z
- @ | -
! N by TI By
= PMCH L e
X £ # ¥ 4
M N wr
SCH

Figure 4. Secondary Cluster Head (SCH) selection

D h B

13 14 15 16
| | i | /
B o e f“'“
Modle
2 10 |1'f" 12,
=8 o L=
-

I

o | ¥ [IT |'e
PCH| | *
T I 2, 3, 4
{ T e lc— -
i 5CH
a3 2 %

Figure 5. Active nodes selection for cluster and network coverage

This will ease the selection process of active MTC devices because an MTC sensing device that is
located in a square can cover (sense) the area of all neighboring squares. Thus, once a device in a
square is selected as active, nodes in all neighboring can be kept in sleep mode (inactive). From
Fig. 5 we also find that

R
Rc2:h2+h2:h=T§ )
Thus, the area, A, of a cluster (square) is approximated as
R. R 2
A, =hxh="cxBe _ K

‘ V2 N2 2

Fig. 4 illustrates that the SCHs (i.e., the devices that reside in ash colored squares having ID 1, 2,
3,5,7,9, 10, 11) are within the sensing range, Rs (i.e., distance, AC) of the PCH or device 6.

3)

Once SCHs are selected the PCH notifies the IDs of SCHs to all member MTC devices. All
member devices can also calculate the number of devices in their neighboring squares, which is
used as a node degree. The device with the highest node degree is selected as an active member
device. Other active members are selected from the rest of members, which are not the neighbor
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of an active member and has the highest node degree among the rest of member nodes. Fig. 5
illustrates this active member selection process. The nodes that reside in the violet colored
squares, 8, 14, 16 are active MTC devices. Other member nodes 4, 12, 15, 13 remain in sleep
mode and are scheduled by the PCH to wake-up at the predefined time period to check the energy
status of neighboring active MTC devices.

The active MTC sensing devices at the border area of each cluster also provide network cover
over some area of neighboring clusters since the neighboring squares of the borderline MTC
devices are located in the neighboring cluster. For instance, the neighboring squares of the MTC
device 14 are located in its neighboring cluster. Thus, the MTC device 14 covers the area of those
squares in neighboring cluster. Let us assume that P is an active MTC device that resides in the
neighboring square of node 14 in the adjacent cluster. Neither P nor node 14 covers the area of all
neighboring squares of each other. Thus, the ECSM scheduling algorithm cannot completely
eliminate redundant data sensing. However, by reducing the number of active MTC devices the
ECSM scheme achieves energy efficiency.

3.2 Mobility Management

The MTC devices can be mobile since they are attached to objects such as human body, car,
animal that make them mobile. This section presents how mobility of MTC devices is
incorporated in the ECSM scheduling, especially when PCHs, SCHs, active and alternative MTC
devices move.

Mobility of PCHs — whenever a PCH moves inside or outside of the cluster, an SCH that wakes-
up at the next timeslot becomes PCH only if its residual energy is more than E,; and notifies the

member MTC devices of the cluster. If the PCH (that moved) still resides inside the cluster it
becomes either an SCH if it is within the sensing range of the new PCH or a regular cluster
member. If the PCH moves outside of the cluster it joins a new cluster, C; by sending a “JOIN-
REQUEST” message to the PCH of C..

Mobility of SCHs — each PCH has a number of SCHs. Thus, if an SCH moves into another
location of the cluster, which is still within the sensing range of the PCH the role of SCH does not
change. Only the PCH updates the location information of the SCH. If the SCH moves inside the
cluster but outside the sensing range of the PCH, the PCH deletes the SCH from its neighbor list
and also the scheduled timeslot of the SCH. However, the PCH still has a number of SCHs. The
SCH (that moved) becomes a regular cluster member, neighbor of an active MTC device and
remains in sleep mode.

Mobility of active and alternative MTC devices — if an active MTC device x moves from its
current location to another location of the cluster, the alternative device y that wakes-up first
becomes active and notifies its PCH. Then, x is kept in sleep mode if the new location of x is
already covered (most likely) by turning its radio-off. Otherwise, x is again selected as an active
device. If x moves out of the cluster the alternative node y that wakes up first becomes active. If
the selection of y as an active node still leaves some area of the network uncovered, another
sleeping MTC device z that covers those areas becomes active whenever z wakes up.
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4. PERFORMANCE EVALUATION

This section presents the energy model, simulation model and results.
4.1 Energy Model

The proposed ECSM scheduling scheme follows the energy model used in [3, 6, 10]. In this
model, the energy consumption for transmitting a data packet of size k bits over a distance d is
represented by

Ery (k,d) =kX&yppe +kXE i xd? (4)
where €,,.and £ fsTepresent energy consumption of the transmitter/receiver circuitry for each

bit data, and RF amplifiers for propagation loss, respectively. The constant « is used to represent
propagation loss such as & = 2 for the straight line of sight or free space data propagation.

4.2 Simulation Setup and Results

A simulation model is designed to measure the performance of the proposed ECSM scheduling
scheme in terms of network energy consumptions, network lifetime, and number of data
transmissions. The network energy consumption is defined as the energy consumption of MTC
devices for transmitting, receiving, and aggregating data for a certain number of rounds where a
round comprises a network setup phase and a number of steady phases. Network lifetime is
defined as the remaining energy of the network after a certain number of rounds. We compare the
proposed ECSM scheduling scheme with existing mobility centric LEACH-M and LEACH-ME
schemes.

Table 1. Simulation parameters and their values

Parameter Value
Network area 100m x 100m
Number of nodes Maximum 200
Number of clusters 4-8
Coordinate of base station (100 x105)
Transmission energy consumptions 50 nJoule/bit
Energy consumption in free space 0.01 nJoule/bit/m”
Energy consumptions in idle state 0.00185 nJoule/sec
Initial energy of each node 3 Joule (2 AA batteries of 1.5 volt each)
Data transmission rate 250 Kbps
Velocity 2 — 6 meters/second

A network of size 100m x 100m is used in the simulation model where MTC devices or sensors
are randomly deployed. Table I presents simulation parameters and their respective values. The
simulation is run for a fixed number of clusters, and nodes by varying the number of rounds. We
set the number of clusters, and nodes to 4 and 100, respectively, and place the MTC gateway
outside all clusters at the coordinate (55, 105). Node moves at the speed of 2 — 6 meters/second.
Figs. 6 — 8 illustrate the performance of the proposed ECSM node scheduling scheme and
compare it with the existing LEACH-M and LEACH-ME scheduling schemes in terms of
network energy consumption and network lifetime.
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Fig. 6 demonstrates that the ECSM scheduling scheme consumes much less energy as compared
to the existing LEACH-M and LEACH-ME protocols because the number of active member
devices are more than that in ECSM scheme. Moreover, LEACH-M and LEACH-ME protocols
require a large number of message transmissions in network setup phase and a large number of
packets are lost if the CH keeps moving before selecting a new CH for the next round. Fig. 7
shows that the lifetime of ECSM scheduling scheme is much more than those of LEACH-M and
LEACH-ME protocols. Fig. 8 demonstrates that network energy consumption of ECSM,
LEACH-M and LEACH-ME increase a little bit for increasing the velocity of MTC devices since
the MTC devices travel a long distance at higher velocity and are expected to reside far away
from the CH that consumes more energy. However, there is also the possibility that MTC devices
come closer to the CH from a distant place.

5. CONCLUSION

This paper introduces Energy efficient, Cluster-based Scheduling scheme for Mobile M2M
communication networks (ECSM). The ECSM scheme selects a number of active machine type
communication (MTC) devices that provides network coverage and alternative devices for each
active device to support fault tolerance. Moreover, a number of secondary cluster heads (SCHs)
are also selected for each primary CH (PCH). Performance analysis and simulation results show
that the ECSM scheduling scheme has longer network lifetime as compared to existing LEACH-
M and LEACH-ME protocols. Moreover, the ECSM scheme supports mobility of sensor nodes.
In future, we plan to compare the performance of ECSM scheduling scheme in terms of end-to-
end delay and packet loss ratio and also with more existing scheduling schemes.
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ABSTRACT

This paper explores the concepts of modelling a software development project as a process that
results in the creation of a continuous stream of data. In terms of the Jazz repository used in this
research, one aspect of that stream of data would be developer communication. Such data can
be used to create an evolving social network characterized by a range of metrics. This paper
presents the application of data stream mining techniques to identify the most useful metrics for
predicting build outcomes. Results are presented from applying the Hoeffding Tree
classification method used in conjunction with the Adaptive Sliding Window (ADWIN) method
for detecting concept drift. The results indicate that only a small number of the available metrics
considered have any significance for predicting the outcome of a build.
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Data Mining, Data Stream Mining, Hoeffding Tree, Adaptive Sliding Window, Jazz

1. INTRODUCTION

Software development projects involve the use of a wide range of tools to produce a software
artefact, and as a result the history of any given software development may be distributed across a
number of such tools. Recent research in this area [1] has described the different types of
artefacts that can be used to reconstruct the history of a software project. These include the source
code itself, source code management systems, issue tracking systems, messages between
developers and users, meta-data about the projects and usage data.

IBM's Rational Team Concert is a fully integrated software team collaboration and development
tool that automatically captures software development processes and artefacts [2]. The tool has
been produced as part of the Jazz project at IBM and the development repository has been
released for research purposes. The Jazz repository contains real-time evidence that provides
researchers the potential to gain insights into team collaboration and development activities
within software engineering projects [3]. With Jazz it is possible to extract the interactions

David C. Wyld et al. (Eds) : CCSIT, SIPP, AISC, PDCTA, NLP - 2014
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between contributors in a development project and examine the artefacts produced. Such
interactions are captured from user comments on work items, which is the primary
communication channel used within the Jazz project. As a result Jazz provides the capability to
extract social network data and link such data to the software project outcomes.

This paper describes an attempt to fully extract the richness available in the IBM Jazz data set by
representing the emergence of develop communication as a data stream as a means of predicting
software build outcomes. Traditional data mining methods and software measurement studies are
tailored to static data environments. These methods are typically not suitable for streaming data
which is a feature of many real-world applications. Software project data is produced
continuously and is accumulated over long periods of time for large systems. The dynamic nature
of software and the resulting changes in software development strategies over time causes
changes in the patterns that govern software project outcomes. This phenomenon has been
recognized in many other domains and is referred to as data evolution, dynamic streaming or
concept drifting. However there has been little research to date that investigates concept drifting
in software development data. Changes in a data stream can evolve slowly or quickly and the
rates of change can be queried within stream-based tools. This paper describes an initial attempt
to fully extract the richness available in the Jazz data set by constructing predictive models to
classify a given build as being either successful or not, using developer communication metrics as
the predictors for a build outcome.

2. BACKGROUND & RELATED WORK

The mining of software repositories involves the extraction of both basic and value-added
information from existing software repositories [4]. The repositories are generally mined to
extract facts by different stakeholders for different purposes. Data mining is becoming
increasingly deployed in software engineering environments [3, 5, 6] and the applications of
mining software repositories include areas as diverse as the development of fault prediction
models [7], impact analysis [8], effort prediction [9, 10], similarity analysis [11] and the
prediction of architectural change [12] to name but a few.

According to Herzig & Zeller [2], Jazz offers huge opportunities for software repository mining
but such usage also comes with a number of challenges. One of the main advantages of Jazz is the
provision of a detailed dataset in which all of the software artefacts are linked to each other in
single repository. This simplifies the process of linking artefacts that exist in different
repositories. To date, much of the work that utilizes Jazz as a repository has focused on the
convenience provided by this linking of artefacts, such as bug reports to specification items, along
with the team communication history. Researchers in this area have focused on areas such as
whether there is an association between team communication and build failure [13] or software
quality in general [14]. Other work has focused on whether it is possible to identify relationships
among requirements, people and software defects [15].

Previous research has investigated the prediction of build outcomes for the Jazz repository by
developing decision models based on the extraction of software metrics from the source code
included in the repository [16] including the modeling of the available data as a data stream in
order to apply data stream mining techniques [17] to facilitate the mining of project data on the
fly to provide rapid just-in-time information to guide software decisions. The research presented
in this paper extends the work of applying data stream mining techniques by considering the role
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of developer communication metrics in the prediction of build outcomes. The data used in this
work is consistent with previous work [17] in that the developer communication metrics are
extracted from the same builds as were used for extracting software metrics which allows direct
comparison of the predictive power of the two approaches.

3. THE JAZZ REPOSITORY

What makes the Jazz repository unique is that there is full traceability between a wide range of
software artefacts. The Jazz team itself is globally distributed and therefore the existing repository
data provides the opportunity to data mine developer communication, bug databases and version
control systems at the same time. Within the repository each software build may have a number
of work items associated to it. These work items represent various types of units of work and can
represent defects, enhancements and general development tasks. Work items provide traceable
evidence for coordination between people as they can also be commented. In addition to this they
are one of the main channels of communication and collaboration used by contributors of the Jazz
project.

That being said there are, of course, other channels of communications which are not captured by
work items, these include email, on-line chats and face-to-face meetings. Even though these
elements are not captured, exploration of communication on work items offers a non-intrusive
means to explore much of the collaboration that has occurred during the Jazz project. The Jazz
team itself is fairly large, with 66 team areas for approximately 160 contributors that are globally
distributed over various sites across the United States of America, Canada and Europe.

To explore the communication between contributors involved in builds, social network metrics
are derived from the communication networks that are present within work items. Each work
items is able to be commented on and this is the main task-related communication channel for the
Jazz project. This enables contributors to coordinate with each other during the implementation of
a work item. There are many elements, in regards to contributors, of a work item to consider.
This makes the process of constructing a social network a little more challenging. In doing so
some basic assumptions about the data has been made. Work items can have various contributors
assigned to various roles, for example there are creators, modifiers, owners, resolvers, approvers,
commenters and subscribers. For the purposes of this research a social network is constructed
similar to the work presented by Wolf et al. [13].

For each social network constructed, nodes represent contributors involved with a build. A series
of directed edges/links represent the communication flow from one contributor to another. A
build can have any number of work items associated with it. Therefore the social networks
generated at the work item level are required to be propagated to the build level for analysis of its
impact on build success. To do this if a contributor appears within multiple work items that are
associated with a single build, only one node is created to represent that contributor (there are no
duplicate nodes). However additional edges are added to reflect entirely new instances
communication that takes place between contributors. All edges within a network are treated as
unique (there are no duplicate edges). This is because it would threaten the validity of metrics
such as density. For example if a as a network that is fully connected has a density of 1. If there
are edges which represent each individual flow of communication the density metric would no
longer be valid (potentially being greater than 1), which would make comparisons between
networks metrics challenging.
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For this research, roles which are used to construct the network nodes include committers of
change sets, creators, commenters and subscribers. Committers of change sets for a build are
presented as node, as they have a direct influence on the result of the build. Creators of a work
item are communicating the work item itself with other members of the team. Commenters are
contributors that are discussing issues about a work item. Subscribers are people who may be
interested on the status of a work item as it has impact on their own work/other modules. In order
to generate the edges between nodes, rules have been implemented to establish connections
between people.

From these elements constructing the social networks for each build, the metrics are calculated
are:

¢ Social Network Centrality Metrics:
= Group In-Degree Centrality, Group Out Degree Centrality, Group InOut-Degree
Centrality, Highest In-Degree Centrality, Highest Out-Degree Centrality
= Node Group Betweenness Centrality and Edge Group Betweenness Centrality
= Group Markov Centrality

e Structural Hole Metrics:
= Effective Size and Efficiency

¢ Basic Network Metrics:
= Density, Sum of vertices and sum of edges

e Additional Basic Count Metrics:
= Number of work items the communication metrics were extracted from
= Number of change sets associated with those work items

The process of generating the underlying data consisted of first selecting the appropriate builds
for analysis. As the intention was to allow comparison with previous work [17], only builds that
had associated source code were selected. In total this resulted in 199 builds of which 127 builds
were successful and 72 failed. The builds were comprised of 15 nightly builds (incorporating
changes from the local site), 34 integration builds (integrating components from remote sites),
143 continuous builds (regular user builds) and 7 connector Jazz builds. Builds were ordered
chronologically to simulate the emergence of a stream of data over time and then work items
extracted for each build to allow the social network for the build to be constructed.

4. DATA STREAM MINING

Most software repositories are structured that over time the underlying database grows and
evolves resulting in large volumes of data. The data from this perspective arrives in the form of
streams. Data streams are generated continuously and are often time-based. In large and complex
systems the data, arriving in a stream form, takes its toll on resources, particular the need for large
capacity data storage. In some cases it is impossible to store the entire steam, which is the case for
the Jazz repository. This is because streams themselves can be overwhelming. Often in these
cases the data is processed once and then is disposed of.
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The implications of data stream mining in the context of real-time software artefacts is yet to be
fully explored. Currently there is little research that has explored whether or not stream mining
methods can be used in Software Engineering in general, let alone for predicting software build
outcomes. In large development teams software builds are performed in a local and general sense.
In a local sense developers perform personal builds of their code. In a general sense the entire
system is built (continuous and integration builds). These builds occur regularly within the
software development lifecycle. As there can be a large amount of source code from build to
build, the data and information associated with a build is usually discarded due to system size
constraints. More specifically, in the IBM Jazz repository, whiles there are thousands of builds
performed by developers; only the latest few hundred builds can be retrieved from the repository.
Data stream mining offers a potential solution to provide developers real-time insights into fault
detection, based from source code and communication metrics. In doing so it enables developers
to mitigate risks of potential failure during system development and maintenance and track
evolutions within source code over time.

This work revolves around the use of a data stream mining techniques for the analysis of
developer communication metrics derived from the IBM Jazz repository. For this purpose the
Massive Online Analysis (MOA) software environment was used [29]. Data streams provide
unique opportunities as software development dynamics can be examined and captured through
the incremental construction of models over time that predict project outcome. Two outcomes are
possible: success, or failure. A successful outcome signals that each of the constituent work items
in a project has been built as per the specification and that the items have been integrated with
each other without generating any errors. On the other hand, the failure outcome is caused by one
or more work items malfunctioning and/or errors being generated in the integration process.

Instances within the stream are sorted via the starting date/time property of a software build
(oldest to newest) to simulate software project build processes. Using the Hoeffding tree [18], a
model is built using the first 20 instances for training. Prediction is performed on each of the
remaining 179 instances which are used to incrementally update the model built. Furthermore, as
the outcomes are known in advance, model accuracy can be evaluated on an ongoing basis. This
was possible as we used a static dataset which contained pre-assigned class labels to simulate a
data stream environment. The methods used to mine the simulated data stream are described in
the following section.

4.1 Hoeffding Tree

Decision trees were selected as the machine learning outcome for this research. This choice was
influenced by the fact that the decision tree has proven to be amongst the most accurate of
machine learning algorithms while providing models with a high degree of interpretability.
However, the basic version of the decision tree algorithm in its basic form cannot be deployed in
a data stream environment as it is incapable of incrementally updating its model, a key
requirement in a data stream environment. As such, an incremental version, called the Hoeffding
tree was deployed.

The Hoeffding tree is a commonly used incremental decision tree learner designed to operate in a
data stream environment [19]. Unlike in a static data environment decision tree learners in a data
stream environment are faced with the difficult choice of deciding whether a given decision node
in the tree should be split or not. In making this decision, the information gain measure that drives
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this decision needs to take into account not just the instances accumulated in the node so far, but
must also make an assessment of information gain that would result from future, unseen instances
that could navigate down to the node in question from the root node. This issue is resolved
through the use of the Hoeffding bound [20].

The Hoeffding bound is expressed as:

R2In (%)
€E = _—

2n
Where R is a random variable of interest, n is the observations and d is a confidence parameter.
Essentially, the Hoeffding bound states that with confidence 1-8, the population mean of R is at

least r - €, where r isthe sample mean computed from n observations.

In the context of data mining, the variable R is the information gain measure which ranges from 0
to 1 in value. One key advantage of the bound is that it holds true irrespective of the underlying
data distribution, thus making it more applicable than bounds that assume a certain distribution,
for example the Gaussian distribution.

The Hoeffding tree implementation available from MOA was used and coupled with a concept
drift mechanism called the Adaptive Sliding Window (ADWIN) which was also available from
the MOA environment. Most machine learner algorithms in a data stream environment use fixed
size sliding window widths to incrementally maintain models. Sliding windows offer the
advantage of purging old data while retaining a manageable amount of recent data to update
models. However, while the concept of windows is attractive in the sense that memory
requirements are kept within manageable bounds, fixed sized window are often sub-optimal from
the viewpoint of model accuracy. This is due to the fact that concept change or drift may not align
with window boundaries. When changes occur within a window, all instance before the change
point should be purged leaving the rest of the instances intact for updating the model built so far.
The ADWIN approach has many merits in terms of detecting concept drifts in dynamic data
streams.

4.2 Concept Drift Detection

ADWIN works on the principle of statistical hypothesis testing. It maintains a window consisting
of all instances that have arrived since the last detected change point. In its most basic form, the
arrival of each new instance causes ADWIN to split the current window into two sub-windows,
left and right. The sample means of the data in the two sub-windows are compared under a null
hypothesis HO that the means across the sub-windows are not significantly different from each
other. If HO is rejected, concept drift is taken to have occurred and ADWIN shrinks the window
to only include instances in the right sub-window, thus removing instances in the left window
representing the “old” concept. Simultaneously, the Hoeffding tree is updated to remove sub-
tree(s) representing the old or outdated concept.
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S. EXPERIMENTAL RESULTS

The experimental approach used in this work involves simulating a data stream by stepping
through historical data in a sequential manner. The aim is to track key performance aspects of the
predictive model as a function of time as well as also quantifying the level of drift in the features
used by the model that determine build outcomes over the progression of the data stream over
time. This experimentation revealed that the model was robust to concept drift as the overall
classification accuracy recorded a steady increase over time.

Due to the limited size of the data set the default value of grace period for the Hoeffding tree is
lowered from the default 200 instances. At the beginning of this set of experiments various grace
periods were trailed to see whether or not the beginning set of training instances had an effect on
the final classification accuracy. The results indicated that if the grace period is set too high it will
result in a loss of final accuracy, as the initial model built is over fitted to the data. In terms of
results for sections 4.10.1 and 4.10.2 a grace period of 20 was found to generate the highest level
of accuracy for the 199 instances. The split confidence is 0.05 and the tie threshold option is set to
0.1.

5.1 Hoeffding Tree Classification

The graph presented in Figure 1 presents the trend of overall classification accuracy for builds
over time using the Hoeffding Tree method for the developer communication metrics. It is
observed that after approximately 100 builds the prediction accuracy begins to stabilize and
improve. This is to be expected because at the start of the training process insufficient instances
exist, resulting in model under-fitting. The final overall prediction accuracy is approximately 63%
which is only a nominal improvement from the earlier prediction accuracies which start around
52%. The overall trend shows that, as more instances are trained, the classification accuracy
steadily improves but does not appears to have the same predictive power as source code metrics
for which the same datastream mining approach produces models that have an overall accuracy of
approximately 72% [17]. Figure 2 and Figure 3 show the sensitivity measures for actual
successful and failed builds.
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Figure 3. Sensitivity measures for failed builds

The results shown in Figure 2 and Figure 3 demonstrate that the evolution of the decision tree
model is a complex scenario. Over the duration of the simulated data stream, the proportion of
successful builds that are correctly classified by the decision tree steadily increases to around
70%., Over the same simulated period the proportion of failed builds that are correctly classified
drops from a very high initial value to around 54%. Clearly the initial value is a result of the lack
of data causing model under-fitting, but the outcomes of the end of simulating the data stream
support observations made in previous work [16, 17] that it is significantly more challenging to
identify a failed build than it is a successful one. In this case it appears that the developer
communication metrics are equally as effective in this regard when compared to source code
metrics [17]. From the false positive data it is clear that there is a significant problem in failed
builds being misclassified as successful builds.

To fully understand the application of the Hoeffding tree approach it is important to analyze the
emergence of the decision tree model, not just the final model itself. By examining Figure 1 it
would seem reasonable to conclude that the minimum number of instances required to develop a
classification tree that is reasonably stable would be around 100 instances. It is at this point that
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the prediction accuracy starts to stabilize and show a trend to improving asymptotically.
However, an examination of the Hoeffding tree outcomes at this point shows that no actual
decision tree has been generated by the model at this point in time. In fact, the Hoeffding tree
approach has not identified a single feature that has sufficient predictive power to use effectively.
The approach is therefore attempting to classify a new build in the data stream against the
majority taken over all instances and all attribute values. So, for example, if there were 60%
successful builds, then all builds would be labeled success. This is an exceptionally degenerate
case where severe model under-fitting is occurring due to lack of training examples resulting in
no clear predictors. The Hoeffding tree approach identifies an actual decision tree only after 160
builds. This first decision tree identifies only a single attribute against which to classify a given
build and the resulting decision tree is shown in Figure 4.

GroupInOutCentrality

<=0.36 >0.36
Successful Build Failed Build
{39.056]102.502} {17.944]|0.498}

Figure 4. Decision tree at 160 builds

This decision tree indicates that the metric GroupInOutCentrality has emerged as the only
significant predictor of success and failure. This outcome differs somewhat from previous work
investigating the use of developer communication in predicting build outcomes for the Jazz
repository [13] which indicated that there were no individual metrics that were statistical
significant in terms of predicting outcomes. The leaves of the tree show the predicted outcome
and the numeric values represent the votes used in the majority vote classifier. The value on left
represents the weighted votes for failed builds and the value on the right represented the weighted
votes for successful builds (i.e. failed builds | successful builds). Again, this indicates that there
are a large number of failed builds being mis-classified as successful builds. So whilst it may
appear that the outcomes differ from previous studies [13] there is not sufficient evidence to
suggest that GroupInOutCentrality is a strong indicator of outcomes, particularly for the builds
that would be of most interest, i.e. failed builds.

One of the advantages of the use of the ADWIN approach for concept drift detection and the
result in terms of the Hoeffding tree approach, that results in only detecting and responding to
changes that are statistically significant. After the initial model emerges at 160 builds there are no
significant changes for a further 10 builds. At 180 builds such a change is detected but rather than
see a different model appear it is expected that the model will evolve. The resulting model is
shown in Figure 5.
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Figure 5. Decision tree at 180 builds

The addition of EdgeGroupBetweennessCentrality as a new metric has an interesting effect in
that it refines the classification of successful builds only and does not improve the classification
of failed builds at all. Of the 39 builds used in this incremental change, 15 of them are failed
builds that are mis-classified as successful builds by the addition of the new metric. In percentage
terms, the false positive rate for successful builds in these leaves of the tree is 38% which
compares to a false positive rate for successful builds in Figure 4 of 27%. Therefore it is arguable
that the model that has evolved is in fact a worse prediction model than its predecessor because
whilst it has improved classification for successful builds this has been at the cost of a reduced
ability to classify failed builds.

However, such variations are very small to the point of being insignificant and the reduction in
quality of the model may be reversed in the long term as more data is captured.

5.2 Comparison with k-NN Clustering

A full validation of the Hoeffding tree approach by comparing to other methods has not yet been
completed, however an initial comparison to the k-nearest neighbor (k-NN) algorithm has been
undertaken. In this case, the initial 20 builds are excluded from the analysis and the k-NN
algorithm is trained on the remaining 179 builds, of which 116 were successful builds and 63
were failed. The final prediction accuracies of the Hoeffding tree and the k-NN when applied to
communication network metrics are shown in Table 1, where k = 5. The Hoeffding tree has
performed better in terms of overall correctly classified instances for both successful and failed
build outcomes when compared to the k-NN method.
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Table 1. Comparison of Hoeffding Tree & k-NN (179 instances).

Hoeffding | k-NN
Tree
Successful Builds | Correctly Classified Instances 83 80
Incorrectly Classified Instances 33 36
Failed Builds Correctly Classified Instances 32 23
Incorrectly Classified Instances 31 40
Overall Accuracy of Prediction 64.24% | 57.54%

6. LIMITATIONS & FUTURE WORK

Most of the limitations in the current study are products of the relatively small sample size of
build data from the Jazz project. With only 199 builds available it is difficult to truly identify
significant metrics and evaluate the efficacy of the data stream mining approach. It has been
observed that predicting failure is more challenging than predicting success and that not
predicting failure doesn’t mean that success has been predicted. This is due to the fact that the
build successes and failures overlap in feature space and “failure” signatures have a greater
degree of fragmentation than their “success” counterparts. This overlap is a strong symptom of
the fact that some vital predictors of software build failure have not been captured in the Jazz
repository. This is consistent with previous that utilized source code metrics for build outcome
prediction. It is an open question as to whether any such predictors can indeed be quantified in a
form suitable for use in a machine learning predictive context, however future work will
investigate the combination of software metrics with developer communication metrics.

7. CONCLUSIONS

This paper presents the outcomes of an attempt to predict build success and/or failure for a
software product by modeling the emergence of developer communication as a datastream and
applying datastream mining techniques. Overall prediction accuracies of 63% have been achieved
through the use of the Hoeffding Tree algorithm. This is a lower prediction accuracy than is
obtained when source code metrics are mined as a datastream [17].

This research has presented a potential solution for encoding developer communication metrics as
data streams. In the case of Jazz the data streams would be provided when a software build was
executed, though this study simulated such a datastream from historical data. The real-time
streams can be run against the model which has been generated from software build histories.
From the real-time based predictions developers may delay a build to proactively make changes
on a failed build prediction. One of the advantages of building predictive models using data
stream mining methods is that they do not have large permanent storage requirements.

The results have shown that data stream mining techniques holds much potential as the Jazz
environment, as the platform can continue to store the latest builds without losing relevant
information for a prediction model that has been built over an extended series of (older) software
builds. Future work will investigate the combination of developer communication metrics with
source code metrics [17] into a unified predictive model.
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ABSTRACT

This paper presents a distributed software mobile agent framework for media access. The
access and delivery of media is enhanced by an agent architecture framework that
utilizesmobile agent characteristics to provide access and delivery of media. Migrating agents
to the media source and destination devices enables the framework to discover the properties of
devices and media within networks dynamically. The mobile agents in this framework make
decisions and work together to enable access and delivery of media through the transcoding of
media based on the properties of the data path and device constraints.

KEYWORDS

Distributed Media Access, Mobile Software Agents, Real-time Transcoding & Media
Framework

1. INTRODUCTION

Mobile agent software technology provides the methodology used to create the framework. The
following subsections introduce mobile agents and the distributed framework. In section two, the
framework approach is presented and identifies some common issues. In section three, the design
of the framework is presented. In section four, the issues identified in section two are discussed
with respect to the framework. In section five, the video transcoding methodology results are
discussed and section six concludes the paper with potential future work.

1.1. Mobile Agents
The mobile agent paradigm is a branch of traditional computing areas such as distributed
computing and artificial intelligence. The differentiators mobile agents provide over the

David C. Wyld et al. (Eds) : CCSIT, SIPP, AISC, PDCTA, NLP - 2014
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traditional computing areas are the properties of mobility, reactivity, persistence, social ability
and autonomy. Mobile agents are able to react to their environment, communicate, negotiate and
migrate to network resources [1, 2].

Mobile agents are created to be goal oriented. When a mobile agent requires a resource to
complete a task, it will move to that resource and execute until the resource is no longer required.
Mobile agents will migrate to resources when required to reach an execution goal [3, 4]. As a
result, the agent model is a useful paradigm to create distributed applications that have the ability
to migrate and provide a media access service.

An agent’s communicative ability increases the potential advantages of the mobile agent
paradigm. This ability enables the development of multi-agent systems. Multi-agent systems
differ somewhat from single agent systems. A multi-agent system must include provisions to
handle interaction and the current context of other agents in the system. In a multi-agent system,
agents or resources can be added or removed from a system as services are initiated or removed.
Mobile agents are able to adjust to changing conditions such as network nodes, devices, media
services or other agents which may be available or unavailable dynamically. Multi-agent systems
can be created that use agent communication to collaborate and work together to provide services,
reach a desired outcome or achieve a common execution goal [5, 6].

For these reasons mobile agents are useful for deploying a media access service. Mobile agents
exhibit characteristics such as flexibility, reliability and scalability. They are also able to provide
different types of distributed applications and services to users with desired preferences and
outcomes [7, 8].

1.2. The Distributed Agent Framework

Mobile agents exhibit characteristics such as autonomy, mobility, flexibility and the ability to
collaborate and communicate [9]. The distributed agent framework inherits these characteristics
from the mobile agent paradigm. These characteristics provide useful mechanisms to provide
media access.

The framework provides users with access to media services through the use of agent mobility
and communication. Multiple agents work together to move through local and global networks
and create message paths for the transfer and consumption of media through networks. Users are
given the ability to access media across networks and between devices. Agents within this
framework also provide other functions for media access such as the determination of media
availability, transcoding of content, media serving and media caching.

A user is able to transfer and consume media at selected devices within the framework. Agents
within the framework collaborate to determine the current properties of media resources and the
current network conditions in order to execute the appropriate steps to provide content to the user.

2. APPROACH

The approach taken by the developed prototype for media access utilizes the framework to create
a communication path for the real-time transfer of media data. The following section provides a
short overview of the framework.
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2.1. Distributed Agent Framework Approach

The framework provides a mobile agent enabled mechanism to allow users to share content
between devices. The following diagram illustrates an overview of the agent system and its
migration and data path which provides content between example private networks.
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Figure 1. Agent Migration Overview

Device

The interface to the system is provided by a web-server through a web browser interface. The
public agent resource is where mobile agents are launched when a media service is initiated by a
user. The web-server initiates mobile agent actions for migration and dynamic set-up of the data
path between devices.

The framework enables access to content by transferring media data through agent message
relaying. The interface enables users to select a source gateway and a destination gateway
followed by a source device and a destination device. After the selections are made, mobile
agents move out from the public resource to the selected source and destination. The media
currently available on the source device is presented to the user through the interface. After a
media selection is made, the media is transferred across the networks by relaying messages
through the bridge agents from the source device to the destination device. Depending on the
type of media available, the bandwidth available between networks and the nature of any time-
sensitive selected media such as video, the agents will perform actions to compensate for these
conditions to provide real-time consumption at the destination.

2.2. Media Framework Issues

The framework provides a mechanism for content access between devices. The framework faces
some challenges which are presented here:

2.2.1. Network Connection

In order to provide user access to media across networks, agents must traverse the network and
create a data path for media information. In the case of local private networks, the internal
devices are behind a NAT (network address translation) router. This makes it difficult for data
paths to be established when they are initiated from the public network. Some peer-to-peer
applications use NAT traversal protocols such as TURN [10] and STUN [11]. Agents can
provide an alternate mechanism to create a data path. Multiple agents can use message
forwarding to relay messages and create a data path for media transfer or application
communication [12, 13].
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2.2.2. Bandwidth Constraints

The available bandwidth between networks can be highly variable. Video and other time
sensitive data such as audio require a certain level of bandwidth to be available for real-time
consumption of content. A system that provides real-time media services to a community of
users needs to account for available bandwidth between devices.

2.2.3. Media Availability

Mobile agents can aide in file and media access [14, 15]. An agent’s ability to migrate enables
them to move directly to a resource to inspect content. Upon arrival at the media resource an
agent can determine the availability and context of the media. Agents can use this information to
make decisions with respect to delivering the content to a destination.

2.2.4. Scalability and Context

Mobile agents require a platform to migrate and execute. This implies that available devices must
have an agent execution platform. The availability of these platforms can be dynamic in nature.
Devices and network nodes may be available or unavailable at any given time. In the case of a
large community of devices and networks, a framework must be able to handle the dynamic
nature of available devices in a scalable manner.

3. DESIGN AND IMPLEMENTATION

The following sections provide further explanation of the framework with respect to media access
and its delivery. The current prototype implements the architecture illustrated below:
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Figure 2. Agent Communication Paths

The figure shows two private networks where agents have moved out to their respective locations
to provide a media service. The numbers of private networks that are part of the system are not
restricted as a community of users might span multiple networks. The public resource provides
the user interface to the system and the launching point for agents to migrate out to devices.
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3.1. Device Selection

After the respective source and destination networks have been chosen, a list of devices currently
available within the selected networks are made available to the user.

A message is sent to each selected gateway requesting the information about the devices
connected to their respective internal networks. The gate agents respond to the public resource
with their respective list of devices connected to their internal private networks. The device list
for each gateway is created dynamically using a broadcast mechanism which allows the gate
agent to keep an updated list of respective devices available on the internal network. Any device
in the local network which is executing the mobile agent environment will make it itself known to
the gate agent and dynamically be added to the list of devices. In this way, the user is presented
with a current list of source and destination devices.

After the source and destination devices are selected, bridge agents and source/destination agents
are created at the public repository and move to their respective locations as seen in figure 2.

3.2. Media Selection

When the source agent arrives at the source device, the agent inspects the device for available
media. The list of available media is sent back to the user interface for selection. Once a
selection is made, the framework determines how to transfer the media.

Within the developed prototype, there are currently four fundamental alternatives for media
transfer/consumption. The prototype determines which alternative to use based on the state of the
system. The four alternatives are as follows:

3.2.1. Agent Message Passing

Message passing is the default mechanism for media transfer. Media data is passed using agent
messaging by relaying messages through the bridge agents and to the final destination as seen in
figure 2. The source agent uses the bandwidth determined between the devices through-out the
data path to adjust media for real-time transfer. As an example and in the specific case of video
data, the source agent will begin transcoding video to a resolution and bit rate achievable by the
available bandwidth to transfer.

3.2.2. Local Data Stream

This approach includes an alternate mechanism for media transfer which is performed only in the
local area network case. When the identical source and destination network are chosen, the
agents will move out and setup in the same fashion as they do when they set up across separate
networks. The difference in this case is that the source and destination agents are able to
communicate directly without relaying messages using the bridge agents. As such, it becomes no
longer necessary to use message passing to transfer media data. The source agent (where the
requested file originates) transforms itself into a streaming media service. It opens an IP port for
streaming available content and proceeds to wait for a connection from the destination agent. The
destination agent connects to the port directly with the appropriate streaming directives. The
media is now streamed directly between the agents on the local area network and displayed in its
original form. Once the process begins there is very little overhead with respect to bandwidth or
computational resources other than what is normally required to consume the content. The
gateway and its resources are not utilized because no gateway resource is required after the initial
setup has taken place.
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4. DISCUSSION

The following section discusses the challenges identified in section two with respect to the
framework.

4.1. Network Connection

The agents within the framework traverse the public to private network using a series of
consecutive hops. Source and destination agents move first to the respective network gateways
by travelling to their public IP addresses first from the public resource. The internal IP addresses
of the devices are now available for migration once they have made the first hop to the gateway.
The internal IP address of a source or destination device is known through information gathered
from the gate agents.

Agent to agent data paths are handled by a relay mechanism using the bridge agents on the
gateways. The source and destination agents communicate by relaying messages through the
bridge agents. Other data paths such as access to the cache or the public resource is handled in
the normal fashion whereby the initiation of the path can originate from within the private
network because an agent is executing within the network. The cache and public resource exist at
publicly addressable IPs and can be accessed from any device that has connection to the public
network.

4.2. Bandwidth Constraints

The framework handles bandwidth constraints by making decisions based on the content required
and the conditions of the system. It will attempt to provide content in the most appropriate way
to allow users within the community the highest quality experience it can deliver. The methods
presented included various ways that media can be accessed and transferred within the framework
to adjust for bandwidth constraints.

4.3. Media Availability

The framework determines media availability by sending an agent directly to the source of the
media. In this way, inspection of the file system locally provides a list of media currently
available at the device. This also allows the system to determine the context and properties of the
media at the source. As such, an agent can make decisions locally about how to handle a media
sharing request using the information gathered.

4.4. Scalability and Context

The prototype provides an automatic discovery mechanism. By default, the agent platform
accepts broadcast query packets and responds to those queries with its IP address, device name
and the names of agents currently executing on its platform. This allows the gate agent to query
its local subnet for currently available devices. The lists of devices within the larger system of
networks are distributed and not centrally located. A query from the system to a gate agent will
dynamically identify the current available platforms/devices for the selected network. This
distribution of the current system context also provides the prototype the ability to easily
determine the current state of the system on a request by request basis. The framework does not
centrally maintain the state of the system and as such the community of networks and users can
potentially grow in a scalable manner. The mechanism mimics the well-known DNS mechanism
and provides the framework a dynamic way of determining currently available devices and
content in a distributed and on-demand manner.
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5. RESULTS

The results discussed in this section refer to video media because video media requires the
framework to adjust for bandwidth and device constraints. To determine a transcoding
methodology for the distributed agent framework the following tests were performed.
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Figure 3. Multiple Transcodes of One Video Media File

Figure 3 graphs the resulting bit-rate of numerous encoding trials for the same video media. Each
line represents a specific bit-rate parameter where the resolution parameter was varied and
corresponds to the number of pixels identified in the graph. The Y-axis is the resulting average
bit-rate of the media and the X-axis is the number of pixels of the resolution selected for the
transcode.

The region to the left of the horizontal region is a saturation region because the number of bits
required to represent the video information reaches a saturation point. The saturation area
indicates that these smaller resolutions do not require the addition of more bits to encode the
information and is reflected by a resulting lower average bit-rate than the parameter selected for
encoding. The horizontal region shows the convergence of the transcode toward the bit-rate
parameter selected for the encoding process. The diagonal region to the right of the horizontal
region indicates a shortage of bits in the encoding parameter to provide higher resolutions at the
selected bit-rate parameter.

With respect to the framework, it is the source agent’s responsibility to select the transcoding
parameters and account for bandwidth constraints. The resolution parameter selected for a given
encode can greatly affect the quality of the resulting viewing experience at the destination.

It is desirable for the agents to set the encoding parameters to the maximum resolution of a given
destination device, but as shown in Figure 3, if the resolution of the destination device is to the
right of the horizontal region for a given bit-rate parameter, the resulting bit-rate will be higher
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than the parameter selected. This translates into a failed real-time viewing experience because
the available bandwidth is lower than the resulting transcoded bit-rate. The media transfer will
not be able to keep up with the encoded bit-rate. The bit-rate parameter selection is further
complicated by the fact that different video media do not exhibit consistent encoding
characteristics.
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Figure 4. Multiple Transcodes of Various Video Media Files

Figure 4 shows the same graph as Figure 3 with overlays of different video transcoding lines as
indicated by the lines and boxes with the X’s. Different video media data exhibit similar
characteristics for media encoding with respect to the three regions, but the size of the horizontal
region varies. This depends primarily on the amount of changes and detail contained in the
original video images per unit time.

The agents in the system are not able to predict the point at which the graph of a given media
selection will go from the approximate zero slope of the horizontal region to a positive slope of
the corresponding diagonal region. Despite the variable characteristics for encoding different
media, the decision regarding the encoding of a video file is much less complex because of the
known properties of the original media file and the known constraints of the situational context
that is provided through agent execution at local devices.

The source agent is aware of the properties of the original media file and the resolution of the
destination device. The two most important factors with respect to the parameters selected for
real-time transfer are known imposed constraints. These factors are the bandwidth availability
constraints and the resulting resolution of the transcode. The following is a simple decision table
based on these two important considerations:
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Table 1. Agent Decision Table

BW available >= BW Orig. Res. Dest. >= Res. Orig. Action
Yes Yes Adaptation:
Not Required
Yes No Adaption:
Resolution decrease
No Yes Adaptation:
Bit-rate decrease
No No Adaptation:
Bit-rate decrease and
Resolution decrease

For the first two cases, the bandwidth available is greater than the bandwidth required for
transferring the media data. As such, the source agent does not have to make any bit-rate changes
to the media. In the first case, increasing the resolution of the original file does not provide any
new information. If the destination device has a higher resolution than the original media it
makes little sense to increase the resolution from the original resolution. The media should
simply be displayed at full screen on the destination device. In the second case, decreasing of
resolution will likely result in a decreased bit-rate for the resulting encode and so the bandwidth
constraint can be ignored and an equal bit-rate can be used.

It is in the last two cases where the real-time adaptation decisions need to be made with respect to
the parameters selected for a resulting transcode. It is the parameters adjusted for bandwidth
constraints that pose the greatest difficulty in determining the optimal parameters for transcoding.
However, since the source agent inspects the properties of the original media before transcoding
begins, it can determine the average number of bits-per-pixel used by the original media file
given its current resolution and codec.

It is these properties that provide bounding constraints for agent decision making which
significantly reduces the complexity of the decision. The upper bound of the bit-rate parameter is
determined through bandwidth estimation and therefore the only decision left to be made is the
resulting resolution. The evaluation of the bits-per-pixel of the original file also provides a
bounding constraint for the source agent. A decrease in the resulting average bits-per-pixel may
force the transcode to the right in the standard encoding graph and into the diagonal region.

This would increase the resulting bit-rate and not meet the real-time constraints of the bandwidth
available as discussed previously. The resulting resolution is calculated by determining the
maximum resolution that can be achieved which results in the number of bits-per-pixel being
greater than or equal to the observed number of bits-per-pixel found in the original file. It is
generally understood that lower bits-per-pixel values are a result of similar quality higher
resolution encodes. The lower bound constraint of the bits-per-pixel of the original media
ensures the resolution cannot be towards the right-side of the graph at a lower resolution.

6. CONCLUSION

This paper presents a distributed framework for media access. Mobile agents use their unique
properties to provide delivery methods and access to desired content on distributed devices.



36 Computer Science & Information Technology (CS & IT)

The framework provides access to distributed content through a web-browser interface that is
used to send media from one device to another. These devices can be local devices or devices
across private networks.

The prototype functions as discussed but there still exists several opportunities for further
research and development. The framework could be more standards compliant by utilizing well
established protocols like UPnP (universal plug-n-play) to provide integration into other IP
service systems. The framework provides a discovery mechanism for media available but does
not include the ability for an automated search of media. The user is expected to know what
device the desired media is on. Other opportunities include further optimization of the current
system and further authentication through user location technologies.
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ABSTRACT

Data Mining is concerned with the discovery of interesting patterns and knowledge in data
repositories. Cluster Analysis which belongs to the core methods of data mining is the process
of discovering homogeneous groups called clusters. Given a data-set and some measure of
similarity between data objects, the goal in most clustering algorithms is maximizing both the
homogeneity within each cluster and the heterogeneity between different clusters. In this work,
two multilevel  algorithms for the clustering problem are introduced. The multilevel
paradigm suggests looking at the clustering problem as a hierarchical optimization process
going through different levels evolving from a coarse grain to fine grain strategy. The clustering
problem is solved by first reducing the problem level by level to a coarser problem where an
initial clustering is computed. The clustering of the coarser problem is mapped back level-by-
level to obtain a better clustering of the original problem by refining the intermediate different
clustering obtained at various levels. A benchmark using a number of data sets collected from a
variety of domains is used to compare the effectiveness of the hierarchical approach against its
single-level counterpart.

KEYWORDS

Clustering Problem, Genetic Algorithm, Multilevel Paradigm, K-Means.

1. INTRODUCTION

The amount of data kept in computers is growing at a phenomenal rate. However, extracting
useful information has proven extremely a challenging task. Often, traditional data analysis tools
and techniques simply are not adequate to support these increases demands for information. Data
mining steps in to solve these needs using a combination of data analysis methods with
sophisticated algorithms to automatically analyse and extract knowledge from data. Cluster
Analysis which belongs to the core methods of data mining is the process of discovering
homogeneous groups called clusters. Given a data-set and some measure of similarity between
data objects, the goal in most clustering algorithms is maximizing both the homogeneity within
each cluster and the heterogeneity between different clusters. In other words, objects that belongs
to the same cluster should share many features, but are very dissimilar to objects not belonging to
that cluster [1] . The clustering problem is NP-Complete [2] and it is considered one of the most
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and challenging problems due to its unsupervised nature. It is important to make a distinction
between supervised classification and unsupervised clustering.

In supervised classification, the analyst has available sufficient knowledge to generate
representative parameters for each class of interest. This phase is referred to as training. Once
trained, a chosen classifier is then used to attach labels to all objects according to the trained
parameters. In the case of clustering analysis, a clustering algorithm is used to build a knowledge
structure by using some measure of cluster quality to group objects in classes. The primary goal is
to discover concepts structure in data objects. The paper is organized as follows: Section 2
presents a short survey of techniques for the clustering problem. Section 3 explains the clustering
problem while Section 4 describes the genetic algorithm and the K-Means algorithm. Section 5
introduces the multilevel paradigm , while section 6 presents the experimental results. Finally,
Section 7 presents a summary and possible future work.

2. A SHORT SURVEY OF ALGORITHM

Cluster analysis has been a hot topic of research due to its applicability in many disciplines
including market segmentation [3], image processing [4], web mining [5], and bio-informatics [6]
to name just a few. This has stimulated the search for efficient clustering approximation
algorithms which can be broadly be divided into three main types: hierarchical, partitional, and
local search methods. Hierarchical clustering algorithms [7] construct a hierarchy of clusters
using either agglomerative or divisive style. The agglomerative style starts with each data object
in its own cluster, and at each step, the closest pair of clusters are merged using a metric of cluster
proximity. Different agglomerative algorithms differ in how the clusters are merged at each level.
With divisive clustering, all data objects are initially placed in one cluster and clusters are
repeatedly split in two until all data objects are in their own cluster. On the other hand, Non-
hierarchical or partitional clustering [8] are based on iterative relocation of data objects between
clusters. The set of data objects is divided into non-overlapping clusters such that each data object
lies in exactly one cluster. The quality of the solution is measured by a clustering criterion. At
each iteration, the algorithm improves the value of the criterion function until convergence is
reached. The algorithms belonging to this class generate solutions from scratch by adding to an
initially empty partial solution components, until a solution is complete. They are regarded as the
fastest approximate methods, yet they often return solutions of inferior quality. Finally, local
search methods constitute an alternative to the traditional partitional techniques. These techniques
offer the advantage of being flexible. They can be applied to any problem (discrete or continuous)
whenever there is a possibility for encoding a candidate solution to the problem, and a mean of
computing the quality of any candidate solution through the so-called cost function. They have
the advantage that they could escape more efficiently from local minima. They start from some
initial solution and iteratively try to replace the current solution by a better one in the light of the
cost function in an appropriately defined neighbourhood of the current solution. Their
performances depend highly on finding a tactical interplay between diversification and
intensification. The former refers to the ability to explore many different regions of the search
space, whereas the latter refers to the ability to obtain high quality solutions within those regions.
Examples include genetic algorithms [9] [10], Tabu Search [11], Grasp [12].
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3. THE CLUSTERING PROBLEM

The clustering Problem can be defined as follows: Given a finite set of N data objects where
each object is a finite set of attributes or feature from which it can be identified. A relation
defining the constraints on the resulting clusters. The relation to be respected by all the formed
clusters is that no pairs of clusters should have a data object in common. A solution to the
clustering problem requires the partitioning of the N data objects into a set of K clusters such
that objects in the same cluster are more similar to each other than to those in other clusters.
Searching all possible clustering alternatives would not be possible. Because of this reason, there
is a considerable interest in the design of heuristics to solve the clustering problems using a cost
function that quantifies the goodness of the clusters on the basis of the similarity or dissimilarity
measures of the data objects. A commonly used cost function is the sum of squared distances of
the data objects to their cluster representatives. Euclidean distance is the most widely used
distance function in the clustering context.

4. ALGORITHMS

4.1 Genetic Algorithms

Genetic Algorithms [13] are stochastic methods for global search and optimization and belong to
the group of Evolutionary Algorithms. They simultaneously examines and manipulates a set of
possible solution. Given a specific problem to solve, the input to GAs is an initial population of
solutions called individuals or chromosomes. A gene is part of a chromosome, which is the
smallest unit of genetic information. Every gene is able to assume different values called allele.
All genes of an organism form a genome which affects the appearance of an organism called
phenotype. The chromosomes are encoded using a chosen representation and each can be
thought of as a point in the search space of candidate solutions. Each individual is assigned a
score (fitness) value that allows assessing its quality. The members of the initial population may
be randomly generated or by using sophisticated mechanisms by means of which an initial
population of high quality chromosomes is produced. The reproduction operator selects
(randomly or based on the individual's fitness) chromosomes from the population to be parents
and enters them in a mating pool. Parent individuals are drawn from the mating pool and
combined so that information is exchanged and passed to off-springs depending on the
probability of the cross-over operator. The new population is then subjected to mutation and
enters into an intermediate population. The mutation operator acts as an element of diversity into
the population and is generally applied with a low probability to avoid disrupting cross-over
results. Finally, a selection scheme is used to update the population giving rise to a new
generation. The individuals from the set of solutions which is called population will evolve from
generation to generation by repeated applications of an evaluation procedure that is based on
genetic operators. Over many generations, the population becomes increasingly uniform until it
ultimately converges to optimal or near-optimal solutions. Below are the various steps used in the
proposed genetic algorithm.

4.1.1 Fitness function

The notion of fitness is fundamental to the application of genetic algorithms. It is a numerical
value that expresses the performance of an individual (solution) so that different individuals can
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be compared. The fitness function used by the genetic algorithm is simply the Euclidean
distance.

4.1.2 Representation

A representation is a mapping from the state space of possible solutions to a state of encoded
solutions within a particular data structure. The encoding scheme used in this work is based on
integer encoding. An individual or chromosome is represented using a vector of n positions,
where n is the set of data objects. Each position corresponds to a particular data object, i.e, he ith
position (gene) represents the ith data object. Each gene has a value over the set {1,2,....k}. These
values define the set of cluster labels.

4.1.3 Initial population

The initial population consists of individuals generated randomly in which each gene's allele is
assigned randomly a label from the set of cluster labels.

4.1.4 Cross-over

The task of the cross-over operator is to reach regions of the search space with higher average
quality. New solutions are created by combining pairs of individuals in the population and then
applying a crossover operator to each chosen pair. The individuals are visited in random order.
An unmatched individual i_l is matched randomly with an unmatched individual i_m. Thereafter,
the two-point crossover operator is applied using a cross-over probability to each matched pair of
individuals. The two-point crossover selects two randomly points within a chromosome and then
interchanges the two parent chromosomes between these points to generate two new offspring.
Recombination can be defined as a process in which a set of configurations (solutions referred as
parents) undergoes a transformation to create a set of configurations (referred as off-springs). The
creation of these descendants involves the location and combinations of features extracted from
the parents. The reason behind choosing the two point crossover are the results presented in
\cite{crossover} where the difference between the different crossovers are not significant when
the problem to be solved is hard. In addition, the work conducted in [14] shows that the two-
point crossover is more effective when the problem at hand is difficult to solve.

4.1.5 Mutation

The purpose of mutation which is the secondary search operator used in this work, is to generate
modified individuals by introducing new features in the population. By mutation, the alleles of
the produced child individuals have a chance to be modified, which enables further exploration
of the search space. The mutation operator takes a single parameter p_m, which specifies the
probability of performing a possible mutation. Let I {c_1,c_2, .... ,c_k} be an individual where
each of whose gene c_i is a cluster label. In our mutation operator, each gene c_i is mutated
through flipping this gene's allele from the current cluster label c_i to a new randomly chosen
cluster label if the probability test is passed. The mutation probability ensures that, theoretically,
every region of the search space is explored. The mutation operator prevents the searching
process from being trapped into local optima while adding to the diversity of the population and
thereby increasing the likelihood that the algorithm will generate individuals with better fitness
values.
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4.1.6 Selection

The selection operator acts on individuals in the current population. During this phase, the search
for the global solution gets a clearer direction, whereby the optimization process is gradually
focused on the relevant areas of the search space. Based on each individual fitness, it determines
the next population. In the roulette method , the selection is stochastic and biased towards the best
individuals. The first step is to calculate the cumulative fitness of the whole population through
the sum of the fitness of all individuals. After that, the probability of selection is calculated for
each individual.

4.2 K-Means Algorithm

The K-means [15] is a simple and well known algorithm used for solving the clustering problem.
The goal of the algorithm is to find the best partitioning of N objects into K clusters , so that the
total distance between the cluster's members and its corresponding centroid, representative of the
cluster is minimized. The algorithm uses an iterative refinement strategy using the following
steps:

1) This step determines the starting cluster's centroids. A very common used strategy is to
assign random k different objects as being the centroids.

2) Assign each object to the cluster that has the closest centroid. In order to find the cluster
with the most similar centroid, the algorithm must calculate the distance between all the
objects and each centroid.

3) Recalculate the values of the centroids. The values of the centroid are updated by taking
as the average of the values of the object's attributes that are part of the cluster.

4) Repeat steps 2 and 3 iteratively until objects can no longer change clusters.

S. THE MULTILEVEL PARADIGM

The multilevel paradigm [16] is a simple technique which at its core involves recursive
coarsening to produce smaller and smaller problems that are easier to solve than the original one.
The multilevel paradigm consists of four phases: coarsening, initial solution, projection and
refinement. The coarsening phase aims at merging the variables associated with the problem to
form clusters. The clusters are used in a recursive manner to construct a hierarchy of problems
each representing the original problem but with fewer degrees of freedom. This phase is repeated
until the size of the smallest problem falls below a specified reduction threshold. Then, a solution
for the problem at the coarsest level is generated, and then successively projected back onto each
of the intermediate levels in reverse order. The solution at each child level is improved before
moving to the parent level. A common feature that characterizes multilevel algorithms, is that any
solution in any of the coarsened problems is a legitimate solution to the original problem. The
multilevel paradigm comprises the following steps:

5.1 Reduction Phase:

The first component in the multilevel framework is the so-called coarsening or reduction phase.
Let P_O (the subscript represents the level of problem scale) be the set of data objects to be
clustered. The next coarser level P_1 is constructed from P_0 using two different algorithms. The
first algorithm is a random coarsening scheme (RC) The data objects are visited in a random
order. If a data object O_i has not been matched yet, then a randomly unmatched data object O_j
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is selected, and a new data objects O_k (a cluster) consisting of the two data objects O_i and O_j
is created. The set of attributes of the new data object O_k is calculated by taking the average of
each attribute from O_i and its corresponding one from O_j. Unmerged data objects are simply
copied to the next level. The second coarsening algorithm distance coarsening (MC) exploits a
measure of the connection strength between the data object which relies on the notion of distance.
The data objects are visited in a random order. However, instead of merging a data object O_i
with a random object O_j, the data object O_i is merged with O_m such that Euclidean distance
function is minimized. The new formed data objects are used to define a new and smaller
problem and recursively iterate the reduction process until the size of the problem reaches some
desired threshold .

5.2 Initial Clustering

The reduction phase ceases when the problem size shrinks to a desired threshold. Initialization is
then trivial and consists of generating an initial clustering ( S_m) for the problem using a
random procedure. The clusters of every individual in the population are assigned a random
label from the set of cluster labels.

5.3 Projection Phase

The projection phase refers to the inverse process followed during the reduction phase. Having
improved the quality of the clustering on level S_{m+1}, this clustering must be extended on is
parent level S_m. The extension algorithm is simple; if a data object O_i in S_{m+1} is
assigned the cluster label c_I, then the merged pair of data objects that it represents, O_l, O_m
in S_m are also assigned the cluster label c_1 .

5.4 Improvement or Refinement Phase

The idea behind the improvement phase is to use the projected clustering at level S_{m+1} as
the initial clustering for the level S_m for further refinement using GA or K-Means described in
the previous section. Even though the clustering at the level S_{m+1} is at a local minimum, the
projected clustering may not be at a local optimum with respect to S_m. The projected clustering
is already a good solution and contains individuals with low function value, GA and K-means
will converge quicker to a better clustering. As soon as the population tends to loose its
diversity, premature convergence occurs and all individuals in the population tend to be identical
with almost the same fitness value. During each level, the genetic algorithm is assumed to reach
convergence when no further improvement of the best solution has not been made during five
consecutive generations.

6. EXPERIMENTAL RESULTS

6.1 Benchmark Instances and Parameter Settings

The performance of the multilevel paradigm is compared against its single variant using a set of
instances taken from real industrial problems. This set is taken from the Machine Learning
Repository website (http://archive.ics.uci.edu/ml/datasets). Due to the randomization nature of the
algorithms, each problem instance was run 100 times. The tests were carried out on a DELL
machine with 800 MHz CPU and 2 GB of memory. The code was written in C and compiled with



Computer Science & Information Technology (CS & IT) 43

the GNU C compiler version 4.6. The following parameters have been fixed experimentally and
are listed below:

-Crossover probability = 0.85
-Mutation probability = 0.01

-Population size = 50

-Stopping criteria for the reduction phase: The reduction process stops as soon as the size of the
coarsest problem reaches 10 % the size of the original problem.

-Convergence during the refinement phase: If there is no observable improvement of the cost
Euclidean distance cost function during 5 consecutive generations (GA) or iterations (for K-
Means), both algorithms are assumed to have reached convergence and the improvement phase is
moved to a higher level

6.2 Analysis of Results

The plot in Figures [1]-[8] show the evolution of the cost function versus the quality of the
clustering. The plots suggest that cluster problem solving with GA happens in two phases. In the
first phase, the cost function decreases rapidly and then flattens off as we reach the plateau
region, marking the start of the second phase. The plateau region spans a region in the search
space where the best value of the cost function remains unchanged. The plateau region may be of
a short length depending on whether the algorithm possesses some sort of mechanisms capable of
escaping from it, otherwise the algorithm stagnates and a premature convergence of the algorithm
1s detected. A closer look at Figures 1-2 show that the quality of the clustering reaches its highest
value at 0.88% and continues to get marginally worse (0.87%) while the value of cost function is
slightly decreasing. The plots depicted in Figures 3-4 show that the quality of the clustering drops
from 0.80% to 0.79% before GA enters a premature convergence state. On the other hand, the
curve of the cost function continues to decrease showing some improvement. An improvement of
37% in the cost function led to no improvement in the quality of the clustering. The same
phenomenon is detected with K-Means algorithm. The plots at Figures 5-6 reveal that the quality
of the clustering is at its maximum value (0.91%) and suddenly get worse by almost 6% while
the cost function is showing an improvement by a factor of 7%. Finally the plots at Figures 7-8
confirm that the quality of the clustering is getting worse after reaching a peak at 0.91while the
cost function is indicating the opposite and attaining slightly low values. These observations
demonstrate that the cost function scores do not capture the quality of the clustering making it an
unsuitable metric to apply for maximizing both the homogeneity within each cluster and the
heterogeneity between different clusters. Figures 9-11 show the impact of the two coarsening
schemes on the final cost function score. In most cases, the curve of MC remains lower compared
to RC during the different levels and may reach the same level as RC or maintains its superiority
until GA converges. The main conclusion that may be drawn from these plots is that MC is at
least as good as RC or better as it provides a lower cost function value. The experimental results
demonstrated the K-Means combined with MC delivers better clustering than K-Means with RC
in 4 out of the 8 cases (up to 11%), similar results in one case and does worse in two cases ( up
to 3\%) while requiring between 15\% and 55% more time. When GA is considered, MC
outperforms RC in 3 cases (up to 24%), while it performs 2%worse in only one case. The time of
GA combined with MC ranges from 2% to 19% of the time of GA combined with RC.
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Comparing the two multilevel algorithms using MC as the chosen coarsening scheme, MLVL-
GA produces better quality in 3 out of 8 cases and the difference in quality ranges from 2% to
24%. For the remaining 3 cases where MLVL-K-Means does better, the improvement is only
marginally better (between 0.9% and 2%). Looking at the time spent MLVL-K-Means, in all the
cases requires the least amount of time (up to 99% faster).With regard to the multilevel paradigm,
it is somewhat unsatisfactory that its ability to enhance the convergence behavior of the two
algorithms is not conclusive. However, This does not seem to be in line with with the general
success established in other combinatorial optimization problems such as the graph partitioning
problem [16] and the satisfiability problem [17]. The reason behind this sort of convergence
behaviour observed in the multilevel paradigm is not obvious but we can speculate. As pointed
earlier, the multilevel paradigm requires that any solution in any of the coarsened problems
should induce a legitimate solution on the original problem. Thus at any stage after initialisation
the current solution could simply be extended through all the problem levels to achieve a solution
of the original problem. This requirement is violated in our case. The attributes of each object
formed during each child level are calculated by taking the average of the attributes of two
different objects from the parent level. The consequence of this procedure is that the optimization
is carried out on different levels each having its own space. The clustering obtained at the coarse
space and the original space do not have have the same cost with respect to the objective
function.
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7. CONCLUSIONS

This paper introduces a multilevel scheme combined with the popular K-Means and genetic
algorithm for the clustering problem. The first conclusion drawn from the results at least for the
instances tested in this work generally indicate that the Euclidean Distance cost function widely
used in literature does not capture the quality of the clustering making it an unsuitable metric to
apply for maximizing both the homogeneity within each cluster and the heterogeneity between
different clusters. The coarsening methods used during the coarsening phase have a great impact
on the quality of the clustering. The quality of the clustering provided by MC is at least as good
or better compared to RC regardless of which algorithm is used during the refinement phase. To
summarise then, the multilevel paradigm can improve the asymptotic convergence of the original
algorithms. An obvious subject for further work would be the use of different cost functions and
better coarsening schemes so that the algorithms used during the refinement phase work on
identical search spaces. A better coarsening strategy would be to let the merged objects during
each level be used to create coarser problems so that each entity of a coarse problem P_k is
composed of 2°k objects. The adopted strategy will provide K-Means and GA to work on
identical search spaces during the refinement phase.
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ABSTRACT

Software as a Service (SaaS) is a new software delivery model in which pre-built applications
are delivered to customers as a service. SaaS providers aim to attract a large number of tenants
(users) with minimal system modifications to meet economics of scale. To achieve this aim, SaaS
applications have to be customizable to meet requirements of each tenant. However, due to the
rapid growing of the SaaS, SaaS applications could have thousands of tenants with a huge
number of ways to customize applications. Modularizing such customizations still is a highly
complex task. Additionally, due to the big variation of requirements for tenants, no single
customization model is appropriate for all tenants. In this paper, we propose a multi-
dimensional customization model based on metagraph. The proposed mode addresses the
modelling variability among tenants, describes customizations and their relationships, and
guarantees the correctness of SaaS customizations made by tenants.

KEYWORDS

Cloud Computing, Software as a Service (SaaS), Multi-tenancy, Customization Modelling,
Metagraph

1. INTRODUCTION

Software as a Service (SaaS) is a cloud computing service model in which pre-built applications
are delivered to customers as a service [1]. The main goal of the SaaS providers is attracting a
significant number of tenants for their SaaS applications. However, the functionality and quality
that individual customers require from a software application can differ [2]. This forces the SaaS
providers to deploy multiple software applications customized for each set of users, which results
in increasing cost of infrastructure and making it difficult to maintain and update. To overcome
with this problem, the SaaS providers deploy software applications allow tenant-specific
configuration and customization. For customization, some elements of an application need to be
customized, including graphic user interfaces (GUI), workflow, service, and data models [3].
Several researches have attempted to support configuration and customization of these elements
[1,4,5,6,7].
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One of the most prominent approaches for achieving the tenant-specific configuration and
customization is providing an application template with unspecified parts that can be customized
by each tenant [7, 8]. These unspecified parts are called customization points of an application
[3]. For each customization point, a set of components are provided to achieve variations in
tenants’ requirements. A tenant customizes each customization point by selecting components
from the corresponding set or by defining new components.

However, modularizing such customizations still is a highly complex task. The complexity, in
general, comes from the following sources. First, the SaaS applications could have hundreds of
customization points with thousands of components for achieving variations in tenants’
requirements. Second, the relationships and dependences of components are more complex. It is
possible for some components to require other components or for some components to conflict
with others (figure 1 shows the relationships of components from different customization points).
Third, due to the big variation of requirements for the tenants, no single customizations model is
appropriate for all tenants. To address this variation, the developers need to provide software
applications with different modularizations.

Customization

point™~, Workflow

Service

Data

Figure 1. Relationships of components from different customization points

Multi-dimensional separation of concerns (MDSOC) is separation of concerns that allows
developers to partition overlapping or interacting concerns in new and existing software products
along multiple dimensions of decomposition and composition. MDSOC allows developers to
identify new concerns, and new dimensions of concern, incrementally and simultaneously, at any
time [9]. Another important property for MDSOC is on-demand remodularization, which is the
ability to change the way in which a system is modularized without having to refactoring,
reengineering, or other invasive change [10, 11]. A detailed description of MDSOC approach is
available in [9].

In this paper, we apply MDSOC concepts to address the modelling variability among tenants.
Applying MDSOC allows developers to provide independent dimension for each type of concerns
and allows tenants to customize concerns that crosscut several customization points
independently. For example, tenants that are concerned with security can customize the security
concerns in security dimension only. This results in distinct customization models, which are
easier to handle than one large model. On the other hand, we use metagraph to describe
dependences between components of each concern. Metagraph is a graphical structure in which
edges represent directed relationships between sets of elements [12]. Using metagraph tools, we
can combine the separated models to validate the customization points’ values made by tenants.
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This paper is organized as the following. Section 2 discusses the related work in customization
modelling. Section 3 describes our multi-dimensional customization model. Section 4 evaluates
the proposed model. Section 5 concludes this paper.

2. RELATED WORK

Several researchers have tried to modularize customizations in SaaS applications [13, 14, 15]. In
[13], the authors propose a method for modelling customization process based on Temporal Logic
of Actions, and propose a verification algorithm to check tenant’s customization and to guarantee
that each step in customization will not cause unpredictable influence on system and follow the
related rules defined by SaaS provider. In [3], the authors propose a customization model based
on metagraph to describe relationships between customization points and propose an algorithm to
calculate related sets when one customization point is changed. In [14], the authors propose a
multi-granularity customization relationship model that uses directed graph to describe relations
in the customization process. The authors introduce a verification algorithm to guarantee the
correctness of SaaS customization products that are obtained by the proposed model. In [15], the
authors model the customization process using orthogonal variability model and propose a guided
semi-automated customization based on mining existing tenants’ customization.

In [16], the authors propose an approach for model-level customization management, which
raises the customization management to the level of business services. They specify variation
points using so-called specialization patterns, which have been originally developed to support
task-driven specialization of application frameworks. In [17], the authors propose multi-level
customization model for SaaS applications. To reduce duplication of customization, the proposed
model supports customization sharing among different virtualized applications in a tenant area.
The proposed model reduces repeated customization operations by allowing lower-level
applications to inherit high-level applications’ customizations. However, most of current research
work has not addressed the modelling variability among tenants.

3. MULTI-DIMENSIONAL CUSTOMIZATION MODELLING BASED ON
METAGRAPH

In this section, we begin by giving an overview of the basic features of metagraphs from [12].
This is followed by a description of the proposed model. Finally, we will propose two algorithms
to validate customizations made by tenants.

3.1. Metagraphs

Metagraphs are graphical structures in which edges represent directed relationships between sets
of elements. They extend both directed graphs (by allowing multiple elements in vertices) and
hypergraphs (by including directionality in edges).

Definition 1 (metagraph): Given a finite generating set X = {xi, i = [ . . . I}, a metagraph is an
ordered pair § =<X, E>», in which E is set of edges E = { e;, k = 1...K}. Each edge is an ordered
pair ¢, = < Vi, W, >, in which V; € X is the invertex of the edge ¢, and W, & X is the outvertex.
The coinput of any x €V, is V,\{X} and the cooutput of any x EW;is W,\{ X } . Also V, U W, #
@ for all k.

For example, the metagraph in Figure 2 can be represented as follows:

S = (X, E), where



56 Computer Science & Information Technology (CS & IT)

X = {x4, X3, X3, X4, X5, X¢ } 1S the generating set, and
E = {e,, e, €3} is the set of edges where each edge can be specified as pair ( for example e; =

({1, 22}, {x3,x43) )
Invertex (({xq, x5}, {x3, x4 3N ={x1, %, 3},

Outvertex (({x1, x5}, {xz, x4 })={x3, x,},
Coinput (xq, ({x1, x5}, {x3,x43) = {x2},
Cooutput (x5, {({x1, x5}, {x3, x4 })) = { x4},

[
o !' e3 e
Figure 2. Metagraph example

Definition 2 (simple path): Given a metagraph S =<X , E>, a simple path from a source x € X to a
target x' € X is a sequence of edges h(x,x") =(e/,l =1,..,L) such that xe V], x' € W/ , and
w/nv/,,#®vi=1,..,L—1. The coinput of x is (U, v,\ UL, w,)\{x} and the cooutput of x' is
Uica W) \{x'}.

The length of a simple path is the number of edges in the path; thus, the length of h(x,x") =
(e, =1,..,L)is L. For example, in the metagraph of Figure 2, (e;,e;) is a simple path from
X, to x¢ with length 2. The coinput of x, is {x;, x5}, and the cooutput of x, is {x3, x,}.

Definition 3 (metapath): Given a metagraph S = (X, E), a metapath M(B, C) from a source B € X to
a target C < Xis a set of edges E’ € E such that (1) e’ € E’ is on a simple path from some element
in B to some element in C, (2) [U¢r Vor\ Uer Wer] € B, and (3) C € U W,r. For example, in Figure 2,
one metapath from x; to xg is M({xy, x,}, {x¢}) = {e1, €2, €3}

Definition 4 (adjacency matrix): the adjacency matrix A of a metagraph is a square matrix with
one row and one column for each element in the generating set X. The ijth element of A, denoted
a; , is a set of triples, one for each edge e connecting x; to x;. Each triple is of the form
(CI,,CO,, e) in which CI, is the coinput of x; in e and CO, is the cooutput of x; in e. For example,
the adjacency matrix for the metagraph in Figure 2 is shown in Figure 3.

% | 5 % X X5 i
x| ¢ | ¢ | Ut Ixadie)) | () {xs) e} ¢ ¢
X | ¢ | ¢ | bl (e} | (), (e ed) | (0.9, 6)) ¢
X3 | ¢ | ¢ ¢ ¢ ¢ @
Xz | ¢ | ¢ ¢ ¢ ¢ (x5}, b, e3)}
Xs| ¢ | ¢ ¢ ¢ ¢ {{{xy}, ¢, €3)}
X | ¢ | ¢ ¢ ¢ ¢ @

Figure 3. The adjacency matrix of the metagraph in figure 2
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Definition 5 (closure matrix): the closure of adjacency matrix A, denoted A*, represents all simple
paths of any length in the metagraph. The ijth element of A*, denoted ajj, is a set of triples, one for
each simple path h(x;, xj) of any length connecting x; to x;. The closure matrix of Figure 3 appears
in Figure 4.

Definition 6: Given a generating set X and two metagraphs S; =(X,E;)and S, = (X, E,) with
adjacency matrices A; and A, respectively, then the sum of the two adjacency matrices is the
adjacency matrix of the metagraph S; = (X, E; U E,) with components(4, + 4,);; = a}; U af;.

3 || %y Xy x5 %
x| @ | @ | Ulxad Uradied} | Ulxed sk e} @ {{{xa, x5}, {xa, %o}, (€1, €20}

x| @ | ¢ | {Ixd {xahe}| (), (ah e} | @, e0d} | (e xsh (s xadi {er, ea)), ({xa} s (en, €503
3| ¢| ¢ ¢ ¢ ¢ ¢

G| ¢| ¢ ¢ ¢ ¢ {{{xs}, ¢, es)}

x| ¢ | ¢ ¢ ¢ ¢ {({x} dres)}

X | ¢ | ¢ @ ¢ & ®

Figure 4. The closure of the adjacency matrix in Figure 3

Definition 7: A metagraph S; = (Xy,E;)is said to be a sub-metagraph (SMG) of another
metagraph S, = (X, E,) if X; € X, and E; € E,. A metagraph S; is an input independent SMG
of a metagraph S, if every element of S; that is not a pure input is determined only by edges
within S;. A metagraph S, is an output independent SMG of a metagraph S, if every element of
S; that is not a pure output is used only by edges within S;. A metagraph S; is an independent
SMG of a metagraph S, if it is both input independent and output independent.

3.2. The proposed model

Consider CP = {cp;,i = 1, ...,1} is the set of all customization points in SaaS application. For each
customization point cp, € CP, there is a set of components C,, = {x;, k = 1,..,K} provided by the
SaaS application developer. Tenant customizes customization point cp,, by selecting a subset of
components TC, € C,.

Definition 8 (concern): Each concern that is important for tenants is represented by a metagraph
CN; = (Xcn; Ecn;), Where X, is a set of all components that address this concern from all
customization points’ component sets (as shown in figure 5), and E,, is the relationships of these
components.



58 Computer Science & Information Technology (CS & IT)

Customization
point >~
Workflow

Service

Figure 5. Concerns crosscut several customization points

In this paper, we concerned with “required by” relationship. Sometimes component requires more
than one component. To express this state we add “and” vertex to the metagraph. For example,
figure 6 shows that components x, and x, are required by component x, and components x, and x;
are required by component x;.

Figure 6. Metagraph example

Concerns are considered to overlap if their component sets are not disjoint. If there is a
component address more than one concern, the required components can be different depending
on the role played by this component in each concern.

Tenant customizes concern by selecting some components from its component set. The
customized concern can be represented as a sub-metagraph TCN; € CN;. To guide tenants during
customization process, closure matrix of each concern is generated to return all possible
customization paths of this concern. Tenants review these paths and make their decisions.

Definition 9 (dimension of concerns): Dimension of concerns is a type of concerns that is
important for tenants (e.g., performance, security) such that each dimension of concerns D, =
{cn;, i =1,..,1} contains a set of concerns whose component sets are disjoint and each concern is
an independent sub-metagraph. Dimension can be represented as a Metagraph D, = (X, E;), where
X is the set of all components in SaaS application, and E; = Ec,, U Ecy, U ..U E¢y , Ecy 18 a set of
edges for one of the concerns belong to this dimension. The adjacency matrix of each dimension
is the sum of all adjacency matrixes of its concerns.
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Each dimension, has one concern called the None concern. All components in SaaS application
that do not address any concern in this dimension address the None concern. This means that each
component in the SaaS application will be located at exactly one concern in each dimension.

Definition 10 (SaaS application): A SaaS application is a set of dimensions D ={d;,j = 1,..,J},
such that every concern is in exactly one dimension in D. A SaaS application can be represented
as a metagraph S = (X, E), X is the set of all components in SaaS application, and £ = E;, U E, U
.. U E,, E,,is the set of edges for one of the dimensions in this application.

Definition 11 (customization operations): is what a tenant does to customize the SaaS application
to meet his requirements. In this paper, we define two types of customization operations: add
component, and delete component. Tenant customizes SaaS application by a sequence of these
operations such that each operation moves SaaS application from a valid state to another valid
state.

Definition 12 (customization model): customization for each tenant are represented as a set TD =
{td-, j=1,.., ]}, where td; is the set of customized concerns in dimension d;. each tenant’s
customization is a sub-metagraph from SaaS application metagraph.

Tenants customize SaaS application by selecting dimensions that are important for them (e.g.,
performance, security), and select concerns from each dimension (e.g., authentication,
authorization, and encryption in security dimension). Finally, tenants can customize each concern
by specifying components from its component set.

3.3. Customization validation

Tenant customizes the SaaS application using a sequence of customization operations. To validate
this sequence, we validate each operation based on the customizations that are constructed by the
previous operations. If tenant requests to add new component to a specific concern in his
customization, algorithm 1 shows how to validate and perform this operation. Algorithm 1 adds
new components only if their requirements already exist in the tenant’s customization. Algorithm
2 deletes components from the tenant’s customization only if these components are not required
by any component in the tenant’s customization. Algorithm 2 deletes all edges that contain the
deleted component in its outvertex without any cooutput. To minimize run-time and memory
usage for the proposed algorithms, the only required rows or columns of adjacency matrixes are
constructed.

Algorithm 1 Add component

: FUNCTION add

:IN: CN = (X, Ecr), the concern metagraph from the SaaS application
:IN: TD = (X.4, E¢q), the tenant’s customization metagraph.

:IN: CNeg = (Xcn,y Ecn,y)» the customization of concern CN from TD

: IN: x; , the component added to customization.

: OUT: v, valid or invalid

: BEGIN

: Construct adjacency matrix column x; of CN as Acp,.

O 0 I WU A W —

: for each Ay x; inAcp,

10: if Q) * )]

11:  for each triple (CI, CO, e) in Ay
12:  if “and” € CI

13: if ({x;}ucCl) € Xpq

14: Xengy = Xengg U {x3 U ({x;} v CI)
15: Eenpy = Ecnpy U {€}

16: return valid

17: elseif ({x;} U CI)NXq # ¢
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18: Xengy = Xengy U X3 U (({xj} U Cl)nxm)
19: Eenyy = Eengy U {€}
20: return valid

21: for each Qo in Acy,
22: if Uyj; 7 ¢

23:  return invalid

24: Xenpy = Xengg Y {x;}
25: return valid

Algorithm 2 Delete component
1: FUNCTION delete

2:IN: TD = (X;4, E¢q). the tenant’s customization metagraph.
3: IN: x, , the component deleted from customization.

4: OUT: v, valid or invalid

5: BEGIN
6
7
8

: Construct adjacency matrix row xq of TD as Ryq,,.
:foreach ay, 4, in Req,
if Qyyn, @
9: return invalid
10: Construct adjacency matrix column xg of TD as Cyq,,.
11: for each Ay in column x4 in Cyq,
12: if Axjrg * 0]
13:  for each triple (CI, CO, e) in Ay jxq
14: if CO=¢
15: for each concern CNyy = (Xcp, Ecn,y) in TD
16: Ecneg = Ecngg — {e}
17: Eyq = Erq —{e}
18: for each concern CNyy = (Xcp,;» Ecn,,) in TD
19: XC”td = chtd = {xq}
20: return valid

4. EVALUATION

There are a number of benefits for the proposed model. Some of these benefits have been
explored below:

- Customization complexity: by applying MDSOC, the proposed model allows tenant to
customize one concern at a time instead of customization point. Concerns cut across multiple
customization point to collect components that are related to a specific area of interest. In other
words, tenant customizes customization points incrementally. Which enables tenant easily
customizes the customization points and easily understands their dependencies. On the other side,
provider follows the same steps in developing. Instead of developing all components of a specific
customization point, provider develops components of a specific concern.

- SaaS upgradeability: in some SaaS application, tenants may be encountering some issues when
SaaS providers upgrade their applications. The proposed model allows providers to add new
concerns and new dimensions at any time without having to reengineering existing ones.
Providers can upgrade each concern independently because each concern is modeled as
independent sub-metagraph and is unaffected by changes that may occur within its associated
dimension. Using metagraph tools, providers can expect the effects of their upgrades on the
tenants’ customizations within each concern.
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- Duplication of customization: the SaaS providers need to reduce duplication of customization to
exploit the economies of scale [2]. Most of duplications of customization come from allowing
tenants to define new components. This makes the SaaS providers face a broad spectrum of
tenants' customizations and makes it difficult to drive commonalities amongst the customizations
across tenants. By allowing providers to model a large number of components and enabling
tenants to handle these components easily, providers can provide a wide range of components to
reduce duplication of customization.

- Customization correctness: the proposed algorithms and metagraph tools had been used to
ensure the correctness of customizations made by tenants.

However, with the proposed model, providers can face some difficulties in specifying disjoint
concerns and their components in each dimension. We believe that, graph decomposition tools
can help providers in specifying these concerns.

To evaluate the run-time performance of the proposed model and algorithms for differing
application sizes, we had generated customization models with different sizes and random
dependences. Figures 7 shows the average response time for each model size.
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Figure 7. Response time for different application sizes

To evaluate the run-time performance of the proposed model and algorithms for varying numbers
of users, we had generated model with size 500 components and had performed add and delete
operations on the generated model with a large number of concurrent requests from users. The
results are described in Figure 8.
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S. CONCLUSION

In this paper, we presented a multi-dimensional customization model. The proposed model
applied the MDSOC concepts to address the modelling variability among tenants and described
components’ dependences using metagraph.

The main benefits of our model are: (i) simplifying customization process by allowing tenants to
incrementally customize customization points; (ii) increasing SaaS upgradeability by allowing
providers to add new concerns and new dimensions at any time without having to reengineering
existing ones; and (iii) reducing duplication of customization by minimizing the needs for define
new components. Additionally, we proposed algorithms that can judge whether tenant’s
customization action has satisfied all the dependency, and prevent the invalid action.

However, specifying disjoint concerns and their components in each dimension (which is beyond
the scope of this paper) still is a challenge for the proposed model. We can use graph-
decomposition tools to specify these concerns.

Finally, we can conclude that, applying MDSOC concepts to customization models addresses the
modelling variability among tenants. Our future work will be to improve the proposed model to
guide tenants during the customization process based on mining existing tenants’ customizations.
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ABSTRACT

Although there is a large body of literature on research into colour in human-computer
interaction, the overwhelming majority of the literature emphasises the cognition by computer
users. However, colour is also important in this interaction when users manually type data into
a computer. This paper investigates the effect of colour combinations on manual data typing. To
this end, three experiments were conducted where the subjects were requested to read several
texts with different colour combinations and re-type them in the same screen. Typing accuracy
and speed is measured as the dependent variable across different colour combinations. Three
experiments were conducted as such. In the first experiment, display and input windows were
close to each other and in the second one they were located in the opposite ends of the screen.
The third experiment was a subset of the first one with reversed foreground and background
colours. It was found that different colour combinations had varying effects on data typing
performance and proximity of the display and input windows was not a significant factor for
typing accuracy in a 17-inch screen. The effect of reversing the foreground and background
colours was inconclusive with the colour combinations used.

KEYWORDS

Human-computer interaction (HCI), Colour Combinations, Data Typing, Manual Data Entry

1. INTRODUCTION

Human-computer interaction (HCI) can have two directions of information flow, namely from
human to computer and vice versa. The flow in the human-to-computer direction can be carried
out by several methods using different types of hardware, such as direct manipulation through
point-and-click with a mouse, [25] keystrokes on a keyboard and the use of a joystick. The most
common type of interaction in the computer-to-human direction is via the computer screen, and
the only method employed on the screen is the use of shapes and figures with different colours.

Although there is a large body of literature on the use of colour in computer-to-human interaction
using a video display terminal (VDT), this is not true for human-to-computer interaction. In other
words, the effect of colour and colour combinations on manual data entry on a chromatic VDT is
a neglected area in HCI research. The present article investigates the effect of colour
combinations on manual data entry performance. To this end, a series of experiments was
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conducted in which the subjects were requested to read various texts on the screen with different
colour combinations and re-type them on the same screen.

Since it is not possible to distinguish the cognitive and psycho-motor functions in the reading-
and-typing cycle, the “manual data entry performance” in this research involves not only the data
typing activity, but also the activity of reading from screen. The colour pairs in the display and
input windows are the same in a trial. Thus, a combination of these two activities is measured for
different colour pairs where the performance is measured by the accuracy and speed of the data
typed. In other words, in effect, what is being measured is not only the isolated data entry
activity, but also the cognition performance as an input mechanism to data entry.

2. COMMON TASKS AND DIRECTIONALITY IN HCI

An overwhelming majority of HCI research is based on human cognition, and the subjects in this
line of research usually act as passive observers who are requested either to find irregularities in a
given text or perform a reading activity against time. However, manual data typing into the
computer is a more important and common task for many computer users, particularly for manual
transaction entry clerks. Unlike the screen reading and observation activity, where most colour-
based HCI research has been done, manual data typing is a more complicated activity, because
the former is only a subset of the latter. In the manual data typing activity computer users not
only have to read from either a computer screen or some other medium such as paper, but they
also have to perform the psycho-motor action of typing on a keyboard, an activity which also
involves reading the screen and observation per se. In other words, computer-to-human
interaction is only a cognitive action whereas human-to-computer interaction is a two-phase
action in which the first phase mainly involves cognition and the second phase involves both
cognition and psycho-motor activity. The directionality is also different in these two kinds of
actions. The former is a unidirectional cognitive activity where the information flows from the
screen to the user and the latter is clearly a bidirectional activity.

Unlike the older command line interfaces where the user usually manipulated the computer
through a series of typed commands, the modern graphical user interface (GUI) environment
offers many convenient methods, including direct manipulation. Currently, direct manipulation of
the computer through point-and-click with a mouse is the most common method of interacting
with computers. However, although less frequent, manual data entry on a keyboard is also used.
This method can still be used for various purposes such as short-cutting the navigation through
GUI by experienced users, or for performing manual transactions on forms on the screen.
Although in the latter case pointing and clicking can also be used to navigate to a particular field
on the screen, the bulk of the action is manual data typing into the relevant fields.

3. COLOUR COMBINATIONS IN HCI

Almost all computer screens were monochromatic until a few decades ago. This meant that
computer users and purchasing officers in companies had to decide on a fixed foreground and
background colour combination of the computer monitor at purchase. The 1990s witnessed two
important developments that increased the importance of colour in human-computer interaction.
Firstly, chromatic screens became widespread and replaced the monochromatic screens, and
secondly, the World Wide Web, which is a highly “colourful” medium, was introduced. The web
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and the related software development tools offered great flexibility to designers not only in the
selection of colour, but also in other interface features such as layout, design and aesthetics.
Currently almost all computer displays are chromatic and all software development platforms
enable developers to use colour effectively. Although chromatic monitors are commonly used
both in web-based and non-web-based applications, most of the research on colour-related
human-computer interaction has been done on web-based applications, [7], [5], [18] possibly due
to the prevalence of the web.

Current research on colour combinations on VDTs can be categorised in three groups [7]. In the
first group attempts are made to measure readability through visual search tasks where subjects
have to identify misspelled words or to find special words in a paragraph of nonsensical anagrams
[16], [17], [12]. In the second group readability is measured in terms of the time required to read
a specific text [23], [27]. In the third group visual performance is measured as the percentage of
correctly recognised characters or words in a text [24], [10].

Although there is some conflicting evidence in the literature it is generally recommended that
extremes of colour combinations such as red-green and red-blue should not be used [21] and
rather those colours be used conservatively with a maximum of four colours in a single display
[25].

Several authors warn about visual discomfort and poor visual performance resulting from the
inappropriate use of colours [13], [22]. Some authors have stressed the importance of colour
combinations in reading performance [17], [22], [26] and aesthetics [5], [17], [11].

Shieh and Lin [24] found that colour combination significantly affected not only visual
performance but also subjective preference. They also found that a blue foreground and a yellow
background resulted in both the best performance and the greatest preference rating, whereas
purple on red had the worst rating. It is argued that red and blue are on the opposite ends of the
spectrum and their combination on the display unit will strain the muscles surrounding the eye
[25], [13]. This strain will result in difficulty in reading. The same is true for yellow on purple
and magenta on green.

As stated above, there is a substantial body of research on the colour combinations in the human-
computer interface but there is not much research on the effects of inverted colour combinations
on common interface tasks such as reading. In one of the few studies on inverted colour
combinations, Nielsen [14] argued that the contrast is the same in an inverted colour scheme, yet
“it throws people off a little and slows their reading slightly.” A number of studies have found
that dark text on light background (positive polarity) has better readability than its inverse
combination (negative polarity) [6], [19], [1] while some others have found no significant benefit
of positive polarity [17], [12], [3].

Some aspects of retention involving colours have been dealt with in HCI research. Noiwan and
Norcio [15] investigated the retention of colours in screen banner graphics in a cross-cultural
research. Hall and Hanna [5] found that different combinations of web page text/background
colours do not have a statistically significant effect on retention. The cycle of reading a text and
re-typing it on the keyboard involves the retention of information in memory. In this case, the
information is a sentence or a part of a sentence, and it is investigated whether proximity on the
screen affects memory retention.
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It must also be stated that some findings of the HCI research on colours are contradictory. As
opposed to the research that found colour combinations having significant effect on text search,
perceived aesthetics, and reading, some authors found insignificant effects on these tasks. For
example, Pace [16] found no significant difference in text search performance among 24 colour
combinations and Radl [19] found that, regardless of the specific colour combination, higher
levels of contrast appeared to lead to better readability.

4. RESEARCH DESIGN

Data manipulation in this research was accomplished by special-purpose software. The software
opened two windows on the screen. The first window displayed an English text in a particular
combination of foreground and background colours and the subjects were requested to enter the
same text manually in the second window which had the same colour combination (Figure 1).

Seconds Bemaining 64 Back

Figure 1. Display and entry windows in experiment 1, trial 1

The displayed texts were stored in the database and the software enabled the database to capture
the texts typed by the subjects. The research is a within-subjects design which consisted of 19
trials in three experiments. Each trial had the same text for all subjects. The trials had different
colour combinations and different texts of about 400 words each. Hence, a total of 19 texts were
involved in the research. In each trial the subjects had 120 seconds for reading the texts in the
display window and simultaneously typing them in the entry window. A counter displayed the
remaining time during the trial and the software closed both windows automatically after the time
had expired.

The performance measured in each trial was the number of correctly typed words in 120 seconds,
during which the subjects could type only a certain portion of the given text. In order to
familiarise the subjects with the study they were requested to perform an extra trial before starting
the actual experiments. The reason for using different texts in the trials was to avoid possible
retention of the texts in the subjects’ memories across the trials. The texts were selected from an
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introductory computer engineering textbook that was used in an undergraduate course. Since all
the subjects had completed that course, they were familiar with the material in the book.

The following rules were applied for calculating the number of correctly typed words:

e Mistyped words were not counted.

e Partially typed words due to time expiry at the end of each trial were not counted.

In the case of a missing space between two words one of them was not counted, e.g.

“dependingon” was counted as one word.

Lack of a space after a comma or full stop was not counted as an error.

Missing commas or full stops were not counted as errors.

Mistyping of lower case and upper case words was not counted as an error.

A space between words exceeding one character was not counted as an error.

The words had to be exactly the same as those in the text. For example, typing

“subschema” instead of the “sub-schema” in the text was counted as an error.

Erroneously repeated words were counted as an error.

¢ A penalty of minus one word was applied in the case of missing a word or block of
words.

In the first experiment which contained 13 levels of an independent variable (i.e. colour
combination) it was aimed to gauge the typing performance where the two windows were located
quite close to each other. In this experiment, the input window was located just under the display
window of the text. The distance between the two windows was 0.2 cm (Fig. 1). The colour
combinations used in this experiment are shown in Table 1 with the RGB colour codes.

In order to capture the subjective evaluations of aesthetics and readability, a new window
appeared on the screen for data capturing after each trial in the first experiment. The subjects
entered two evaluations in this phase through radio buttons in 5-point Likert scale: “I do not like
this colour combination” and “It is difficult to read and enter data with this colour combination”
(1: completely agree; 5: completely disagree).

The second experiment aimed to investigate the effect of difference in proximity on typing
performance — the two windows were at a distance from each other, i.e. at opposite ends of the
screen. The display window was in the upper left corner of the screen and the input window was
in the bottom right. The closest distance between the two was 11.5 cm in this experiment. Three
randomly chosen colour pairs used in the first experiment were used in this experiment. Table 5
shows these pairs and descriptive statistics in this experiment.

In the third experiment the aim was to investigate typing performance when the foreground and
background colours were reversed. To this end, the reverse of the randomly chosen three colour
pairs from the first experiment were used and the screen layout was similar to that of the first
experiment, i.e. the windows were 0.2 cm apart. The colour combinations used in this experiment
are shown in Table 7 along with descriptive statistics.
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4.1. The subjects

Four female and 26 male computer engineering undergraduate students participated in this
research. The average age of the subjects was 23.7, with a standard deviation of 1.53. All the
subjects had normal or corrected visual acuity and none of them reported any colour vision
deficiencies. Four of the subjects were left-handed. Due to their field of study, the subjects were
heavily involved with computers. The starting age at which they became involved ranged from
eight to eighteen years, and the mean value for total years of involvement was 9.4 years with a
standard deviation of 2.7. Since their medium of instruction is English, the subjects were fluent in
both reading and writing in English.

Since the research was mainly based on the performance of fast and accurate data entry, the
subjects had to be stimulated for these tasks for the experiment. To this end, better performers
were promised additional credits for a course they were attending as well as ten gift books. The
experiments were conducted in a computer laboratory. Since the laboratory contained only 20
computers, the experiments were organised in two sessions with two groups of subjects. The
subjects were randomly assigned to the groups. The first group comprised 14 students, all of
whom were given some credits for participating in the experiment. However, only half of the
highest performing subjects (i.e. seven students) were given additional credits. In the same way,
only the ten highest performing of the 16 subjects in the other group got the books promised.

4.2. Software and hardware used

The VDTs used in the experiments were 17-inch Hewlett-Packard model L1710s which use thin
film transistor liquid crystal display (TFT-LCD) technology. The experiments were performed at
values of 60 Hz frequency and 1280 x 1024 pixels resolution. The computers used Microsoft
Vista as the operating system and the software was developed using the Microsoft.Net platform.
SQL Server 2008 was used for storing the data. The subjects were instructed to use MS Internet
Explorer browser instead of Mozilla Firefox which is commonly used in the Department. The
reason for this was somewhat paradoxical: Firefox defaults to a higher level of functionality in
the context of this experiment by underlining mis-spelled English words. This would have
allowed subjects to correct inaccurate entries, which was regarded as “noise” that distorts the real
outcome of data entry accuracy.

5. RESULTS AND DISCUSSION

5.1. First experiment (display and input windows in close proximity)

In this experiment display and input windows are close to each other. The colour pairs used and
the mean of correct words for each trial are shown in Table 1 along with other descriptive data
such as subjective evaluations of aesthetics and readability.
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Table 1. Descriptive statistics and Tukey HSD test for the first experiment

# Correct words Aesthetics Readability

Tri | Foreground Background N | “Dist | Mean |5t. dev.| Tukey |Mean| St dev. |Mean| St
al (BGE code) [RGE code) ance” group (*) dev.
17 | green (Z00ff00)  |orange (£ffa300]30 2 38.6 15. C 337 | 076 |[353]082
12 | green (Z00ff00)  |vellow (EFFFF00) (30 1 519 13 E.C 347 | 0.86 | 340|003
13 | orange(Zffa300) |blue(Z0000ff) (30 3 319 16 B.C 293 004 | 207] 089
1 | vellow (2ffff00) [red(=fF0000) [30 2 515 16 BE.C 2.53 1.07 | 267 [ 0.96
£ | blue(Z0000ff) vellow (ZEFER00)| 30 2 30.6 13.7 B.C 347 | 090 | 373|083
10 | orange(2ffa300) |vellow (ZEFER00)[30 1 408 154 | AB.C | 233 066 | 243|073
13 | green (Z00ff00)  [blue(Z0000ff) (30 1 49.0 144 | AB.C | 140 | 030 | 140/( 030
6 | purple (ZB00080) |red(#fFO000) |30 5 484 147 | AAB,.C | 163 061 [ 173|083
3 | blue(Z0000ff) red (Zff0000) |30 4 433 145 AB 230 100 [247(1.11
5 | orange(#ffa300) (red{=ff0000) |30 1 436 153 AEB 200 | 083 (197|072
7 | green (Z00ff00)  [red(Eff0000) |30 3 429 114 AB .17 112 | 230 1.12
16 | purple (800080) |orange (#ffa300]30| 4 416 10.0 AB 133 071 | 113|035
14 | purple (800080} [blue(20000ff) (30 1 382 119 A 21.73 094 | 237|097

(*) Combinations with the same letter are not significantly different among themselves

The table is sorted in descending order of the mean of the number of correct words column. The
subjects scored highest in the green-on-orange trial and lowest in the purple-on-blue.

In order to investigate the effect of colour combinations on the speed and accuracy of data entry,
an ANOVA test (analysis of variance) was performed where colour combinations were the
factors, i.e. independent variables, and correct words constituted the dependent variable. The
group sizes were equal, which satisfied the requirement of the ANOVA test. The Shapiro-Wilk
test for normality was conducted on the data and it revealed that the distribution was normal only
for experiments 12, 13 and 17 at a = 0.05. The data in the other experiments did not have a
normal distribution. Nevertheless, the ANOVA test was conducted since the robustness of the test
affected by normality is a matter of degree [20], [8]. Prior to the ANOVA test, Levene’s test was
performed to determine the homogeneity of variances. The test revealed that variances for the
groups were not significantly different (Levene statistics 0.782; p = 0.669), and thus the
assumption for ANOVA was satisfied. The ANOVA test result was F(12, 377) = 4.280, p =
0.000; which meant that the null hypothesis could be rejected and that there were statistically
significant performance differences for manual data entry for different colour combinations.
Since the group variances and sample sizes were homogeneous, a Tukey HSD post-hoc test was
done to determine the statistically significant different groups among the colour combinations.

The argument about the difficulty of human processing for colour pairs that are distant from each
other [25], [13] was also tested with the data of the first experiment. To this end, each colour used
in the experiment was given a number that corresponds to its wavelength. Table 2 shows the
approximate wavelengths of each colour used in this study and the corresponding number used
for an approximate calculation within colour pairs. The “distances” within colour pairs in the
trials were calculated as the absolute value of the differences of these numbers and they are
shown in Table 1.
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Table 2. Approximate colour wavelengths in the spectrum and the number used for calculating the
“distance” within colour pairs

Colour Wavelength (nm) Number in the scale
Infrared >1000

Red 670 6

Orange 610 5

Yellow 575 4

Green 530 3

Blue 470 2

Purple 430 1
Ultraviolet <300

Table 3 shows the Pearson’s correlations between the distances and other parameters. Although
there was no significant correlation between wavelength distances in colour pairs and correct
words, the correlation between the distances and perceived aesthetics was significant. This was
also true for distances and readability. Thus, this result partially supports the argument that distant
colours are not suitable for human processing. Table 3 also shows that although the correlation
between the subjective evaluations of aesthetics and readability is quite high, it is low between
correct words and perceived aesthetics. The same is true for correct words and readability.

Table 3. Pearson’s correlations for dependent variables in the first experiment (n = 390)

Mean Perceived Readability Distance in
(# correct aesthetics spectrum
words)
Mean (# correct words) 0.112% 0.205%* -0.040
Perceived aesthetics 0.813** - 0.231%**
Readability - 0.207**
Distance in spectrum
*p<0.05
**p<0.01

Although a MANOVA test for investigating the relationships between colour combinations and
the dependent variables of correct words, perceived aesthetics and readability would be desirable,
such a test would be meaningful only if the correlations were moderate [9]. Hence, instead of
MANOVA, two separate ANOVA tests were performed where colour combinations were the
factors in both tests and perceived aesthetics and readability were the dependent variables.

Table 4. Test for homogeneity of variances for aesthetics and readability in the first experiment

Levene’s test df1l | df2 | Significance
Aesthetics 3.007 12 | 377 0.000
Readability 5.394 12 | 377 0.000

As shown in Table 4, Levene’s test indicated that the variances were not homogenous both for
perceived aesthetics and readability. Therefore Welch and Brown-Forsythe tests were performed
for determining whether there were statistically significant differences in perceived aesthetics and
readability across different colour combinations. The significance of Welch and Brown-Forsythe
tests both for perceived aesthetics and readability was equal to 0.000, which meant that the null
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hypothesis could be rejected for both. Hence, the differences were significant. For perceived
aesthetics F(12,377) = 21.85, p<0.05, and for readability F(12,377) = 26.27, p<0.05.

5.2. Second experiment (display and input windows are distant from each other)

Some of the colour pairs that were used in the first experiment were also used in the second
experiment. As stated, the aim in this experiment was to gauge the extent to which the proximity
of the two windows affected the speed and accuracy of data entry. To this end, results of the
second experiment were compared with the first experiment results for the same data sets. The
colour pairs used in this experiment are shown in Table 5 along with the descriptive statistics.
The pairs are sorted according to the mean of the correct words.

Table 5. Descriptive statistics for the second experiment (windows distant from each other)

Trial | Foreground | Background |Corresponding trialin| N Mean St. dev.
experiment 1 (# correct words)
2 yellow red 1 30 50.0 12.8
4 blue red 3 30 46.1 10.6
9 blue yellow 8 30 44.0 12.0

Since there were only three sets of data for which we wished to gauge the difference, three t-tests
were performed instead of ANOVA. The results of these tests are shown in Table 6.

Table 6. t-test for varying proximity (p < 0.05)

Levene’s test t-test
Trial pair (foreground, background) F Sig. df t Sig. (2-tailed)
1-2 (yellow, red) 0.358 0.552 58 0.389 0.699
3-4 (blue, red) 1.379 | 0.245 58 -0.234 0.816
8-9 (blue, yellow) 0.680 | 0.413 58 1.831 0.072

Higher significance values of Levene’s test indicated that the variability of each group was
approximately equal, satisfying the requirement for t-tests. This was true for all three
experiments.

The t-tests indicated that, contrary to what one would expect, there were no statistically
significant differences of typing speed and accuracy arising from the difference in proximity on
the screen.

5.3. Third experiment (foreground and background colours are reversed)

In the third experiment the aim was to gauge the difference by reversing the foreground and
background colours. For this experiment some of the colour pairs in the first experiment were
also used. Descriptive data which are sorted according to the mean of the correct words in this
experiment are shown in Table 7:
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Table 7. Descriptive statistics for the third experiment (reversed foreground and background colours)

Trial | Foreground | Background | Corresponding trial in N Mean St.
experiment 1 (# correct words) dev
20 red yellow 1 30 53.1 15.0
18 red blue 3 30 50.1 17.7
19 yellow blue 8 30 42.5 11.1

Three t-tests for three pairs of colour combinations were performed for this experiment. The tests
were performed for pairs in the first experiment and the third one. The results are shown in Table
&:

Table 8. t-test for reversed foreground and background colours (p < 0.05)

Levene’s test t-test
Trial pair (foreground, background) F Sig. df T Sig. (2-tailed)
18-3 (red, blue) - (blue, red) 1.085 0.302 58 1.141 0.259
19-8 (yellow, blue) - (blue, yellow) 2.053 0.157 58 -2.320 0.024
20-1 (red, yellow) - (yellow, red) 0.001 0.972 58 0.404 0.688

Levene’s tests indicated that variances were homogeneous for all tests. The t-tests revealed that
there was no statistically significant difference for the blue-red and yellow-red combinations, but
the difference for the blue-yellow combination was significant.

6. CONCLUSION, LIMITATIONS AND FUTURE WORK

The investigation in this research was based on three HCI concepts, namely colour combinations,
visual performance and manual data entry. Manual data entry performance is measured in terms
of correct words entered in read-and-type cycles. Subjective considerations of colour
combinations on perceived aesthetics and ease of readability and data entry were also evaluated.

It was found that different colour combinations had varying effects on the performance of manual
data entry and that these effects were statistically significant. This is in conformity the majority of
earlier research. There were also significant differences on subjective evaluations for aesthetics
and readability of colour combinations.

Human memory is heavily involved in the read-and-type cycle. The cycle involves mainly three
steps, namely visual cognition, temporary storage of data in human memory, and the typing
process. When all other independent variables are kept constant, difference in length between the
display and input windows can be expected to lead to decrease in performance, because larger
distance can lead to increase in the cycle time which in turn can slow down the process.
Nevertheless, it was found that the effect of proximity on a 17-inch screen in a read-and-type
cycle was insignificant when the display and the typing windows had the same colour
combination.

The effect on performance of reversing the foreground and background colours was somewhat
inconclusive. The two trials in this experiment showed insignificant differences, but the
difference in one trial was significant. This can be due to the fact that there is indeed a pattern that
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the read-and-type process is affected by reversing some colour pairs and not affected by reversing
some others. This can be the topic of further research that involves more colour combinations.

There are some limitations on these findings which mainly stem from the implementation of the
RGB colour system in VDTs. While different intensities of the primary colours red, green and
blue produce different colours, those colours are also represented in the HSV (hue, saturation,
value) colour model where the hue is the dominant wavelength or colour and the value is
luminance or brightness. The saturation is the colour intensity spanning from “colourless” or grey
to the maximum ‘“colourfulness.” These parameters are hardware-dependent and different
hardware may produce slightly different colours for the same HSV and RGB codes. Fukuzumi et
al. [3] argue that the hue spans various levels of saturation and occupies a large area in a
chromaticity coordinate diagram. Hence, a particular colour such as green can take various forms.
It is even more difficult to determine the appearance of a particular colour on VDTs due to the
hardware difference where even different models of the same manufacturer may produce slightly
different results [4]. Additionally, factors such as display resolution in different multimedia
devices may lead to slight differences in colour perception [5]. However, these limitations are not
applicable for the second and third experiments in this research.

This research is introductory in this specific area of HCI, and further research needs to be done to
address its limitations. Such research should also contain other colour combinations that were not
used in this research. This has important implications for practice, because as stated before,
manual data typing in a “colourful” environment is a quite common computer task in today’s
world.
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ABSTRACT

Breaking a big integer into two factors is a famous problem in the field of Mathematics and
Cryptography for years. Many crypto-systems use such a big number as their key or part of a
key with the assumption - it is too big that the fastest factorisation algorithms running on the
fastest computers would take impractically long period of time to factorise. Hence, many efforts
have been provided to break those crypto-systems by finding two factors of an integer for
decades. In this paper, a new factorisation technique is proposed which is based on the concept
of backtracking. Binary bit by bit operations are performed to find two factors of a given
integer. This proposed solution can be applied in computing square root, primality test, finding
prime factors of integer numbers etc. If the proposed solution is proven to be efficient enough, it
may break the security of many crypto-systems. Implementation and performance comparison of
the technique is kept for future research.

KEYWORDS

Information Security, Crypto-system, Factorization, Primality test, Backtracking.

1. INTRODUCTION

Integer factorisation is known as the decomposition of a composite integer number into small
divisors. As for example, 91 is a composite integer which is a composition of 7 and 13, i.e. 91 =7
x 13. Both 7 and 13 are known as the factors of 91. If the factor is a prime number, then it is
known as prime factor. In the above example, both of them are prime factors. As the size of the
number increases, it becomes very difficult to find its factors. Sometimes, a sophisticated
algorithm running in the fastest computer may take hundreds of years to find a factor of a large
number. As a matter of fact, many cryptographic algorithms, such as RSA [11], use a big number
(1024 or 2048 bits) in generating keys with the assumption that, fastest technique with the help of
many computers would not be able to factorise that number within a practically feasible time.

This paper proposes a new technique to decompose a composite integer into two factors using
backtracking technique. Repetitive application of the proposed technique will find all possible
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factors of a given integer number. The proposed solution also can be used in testing the primality
and finding the square root of an integer (if there exist any).

The impact of the proposed solution can be tremendous, depending upon its performance. If it can
factorise a big number (as big as the number used in some crypto-systems) within a practically
feasible amount of time, it would make a big change in the field of Cryptography. Further impact,
implementation and performance analyses are kept for future research.

The rest of the paper is organised as follows: Section 2 presents existing solutions for factorising
integer numbers in brief. Section 3 discusses the proposed solution with an example and Section 4
concludes the paper with some future research directions.

2. EXISTING SOLUTIONS

There have been many efforts proposed to factorize an integer number. The use of prime factors
in crypto-systems increased much research interest to finding a practical solution to factorise a
big integer. Integer factorization intrinsically leads towards the solution of primality testing and
finding square root of an integer number. Some of the existing solutions are as follows:

e Trial Division: Trial division algorithm finds whether a given integer N is divisible by
any positive number less than N. This is a simple and brute force approach which is very
time consuming to find a solution.

e  Wheel Factorisation: This is a graphical method of factorising an integer. In this method,
natural numbers are marked around the wheel to form spokes of primes and their
multiples.

e Rho Methods: Rho ( p ) method generates p;, ps, ps... where Fi+1 = fi'z_J =10, p1=1and
parameter 10 is chosen by users. This method finds factors of N by computing gcd(N,
(p2- p1) (P4 — P2)--..( pan— pn ). Parameter n is also chosen by user. This method initially
was proposed by Pollard [8]. Some variations, improvements and optimisations of Rho
methods are proposed in — [9], [2], [1] etc.

e Fermat's and Euler's Factorisation: Fermat's Factorisation technique [7] represents odd
integer N as a* — b> where both a and b are positive integer. Thus, N is equal to a’> — b* =
(a+b)(a—b)and factors are (a+b)and (a—b). In Euler's Factorisation technique
[6], N is represented as a> +b* and ¢* + d°, where a, b, ¢ and d are positive integers.

e Other Methods: Various other methods of factorisation algorithms are: group
factorisation technique of Pollard's p — 1 [8], William’s p + 1 factorisation [12], Lenstra’s
elliptic curve factorization [5]; Dixon’s factorization [3]; Quadratic sieve factorization
[10] etc.

3. PROPOSED SOLUTION

This section presents the proposed solution to factorize an integer with a simple example. The
solution is also extended for primality testing and square root calculation.
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3.1 Factorising an Integer

Let us consider, a composite m bit integer number R, binary representation of
which is rp,, 7m_1,...72. 7. Also assume the binary representation of R’s two
factors A and B are ag,a¢_1....as,a; and bg,bg_1,...ba, by respectively, where
both of them are £ bit long. Therefore, R = A x B. Their standard multiplica-
tion (also known as grade-school multiplication) is demonstrated in Fig.1. The
method of multiplication to be correct, n; has to be equal to r; for all i = 1 toem
where m = 2/ — 1.

&
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Figure 1: Binary standard multiplication of A and B to produce N

Shifted Multiplicands Matrix (SMM), as shown in Figure 2, has the dimension of £ (26— 1)
with entry as follows:

SMM|i||j] =0 for (j <i) and (j = (£ + 1))
or 1)
Sﬂfﬂflilj — bf i1

[1][2+-1] [111]
| (101

[N[2#1] [N}

Figure 2: SMM block diagram
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Each bit in N is a binary summation of bits of SMM's corresponding positions, as displayed in
Equation 2. Where, Sy and Cy are the sum and carry bit of SMM entries at column k.

Sk = Cioy + Y] SMM[j)[K
j=1

fb:.:!

Cl = Si/2
n, = S %2

Further detail of binary multiplication method can be found in [4].

Now an algorithm is to be developed which would choose a; and b; in such a way that, ny
calculated in Equation 2 becomes equal to ri, for all k < ( 21 — 1). Following example explains
how a number is factorised using the proposed technique.

3.1.1 An Example

Say an integer R = 12 and hence, m = 4. We have to find two factors, A and B, or R. Binary
representation of R, A, B and S M M, as discussed in Section 3.1, are now showed in step 1 of
Fig. 3, where fields of A and B are empty and entries of S M M are set to 0 initially.

We need to consider every bit of R from right to left. In Step 2 we try to choose values for al, bl
and S M M [1] [1] such that n1 calculated using Equation 2 becomes equal to r1. Therefore,

S M M [1] [1] must be 0. Possible values of { al, bl } could be { 0,0 } or { 1,0} or { 0,1}, but
cannot be {1,1}. Let us say we choose { 0, 0}. Now immediately we can set SM M [2] [2] =

S M M [3] [3] =0, since a; would make these values to 0 regardless of the value of b;,i=1to¢.
Similarly SM M [1] [2] =S M M [1] [3] = 0, since b1l would make these values to 0 regardless of
the value of 3,1 =1to¢.

Now, we move to the next bit of R in step 3. Values of SMM in column 2 are already consistent.
We have the option to choose any value for {a,, b,}. Say us choose {1, 1}. Therefore, S M M
[2][3] can be set to 1. Similarly we consider for r; in Step 4. Only one position of S M M in this
column is left which has to be O to be consistent with r;. Choose any value for {a3, b3}. Let us
say we choose {0,0}. Hence S M M [2][4] and S M M [2][5] have to be 0. But in the next column
(column 4), all values become 0. Therefore, a conflict arises, since the summation could not
produce a value equal to r4. Hence, a backtracking will be necessary for r3. Now, let us try with
the values of {a3, b3} an {1,1} in Step 5. This time it creates conflict too. In next step, let us try
with {a3, b3} - {1,0} in step 6. Now the values of A, B and S M M becomes consistent with that
of R. Therefore, two factors of R would be A =6 and B = 2.
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Figure 3: Steps of factorisation for the example

3.1.2 The Algorithm

The proposed solution appears in the following algorithm in a concised manner:

Algorithm 1 Factorisation of a composite integer H
input : B =rq,r9,.., 7y
output ¢ A and B

Begin
for (i=11tom) do
if i == f then
choose aqy, by and SMMI|1,2. £]]i] such that
i = Ty

if not feasible then
i = backtrack(i)
else
compute ny, 1. m from rest of SMM
if at any point ry # ny then
i = backtrack|{)
end if
end for
return A and B
End
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Algorithm 2 backtrack(1)
input : i
output @
Begin

for (j =i— 1 down to 1) do
choose dif ferent values for a;, by and SMM|1,2.£||j]| such that
ry =Ty
if r; = ny then
break
elze
j = backtrackj)
end if
end for
return j

End

3.2 Primality Test and Square Root
The proposed factorisation technique can easily be extended for the following solutions:
Square Root

If we set or require, A and B must be equal, then we get the square root of R (if it is a perfect
square) in A and B. In this case, the computation even would be quicker, since more values of
SMM would be pre-set.

Primality Test

If the proposed algorithm finds no solution after finishing all steps then, (R) is a prime number.
4. CONCLUSION AND FUTURE WORK

In spite of the existence of many factorisation techniques, cryptographic algorithms are still in
work with the assumption that, factorising a very large number would take too long time to be
practical for the crypto-system to be insecure. Therefore, a new solution in the factorisation
family should draw much attention to the crypto-community. In this paper, only the algorithm is
discussed in brief without considering its implementation and performance evaluation. If the
proposed solution performs such that, it becomes capable to factorise those big numbers, then it
may break the security of some crypto-systems, such as RSA.

In future, the algorithm can be implemented to measure its performance. It is also important to
see whether this solution can factorise very big numbers used in some crypto-systems. If fails,
still its performance can be compared with other existing factorisation solutions. A hybrid
approach also can be thought to engage this solution with others. The algorithm itself can be
improved by introducing some pruning and optimisation techniques too.
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ABSTRACT

Telecommunications is increasingly vital to the society at large, and has become essential to
business, academic, as well as social activities. Due to the necessity to have access to
telecommunications, the deployment requires regulations and policy. Otherwise, the deployment
of the infrastructures would contribute to environment, and human complexities rather than
ease of use.

However, the formulation of telecommunication infrastructure deployment regulation and
policy involve agents such as people and processes. The roles of the agents are critical, and are
not as easy as it meant to belief. This could be attributed to different factors, as they produce
and reproduce themselves overtime.

This paper presents the result of a study which focused on the roles of agents in the formulation
of telecommunication infrastructures deployment regulation and policy. In the study, the
interactions that take place amongst human and non-human agents were investigated. The study
employed the duality of structure, of Structuration theory as lens to understand the effectiveness
of interactions in the formulation of regulations, and how policy is used to facilitate the
deployment of telecommunications infrastructure in the South African environment.

KEYWORDS

Regulatory Authority, Telecommunications, Infrastructure sharing, Structuration theory,
Human Interaction

1. INTRODUCTION

Infrastructure sharing is a concept that advocates on negotiated terms the sharing of network
resources within geographical locations by two or more telecommunications network service
providers [1]. Globally, telecommunications infrastructures (broadband) are deployed in urban
and rural areas and these infrastructures can be shared. Sharing network infrastructure is relevant
for both fixed and mobile telecommunications operators in helping to undertake the expansion of
telecommunications networks in both urban and rural communities. Sharing telecommunications
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infrastructure limits duplication and, enhances investment, product innovation and improved
customer services [2], and reduces the infrastructure deployment costs for network service
providers. It is further supported by [1] that building shared networks will lower the operators’
capital investment and increase infrastructure roll-out speed. They further assert that operational
costs can be saved, which is the key driver for sharing existing mature networks. However, the
amount that an operator can save depends upon the depth of sharing arrangements [2].

The deployment and performance of shared telecommunications infrastructure (such as
broadband) is significantly influenced by different national regulatory institutions, political
processes and regulations [3]. These network infrastructures need to be managed and maintained
with sound regulatory systems. In one of its strategic documents of 2009, [4] stated that the rapid
rate, at which broadband technologies are deployed, requires regulations and policies for its
guidance. [4] articulation and proposal for regulations and policies are mainly to avoid
irregularities in the deployment, as well as to improve the technologies’ efficiency and
effectiveness.

Regulation plays an important role in the telecommunication industry. Regulatory structures
represent key factors for innovative processes in the infrastructure sectors as they guide the
direction of development and deployment of technology infrastructure [5]. These include price
regulation, rules on network accessibility and environmental regulations. Therefore its
sustainability relies on the legislation and regulatory structures of the country [6]. With
distributed infrastructure and innovative regulations, telecommunication infrastructures such as
broadband can provide high-end services to the business sector, as well a range of low-cost, high-
quality services to all [7].

This article presents the use of duality of structure from the perspective of Structuration theory to
understand the effectiveness of regulatory in facilitating the deployment of shared
telecommunications infrastructure. The focus is to understand how non-technical factors enable
and constrain the development and implementation of telecommunications infrastructure sharing
regulations.

2. RESEARCH APPROACH

To understand the roles and impact of regulatory and policy on telecommunication infrastructure
deployments, a real-world situation was solicited through the case study and qualitative methods.
[8] described the case study as method for eliciting natural setting. Qualitative research is a good
inquiry process of understanding a social context [9]. In this vain, [10] described the method as a
process which allows experience or perceptions to be shared. Based on the objectives of the
research which was to understanding the roles and impact of regulation and policy on deployment
of telecommunication infrastructures, probing of response was essential. The qualitative method
allows for follow-up such was “why”, “how”, and “what” [11].

Capricon Regulatory Authority (CRA) was selected for the study. CRA is the main regulatory
body in the South Africa. The organisation was instituted under the South African act of 1994. A
total of four employees were interviewed within the organisation. The interviewees included two
senior managers and two junior staff members. This was to draw balance in the data gathered.

The interviews approach was used in the data collection [12]. [13] described the interviews
approach as a data collection method that produces first-on-hand accounts of experience, opinion,
and perception from the respondents. Data was analysed using Structuration theory’s duality of
structure as a lens: to understand how and why interactions amongst actors were carried out in the
manner that they did, in attempt to deploy telecommunication infrastructures; and to understand
the impact of the roles of the agents in the deployment of telecommunication infrastructures.
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3. STRUCTURATION THEORY

Structuration theory (ST) is a theory which constitutes agents and structure within a social
phenomenon. The social structure is drawn upon by agents, to consciously or unconsciously
produce and reproduce their actions [14]. [15] argued that ST allows us to examine how people
(agents) enact structures which shape their emergent and situated use of technology as they
interact with it in their ongoing practices. As shown in Figure 1, the duality of structure draws and
associate different factors together during agents’ reproductive actions. Thus, it becomes difficult
to analyse these events separately.

Structure Signification <« Domination <« » Legitimation
b I S
Modality i Imterpretive Scheme | E Facility i E Norm E
- - f ________ 1 [ i _______ a [ i ______ 1
Interaction Communication le—p| POwer | Sanction

Figure 1: Duality of structure [14]

The modalities (interpretive schemes, facility and norms) link human actions (communication,
power and sanction) with the structurational components (signification, domination and
legitimation) [16]. The human actors’ communication involves the use of interpretive schemes
which are stocks of knowledge that human actors draw upon in order to make sense of their own
and other’s actions. These human actors referred by [17] as agents, thereby produce and
reproduce structures of meanings which are termed structures of signification [18].

The human agents utilise power in interaction by drawing on facilities such as the ability to
allocate material and human resources; in so doing, they create, reinforce or change structures of
domination. Structuration theory’s view of power is positive as it involves the exploitation of
resources that allows things to get done [19]. [20] further point out that resources are the means
through which intentions are realised, goals are accomplished and power is exercised.

The human agents sanction their actions by drawing on norms or standards of morality as deemed
acceptable in the organisation. Thus maintaining or modifying structures of legitimation [16].
Norms or standards influence actions which may lead to changes on how rules and resources
influence interactions and, the reinforcement of the norms upon which these interactions are
based [21].

4. TELECOMMUNICATION INFRASTRUCTURE DEPLOYMENT
REGULATION

The deployment of telecommunications’ infrastructures includes technologies that enable high
speed transfer of multi-media and high bandwidth information [22]. The deployment of
telecommunications’ infrastructures is socio-technical in nature [5]. This is primarily because of
the technical and non-technical such as people and process components that are in involved in the
deployment. Many countries, including South Africa ensure that legal requirements are met as
part of the processes for telecommunication’s regulatory matter [7].

Regulation is critical role on how and where telecommunications infrastructure are deployed and
shared. Apart from the geographical location, regulatory structures have a major impact not only
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on the functioning and performance of national telecommunications but also on the comparative
global performance of telecommunications [23]. [24] argued that the role of regulations is
important in investment decision making of telecommunication companies as it helps to
determine or shape the direction of their return on investment (ROI).

In South Africa regulatory and policy activities in telecommunication markets are strictly
regulated by CRA. It is the sole telecommunications regulator in the country maintaining a
competitive and socially responsive communications industry. South Africa derives its legislative
mandate from the country’s Telecommunications Act of 1996, Competition Act of 1998, the
Broadcasting Act of 1999, the CRA Act of 2000 and the Electronic Communications Act of 2005
(ECA) [7]. The CRA develops regulations and policies, issues licenses to telecommunications
companies, and also manages the frequency spectrum [25].

Telecommunication infrastructures are increasingly unconditional for information societies across
the world. Telecommunication infrastructure facilitate, support and enable transparent system,
wider dissemination of information, as well as guarantees freedom of speech for technology users
[26]. Therefore the effectiveness of regulatory policies is critical in facilitating infrastructure
deployment and sharing arrangements among the telecommunication companies, and the
communities. The expansion of telecommunication infrastructure through sharing of
infrastructure is a strategic process that necessitates co-operation among competitors, and it is
subject to explicit involvement by telecommunication regulatory authorities to enforce
implementation [22].

S. STRUCTURATION VIEW OF TELECOMMUNICATION REGULATORY
DEVELOPMENT

The formulation of regulations for telecommunications infrastructure was carried out within rules
and regulations of the country. The regulations facilitate the telecommunications operations in
terms of infrastructure deployment. The resources required in the formulation and implementation
of telecommunications regulations included technology and people. There were also processes
involved.

The organisation, CRA employed both internal and external rules and regulations when
formulating the governance and guidance for telecommunication’s activities. The internal rules
and regulations (standards and procedures) were based on the organisation’s objectives and
strategy. The external rules and regulations were mainly from the stakeholders including the
National Government and Municipal authorities of the country.

The regulations and policies were considered critical as determine geographical location for the
deployment of telecommunication infrastructures. This made the formulators of the regulations
and policies to be powerful. However, the skill required to carry out such tasks were scarce. One
of the employees’ views on the importance of skilled resources was stated as follows: “The
organisation employed people in all available positions. The challenge is whether they can do
what is required of them is another matter”.

There is mutual dependency among the regulators, the processes, rules and resources in the
efficiency of developing and implementing telecommunications regulation throughout the
country. The Table 1 below summarises the dependency.
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5.1 DIMENSIONS OF THE DUALITY OF STRUCTURE

Table 1: Development and implementation of telecommunication regulation

Signification

Domination

Legitimation

Regulation and guidance of the
deployment of
telecommunications
infrastructure is of importance to
the government and the general
community of the country.

The Ministry (Department) of
Communication mandates the
relevant Government agency to
formulate regulation on the
deployment of telecommunications
infrastructure in the country.

The organisation (CRA)
carries out its responsibilities
and accountability within
rules and regulations as set
out by the government of the
country.

Interpretive scheme

Facility

Norms

The government through CRA
regulates the activities regarding
locations where
telecommunications
infrastructures are deployed in
the country. The CRA assesses
the impact of

The organisation (CRA) relies on the
requirements (Government
directive), people and processes to
carry out its mandates in the
formulation and management of the
regulations.

The CRA have rules and
regulations through which
they developed, implemented,
and facilitated the
deployment of
telecommunications
infrastructure in the

telecommunications communities and the country
infrastructure on the at large.
communities.

Communication Power Sanctions

The regulations as formulated by
the organisation are shared with
all the stakeholders, following
structures and channels as
defined by the Constitution and
bylaws of the country.

The organisation is solely
responsible for the regulation of the
deployment of telecommunications
infrastructure in the country. This
authority is bestowed on the
organisation by the Constitution of
the country. The executive
committee is accountable for the
activities of the organisation. While
the Minister of communication
oversees the activities of the
organisation on behalf of the
Government.

The regulations which are
formulated by the
organisation require approval
of the internal process
(executive committee) and
the Minister of
Communications.

DUALITY OF STRUCTURE: SIGNIFICATION AND COMMUNICATION

The Capricon regulatory authority (CRA) is accountable to the country’s Minister of
Communications. This was in order to ensure that there were sufficient regulations and policies to
the telecommunications industry, and to protect citizens against negative effect of
telecommunications infrastructure deployment. According to one of the employees, “the core
business of the authority (CRA) is to monitor the activities of the telecommunication industry”.
The organisation’s focus was considered essential in that it assist in creating an enabling
environment for developing country as South Africa.

One of the criticalities for the regulations and policies was to guide against telecommunication
service providers deploying infrastructures in locations as they so wish. This made the regulations
and policies, as well as the organisation significant to the communities and government. For
example, in a recent report by Pretoria News, edition of 14 August 2011, there was a protest by
residents of Constantia, Cape Town over the deployment of Vodacom (one of South African
service providers) towers in their community. The community was of the view that
telecommunications towers will compromise their health.



90 Computer Science & Information Technology (CS & IT)

The regulations and policies were in a sense also considered to be of important to the service
providers as it provide an umpiring status amongst them. This controlled competitiveness in the
deployment of their infrastructures, particularly in areas considered to be strategic.

However, there seemed to be a gap in CRA’s infrastructure deployment regulations. The
implications of gap in the regulations and policies resulted in inappropriate deployment of
telecommunications infrastructure in the different locations across the country. One of the
employees of CRA briefly explained that “the incumbents are using the limitation of regulations
to their defence for not deploying telecommunications infrastructure appropriately”.

There are also external rules and processes such as municipal bylaws that were regarded as
critical to the deployment of telecommunications infrastructure. However the challenge is that
these rules are not formulated in conjunction with the organisation (CRA), and has a major
impact on how telecommunications infrastructure could be deployed in the country. This could be
attributed to lack of information sharing or different interpretations of shared information. This
was associated to the ways and manners in which the information is shared. One of the managers,
explained that “There are different municipal bylaws guiding the deployment of infrastructure,
and that the inconsistencies in municipalities’ bylaws created a complicated process for
operators deploying telecommunications infrastructure in different locations”.

Within the organisation (CRA), the information regarding the Minister’s policy directive was
shared with stakeholders who were involved in the formulation of regulations and policies.
According to one of the employees, “the Minister of Communications’ policy directives are
communicated to the organisation’s (CRA) Council for regulatory development. The Council
shares this information with different stakeholders which are involved in the formulation of the
regulations and policies”. Communication was considered to be an integral part of regulatory
development and implementation plans. The stakeholders who were involved in formulating
telecommunications regulations and policies were expected at all times, to understand the
importance of regulating the telecommunications industry. The structures and channels that were
required were also understood by the stakeholders. However, the structures amongst other factors
gave some individuals and groups certain power, and source of domination.

DUALITY OF STRUCTURE: DOMINATION AND POWER

As already established, the formulation of regulations and policies for the deployment of
telecommunications infrastructures in the country was the responsibility of the CRA by virtue of
the mandate bestowed upon them by the Ministry of Communications, as allowed by the
constitution of the country. The Council of the CRA was therefore solely responsible and
accountable for the regulations and policies guiding telecommunication infrastructure in the
country.

Telecommunication infrastructure such as base stations and site towers were some of the facilities
considered in regulatory development. To facilitate the deployment of telecommunications
infrastructure in different locations, sharing of infrastructure was considered for rationale such as
cost, and to reduce competitiveness. The CRA therefore formulated regulations to facilitate and
manage the deployment of shared telecommunications infrastructures. The telecommunications
operators were expected by law, to adhere to telecommunications regulations in terms of how and
where infrastructures are deployed in the geographical locations across the country. This was
intended to protect the sanity of the environment, as well as protect the interest of the
communities.

The organisation had policy that guided how telecommunications infrastructure could be shared
among the telecommunications companies. The policy was named or tagged “Facility Leasing”.
The Facility Leasing regulations was formulated to help facilitate efficient and appropriate
infrastructure deployment. One of the employees explained that: “the facility leasing regulation
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defines the essential facilities that network operators (telecommunications companies) could use
or apply in the deployment of their telecommunications infrastructure”. The Facility Leasing
regulation was also intended to provide guidelines, and enable sharing of infrastructure among
telecommunications companies in the country. The Facility Leasing served as a source of power
to the CRA to manage and control the telecommunication companies. On another hand, it
deprived one company from dominating others, particularly when it comes to size and financial
muscles.

However, there seem to be some challenges in the finalisation of the Facility Leasing regulations.
As a result, the telecommunications companies have not been able to apply the regulation in some
areas such as sharing of the spectrum technology. The challenges include technical know-how to
properly define and articulate technologies terms of reference for the telecommunications
companies. One of the employees expressed himself as follows: “there are many challenges with
the Facility Leasing regulation, as a result, it is not executable. This is because it was not
properly developed”. The challenge was attributed to lack of availability of sufficient resources
such as people.

The role of people was considered to be vital to the development and implementation of
telecommunications regulations and policies. However the organisation (CRA) lacked the
necessary skills which were required doe the formulation of its regulations and policies. This had
impact of on the relationship between the telecommunication companies and the CRA on one
hand, on another hand, amongst the telecommunication companies in the country. This was
primarily because the power to lead which were the regulations was weak due to lack of skilled
resources.

The lack of available skilled personnel was attributed to insufficient fund. Two of the
interviewees explained that “the organisation do not receive enough funds which would enable
them to recruit qualified skilled personnel. This therefore impacted the quality of regulations and
policies that we formulate”. Also, according to another interviewee, “the Minister of
Communication was responsible for the appointment of Council members and they are
responsible to communicate their activities within the organisation to the Minister, in return”.
The Council was the highest decision making body of the organisation. This amplified the power
of the Minister over CRA.

Unfortunately the organisation depended on the Government for funding in order to carry out
their mandates. According to one of the interviewees, “we are dependent on the Minister of
Communications for financial support in order to carry out our day-to-day responsibilities”. The
implication of such dependent led to control and political manipulation of the organisation’s
activities. According to one of the interviewees, “the Minister of Communication has the final
word on our regulatory and policy matters”. Through this type of funding model, the government
asserted its power and dominance over CRA and the telecommunications companies in the
country. At the time of this study, this was the norm and was legitimised and accepted by the
stakeholders such as the telecommunications companies, the communities and CRA.

DUALITY OF STRUCTURE: LEGITIMATION AND SANCTIONS

Capricon Regulatory Authority (CRA) was legally authorised by the government of South Africa
to regulate the activities of telecommunication industry, particularly to those that have impact on
the communities. As already established above, CRA provided governance, and were the
custodian of all regulatory development and implementation in the telecommunication industry.
Some of the participants pointed out as follows: “the Minister of Communications’ policy
dictated their objectives and directions”. In this case, the organisation needed to get approval for
all its activities including recruitment of personnel. For example, as pointed out by one of the
interviewees, “the organisation needs to get approval from the Minister to appoint international
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consultants and if the Minister does not approve of what the organisation requests, he pulls tight
on the pay strings”.

The legitimation and approval of CRA activities were driven through three-way dimensional
approach: the CRA, Department of Communications, and the Minister of Communications. This
had impact on the efficiency of regulatory and policy by CRA. One of the managers tried to
explain the process and rational for the approach as follows: “the Department of Communication
was the bridge between the CRA and the Minister. That the communication between CRA and the
Minister has to go through the Department of Communication, this was based on the 1994 on
which the CRA was established” .

The formulation and implementation of regulations and policies were guided by external and
internal rules and interests. The rules were followed during formulation of telecommunications
regulations. The internal rules included the processes which were set by the organisation for its
day-to-day business operations. External rules were set or directed by stakeholders such as the
Ministry of Communications and municipalities bylaws.

However, there was a mutual dependency between the municipalities’ bylaws and the regulations
that were implemented by the organisation. The bylaws were considered as a tool that was used to
ease some challenges in the deployment of telecommunications infrastructures in different
locations. The bylaws were fundamental in that each of the geographical location across the
country had its unique requirements. One of the interviewees pointed out: “It was a very
complicated process for the telecommunications operators to deploy infrastructure in different
locations, and that the challenge was due to lack of coordination in addressing the different
bylaws set by municipalities". Despite the challenges, the CRA, government and the communities
accepted the development and implementation of the regulations that facilitated the
telecommunications’ activities in the deployment of infrastructures in the country.

6. FACTORS INFLUENCING TELECOMMUNICATION REGULATIONS AND
POLICIES

From the analysis presented above, some factors were found to influence the formulation of
regulations and policing which guided the telecommunications infrastructure deployment. The
factors, include government, organisational politics, regulatory accessibility, communication and
organisational structure and technical know-how, as depicted in Figure 2, and discussed below.
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Figure 2: Components of telecommunication regulatory
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GOVERNMENT

As revealed in the analysis, government has a significant role in the formulation or regulations
and policies by CRA, which were intended to guide the deployment of telecommunications
infrastructure in the country. This was to ensure sustainability, control of competitiveness in the
industry, as well as long-term innovation through sharing capability.

The interest and role of the government was defined around power to control the activities of the
telecommunication through the establishment of CRA. By so doing, the government created
obligatory passage point for CRA, meaning the organisation could not act based on its own
assertion. This had negative impact on the operations of the organisation. For example, their
privilege to access funds for its operations was not based on their scope of their scope of
activities, but on the discretion of the Minister of Communication, which sometimes created
uncertainty.

However, the there were some positive implication in government interference to CRA activities.
It gave the organisation the political strength and muscle to manage and get the
telecommunication to adhere to its regulations and policies. This implication of government
interference was also positive from the perspectives of the community, as witnessed in the case of
protest in the Cape Town area.

The CRA clearly depended on the government for funding and thus the autonomy of the
organisation was undermined. This made the relationship between CRA and the government to be
one sided, and was based on power for control. This had impact on the deployment of
telecommunications infrastructures, and how they could be shared. The government interference
was a manifestation of politics which emanated from interactions amongst the agents of the
stakeholders.

ORGANISATIONAL POLITICS

Organisational politics existed in the course of formulation of regulations and policies for
deployment of telecommunications infrastructures. The politics emanated from stakeholders’
intent to control how the regulations and policies are developed. This could also be attributed to
how information was communicated and interpreted, which were based on interests.

The organisational politics as experienced by CRA was influenced by many different factors,
such as power to control and signification of presence, from both internal and external sources.
The government and CRA wanted, at the same time, maintain their presence in how
telecommunication companies deploy infrastructures within the communities. The power to
control, which bestowed on the government, was aided by the fear that the telecommunication
companies could embark on aggravated competition for space and location at the expense of the
communities.

Politics is never stable and permanent. It is often driven by interest, as the government interest as
in this case. This has serious implication on the existence, as well as the type of service delivered
by the CRA in South Africa. As the government’s interest shift focuses, the CRA changes
direction, causing instability for the telecommunication companies. This in-turn impacts the types
and quality of service that the communities get from the telecommunication companies overtime
and space of occurrence.

The manifestation of the organisational politics can be further described as destructive. For
example, due to government interference, formulation of regulation which is intended to guide
sharing of infrastructures such spectrum technology has not been finalised as at the time of the
study. This has implications on the telecommunications operator’s decision making in deploying
telecommunications infrastructure in certain areas of the country. For example, rural communities
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in some areas such as Malolisa in the Province of Limpopo suffer the consequence of the politics.
Sharing of spectrum was intended to facilitate faster deployment of telecommunications
infrastructure for shared network coverage.

Also, the manifestation of politics ignited the decision to sometime withheld fund, which
deprived the CRA from recruiting qualified personnel, which sometimes derailed activities, as
revealed in the analysis. Organisational politics and organisational structure influence, and
depend on each other to exist and make a difference. As such, it is difficult, or lack of sustenance
to address one without the other.

ORGANISATIONAL STRUCTURE

The organisational structure of CRA was relied upon in the distribution and allocation of tasks
when it came to formulation of regulations and policies for the deployment of telecommunication
infrastructures. Based on its role, the organisational defined how interactions were carried, and
shaped the relationship amongst employees in the organisation, on one hand. On another hand,
the structure of the organisation shaped the both interaction and relationship between CRA and
the government, as well as the telecommunication companies.

The structure of the organisation dictated how roles and responsibilities were allocated amongst
employees. The allocation of tasks had impact on how employees related with one another, and
their subsequent interaction in carrying out their ultimate tasks, which was the formulation of
regulations and policies. Somehow, the structure of the organisation was not clear and
transparent, at least to external stakeholders.

The organisational structure of CRA was interpreted by some stakeholders as complicated, and as
well undermined by some influencing factors or agent such as the government. This was
attributed to ineffectiveness in CRA performance of its activities. This was because the Minister
of Communication played a dominant role in the organisation’s recruitment process. The Minister
appointment of CRA’s Council member made it difficult for the organisation to make decisions
that were contrary to Government’s interest. This can have an influence on the organisation’s
ability to regulate the telecommunications industry free of Government interference.

The structure within which the CRA operated extended beyond its boundaries. As part of the
structure, there was a bridge created between CRA and the Minister of Communications. The
bridge was occupied by the Department of Communications. This had a negative impact on how
the organisation carried out its activities, as a result of bureaucracy, and multi interpretation of
any and all events.

The Department of Communications made use of the structure to exert own dominance and
power within legitimated frame. For example, the Department of Communications sometimes
decided on which information was to be brought to the attention of the Minister of
Communications and which information require their authorisation and approval. Also, the
organisational structure influenced and shaped technical know-how in the formulation of
regulations and policies in the deployment of telecommunications’ infrastructures in the country.

TECHNICAL KNOW-HOW

To implement sufficient and efficient regulations it was crucial to have skilled and competent
employees within the organisational structure. Lack of funding and the way the organisation was
structured had impact on the recruitment of the required skills. The organisation lacked sufficient
skilled people to carry out its strategic objective. Although the people formulate regulation, they
cannot implement it. There was a need for skilled people with the appropriate technical know-
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how as it is a lack of such knowledge that causes problems with regulations such as spectrum
sharing.

It was clear that there was a challenge regarding un-executable regulations for facilitating the
telecommunications infrastructure deployment in different locations. This created challenges for
licensed telecommunications operators to carry out their operations in deploying shared
telecommunications infrastructure throughout the country.

Government’s intervention and the dependence on government for funding have led to CRA not
being able to employ the appropriate skilled persons to fulfil the role of regulating and
implementing the regulations required to ensure the effective distribution and allocation of
spectrum and infrastructure sharing.

COMMUNICATION

The effect of the organisational politics shaped and influenced how information was
communicated, and interpreted by employees as well as the stakeholders. The organisation relied
on communication to carry out its mandates. Unfortunately, it was not only used for that
purposed, but also for personal interest.

Some employees including stakeholders shared and interpreted information in accordance to their
personal interests. In the same vain, others understood their roles and responsibilities based on
their interest. Unfortunately, the information and their interpretations were followed in executing
their daily activities.

Another critical aspect was that the communication amongst employees within the organisation
took a different shape from the communication which happened externally, between the CRA,
and the government, as well as the telecommunications companies. Due to factors such as
organisational politics, and organisational structure, communication channels were not effective,
messages did not reach audiences accurately.

This has an impact on the deployment of shared telecommunications infrastructure in the country.
Proper communication channels will also improve productivity and, enhance those policies that
have been developed through correct communication channels. However, in spite of the challenge
of communication channels, the organisation and Government accepted the regulatory
development and implementation facilitating the telecommunications environment.

REGULATORY ACCESSIBILITIES

The communication channels had an impact on how information was shared in the organisation.
Based on our empirical evidences, it is fair to say that information sharing, and access to
processes and procedures were limited in CRA. This had impact on the end-product, regulations
and policies procedures.

Even though the organisation published its regulations on the website, the processes that were
followed as well as the determining factors, drivers and requirements remained a secret. The
secrecy could be attributed to many factors, such as the roles of government, the interaction
amongst stakeholders, and independence of the organisation, which were questionable acts.

In summary, the interest of the government and the communities was driven by the significance
which was associated to the services of the telecommunications, and how the infrastructures were
deployed. The significance as interpreted by the CRA influenced how information was shared,
and how communication was carried out. The government exerted its dominance, using the
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recourse as source of power over the CRA. At the end, the processes and procedures including the
outcome (regulations and policies) were accepted as norm.

Interpretation, a further step in sense making of the findings was carried out. This was to gain a
deeper understanding of why those factors as found in the analysis existed in the way that they
did.

6. CONCLUSIONS

The study has empirically proven and revealed that the role played by non-technical factors such
as people, processes and politics are critical to the development of telecommunication regulations
and policies. The factors have a major impact on the effectiveness and efficiency in regulatory
development and implementation. The study would therefore be important to telecommunications
managers, the regulatory authority, government, as well the communities at large to gain better
understanding of the impact and implications of the actions of non-technical factors.

The use of duality of structure from the perspective of Structuration theory (ST) was useful in
understanding how events and activities were produced and reproduced overtime and space in the
formulation of regulations policies for the deployment of telecommunication infrastructures in the
country. Within the frame of the duality of structure, it was possible to follow the interactions
which took place amongst the agents, and understand how significant was associated to facilities,
and how events transformed themselves and become norm. This would be difficult or impossible
to achieve without ST.
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ABSTRACT

Energy conservation is one of the important issues in communication protocol development for
Wireless Sensor Networks (WSNs). WSNs are a shared medium system, consequently a Medium
Access Control (MAC) protocol is required to resolve contention. The feature of the MAC
together with the application behavior determines the communication states which have
different power requirements. The power level used for a transmission, will affect both the
effective range of the transmission and the energy used. The Power & Reliability Aware
Protocol (PoRAP) has been developed to provide efficient communication by means of energy
conservation without sacrificing reliability. It is compared to Carrier Sense Multiple Access
(CSMA), Sensor-MAC (S-MAC) and Berkeley-MAC (B-MAC) in terms of energy consumption.
The analysis begins with a parameter space study to discover which attributes affect the energy
conservation performance. Parameter settings in the Great Duck Island are used for
comparative study. According to the results, PoRAP consumes the least amount of
communication energy and it is applicable when the percentage of slot usage is high.

KEYWORDS

Energy Aware, Sensor, Communication Protocols, Comparative Analysis

1. INTRODUCTION

Wireless sensor networks (WSNs) are an important area of research. Data is transmitted to a
destination without the need for communication cables. There are power and resource constraints
upon WSNs, in addition WSNs are a shared medium system. The features of the Medium Access
Control (MAC) protocol together with the application behaviour shape the communication states
of the node. As each of these states have different power requirements the MAC protocol impacts
upon the operation and power consumption efficiency.

The Power & Reliability Aware Protocol (PORAP) has been developed [1]. Its main objectives
are to provide efficient data communication by means of energy conservation without sacrificing
required reliability. This has been achieved by using direct communication, adaptive power
adaptation and intelligent scheduling. There are some scenarios where direct communication is
applicable and a significant amount of communication energy can be saved.

In this paper a comparative evaluation of PORAP is presented. Energy consumption of PORAP is
compared with three protocols which adopt a multiple hop and random access approach. As such
they may be deployed in a wider range of settings than PORAP. This comparison focuses on
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environments where it is appropriate to use PoRAP. The three protocols are Carrier Sense
Multiple Access (CSMA) [2], Sensor Medium Access Control (S-MAC) [3] and Berkeley MAC
(B-MAC) [4]. Both B-MAC and S-MAC are specifically developed for low duty cycle
applications and CSMA is the default MAC protocol in TinyOS which is the chosen operating
system for PORAP development [5].

The remaining parts of this paper are organised as follows: Section 2 describes the methodology
used in the comparative analysis. The Great Duck Island (GDI) [6], a production habitat
monitoring system, and the calculation of energy consumption are summarized. Section 3
investigates how each parameter affects the energy consumption. The details of a comparative
study are provided in Section 4. The GDI scenario is used and the methodology in [4] is adopted.
Finally, the conclusion is stated in Section 5.

2. METHODOLOGY

This paper focuses on analysis of communication energy of the protocols. This section describes
the Great Duck Island (GDI), a production habitat monitoring wireless sensor network (WSN)
that is used in the analysis. Further, the calculation of energy consumption is outlined.

2.1. Great Duck Island (GDI)

The GDI is an important production WSN application. It is a habitat monitoring system [6].
Tiered architecture was used; the first tier consisted of sensor patches and gateways. There were
up to 100 sensors in each patch. The gateway acted as a relay node. Data communication within
each patch was either single or multi-hop depending on the distances between sensors and their
gateway. The second tier provided connectivity between multiple patches.

The motes remained at their original positions throughout a 9-month operation. The selected
sampling period in GDI was 5 minutes or 300s [6]. The data payload was 36 bytes and the
required duty cycle was approximately 1.7% [4]. Several parameter settings in GDI and those
given in [4] are used in this comparative study. Energy consumption required by each protocol is
calculated and compared to the GDI scenario.

2.2. Calculation of Energy Consumption

In order to determine the effects of parameter space, the methodology given in [4] is adopted. The
chosen metric is average energy usage per second. It is defined as a ratio of total energy
consumed by a source to the total number of transmitted data bits in 1 second. The total energy
consumption is the summation of energy used for control packet reception, data packet
transmission, listening and sleeping. The data payload is used for calculating the total number of
sent bits.

According to the methodology, communication delays required for a specific size of data payload
is calculated with respect to a 1-second interval by taking the sampling period into consideration.
The sampling period is defined as an interval in seconds between two data collections and
transmissions. The inverse of the sampling period indicates the amount of data being collected
and transmitted within a second or the data reporting rate. For example, a 10 second sampling
period means that a source sends one piece of 36 byte data every 10 seconds. It can also be stated
that, on average, the source sends 3.6 bytes of data every second.

There are four communication modes including sending, receiving, listening and sleeping except
in CSMA where the nodes do not sleep. An interval for each communication mode is computed
based upon the 1-second interval. The required energy is the product of the communication
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interval and the relevant power. As the communication protocol in [4] was developed for multi-
hop sensor networks, each node located within the communication range of the sending node has
to receive the transmitted packets and the number of neighbors is included in the calculation of
reception energy. The duration computations are detailed as follows:

2.2.1. Transmission

The duration required for data transmission per second is equal to the product of the data
reporting rate, which is dependent upon application’s requirement in packets per second, the
number of bytes being transmitted and the duration required for transmitting 1 byte of data.

2.2.2. Reception

The receiving duration is equal to the products of the attributes used in the transmission and the
number of neighbors. Hence, each source has to receive all of the incoming messages from its
neighbors.

2.2.3. Listening

The listening period is equal to the product of total durations required for wakeup and carrier
sensing in CSMA, B-MAC and also synchronization between nodes in S-MAC. The wakeup
interval is obtained from [7] where the measurements were conducted directly from Tmote Sky
motes. In total 4.18ms was required for starting the radio voltage regulator, starting the radio
oscillator, preparing the packet, loading the radio FIFO and setting the radio to transmission
mode.

2.2.4. Sleeping

The sleeping period is the average time per second after subtracting transmission, reception and
listening.

After obtaining all communication durations, they will be multiplied by the power in milli-watts
(mW) to get energy consumption. According to [8], the required power for data transmission
depends upon the power settings. For example, the power of 25.50 and 52.20mW are used at the
minimum and maximum settings. The required power for receiving, listening and sleeping is
respectively 59.10, 1.10 and 0.06mW. The selected data payload size is set to 36 bytes. The
number of neighbours ranges from 1 to 100 nodes. The data sampling periods of 10, 50, 100 and
300s are used in the parameter space study.

3. ANALYSIS OF PARAMETER SPACE OF PROTOCOLS

The main objective of parameter space analysis is to investigate how each parameter affects the
energy consumption. Several attributes required for the calculation are provided in the previous
section. As each protocol has its own set of different message exchanges, the details of
communication delay calculations are described separately.

3.1. Berkeley-MAC (B-MAC)

The driving force of B-MAC development is to support low duty cycle communication in
environmental monitoring systems such as Great Duck Island (GDI) [6]. The sensors in GDI
operated at approximately 1.7% duty cycle. After physical data collection and transmission, the
sensors were in sleep mode for 5 minutes.



102 Computer Science & Information Technology (CS & IT)

Three main parameters affecting the energy consumption include the check interval, the data
sampling period and the number of neighbours. The check interval indicates the duration of the
source listening to the incoming signal. An inverse of the check interval is therefore the channel
sampling frequency. B-MAC provides reliable data reception by preamble transmission. The
preamble length must be at least the check interval. The size of preamble must be included in the
total number of sent and received bytes.

The data sampling period illustrates the duration between two consecutive data collections and
transmissions and its inverse indicates the data reporting rate in packets per second. The number

of neighbours is important to the calculation of reception duration as all nodes located within the
communication range of the sending node have to receive the message.

3.1.1. Parameter Settings

The settings in [4] apply in this analysis such as data payload size and the check intervals of 10,
20, 50, 100 and 200ms. An average energy consumption of up to 100 neighbours is computed.

3.1.2. Results

Figure 1 shows the effects of check interval and sampling period on the average energy usage in
B-MAC.
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Figure 1. Average energy usage in B-MAC

Linear relationships are observed in Figure 1(a) whilst inverse relationships are used in the plots
in Figure 1(b). The R-square values for both figures are over 0.99 or more than 99% of data can
fit. A smaller amount of energy will be used if a shorter check interval is used. However, the
shortest duration is 4.18ms as it is required for starting and initialising the hardware components

[7].

More energy is required for a longer check interval if a sampling period is fixed. However, less
energy is consumed if the sensors sample the data less frequently. A significant reduction in
energy is observed when the sampling period is decreased from 10 to 100s. The degree of
reduction is lower when a shorter check interval is used. For example, at a 200ms check interval,
almost 10 times the energy is consumed if a sampling period of 100s is used instead of 10s whilst
approximately 3 times the energy is saved at a 10ms check interval.

The data sampling rate and check interval affects the transmission and reception energy. The
number of neighbours is included in order to compute the reception duration and corresponding
energy. Preamble transmission and reception can be considered as an overhead in B-MAC and
increases with the number of neighbours. The source transmits its data to all of its neighbours
located within the communication range. Each neighbour has to listen and receive their data.
Routing is also conducted in order to forward the data to its destination. The cost in terms of
energy consumption is added to both sender and receiver to provide a reliable data reception at
the receiver. The receiver’s wakeup schedule also affects the energy consumption.

3.2. Sensor-MAC (S-MAC)

Like B-MAC, S-MAC is also a contention-based protocol specifically developed for multi-hop
wireless sensor networks. Additional frames are required for synchronization and hidden node
problem avoidance. A source exchanges its schedule by sending a SYNC frame to the
neighbours. Traditional RTS/CTS handshake is adopted in order to avoid collisions caused by
transmissions from nodes which are not located within each other’s ranges. The ACK frame is
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also used for data reception acknowledgement. Transmissions and receptions of additional control
frames affect the energy consumption.

The effects of the three main parameters; active duration, data reporting rate and number of
neighbours on energy consumption per bit of data are studied. According to [3], the default active
period is set to 115ms. Carrier sensing, frame transmissions and receptions occur within this
period. Energy consumption is equal to the product of communication delay and power. The data
reporting rate is required to compute the number of packets per second. The data reporting rate is
the inverse of the data sampling rate per second.

3.2.1. Parameter Settings

Several settings in [3] and [9] apply in this analysis. The lengths of SYNC (Synchronization),
RTS (Request-To-Send), CTS (Clear-To-Send) and ACK (Acknowledgement) are set to 8, 20, 14
and 14 bytes, respectively. The active intervals of 115, 250, 500, 750 and 1,000ms are used.

3.2.2. Results

Figure 2 shows the effects of active interval and sampling period on the average energy usage in
S-MAC.

At a specific sampling period, the average energy usage per second linearly increases with the
active interval. However, the default duration is 115ms [3]. A lower active interval cannot
accommodate the transmission and reception delays when there are many neighbours.
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Figure 2. Average energy usage in S-MAC

A considerable reduction in energy usage is observed at longer sampling periods. Up to 10 times
the energy can be saved if the sensors sample every 300s instead of 10s. Figure 2(b) demonstrates
an inverse technique used for fitting the plots of the relationship between the sampling period and
energy usage. A significant reduction in energy consumption will be obtained if the sensors
sample every 100s or longer. The main reason is that the sensor can be in sleep mode longer. The
R-square values are over 0.99.

Several control frames including SYNC, RTS, CTS and ACK frames can be considered as
overheads in S-MAC. The number of control transmissions and receptions increases with the
number of neighbours. The sending source exchanges its scheduling information with its
neighbors. An RTS is sent if the source has data to send. The DATA frame is not delivered unless
the source receives the CTS. The receiver sends the ACK frame after the DATA is received. The
minimum active duration is 115ms as specified in [3]. In order to yield a low duty cycle, the data
sample period should be high. For example, the sources sample data every 11.5s to achieve a 1%
duty cycle. For a higher number of neighbours, the source which samples data more frequently
requires more energy than the one with a longer sampling period.

3.3. Carrier Sense Multiple Access (CSMA)

Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) is the default MAC
protocol in TinyOS. Prior to transmission, the source senses the medium in order to detect
whether there are ongoing activities. As the sources listen all the time, the listening energy
accounts for a large proportion of the total communication energy. The effects of the data
sampling period and the number of neighbors on energy consumption per bit of data are studied.

3.3.1. Parameter Settings

The selected data payload size is 36 bytes and four application data sampling periods are used as
in the B-MAC and S-MAC analyses.
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3.3.2. Results
Figure 3 shows the effects of sampling period on the average energy usage in CSMA. Like B-
MAC and S-MAC, less frequent data sampling results in less energy usage. This is because there

are fewer data communications within a specific interval. Approximately 4 milli-joules (mJ) is
required if the sensors sample every 100ms or longer.

Idle listening is an important overhead as the sources constantly listen to the signal. The sampling
period and the number of neighbours affect the energy consumption. A high amount of energy is
required when the network includes many sources and they sample the medium more often.
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Figure 3. Average energy usage in CSMA

3.4. Power & Reliability Aware Protocol (PoORAP)

There are two main parameters in PORAP. The control packet size is directly dependent upon the
number of sources. A byte of payload is required in the control packet for notifying the
transmission power adaptation to every four sources because two bits are required for signalling
power adaptation to each source. The duration of the control packet reception and the
corresponding energy requirement for the four sources is the same. The effects of sampling
periods and number of sources on the energy consumption are considered in this section.

3.4.1. Parameter Settings

The selected number of sources, data payload size and application data sampling periods are the
same as in the previous analyses. As PORAP is specifically designed for direct communication,
the maximum power is always used in the analysis.

3.4.2. Results

Figure 4 shows the effects of sampling period on the average energy usage in PORAP. A similar
observation is obtained in Figure 4 compared to Figure 1 to Figure 3. A longer sampling period
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results in a lower average energy usage per second. The reduction in energy in PORAP is the least
compared to B-MAC, S-MAC and CSMA. This is because the packet is delivered directly to the
base station and no data forwarding is required. The overhead is only related to the number of
sources. However, PORAP cannot accommodate a high frequency of transmission especially
when there are many sources as it is a schedule-based protocol. It has to wait for all sources to
complete their transmissions to start a new communication cycle.

Control packet reception can be considered as an important overhead in PORAP. The size of
control packet is related to the number of sources. According to the parameter settings, a source
consumes approximately 0.2 to 0.3 milli-joules (mJ) in transmitting one bit of data. Like other
protocols, a higher amount of energy is required when there are more sources in the network and
the sampling period is lower.

Average Energy Usage per Second (E-3 mJ)

o 100 200 300 400 500 B0 TO0 BO0 2o 1000
Sampling Pedod (s)
Fk Curve -—----

Figure 4. Average energy usage in PORAP

4. COMPARATIVE STUDY

This section aims to compare the protocols’ performances in terms of energy consumption based
on the Great Duck Island (GDI) project [6]. In GDI, the sources sent their data every 5 minutes,
that is the sampling period was 300s. A data payload size of 36 bytes was used [4]. The selected
numbers of sources are 1, 10, 50 and 100. The chosen check interval for B-MAC is 10ms as it
was used in [4]. The selected active interval for S-MAC is 115ms as it is the default value
according to [3]. Figure 5 shows the comparison in energy consumption. The sampling periods of
10, 50, 100 and 300s are used to indicate the differences in the results.
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(d) 300s sampling period
Figure 5. Comparison in energy consumption at various sampling periods

According to Figure 5, energy consumption increases with the number of neighbours. It decreases
with the less frequent sampling period. In the case of the multi-hop, more communications are
required if there are more neighbours in the network. The sources are in sleep mode longer if they
sample less frequent. Figure 5 demonstrates that PORAP consumes the least amount of energy.
Approximately 0.2 to 0.3 x 10-3 mJ of energy is consumed per bit of data. PORAP conserves
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more energy when the sampling period is smaller and the number of sources is higher. For
example, at the 300s sampling period and 50 sources, PORAP consumes approximately 33%, 10%
and 5% of that required by S-MAC, B-MAC and CSMA, respectively.

The amount of saved energy by PORAP due to amendments in check interval and active interval
settings in B-MAC and S-MAC are shown in Table 1 and 2, respectively. The selected sampling
period is 300s. The average energy consumption is computed based upon the number of sources
varying from 1 to 100 nodes.

Increases in the amount of conserved energy by PORAP are observed in both Table 1 and 2 when
check and active intervals are increased. The comparisons conducted in Table 1, 2 and Figure 5
are based upon the parameter settings with respect to the GDI scenario where the frequency of
data transmission is low. In order to investigate whether PORAP is applicable to applications
which require a high frequency of transmission, an experiment using one source is performed.
The chosen check interval for B-MAC and active interval for S-MAC are 10ms and 115ms,
respectively. The results are shown in Figure 6.

Table 1. Comparison of energy consumption between B-MAC and PoORAP

B-MAC
Average Energy
Average Consumption by Saved Energy by
Check Interval Energy PoRAP PoRAP (times)
(ms) Consumption (x10° mJ)
(x107 mJ)

10 2.12 9.1

20 1.72 7.2

50 2.31 0.21 10.0

100 3.90 17.6
200 7.31 33.8

Table 2. Comparison of energy consumption between S-MAC and PORAP

S-MAC Average
Average Energy. Saved Energy by
Active Interval Energy Consumption PORAP (times)
(ms) Consumption by P%RAP
(x10° mJ) (x10” mJ)
115 0.80 2.8
250 1.28 5.1
500 2.18 0.21 94
750 3.08 13.7
1,000 3.98 13.0

Figure 6. Effects of sampling periods on average energy usage per second

According to Figure 6, PORAP is capable of supporting high frequency transmission. The main
reason is that a time slot is allocated to a source so it can transmit again without waiting. The
CSMA consumes higher energy than B-MAC and S-MAC when the sampling period is longer
than 1.5s and 0.25s. In the case where a source sends every 0.1s, PORAP uses 16%, 44% and 67%
of the energy of B-MAC, S-MAC and CSMA, respectively. At the 1,000s sampling interval,
PoRAP respectively requires 12%, 34% and 5.5% of the energy of B-MAC, S-MAC and CSMA.
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Figure 6. Effects of sampling periods on average energy usage per second

Previous results are based upon the assumption that the number of slots is equal to that of sources.
However, there may be a case where the number of sources is unknown in advance. Further, the
topology may be changed as some sources may leave or run out of energy. In such cases, the
number of slots is higher than the number of sources. PORAP is sometimes not applicable, for
high duty cycle applications, as the source has to wait for the other slots to complete until the next
communication cycle is started. Table 3 demonstrates the effects of the percentage of slot usage
on minimum applicable sampling periods and corresponding average energy consumption in
PoRAP. There is a single operating source in the network.

Table 3. Comparison of energy consumption at various sampling periods

. . Average Energy
Number of Minimum Applicable

Allocated Slots Slot Usage (%) Sampling Period (s) Usazgjl%%r ISﬂe}():ond

100 1 3 0.40

50 2 1.5 0.59

20 5 0.6 1.17

10 10 0.3 2.12

5 20 0.2 3.08

2 50 0.1 5.96

1 100 0.1 5.96

According to Table 3, a low duty cycle application is more efficient using PORAP when the
percentage of slot usage is high. However, PORAP is not applicable if a source has to wait longer
until the next cycle is started. Hence, a limitation of PORAP arises when there is a high slot
overhead because there are many sources in the network. Unlike PORAP, the other protocols are
applicable as they do not require slot allocations. At 20% of slot usage, PORAP is not applicable
at the 0.1s sampling period. PORAP applies when the source sends 5 packets every second (a 0.2s
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sampling period) as it uses 16%, 43% and 48.5% of the energy of B-MAC, S-MAC and CSMA,
respectively. A significant amount of energy can be saved by PORAP when it is applicable.

In summary, several parameter settings such as data payload size and sampling interval in the
Great Duck Island [6] and those in [4] are used in this comparative study. Longer communication
durations result in a higher energy consumption. PORAP is not significantly affected by the
number of sources compared to S-MAC and B-MAC as intermediate nodes are not required for
data forwarding. The main limitation of PoRAP is that it is not applicable to high duty cycle
applications when the percentage of slot usage is low. However, it can conserve more energy than
the other protocols when it can be used. The main reason is that it does not require multiple
transmissions and receptions. Further, the sources are periodically switched to sleep mode to
conserve energy.

Apart from considering energy consumption per bit per second, idle listening is an important
source of energy wastage. CSMA uses the most amount of energy on idle listening, especially
when the sampling period is high. Preamble is used in B-MAC for reliable data reception and its
length is at least a check interval. Idle listening energy becomes significant for B-MAC for longer
check intervals. Further comparison of required idle listening periods between B-MAC and
PoRAP is determined.

According to [1], four durations between two consecutive data transmissions including 5 minutes,
10 minutes, 1 hour and 1 day, are studied to determine additional duration required in PORAP for
tackling the effects of clock drift and achieving time synchronisation. For B-MAC, a 1s period is
and 10ms check interval are used. This means that B-MAC has to conduct preamble
communication for 10ms every second. Hence, the node running B-MAC has to listen for the
preamble for (60x10) or 600ms within 1 minute. Table 4 compares the required idle listening
periods between B-MAC and PoRAP. Note that a 32Khz timer is used in the comparison and
there are 32 ticks in each millisecond.

Table 4. Comparison of required idle listening periods between B-MAC and PoORAP

Required idle listening

Duration Ticks (x10° B-MAC PoRAP PoRAP/B-MAC
(x10%) ms ticks (ticks)
5 minutes 9.8 3 96 63 66%
10 minutes 19.6 6 192 84 44%
1 hour 118 36 1,152 449 39%
1 day 2,831 864 27,684 2560 9%

According to Table 4, PORAP requires fewer ticks in all durations. A higher conservation in the
idle listening period will be obtained if there are longer durations between transmissions. PORAP
uses only 9% of the ticks for accommodating time synchronisation compared to preamble
communication in B-MAC when the source sends every day. One of the main reasons is that B-
MAC is specifically developed for the multi-hop wireless sensor networks where routing is
necessary amongst sources. The sources have to check if there are packets addressed to them.
Unlike the multi-hop, PORAP is applied to direct communication and each source knows its
communication schedule. The source is therefore often in the sleep mode.

5. CONCLUSION

Wireless sensor networks (WSNs) are becoming an important area of research and they have been
implemented and deployed in various civil applications. Sensors are scattered over an area of
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interest and they are wirelessly connected. Hence, communication and power cables are not
necessary. However, energy and resource constraint are major drawback of WSNs application in
the real-world. Energy aware protocols have been developed for WSNs. This paper presents a
comparative analysis between Power & Reliability Aware Protocol (PORAP) and B-MAC, S-
MAC and CSMA in terms of energy consumption.

According to the parameter space analysis, the check interval and active period are overheads of
B-MAC and S-MAUC, respectively. In B-MAC, the preamble length is at least a check interval. An
active period is used in S-MAC for carrier sensing, hidden node avoidance and synchronisation
between neighbours. The default active interval of S-MAC is 115ms. Idle listening is an
important overhead in CSMA as the sources listen all the time. Control packet reception is
considered as an overhead in PORAP. The size of a control packet directly relates to the number
of sources.

In the comparative study, an average energy usage per second is computed. The selected
sampling period and data payload are 300s and 36 bytes which are the same as [4]. The chosen
check interval of B-MAC is 10ms. PoORAP is not applicable to the applications which require a
low duty cycle when the percentage of slot usage is low. This is because the source has to wait
until all slots are completed to start a new communication cycle. A network consisting of a single
source is used. In the case of 20% slot usage and 2s sampling period, PORAP uses 16%, 43% and
48.5% of the energy of B-MAC, S-MAC and CSMA, respectively.

PoRAP consumes approximately 0.2 to 0.3 x 10-3 mJ for transmitting one bit of data. It
consumes less energy when the sampling is less often and the number of sources is higher.
PoRAP consumes approximately 33%, almost 10% and almost 5% of that required by S-MAC,
B-MAC and CSMA, respectively. A larger amount of conserved energy is achieved if the check
and active intervals in B-MAC and S-MAC are increased. In the case where the 200ms and
1,000ms check and active intervals are respectively chosen in the B-MAC and S-MAC, PoRAP
consumes approximately 3% and 5% of the energy required by such protocols.

Further analysis of the active period required by B-MAC for preamble communications and
PoRAP for accommodating time synchronisation is conducted. The 10ms check interval is used.
As energy consumption directly relates to the active duration, the results demonstrate that at a
300s sampling period and a 50source topology, up to approximately 10% of the energy can be
conserved if PORAP is used instead of B-MAC. The results demonstrate that PORAP is applicable
for the low duty cycle applications. The sources benefit more from PoRAP in terms of energy
conservation compared to B-MAC, S-MAC and CSMA.
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ABSTRACT

We describe here a methodology to identify a list of ambiguous Malay words that are commonly
being used in Malay documentations such as Requirement Specification. We compiled several
relevant and appropriate requirement quality attributes and sentence rules from previous
literatures and adopt it to come out with a set of ambiguity attributes that most suit Malay
words. The extracted Malay ambiguous words (potential) are then being mapped onto the
constructed ambiguity attributes to confirm their vagueness. The list is then verified by Malay
linguist experts. This paper aims to identify a list of potential ambiguous words in Malay as an
attempt to assist writers to avoid using the vague words while documenting Malay Requirement
Specification as well as to any other related Malay documentation. The result of this study is a
list of 120 potential ambiguous Malay words that could act as guidelines in writing Malay
sentences.

KEYWORDS

Vagueness, Requirement Quality Attributes, Natural Language Processing, Malay Ambiguity,
Ambiguity

1. INTRODUCTION

Requirement Specification is a document that acts as a medium between system developer and
users. Users specified their systems’ functional needs in a technical documentation. The
specification would then be referred by system analysts in the process of developing the requested
system. Requirement Specification usually uses natural language, due to its’ flexibility and easy
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to understand. However, natural language has its own disadvantages such as, tendencies to be
prone to ambiguity and misinterpretation. It is often being misunderstood by people from various
backgrounds and different levels of knowledge.

A requirement is said to be ambiguous when a same statement is being interpreted differently by
different sets of people. A specification is affected by textual ambiguity when it provokes more
than one way of reading a statement. Example, “the customer enters a card and a numeric
personal code. If it is not valid then the ATM rejects the card”. It is ambiguous because the word
“i” could refer to two distinct objects. It could refer to either a card or a numeric personal code
[1]. Words can be ambiguous in many ways. Linguistic ambiguity can be categorized into several
main groups such as semantic, syntactic, pragmatic and lexical [2]. This has been agreed upon
and then being enhanced into other types of ambiguity such as coordination ambiguity [3] and
anaphoric ambiguity [4], [5].

One of the main reasons for ambiguity is the use of vague words. Words that are being used are
not clear and usually lead to more than one meaning. Vagueness can be termed as not clearly
expressed, imprecise, ill-defined and lacked expressions [6] . Vagueness shows a boundary of a
word’s meaning that is not clearly stated [7]. The usage of vague words reduces the level of
clarity in a sentence. Vagueness can also be defined as ignorance and absence of knowledge [8].
A vague word can also be defined as a word that has multiple equally good possible candidates of
the meaning. When a sentence reaches the ‘borderline case’ of truth which is neither true nor
false, it is considered vague [9]. Malay words such as ‘maksimum’, ‘automatik’, ‘segera’,
‘secepat mungkin’, ‘pantas’, ‘efisien’, ‘produktif’, ‘anggaran’, ‘kerap’ are some of the adjectives
considered vague. These words lead to uncertainty and multiple of interpretations and therefore,
should be avoided.

FigureFigure 1 below depicts a conceptual view of Malay ambiguity and its’ related elements
gathered from open-interviews with Malay linguist experts.

/ Sentence Interpretation \
Words that have more than
one meaning
f‘ Semantic relation
& Domain Knowledge
’7# Lexical
Ambiguity Context Single
interpreted text
\ \;a Syntactic I
// Logical Forms
Sentence that
have more than
one
interpretations N N
. Grammatical relations, word sense
in one same
sentence by U ¢ d .
different sage o 'stop worbsl(preposmons,
readers conjunctions, symbols, etc)

%

Figure 1: Conceptual view of Malay Ambiguity
2. RELATED WORK

Although various researches have focused on disambiguation techniques, not many highlighted
how these ambiguous words originated. In addition, most previous researches focused on the
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English language. Due to limitation in scope, it is quite difficult to refer and construct Malay
ambiguous words. Hence, this research is adopting the methods used in English and other
languages’ methods to suit our area of research.

2.1. Vagueness Vs Ambiguity Issues

A sentence must have a unique meaning in order to reflect one’s perspective accurately. A
sentence containing a vague word, would fail to impart its intended meaning. Vagueness is one
of the many sources of ambiguity. For example, “Five piled stones are a heap” [10]. One can
consider five piles of stones are a heap, while another might disagree with the statement as he/she
may say ten piled stones are then a heap. Vagueness can impact ambiguity that lead to uncertainty
and multiple interpretations (refer Figure 2). Vagueness and uncertainty are being distinguished,
however, it correlates with one another [9]. They are complimentary but not parallel. Vagueness
has a close similarity as semantic indeterminacy or it is termed as ‘semantic nihilism’ [10].
Therefore, many research concluded that to resolve vagueness, context involvement is necessary
[8]. Context is crucial to ensure interpretation is unique in a sentence. [9] Vague can be assigned
with different semantic value based on different possible situations, and each of the semantic
values is called presification. Vague words leads to imprecise meaning, therefore it triggers
ambiguity in a sentence. To disambiguate, we have to go back to its’ roots of causal, by
eliminating the vague words itself before any ambiguity can be detected.

VAGUENESS cause AMBIGUITY
—

Figure 2: Relationship between Vagueness and Ambiguity

2.2. Criterion of Ambiguous Words

A dictionary of 100 ambiguous Arab words that has been developed, takes into consideration
more than 10 word senses as the criteria [11]. These senses were extracted from the Arab
dictionary. Chantree et al. extracted ambiguous sentences indicate coordination ambiguity and
developed ambiguity threshold to set the ambiguity benchmark [12]. Amongst the factors
involved in making sure readers understand what a sentence means are sentence length,
ambiguous adjectives, adverbs and passive verbs [13]. A list of high potential English ambiguous
words has been constructed in an Ambiguity Technical Report as a guideline to avoid ambiguous
sentence [14]. Tjong et al. developed rules for clearer sentences in an attempt to avoid
ambiguities [15]. These research proof that to begin an investigation to disambiguate an
ambiguous sentence, one has to start by determining and identifying the vague words. These
vague words could bring misconception and misinterpretation to the readers. As for the writers,
they usually are not aware that they are even writing an ambiguous sentence in the first place.

Through previous literatures as guidelines, we have tabled out a criterion of potentially
ambiguous words that acts as guidelines to extract the poor words as in Table 1.

Table 1: Criterion of ambiguous words (Malay)

Criteria Example (Malay words)

Words that have more than Papar (adj, kk), amat (kk, kt), alam (kn,
one word classes kk), abstrak (kk, kn)

Words have more than one Perang, semak, alam, akan,

meaning
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Vague adjectives, adverbs and
verbs

Efisien, mudah, pantas, segera,
lengkap, etc.

Words that fall under proposed
seven ambiguity attributes:
implicit, word class, weakness,
temporal, referential and
general specific variable.

Implicit - efisien
Connectives— beberapa
Weakness — anggaran
Temporal — bulanan
Referential — sebelum, begini

General specific variable — data itu

3. PROPOSED METHODOLOGY

We believed that to minimize and manage ambiguity, one has to go to the root cause. In this case,
tracking and identifying the potential vague and ambiguous words are necessary before the
process of ambiguity detection can take place. Hence, this strategy will be the first stage from

overall of the research work.

3.1. Ambiguity Attributes

Table 2 below shows the structure of our proposed Ambiguity Attributes in an attempt to create a
list of high potential ambiguous Malay words. These attributes are compiled based on several
relevant quality attributes from previous literatures. It consists of six attributes most suitable with
Malay words. The ambiguous Malay words are extracted based on these attributes from working
RS and some have been translated from English using Dwibahasa Kamus Oxford Fajar [16].
Some of the word class attribute’s words were extracted from Kamus Komprehensif Bahasa

Melayu [17] for their part of speech (POS).

Table 2. Structure of Ambiguity Attributes

Ambiguity Attributes

Description

Implicit (IMP) :

i. General [18], [14]

Subject or object in the sentence is generic rather
than specific.

ii. Subjective [18]

Refers to personal opinion or feeling

iii. Boundary [14]

It has no definite boundary of true or false (or
between yes and no).

iv. Unquantifiable [19]

Non-quantifiable

Connectives (CON):

i. Adjective[14]

Word belonging to one of the major form classes
in any of numerous languages and typically
serving as a modifier of a noun to denote a quality
of the thing named, to indicate its quantity or
extent, or to specify a thing as distinct from
something else

ii. Adverb [14]

Word belonging to one of the major form classes
in any of the numerous languages, typically
serving as a modifier of a verb, an adjective,
another adverb, a preposition, a phrase, a clause, or
a sentence, expressing some relation of manner or
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quality, place, time, degree, number, cause,
opposition, affirmation, or denial, and in English
also serving to connect and to express comment on
clause content

iii. Verb [14]

Word that characteristically is the grammatical
centre of a predicate and expresses an act,
occurrence, or mode of being, that in various
languages is inflected for agreement with the
subject, for tense, for voice, for mood, or for
aspect, and that typically has rather full descriptive
meaning and characterizing quality but is
sometimes nearly devoid of these especially when
used as an auxiliary or linking verb

iv. Dangling Else [14]

The requirement has no other exit when one case is
not met (Exception case)

v. Preposition [12],[20]

Connective words. A function word that typically
combines with a noun phrase to form a phrase
which usually expresses a modification or
predication

Temporal [19],[14]

Words that has time/duration type that invites
multiple interpretation. Un-boundary timing or
duration

Referential (REF) [14], [19],
[4]. [5], [21]

Sentence that contains more than one requirement
in a sentence. Sentence contains explicit references
to (not numbered sentences, not defined, not
described, no glossary)

Variable (VAR) [14]

Common word that invites vague interpretation
and understanding. Too generic.

Weakness (WN) [18]

Sentence that contains weak main verb

3.1. Process of creating Malay Ambiguous Lexicons

119

Figure 3 below depicts the overall process of creating potential ambiguous Malay words
repository. Data from sample documents are filtered based on certain criteria. Potentially
ambiguous words that have been successfully extracted will undergo testing and verification
process before being saved in a repository called Malay Ambiguous Words. The detailed step by

step process is described below.
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Figure 3. Overall Process of Identifying Ambiguous Words

Step 1: We collected samples of Malay Requirement Specifications from companies as our source
of training data. Potentially ambiguous words were extracted from the sentences based on
criterion as in Table 1.

From literatures, we constructed six ambiguity attributes that are at most relevant and appropriate
with our scope (refer Table 3). Based on these attributes, we mapped the extracted potential
Malay ambiguous words with the ambiguity attributes to confirm characteristics of vagueness. By
filtering using the above criteria, the list of words considered potentially ambiguous are also
referred to as ambiguous candidates. They are kept in a repository to be further analysed using
contextual-based detection technique.

Step 3: The identified potentially ambiguous Malay words will undergo a verification process to
ensure genuine ambiguity. The verification is expected to be done by Malay linguist experts.
Step 4: The verified words are stored in a database for the next phase of activities.

4. DISCUSSION

We have managed to collect 13 sets of Malay language Requirement Specifications from two
domains; medical system and student information system. From these sources, a total of 2900
have been words eliminated. Examples of inappropriate words are such as English loanwords,
words in short forms, double words such as ‘rekod-rekod’, ‘kata nama khas (KNK)’ and symbols
such as full stops and other symbols. We then managed to extract 120 potentially ambiguous
Malay words. Table below is the statistics of the words’ mapping onto their appropriate
Ambiguity Attributes.

Table 3. Words mapping based on Ambiguity Attributes

IMP |CON | T REF | VAR | WN
Tot | 51 41 11 |27 22 21
% 425 342 |92 225 [ 183 | 175

From the statistic generated, the highest percentage of potential ambiguous Malay words falls
under ‘Implicit’ category followed by ‘Connectives’ category and ‘Referential’. The articulated
data shows that potentially ambiguous Malay words most used are very generic, has a vague
boundary, too subjective and reflects an unquantifiable criterion. These are the normal reason that
triggers ambiguity. The list of ambiguous words is currently undergoing a verification process by
Malay linguist experts. Two experts with the relevant background and expertise of the domain
were selected from Faculty of Communication and Malay Language (FKBM), Universiti Putra
Malaysia (UPM).
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5. CONCLUSION

In system requirement, linguistic ambiguity is often ignored or mistakenly unacknowledged. This
leads to misunderstanding from both users and system developer’s side, thereby contributing
towards a failed system. The after effect of the situation could jeopardize system development
cycle and project’s time limitation as well as budgets. The Malay requirement specification
environment still lacks in research that focussed on this situation. We have presented here a
method to identify potential ambiguous Malay words and managed to construct a list of 120
potential commonly used ambiguous Malay words in a Malay requirement specification. This
study is an attempt to assist writers to avoid using the high potential ambiguous words and
promote greater clarity in sentence construction of documentation and significantly reduce
misinterpretation by readers.
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ABSTRACT

In this article, we define an approach for model transformation. We use the example of UML
Activity Diagram (UML AD) and Event-B as a source and a target formalism. Before doing the
transformation, a formal semantic is given to the source formalism. We use the institution
theory to define the intended semantic. With this theory, we gain a algebraic specification for
this formalism. Thus, the source formalism will be defined in its own natural semantic meaning
without any intermediate semantic. Model transformation will be performed by a set of
transformation schema which preserve the semantic expressed in the source model during the
transformation process. The generated model expressed in Event-B language will be used for
the formal verification of the source model. As a result, some model expressed in a precise
formalism, the verification of this model can be seen as the verification of the Event-B model
semantically equivalent to the source model. Then, in the present work we combine the
institution theory, Event-Bmethod and graph grammar to develop an approach supporting the
specification, the transformation and the verification of UML AD.

KEYWORDS

Model transformation, Institution; UML Activity Diagram Institution; Transformation rules;
Formal semantic

1. INTRODUCTION

Model Transformation is a critical process in software construction and development. As
increasingly larger software systems are being developed, there is a tendency to have solid and
effective tools to automatize the software development. The specification of a software can be
formal and (or) graphical. As for graphical formalisms, we can mention as example the UML
models, UML class diagram, UML activity diagram and interaction diagram as examples. For the
formal ones, logic are increasingly used due to their mathematical basis. For example, Petri-net is
used as a graphical and a formal specification formalism. Logic is the language of formalmethods
like theoremproving and model checking. To facilitate and to make jointly graphical and formal
language, there is a massive need to make generic techniques for the transformation of graphical
models to formal notations. Also the use of the logic is difficult for non-familiar with logical

David C. Wyld et al. (Eds) : CCSIT, SIPP, AISC, PDCTA, NLP - 2014
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concepts and specification. As a result, it is necessary to provide the possibility to make
specification in a modeling level. The result is to use transformation engine so that we can to
transform the specification (defined as a model conform to a specific formalism).

Stakeholders can begin with a graphical model (possibly with many system views), and with an
automatic and correct transformation they cant to produce a specification in a formal logic. In the
context of logic, institution theory is emerged as a cadre to study the multitude of logics and
different relationships between it.

In our previous work [13], we used graph grammar to define an automatic transformation
between UML AD and Event-B. Thanks to the notion of graph grammar, the automation aspect is
given to the transformation. As for the semantic equivalence between source and target model is
not proved. The reason is the absence of formal semantic for the source and the target formalism.
As a first step, we use the institution theory in this paper to make the semantic needed for only the
source formalism. In this paper, we take the example of UML Activity Diagram as a source
formalism and Event-B as a target one.

The first contribution aims to give institutional presentation of UML AD. We can view this
institutional presentation as a formal semantics of UML AD. This algebraic presentation of the
source formalism will be a meta-level to study possible transformation to Event-B models. Also,
it can be used to study some proprieties like model amalgamation, pushout and pullback of this
formalism Those notions are important for the specification, composition specifications, and
heterogeneous specification approaches. In addition, we define a set of rules that automatizes the
generation of Event-B model from the defined semantic of UML AD. With the proposed solution,
UML AD models are formalized in Institutions which make easier the translation into Event-B
also the proof of correctness ans completeness of translation process.

The paper is organized as follows: in section 2 we present model transformation in general. Then
in section 3, we define institution and we recall some important definitions. Section 4 shows how
to prove that UML AD establish an institution. Section 5 defines the language of Event B, the
target formalism. Section 6 defines a set of rules for the transformation of UML AD to Event-B.
Finally, the last section concludes our work.

2. RELATED WORKS

In the literature, the institution theory is well used and studied. We have three categories of works
based on the institution theory.

The first category is interested in the use of institution theory and it’s known concepts in the
development of an heterogeneous specification approaches. This category consists of global
theoretic logical based works. We begin with the approach of the heterogeneous specification in
the tool cafeOBJ. This approach is based on a cube on eight logic and twelve projections (defined
as a set of institution morphism and institution comorphism)[2]. This approach is based on the
semantic based on Diaconescu’s notion of Grothendieck institution [1]. Another approach is
developed in the work of Till Mossakowski [15]. The heterogeneous logical environment
developed by the author is formed by a number of logical systems formalized as institutions
linked with the concepts of institution morphism and comorphism.
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The second category of works are specific to the use of institution theory in the specification of
graphical formalism such UML diagrams. In this category, we mention the work present in [10]
[17] [18] [19]. The approach defined by Cengarle et al. aims to define a semantic for UML class
diagram, UML interactions diagram and OCL. Each diagram is described in it’s natural semantic
since the use of the algebraic formalization of each formalism. In addition to that relations
between diagrams are expressed via institution morphism and comorphism. We note here that this
approach is inspired by Mossakowski works in the heterogeneous institution setting.

The third category of works use this theory for an specific intention and precise cases of study.
The work in [7] is a good candidate in this category where authors define a heterogeneous
framework of services oriented system, using the institution theory. Authors (in [7]) aims to
define a heterogeneous specification approach for service-oriented architecture (SOA). The
developed framework consists of a number of specification of individual services written in a
local logic and where the specification of their interactions is written in a global logic. The two
logic are described via institution theory and an institution comorphism is used to link the two
defined institution. This approach is inspired by the work of Mossakowski. Another work is
developed in [11]where the authors propose to use institution to represent the logics underling
OWL and Z. Then, they propose a formal semantic foundation to the transformation of OWL to Z
via the use of institution comorphism. The foundations of this approach is also based on the
works in [15].

Our proposed approach aims at first to give a semantic of UML AD via its representation as an
institution. So that to consolidate our approach given [13]. Thus, with the defined semantic the
transformation of UML AD model to an Event-B model can be semantically proven so that after
the transformation we will have the two model semantically equivalent. It’s clear that the
approach we propose don’t tackle the problematic of heterogeneous specification environment
like [10] and in [15]. But we think that our work is a first attemps to support the use of a formal
method like Event-B as target specification formalism since the Heterogeneous Tool Set [15]
among the logic used Event-B is’nt present . The use of Event-B is argued with the following
reasons:

e Event-B as a formal method support an interactive and an automatic theorem proving so
that the resulted specification after the transformation process can be proved
automatically. Event-B as a theorem prover is seeing a continuous improvement by
industrial society.

e With the notion of refinement, we can to perform successive refinement to the Event-B
model in order to arrive to a pseudo code written in language such Ada.

e Thanks to the notion of composition supported in Event-B, we can to define
heterogeneous specification environment with different graphical formalism. And with
the notion of composition system described with heterogeneous specification can be
composed and so proved formally.

Our work is an inspired form [15]. We are devoted to use UML AD as a formalism for
applications modelling. This formalismwill be represented as an institution. Which means that
due the algebraic categorical presentation we gain to formal semantic of UML AD.
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The version of UML AD used in this paper is 2.0. In the literature, many approaches are proposed
for the development of a formal semantic of UML AD. Recent works which addresses the newest
version are the work of Harald Storrle in [5] [4] [12]. Storrle provide a formal definitions of the
semantics of control-flow, procedure call, dataflow, and exceptions in UML 2.0 Activities. The
defined semantic is inspired from Petri-net semantic. The choice of petri-net semantic by the
authors is argued by the following reasons.

e The standard claims that in the version 2.0 of UML AD Activities are redesigned to use a
Petri-like semantics instead of state machines.

¢ Thanks to the formal foundation adequateness of Petri-net to give a formal semantic for
UML AD

e In addition, in [4] Storrle have shown how standard Petri-net tools may be applied to
verify properties of UML 2.0 activity diagrams, using a Petri-net semantics.

In our paper, we will not used any intermediate semantic for UML AD. We provide a formal
semantic of UML AD with mathematical notions in term of categorical abstract presentation.
Thus UML AD will be defined in it’s own semantic. We gain from this categorical presentation
the next benefit:

e From this categorical presentation of syntax and semantic of UML AD, we can to prove
that UML AD can be written as an institution

® we can to use the defined institution for a heterogeneous specification tools like [10]

e Because we use Event-B as formal method for the verification of the UML AD we can to
use the concepts of institution comorphism and institution morphism to transform UML
AD to Event-B

3. LOGIC AS AN INSTITUTION

Institution is an abstract concept invented by Joseph Goguen and Rod Brustall because of the
important variety of logics [3]. It offers an abstract theoretic presentation of logic in a
mathematical way. An institution consists of notions of signatures, models, sentences, with a
technical requirement, called the ’Satisfaction Condition’, which can be paraphrased as the
statement that ’truth is invariant under change of notation’ [16]. The Satisfaction Condition is
essential for reuse of specifications: it states that all properties that are true of a specification
remain true in the context of another specification which imports that specification.

Definition 1:
An institution I = (Sig’, Sen! Mod!, =) consists

of:

e A category Sig' whose objects are called signa-
tures and the arrow are signature morphism.
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o A fimctor Sen! : Sig! — Set, this functor map
each signature X to the set whose elements are
called sentences constructed over that signature.
Alse Sen map each signature morphism to func-
tion between sentences.

o A functor Mod' : (Sig")*P — Cat, this functor
map each signature ¥ to the category of maod-
els of this signature. Also Wod map each signa-
ture morphism to model homomorphism between
models.

o A relation =£ giving for each sentences of a sig-
naturve ¥ the models in which the sentences are
frue.

The relation =y is called the satisfaction condition which
can be interpreted like follows:

Given a signature morphism p ¥ — ¥’ in the institution
I
For each model M' €| Mod(YX') | and e € Sen(X)

Mod! (p)(M') EL e = M’ EL, Sen!(p)(e)

In the next section, we will prove that UML AD can be represented by an institution. The
institution of UML AD will be used as a formal semantic for this formalism.

4. USING INSTITUTION FOR THE DESCRIPTION OF SOURCE
FORMALISM

4.1 Graphical Formalism

UML activity diagrams (UML AD) are graphical notation developed by OMG. It is used for the
specification of workflow applications and to give details for an operation in software
development. UML AD serve many purposes, during many phases of the software life cycle [4].
They are intended for being used for describing all process-like structures, (business processes),
software processes, use case behaviors, web services, and algorithmic structures of programs.
UML AD are thus applicable throughout the whole software life cycle, which means during
business modeling, acquisition, analysis, design, testing, and operation, and in fact in many other
activities. Thus, they are intended for usage not just by Software-Architects and Software-
Engineers, but also by domain specialists, programmers, administrators and so on. The
presentation of UML AD as an institution is inspired by the works in [10] [17] [18] [19]. The
later work is devoted to define three institution for respectively UML Class diagram, UML
Interactions Diagram and OCL. In our paper the semantic and the syntax of UML AD will be
based on the works of H. Storrle. As we say in the previous section, the considered work is the
more recent and relevant work in this context conformed with the standard.
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With the version 2.0 of UML AD, the meta model for Activities has been redesigned from
scratch. The main concept underlying Activity Diagrams is now called Activity [12]. The meta
model defines six levels increasing expressiveness. The first level (Basic Activities) already
includes control flow and procedurally calling of subordinate Activities by Activity Nodes that
are in fact Actions. This paper is restricted to Basic Activities. Readers may refer to [4] [5] [12]
for more details about the syntax and the semantic of UML AD.

To perform a model transformation between UML AD and Event-B we will use institution
theory. Firstly, we represent UML AD as an institution. After we give the structure of Event-B

model. Third, we determine a structure preserving mapping from the first institution to Event- B
model.

4.2 UML AD as an institution

4.2.1 The syntax of UML AD

hctity Atityliode | Acivyhode | | ActivitEdge
53— 5 | . —
-::: ci;_*i.ﬁf!il.'.‘!leﬂgt ti t—ExecutableNode ,__,_
incoeming k| guaping —?Uh;enl'lude .Db::edrhd.g
el | Coollode o State Utgedf‘cm
e | T Y o
L Hhitalole | [selechion: Behavior
) ; _ ¥ _ he‘fb:t]'_EF. |.|.El]_
_Ex.amta.hleﬂude ( FinalNade _ :Tj,'FedEI!mem
[ t— Decisianodz _ type Classifies
' - Mergehode
Forlode |
L {Jninkoge

Figure 1. The diagram of the category of model and model homomorphism

Activity as defined in [5] is the coordination of elementary actions or it consists of one atomic
action. Besides, given a class diagram, methods are functions that uses attributes of the
considered class. Then, class diagram methods are functions or operations that changes the state
of an object (defined as an instance of the considered class). In this two cases, we consider an
activity as a method of a class in UML class diagram or we consider an activity as a coordination
of one action or more. As result, we can to define an relation of hierarchy. This relation is defined
between two activities Activity A and Activity B.
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An activity hierarchy A wnitten as A = (4, < 4) 15 a partial
order with a set of activity names 4 and a subclass relation
454 x4

Given an activity hierarchy A = (4, < 4). a A-actwity do-
main 15 a 4-indexed fanuly M = (Ng)g- 4 of sets of activ-
ity with Ng € Ny-1fa <4 a’. we aim to prove that the
Actvity hierarchies can be formalized as a category which
can be done wvia 1t's formalization as a Grothendieck con-
struction and also as a monad. The two presentations of
Actmvity hierarchies as Grothendieck construction and as a
monad are shows in [19] with replacing class hierarchies
with Actwity hierarchies.

An UML AD signature consists of a parr ¥ = (A E)
where A 1s the activity hierarchy and E 1s the set of Activity
Edges.

Gwven a signature ¥ = (A E) with A = (4, =) we
define a set T of atomic formulas over ¥ by:
T :=skip | seq(C.e.D) A T

withec Fand C.D £ 4,

Given UML AD signature ¥, = (A4,, F)) and ¥, =

(A2, E9). we define a UML AD signature morphism
w ¥y —+ ¥o as a morphism that maps Activity node
names to Activity node names and maps Activity Edges to
Activity Edges. We note here that Activity node can be one
of the following node:

EN: The set of Executable Nodes (i.e. elementary Actions);

IN or FEN : The Initial Nodes or the Final Nodes

BN: the set of branch nodes, including both Merge Nodes and Decision Nodes
CN: the set of concurrency nodes, subsuming Fork Nodes and Join Nodes;
ON: the set of Object Nodes;

As for Activity Edges may be a pair AE, OF , where:

e AE: the set of plain Activity Edges between Executable Nodes and Control Nodes;
e OF: the set of Object Flows between Executable Nodes and Control Nodes on the one
hand, and Object Nodes on the other.

Signature morphism extend to atomic formulas over Y, as follows:
p(skip) = skip

eiseq(Cr.erh)A Th)=  seq(p(Ch)spler)se(Dh))A
w(Th)
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4.3 The semantic of UML AD

In Standard, The semantic of UML AD is determined by a path expressing the trace of the
execution. For the execution, a token will move from initial Activity Node To final Activity Node
[4]. Each AD Activity has its role in AD execution [12]. First of all, a token in The Initial Nodes
means the beginning of the execution of UML AD. Then, the trace of the token will be defined by
the outgoing edges of the initial AD. When a token arrive to an Executable Node, it will trigger
the Action or the operation in this node. For Join Node, if there is a token offered on all incoming
edges, then tokens are offered on the outgoing edge. A Fork Node means that, when an offered
token is accepted on all the outgoing edges, duplicates of the token are made and one copy
traverses each edge. In the case of Merge Node and Decision Node, every edge is associated to a
condition determining the condition of the activation of the edge. For Merge Node, if there is a
token offered to only one of the incoming edges where the condition is true (it is a sufficient
condition), then token are offered on the outgoing edge of the Merge Node. A Decision Node
means that, In the outgoing edge where the condition is true, an offered token will traverses this
edge. A token that traverses a Object Node means the availability of the object (variable) needed
to the execution of the coming activity.

Given a UML signature ¥ = (A, E) with & =
(4,= 4). a structure T for ¥ 1s a triple 7=(I, E, 1) where
N=(N")4.4 15 an Activity domam for A,E a domam of
edges and g : E —+ [E 15 an interpretation function for
edges. Given a variable C a valuation 4 for C m I assigns
values to variables. This means:

g:C — N

A sub-signature ¥’ = (A E') C X with
A" = (4'.= ) induces a set of traces T(X'J) de-
fined as follows:

T(X' I)={ey.eq..eq i

M

{1,...,n},e; =

seq(Che;, ;). C;. D; € A'ande; € E'}
The set of T(Iof all traces 1s defined as :
T)={e1.€2..€n | i € 1, n}e; =

seq(Cy, eq, Di)andCy, Dy, e; € I}

The set ©(T, 3) of traces of an atomic formula T over
¥ 1n the structure I under the valuation 7 are inductively
defined as follows:

T:=skip = O(T. 5)={=}
T:=seq(C.e.D) = O(T, 3) = {seq(B(C), p(e), B(D))}

T :=skip | seq(C.eD)A T
withec Eand C. D e 4,
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4.4 The satisfaction condition under the UML AD institution

Let ¥, = (A,E) and X3 = (A5, ,E2) be two UML
AD signatures, an UML AD signature morphism
w Yy —+ ¥;, two structure [; a X;-structure and
I; a Yo-structure defined as I = (M.E;.p;) and
I = My, Es, jto). Semantic invariance under the change
of notation 15 formulated as E'I.} (2o(T1), B2) = (—)II (T1.51)
for any atomic formula T over ¥;. This can be shown by
induction on the structure of T7.
O; (wlskip),F2) = {=} = Oy (w(skip), 5;)
01, (v(seq(C, e, D)), B2} =
B1, (seq(p(C), ple), (D)) (skip), Bz2)
{seq(Bz(w(C)), B2(p(e)), B2(w(D))} =
{seq(5,(C), B1(e), 51 (D)} = O (11, 51)

Also we have T(w(X, ), L) = T ¥, L)

4.5 Signatures

As shown in the example(fig??), the following elements or components can be captured visually.
We have Noeud Initiale, AO, A1, A2, A3, A4 and Noeud Finale seven activity nodes. O is object
node. We have also two control node AND SPLIT node and OR JOIN node. In addition to that
two node one initial node and the other final node. Then, an itinerary between the activities
showing a sequence of execution.

Institution in this context will be used to represent the concrete syntax thus the formal semantic of
UML AD. To describe as an institution an UML AD, we identify the four elements of the
mathematical definition of institution from the UML AD formalism.

We are conducted to define five predicates that represent different interconnections between
UML AD objects. Those predicates are defined as follows:

® seq(a,b): A predicate that declare a sequence execution of a and b and an order means a
before b.

e AND SPLIT(a,b,c): A predicate that declare a control node which is an and split node
between the the activity node a, b and c.

e OR SPLIT(a,b,c): A predicate that declare a control node which is an or split node
between the the activity node a, b and c.

e AND JOIN(a,b,c): A predicate that declare a control node which is an and join node
between the the activity node a, b and c.

¢ OR JOIN(a,b,c): A predicate that declare a control node which is an or join node between
the the activity node a, b and c.
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Let Sig"™" AP be the category of UML AD signatures. Sig"™" *” is denoted by (AN,ON,CN),
where AN is the set of Activity Node, ON is the set of Object Node and CN is the set of Control
Node. The set CN represent also the list of predicates used in UML AD. For the example shown
in figure 1, A0, Al, A2, A3, A4, O, Noeud Initiale, Noeud Fianle, and split, or join are the
signatures.

4.6 Sentences

As for the sentences of the UML AD institution, we will define the concrete syntax. The abstract
syntax can be studied by the notion of graph grammar [?]. The functor Sen is defined as follows :

UML AD - . UML AD
: Sig — Set

Sen
Set is the set of sentences. It is constructed over the category of signatures. It expresses the
existing information present in a graphical model of UML AD. Using the previous predicates, the
sentences associated with a signature declares the clauses describing the execution of the
activities over the elements of the signature. The five predicates defined previously represent
(CN) terms. which mean a syntactic structure o(ty,.....t,) where 6 € CNg_,g is an predicates symbol
and ty,.....t; are (CN) term. The set of sentences of UML AD contains the conjunction of the set
of (CN) terms.

The UML AD of ?? can be viewed by the following clauses(sentences):

seq( NoeudInitiale, AD)A
ANDSPLIT(AD, A1, A2)n
ORJOIN (A1, A2, A3)A
seq| A3, 0, A4

seq( A4, NoeudFinale)

Grven a signature of UML AD signatures
(AN.ON.CN) — (AN’ ON" CN").
The translation Sen” MEAD(5) s defined as follows:

Hen r;M I"”'jl_r\l.:-j :p] A pj.:::sr_:nf." MLAD I‘\._‘."JI :p] :.'“'-.
Sen"MLAD (o) (py)

1

Proposition 1:
Sen/MEAD 1o 3 functor defined as follows:
qmlr-'.'.n..m , SII{JI'I” LAD — Set

As for the example (fig ?7). Set =
1 seq( N oeudInitiale, AD), ANDSPLIT(AD, A1, A2),
f:]‘RJG‘I;ﬁ\TﬁAL A2 _43;“ .‘:'t".qfl_:ig. 0, A4 ),
seq( A4, NoeudFinale)}
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4.7 Models

Given an UML AD signature(AN,ON,CN), a model M interprets:
# Each Activity Node as a name of concrete activity for
example Al as the addition between a and b,

# Each Object Node as a name of concrete object for
example read real a,

o Each Control Node ¢ < (N, as a function
MM, — {T'rue} where w is the arity of the control
node M, stand for M = ...« M, forw=s;=..xs,.

An (AN ON.CN) model homomorphism h:M — M’ isa
triple of functions such that:

e h 1s an CN algebra homomorphism M — M’ with
h(Ms(m))=M"5(hw(m)) for each 0 € CNy,_,y1rue)
and for eachm = M,

® hy(m)e M’y foreachm € M,

N
M — - B

M, —= M’
r &
Mo

Figure 2. The diagram of the category of model and model homomorphism

Proposition 2:
(AN.ON.CN) models with (AN.ON.CN) model
homomorphism for a category.

Proposition 3:
ML Activity Diagram form an Institution presented
as below:

» Signatures ave activity nodes names, control
node names, objects node names.

133
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e Sentences are the conjunction of the pred-
icates idenmtifving the itinerary aof the ex-
ecution of activities. The predicates are
seq(™, *), AND SPLIT(* *,*), OR SPLIT{(** %),
AND JOIN(* * *), OR JOIN(™* **).

o Model interprets each signature as follows:

— Each activity as a name of concrete activity

for example Al as the addition between a
and b,

— Each object as a name of concrete objects
Jfor example read a,

— Each Control Node o € UN,, as a function
Ms:Ms; — {True} where w is the arity of
the control node M, stand for M., = ... x
M, forw=s; = ... % 5.

In this section, we have presented a UML AD as an institution with signatures, sentences and
models. This institution will be the kernel of our transformation to the target formalism which is
Event-B. From this institution we can to conclude that the description is composed of a static part
and a dynamic one. The static part appear in signatures and the dynamic part is the sentences of
the institution. We mean by dynamic part the order of the execution of the activities.

S. EVENT-B

Event-B is the variant of the method B. It is a formal method used for the verification of reactive
system developed by Jean-Raymond Abrial Event-B model is formed by a static part named
contexts and dynamic part named machines. Like it mentioned in the example of an Event-B
model(fig 3), the static part are carrier sets, constants, axioms, and theorems. As for the dynamic
part, it consist of variables, invariants, theorems, variants, and events Here we recall some
definition in order to construct the Event-B institution.

5.0.1 Event-B language

We give the structure of Event-B model as it is defined in Now we will describe the contents of
each clause:
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Model <Model Identifier—
Set

—set identifiers=
Constants

~ constants identifier-
axioms

~label:predicate -
theorem
~label:predicate~
Wariables

~variables identifier list=
Tnwariant

~label: predicate-
Events

~event list=-

End

Figure 3. The structure of an Event-B model.

The clause Model stand for the name of the model.

This name will replace <Model Identifier>.

-The clause Set mean the set used in the model. The list of sets will be written in the model.
-The clause Constants list the list of the constants.

-The clause axioms list the predicates used in the model.

-The clause theorem lists the various theorems which have to be proved within the static part.
-The clause Variables contains the list of the variables used in the dynamic part of the model.
-The clause Invariant list the invariants that must be proved by the list of events of the model.
-The clause Events contains the definition of event of the model.

6. THE TRANSFORMATION OF AN UML AD INSTITUTION TO AN
EVENT-B MODEL

The transformation of UML AD to Event-B model will be ensured by a set of transformation
rules. In fact, this transformation will rules will behave on the algebraic definition of UML AD.
To perform the transformation, we will begin by the transformation of the dynamic part of UML
AD to to the dynamic part of Event-B. The dynamic part of UML AD is the sentences of UML
AD institution. As for Event-B, the dynamic part is the set of events presents in the Event-B
model.

6.1 Sentences of UML AD to set of Event-B model

We present here a set of transformation rules between the set of sentences of UML AD and the
set of Event-B events. The table below give the set of the transformation rules.

For more details of how to make the transformations rules, readers are invited to read our
previous work.
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Table 1. Transformation rules of the dynamic part.

UMIL. AD | Event-B event

sentences

seqla.b) Eventseql=SELECT stateNl1=a &
G0a THEN stateN1:=b || S0b END

AND Eventand splhit1=IF Gib &

SPLIT(a.b.c)| stateN1B1=a THEN stateN1B1:=hb
|| S0b ELSIF GOc & stateN1B2=a
THEN stateN1B2:=c || S0c END ;
OR Eventor_jom2=IF Glc &
SPLIT(a.b.c)| stateN1Bl=a THEN SOc ||
stateN2.=c ELSIF Gl &
stateN1B2=b THEN S0c ||
stateIN2:=c END :

AND Eventand join1=IF Gic &

JOIN(a.b.c) | stateN1Bl=a & stateN1B2=b
THEN stateN1Bl:=c ||
stateN1B1:=c || SOc END :

OR Eventor_jom2=IF Gl &

JOIN(a.b.c) | stateN1Bl=a THEN Soc ||
stateN2:=c ELSIF Glc &
stateN1B2=bh THEN S0e ||
statelN2:=c END :

6.2 Sentences and Signatures of UML AD to the static part of Event-B model

After obtaining the dynamic part of the Event-B model, we will, in this section, define how to get
the static part of Event-B model from the sentences and the signatures of UML AD institution.
Below we give an overview of how to get the static part:

* Model <Model Identifier>
The name of the model can to be given arbitrary.

* Variables<Variables list >
The list of the variables can be identified from the event defined in the previous sections.

* Invariant <label: predicate>
Invariant show the set of each variable. It can be also identified from the set of event defined in
the previous section.

e Assertions < Assertions list>
The assertions clause is the conjunction of the guard of the event of the Event-B model. The
guard will be identified fromthe set of events defined in the previous section.
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* Initialization <Initialization list>
As an example, we take the UML ad model of the figure ?? and perform the transformation rules.

Transformation rules will acts on the institution of UML AD. 4 represent the transformation of
UML AD of fig ??.

MACHINE example
VARITABLES stateM1, statelN1B1, stateN1B2, statelN?
INVARIANT stateMN 1:{ Noeud_Initiale,

Al} & stateN2:{Noeud Finale, A4, A3} &
stateN1B1:{ A0 Al A3} & stateN1B2:{ A0 A2 A3}
ASSERTIONS  (stateN1=Noeud Initiale & Gﬂﬁug
or (stateN1B1=Al & GUAL) or (stateN1B2= A2
GOAZY) or (stateMN2=A3 & GUA4)

INITIATISATION stateMN1:=Noeud Initiale ||
statelN1B1:=A0 | stateN1B2:=A0 || statelN2:=A3
EVENTS N
Eventseql=SELECT statelN1=Noeud Initiale & GDAL
THEN stateN1:=A0 || S0A0 END
Eventand_split1=IF GOAl &  stateN1BI=A0Q
THEN stateN1B1:=A1 || S0Al ELSIF GOA2
& stateN1B2=A0 THEN stateN1B2:=A2 | S0A2
END ;

Eventor_join?=IF G0A3 & stateN1B1=Al THEN
SOA3 | statelN2:=A3 ELSIF G0A3 & stateN1BI=A2
THEN S0A3 || stateN2:=A3 END ;
Eventseq?=SELECT stateN2=A3 & GO0A4 THEN
statelN2:=A4 || S0A4 END;

Eventseq3=SELECT stateN2=A4 & G0Noeud_Finale
THEN stateN2.=Noeud Finale || S0Noeud Finale
END END;

Figure 4. Event-B model: the result of the UML AD transformation.
7. CONCLUSIONS

We have presented in this paper a formal approach for the transformation of UML AD to Event-B
model. We use institution as a language for the description of UML AD. Thus, we give an
institutional definition of UML AD. The institution of UML AD is constructed under the
institution of First Order Logic. As for the target formalism which is Event-B, we define properly
the syntax of an Event-B model adapted to UML AD models. For the transformation, we give a
set of transformation rules of UML AD sentences to Event-B models. As for the future work, we
aim to prove that Event-B can be represented as an institution. As a consequence, we will have
two different institution describing each formalism. Institution morphism and comorphism will be
a solid and effective notions to link and make transformation from one formalism to the other.
Also refinement can be another future goal to move from one institution to the other. In our
works, institution is considered as meta level to fulfill model transformation. As for the
development of an engine of model transformation between the UML AD and Event-B, we aims
to enrich our previous developed tool mentioned in [?]. We will add the formal semantic of UML
AD developed in this work to our tool.
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ABSTRACT

Trust is an absolute necessity for digital communications; but is often viewed as an implicit
singular entity. The use of the internet as the primary vehicle for information exchange has
made accountability and verifiability of system code almost obsolete. This paper proposes a
novel approach towards enforcing system security by requiring the explicit definition of trust for
all operating code. By identifying the various classes and levels of trust required within a
computing system; trust is defined as a combination of individual characteristics. Trust is then
represented as a calculable metric obtained through the collective enforcement of each of these
characteristics to varying degrees. System Security is achieved by facilitating trust to be a
constantly evolving aspect for each operating code segment capable of getting stronger or
weaker over time.

KEYWORDS

System Security, Trusted Computing, Trust Framework .

1. INTRODUCTION

Trust is an implicit commodity in the world today. We inherently trust our financial institutions,
service providers, and even other motorists without any second thought. However, although
synonymous, being trusted and being trustworthy are very different [1]. Trust as a human
construct is extremely pliable; but this is not the same case when considering computing systems.
Computing systems execute code that performs operations which produce usable outputs. Each
instruction can be considered to be a singular operation. Therefore, a computing system can only
be trusted and secure depending on the next instruction it executes. So how can a computing
system rely on securing itself from itself? [2].

In this paper we propose a novel concept to alleviate the ambiguity of trust levels associated with
executing code so as to ensure better overall system security. To achieve this goal, we primarily

David C. Wyld et al. (Eds) : CCSIT, SIPP, AISC, PDCTA, NLP - 2014
pp. 139-151, 2014. © CS & IT-CSCP 2014 DOI : 10.5121/csit.2014.4212
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define trust in terms of a computing architecture; wherein, trust is no longer defined as a singular
attribute but instead as a combination of characteristics which can collectively determine the
overall trust level for any operating code. The aim behind this paradigm is to represent trust as an
evolving concept within a computing system capable of growing stronger or weaker over time
based on past operating performance. In our opinion, this is a significant step away from current
models which advocate trust to be a binary outcome based on superficial constructs such as a
valid username and password.

The rest of this paper is structured as follows. Section 2 briefly covers some of the relevant
literature in the area. Section 3 defines the explicit trust model architecture along with its main
component - the trust engine, outlining the various trust categories and trust levels within each
category and concludes with a real world application of the proposed model's theory. Section 4
evaluates our proposal with a formal analysis of security vs. performance and provides some real
world tangibility by using an asset centric threat model documenting some of the attacks pertinent
to system security and how the proposed model aims at resolving them. Section 5 concludes our
work and provides directions for future research.

2. BACKGROUND

Trust, as a concept, traces its roots back as a psychological and sociological construct. In
computing, its definition cannot be applied completely; as machines tend to be programmatic
intelligence, the task of quantifying malicious intent becomes more challenging [3]. Bevan [4]
proposes that with human-computer interactions there remain many variations of trust and trust
levels; but not all of these levels can be accounted for in human-human interactions. Yet,
computing systems have aimed to satisfy only a few of these variations at any one time, so how
can security be achieved if only partial trust can be achieved?

Trust in computing has been an active area of research for a very long time. One of the most
prominent implementations of trusted computing has been the Trusted Computing Group's (TCG)
Trusted Platform Module (TPM) [5,6]; which used a cryptographically secure hardware to
perform trusted software operations. A well-known implementation of this hardware platform
was observed in Microsoft's Next Generation Secure Computing Base (NGSCB) [7-11]. The
drawback of this approach was that it tried to facilitate for a trusted area within an otherwise
insecure environment.

Alternative solutions include the implementation of microkernels as proposed by Setapa [12], and
Heiser et. al. [13]. A good example of a hybrid approach between hardware and software policy
has been proposed in the work of Nie et. al. [14]. The drawback with some of these approaches is
that microkernels can be vulnerable during the boot phase of a computing system, and relying on
hardware based solutions to implement security models is equivalent to no security if it is
possible to compromise the actual hardware [15].

Trust can be defined as a concept with multiple characters [16], the challenge of implementing
trust in computing has been the subjectiveness of the term ‘trust’ in relation to the user. This
means that any operating code executed on a system can behave differently at different times
depending on the user, the operating environment variables, and the desired outcome being
sought. The determination of being trustable is still an open concern with human interactions, so
why should computing systems be any different? Real world implementations aren't quite as
simplistic, so as to be able to always consistency and accurately reduce the outcome of trust and
security to a binary result. It isn't feasible, or possible, to account for all the possible scenarios
which must have trusted operations defined. Modern day computing systems and their operations
are never static, so why should the definition of trusted operations and trust in computing be?
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3. ExrLICIT TRUST MODEL

Trust within operations in today's digital age is of paramount importance. Trust enforcing
mechanisms with binary outcomes have become a single point of failure leading to the
exploitation or compromise of a system. This section elaborates our proposal for explicit trust.

3.1 Security as a Combination of Characteristics

The more trusted the executing operations within a computing system, the more secure is the
computing system. With this analogy, the explicit trust model defines a set of characteristics, each
with its own set of properties, which can collectively determine the trust associated with all
operating code within a computing system. It is important to note that although achieving
absolute trust is not possible, it is quite possible to achieve near absolute trust through the correct
enforcement of each of the identified characteristics and properties. The defined characteristics
are as follows:

e Invulnerable

Invulnerability can be achieved through the reduction in the number of exploitable errors
in operating code. This can be practically envisioned through the definition of secure
programming languages, through secure coding practices, and through rigorous
application testing. Furthermore, all code should be implicitly defined to handle all errors
and be responsible for proper allocation and deallocation of resources. Properties include:

o Defined Bounds: Ensuring that all input parameters comply with expected inputs,
errors which exploit programming language vulnerabilities for input data types
can be prevented.

o Handled Exceptions: Ensuring that all output parameters produced comply with
expected outputs, errors which exploit programming language vulnerabilities for
output handling can be prevented.

e Integrity

Integrity can be achieved by having accountability standards in place for all operating
code. As all usable code serves a specific purpose and has an author; a publicly verifiable
metric, such as digital signatures, associated with the operating code should be provided
so as to ascertain its ownership and ensure its authenticity to perform its intended
purpose. Properties include:

o Accountability: Ensuring that all operating code must have a valid and publicly
verifiable digital signature which can uniquely identify the owner/author of that
operating code and can also uniquely identify the integrity of the code.

e Verification

Being verified can be achieved through rigorous state management by the operating
system. Virtualization technology employs similar aspects which facilitate the
management of system state. By preventing unauthorized changes in system states,
undesirable states of operation arising from unexpected exceptions in operating code can
be prevented. Properties include:

o Managed States: Ensures that all operations executing one instruction at a time do
not forget the operating state of the calling instruction/process parent thereby
ensuring the correct completion of instructions from start to finish.
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Trustworthy

Being trustworthy can be achieved through the proper definition of a calculable trust
metric associated with any operating code. Initially assigned based on the credibility of
its owner and post that, based on historical performance based on correct execution
calculable via deterministic trust algorithms. Properties include:

o Trust Levels: Ensures that all operating code must have a defined trust level
which indicates its level of trustworthiness to the system and upon each
execution is recalculated and modified accordingly based on the outcome of that
execution.

3.2 Identifying Trust Categories and Trust Levels

To facilitate for evolving trust, the proposed model also defines a set of trust categories and
underlying trust levels associated with each category. The purpose of these categories is to allow
the trustworthiness associated with all operating code to either increase or decrease based on
historical performance; thereby implicating higher trustworthiness for correct successful
operations and lower trustworthiness for incorrect unsuccessful operations. The following trust
categories and underlying trust levels have been defined:

Functional Trust

This category outlines the basic trust requirements for all operations within a computing
system. All operating system code, user application code, and network services code must
have a trust level associated with this category. To allow for application scalability, the
standardized constructs which outline the fundamental operations for each application
can be application specific. Defines the following trust levels:

o Operational Trust - Is required for system level operations, such as System-
system communication and high priority OS operations.

o Verifiable Trust - Is the basic requirement for all operational code executed by
the system or user to be verifiable and accountable.

o Denied Trust - Is defined for operational components which are not verifiable and
accountable; such as malicious operations aimed at exploiting or compromising
the computing system, thereby completely preventing their execution on the
computing system.

Transactional Trust

This category is defined for operational components to constantly evolve their trust levels
by serving as an intermediary between two functional trust levels. Trust levels under this
category are deterministically calculable based on past historical operations over time.
Defines the following trust levels:

o Transitional Trust - Intermediate between verifiable and operational trust,
facilitates evolution of trust for operations with good historical performance.

o Untrustable Trust - Intermediate between verifiable and denied trust, facilitates
evolution of trust for operations with detrimental historical performance.
However, to support versatility and scalability, this trust level allows operational
components which do not meet all the verification and accountability standards,
but without significant operating history to deny execution, to execute within a
constrained operating environment.
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3.3 Defining the Trust Architecture

This section aims to integrate the defined concepts of the proposed security characteristics in
conjunction with the proposed trust levels so as to define the explicit trust model's trust
architecture. Traditionally computing systems allow for three types of execution modes: System,
User, and Guest. Whilst beneficial, these modes do not define any level of granularity between
each and often overlap based on the nature of operations. The proposed model advocates the
requirement for a trust level to be associated with the operating code rather than the execution
mode of the computing system.

EXPLICIT TRUST MODEL

Absolute Trust

N

cPERETEH |1 Brresessnsnsnsnnnnns : ~+ [rrustencine -4 USER

e N\

User Mode Hierarchy

Trust Characteristics

No Trust

Figure 1. Explicit Trust Model Architecture

Fig. 1 provides a conceptual definition of the proposed trust architecture. The architecture
mandates that each operation must be able to satisfy each of the security characteristics by
fulfilling their underlying properties. In a realistic scenario these characteristics could be satisfied
only to a certain degree and therefore would allow the deterministic calculation of a trust level on
a scale from no trust to absolute trust. For this purpose, the architecture defines a trust engine
component which acts as an intermediary and facilitates the calculation and determination of the
associated trust levels with each operation prior to execution. The last stage of the process is the
execution of operating code under one of the execution modes facilitated by the operating system.

FTL# Trust Engine Operational
il ' Histor
FTL# | Trust Standardized y
TTI —> .
L FTL# Algorithm Constructs
TTL# » Integrity
FTL * «— e L.
il Verification
FTL*
™ State
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T * Management m— CPU
Operating Code

FTL — Functional Trust Level TTL — Transactional Trust Level

Figure 2. Trust Engine Architecture

The proposed trust engine is the most integral part of the explicit trust model, and Fig. 2 outlines
a conceptual definition of the explicit trust model's trust engine architecture. The proposed
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workings of the trust engine will be defined; its practical implementation, at this stage, is out of
scope of this paper.

The trust engine serves as the common link which integrates the various security characteristics
with the defined trust levels applicable to operating code. This is facilitated by specifying two
calculable trust metrics for each block of operating code; the first being its functional trust level
and the second being its transactional trust level. Prior to executing any operating code the trust
engine facilitates the following process:

e Verifies its associated functional trust level.

e Verifies its associated integrity signature.

¢ Determines operating mode and passes instructions for execution.

¢ On completion of execution, it verifies the state management registry to ensure correct
execution.

¢ Depending on execution outcome, it updates the operation history registry.

e Executes the trust algorithm to deterministically calculate a new transactional trust level
based on the operational history.

e Lastly, updates the operating code with a new functional and/or transactional trust level
metric.

We now define the various components of the trust engine architecture which facilitate the inner
working process of the trust engine. The included components are:

e Operating Code - Defines the basic set of operating instructions which need to be
executed on a computing system.

e Trust Algorithm - Deterministic algorithm which takes into account the number of
historical executions, correct executions, incorrect executions, owner trust metric, and
other key inputs to determine a trust metric for any operating code.

e Standardized Constructs - Defined as an optional customizable add on to the model which
would facilitate user or application specific trust requirements.

e Integrity Verification - Verifies the integrity signature of the operating code against the
hash of the operating code and the owner's public key.

e Operational History - This registry stores aggregated historical operations for all
operating code resident within the computing system serving as input to the trust
algorithm's calculation.

e State Management - This registry monitors the execution of processes and forking of
parent processes to ensure desirable states of operation and complete execution of
instructions from start to finish.

e CPU - Facilitates for the processing and execution of operating code instructions; and
accepts required inputs and produces any applicable outputs.

3.4 Integrating The Explicit Trust Model

This section aims to further the readers understanding of a possible real world application of the
explicit trust model. Fig. 3 illustrates the step by step process of executing operating code based
on the associated trust level.
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Figure 3. Operational Trust Levels

As observed in Fig. 3, all operations within a computing system can be reduced to operating code
making the explicit trust model universally applicable to all operations, users, or even
components within a computing system. By associating a trust level with each object it facilitates
for a model whereby past operations dictate future access; thereby allowing for an evolving level
of trust.

System code is initially owned by its author/owner and once installed on the system changes
ownership to the system thereby preventing all future modifications of system level operating
code by any user. Updates to system level code would require verification of the original owner in
order to allow for modifications of system level code files. By assigning an operational trust level,
all operating code within this trust level definition would have access to all system and user level
resources.

System and user code which belongs to third parties are always defined with a verifiable trust
level provided they have correct integrity signatures. The transactional trust level allows this
operating code to evolve to an operational trust level wherein access to system resources might be
required in order to perform system level operations. The transactional trust level determines the
access to protected user resources and/or system resources.

System and user code which consistently encounter errors or detrimentally affect system state are
categorized with a denied trust level wherein all operating code with this trust level is not allowed
to be executed on the computing system. To facilitate for operating code without sufficient
operating history and/or without verification signatures the untrustable trust level allows for
execution of these instructions within a protected environment wherein system level access is
completely restricted.

4. EVALUATION

In this section we proposal a more formal evaluation of the proposed model for both security and
performance. For real world tangibility, we also provide a concise asset centric threat analysis of
the model with the emphasis on the computing system. Lastly we conclude the section with an
objective discussion of the proposed theory.
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4.1 Security vs. Performance Analysis

Let us assume that an operating code C is comprised of 7t lines of operating code, which is a total
of 7. k. [0] operations; such that

C=n=n.k[0] )]

represents the total number of operations for 1 lines of code where

n

k=) [0, /n

i=1
is the coefficient of the number of instructions per line of code.

Eq. (1) therefore represents the default number of instructions to be executed without any
additional security enforcing properties.

The explicit trust model calculates security of the model using a probabilistic approach due to the
inverse relationship between security and performance. We reduce both metrics to the number of
operations being performed in order to deterministically evaluate the additional overhead.
Keeping this mind we can represent the following:

1
Perf = n. k.[0] , Sec = 1_T[D] (2)

where security is calculated as the probability of finding a single error in any operating code
subtracted from the probability of code execution.

Each security enforcing characteristic within the explicit trust model can further be enforced with
the addition of additional lines of code to the basic set of operating instructions. We can transform
Eq. (1) for each property to represent the total number of additional instructional overhead as
follows:

=0 3)
where 1 is the additional number of lines of code added to 7 for property ?;

Accounting for each of the defined characteristics within the explicit trust model, we can
transform Eq. (2) as follows:

1 1 1 1
Perf={1-|——+—+—+— 1. k.[0] , Sec=1-
L L I L

Ll Lt L+l 4
n.k.[ﬂ] L 3 * 4)

where each of the properties of Invulnerability, Integrity, Verification, and Trustworthy have been
numerically represented.

Fig. 4 outlines the trade-off between performance and security for the proposed model. The graph
depicts the deterministic curve which defines the increase in security with a slight decrease in
performance. Since all operating code must be executed in order to be functional, the depicted
graph is directly based on the number of operations irrespective of the size of the executing code;
thereby facilitating for the evaluation of the additional overhead required in terms of ascertaining
additional levels of security for the minimal trade-off in performance.

Furthermore, the evaluation methodology provides for an objective overview of a deterministic
vs. probabilistic model; due to the nature of computing systems wherein performance degradation
is the direct result of increased operations. However, lapses in security should be based on a
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probabilistic model; as the mere existence of a vulnerability does not imply exploitation without
other key factors being supportive as well.

F ——— Security

4 — Performance

Level Achieved
~

No. Of Operations

Figure 4. Performance vs. Security Trade-off

Lastly, the proposed work allows for the determination of optimums so as to maintain the balance
between security and performance to ensure the usability of a computing system without
compromising user friendliness. Furthermore, the abstraction of security enforcing characteristics
away from the end user ensures that security does not remain as an optional add-on within a
computing system.

4.2 Asset Centric Threat Model

In this section we aim to provide the reader with some real world tangibility by proposing the
possible feasibility of the proposed model and its application towards preventing real world
threats affecting modern day computing systems.

4.2.1 Attack Process Flow

Computing systems are processing stations for data - performing operations, and producing
desired output or errors. Abstracted within this simplistic view is the attack path used to
compromise the system. All attacks must exploit specific inputs so as to compromise a system.
Figure 5 graphically outlines the perceived vs. actual process flow of an attack as it happens
within a computing system.

ATTACKS [

v \

..... »| computing |...5
—>| SysTEM  |[—>

INPUTS OUTPUTS

—> Attack Process
-3 Actual Attack Process Flow

Figure5. Attacker's Process Flow

4.2.2 Threat Identification and Mitigation

With regards to the defined attack process flow, we isolate and outline the various interacting
component for the proliferation of trust within a computing system pertinent to our threat model:
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e Inputs - Are classified as data needing to be processed by the execution of some code.
The issuer of the data or instruction, whether internal or external, is irrelevant to the
operation and is therefore not an input.

e OQutputs - Post execution of any instruction, the computing system is capable of
producing the following outputs: data, errors, or other processes.

e Attacks - The following threats, applicable to system security, have been identified:
service disruption, privilege escalation, data theft/manipulation, system corruption,
protocol exploitation.

ATTACKS
SERVICE PRIVILEGE DATA THEFT / SYSTEM PROTOCOL
DISTRUPTION || ESCALATION |[MANIPULATION|] CORRUPTION || EXPLOITATION

\l, OUTPUTS

INPUTS COMPUTING | DATA |
_—> >
DATA SYSTEM
ERRORS

PROCESSES

Figure 6. Computing System Threat Model

We identify five main attacks which target computing systems specifically, and represent them in
Fig 6 to represent how they relate to our attack process flow. For conciseness we represent the
threat mitigation process for these attacks in Fig 7 without taking into account the threat trees for
each attack.
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Figure 7. Explicit Trust Threat Mitigation Model

The proposed analysis segments the attack process into three stages: User, System, and Resource.
Whilst majority of the actual process might happen at the system level, most attacks target
exploiting the resource level by gaining access at the user level. The prevention of these attacks is
proposed via the means of the trust engine's trust level determination process which can
determine if each of the underlying security enforcing properties is satisfied. By defining a linear
progression of characteristics for each operation within the explicit trust model, the trust engine
facilitates for a semi-hierarchical approach towards the fulfilment of trust properties to ensure
overall system security. The following are broad definitions of these attacks and their mitigations
within the proposed model:
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Service Disruption

Are targeted towards disrupting basic operations; examples include denial-of-service and
distributed denial-of-service. The exploitation is targeted towards the communication
protocol used and the requirement to acknowledge and respond to all incoming requests.
These attacks can be prevented by the integrity and verification properties of the explicit
trust model. By validating dual authentication and ensuring state management for all
processes these attacks can be circumvented to ensure that all systems communicating
with the server can be identified and be held accountable for their actions.

Privilege Escalation

Are targeted towards gaining unauthorized access; an example is a buffer overflow
attack. The exploitation is targeted towards finding and exploiting coding flaws by
passing modified inputs to overwrite memory registers. These attacks can be prevented
by the invulnerability, integrity, verification, and trustworthy properties of the explicit
trust model. By ensuring that all programming code has proper error handling and
resource utilization code in place and by ensuring that all code has an identifiable owner
who can be trusted via means of a trust metric associated with the application code.
Furthermore, proper state management to ensure instructions finish in order can further
prevent these types of attacks.

Data Theft / Manipulation

Are targeted towards stealing user data or information; examples include viruses, trojans,
spyware/malware etc. The exploitation is targeted towards covert exploitation under the
pretence of some other legitimate operation. These attacks can be prevented by the
integrity and trustworthy properties of the explicit trust model. Any operating code
through covert channels would not be signed with any integrity signature; and
furthermore, any default trust metrics associated with these would only be at the
verifiable level, which would allow only protected execution thereby thwarting any
system level exploitation.

System Corruption

Are targeted towards rendering a system unusable; an example is bios corruption. The
exploitation is targeted towards overwriting the master boot record thereby rendering the
next start-up unable to load. These attacks can be prevented by the integrity and
trustworthy properties of the explicit trust model. Any system level changes would
require the original author's verification of the operating code. Code affecting the boot
load process would ideally be required to have vendor integrity and trustworthy metrics
assigned.

Protocol Exploitation

Are targeted towards exploiting vulnerabilities in communication protocols; examples
include ping of death, certificate forging, session hijacking, scripting etc. The exploitation
is targeted towards system modification, disruption, or compromise. These attacks can be
prevented by the verification property of the explicit trust model. By ensuring that all
processes have a managed state of execution, any variations can be trapped and
terminated so as to prevent undesirable states of operations.
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4.3 Discussion

One of the biggest challenges in theoretical computer science is the evaluation of a proposal so as
to ascertain the viability of the idea. Our approach to resolve this has been to provide a different
perspective to the reader from a conceptual viewpoint with links to practical applications.
Although some of the proposed concepts might seem like existing open challenges in the
computing industry the proposed work targets resolving them from a more fundamental point of
view which is the underlying source of the vulnerability rather than trying to propose a fix for any
specific vulnerabilities. By adopting this approach, our goal remains to propose a model which
can be independent of the underlying platform, operating system, application, or component.

For conciseness of this paper, many proposed concepts specifically in the threat model's asset
centric approach have been condensed; nonetheless, most of these are implementable via
modifying the operating code for most commodity programs and signature verification is
currently handled by most operating systems. By reducing our proposal to the most fundamental
unit of operating code we allow for the definition of security enforcing characteristics by
modifying the existing code. The mammoth task of fixing real world systems is perhaps out of
scope of the proposed work; but the argument remains is that if we could fix existing issues we
wouldn't still have them. The very fact that vulnerabilities still exist within computing systems
points to the fact that the underlying infrastructure might need changing and although perhaps
already in the works by big vendors for the not so distant future, this paper has aimed at providing
a more conceptually sound, yet practically realisable model to further the state of secure
computing.

5. CONCLUSION

If the existing paradigms for ensuring trust and security within computing systems were adequate,
we wouldn't have as many vulnerabilities and exploitations of systems happening all over the
world. Identity theft wouldn't be an issue, man-in-the-middle attacks wouldn't exist, and financial
crime would be non-existent. However, that would be an ideal world scenario, but for now there
exists a need for our computing infrastructure to evolve to the next level rather than patch existing
technology with band-aid solutions which sometimes introduce new vulnerabilities in the process.
In this paper we have proposed a novel approach towards promoting system security by ensuring
trusted operations through the proliferation of trust explicitly. We reduce higher order systems to
the basic fundamental units of operating code so as to be able to define a linear set of properties
which collective define trust as a combination of individual characteristics, rather than viewing it
as a singular attribute. Through this approach, we define a process for the deterministic
calculation of trust levels based on the degree of satisfaction of each of the properties underlying
each of the identified characteristics. By rendering trust as a deterministic metric calculable based
on past historical performance, we facilitate for a paradigm of evolving trust within a computing
system which can evolve to grow stronger or weaker over time depending on past executions.
Furthermore, we evaluate our proposal for the trade-off between security and performance by
alleviating the ambiguity between the deterministic vs. probabilistic approach by reducing both
aspects to the number of instructions executed we are able to provide a more viable benchmark
for comparison which is logically sound.

In our opinion, there remains a large void for secure operations within computing systems with
the growing diversity of devices and platforms. Through the incorporation of the proposed model
it remains feasible to define security at the core of all operations within a computing system
rather than as an add-on aspect dependent on the user. Our plans for continued work in this area
include defining a framework for secure computing which is capable of incorporating trust as a
fundamental component of its operation. We also have plans to publish our idea of a practical
way to realize the proposed model within a computing system. Also in the works include the
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development of a deterministic trust algorithm which is capable of providing a calculable metric
as a trust level using statistical and probabilistic models based on past operational history.
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ABSTRACT

Due to the enormous applications of wireless sensors, the research on wireless sensor networks
remains active throughout the past two decades. Because of miniaturization of sensor nodes and
their limited batteries, the energy efficiency and energy balancing are the demand in-need to
extend the life time of sensor networks. This study proposes an energy-aware directional routing
protocol for stationary wireless sensor network. The routing algorithm is non-table driven,
destination aware and packet forwarder nodes are selected on the basis of admissible heuristic
logical distance, and packet forwarding direction is also determined in very simplistic method.
The algorithm is designed for 1-hop, 2-hop and ‘2-hop & I1-hop combine’ communication
method. The energy balancing mechanism of this paper is based on two state thresholds and
simulation result shows its superiority over the existing directional routing protocols of wireless
sensor networks.
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Wireless Sensor Network, Routing Protocol, Energy Efficient, Load Balancing, Directional
Routing, Stationary Topology .

1. INTRODUCTION

Wireless sensor network (WSN) is an emerging communication technology for environmental
monitoring and target tracking. It has numerous applications and placements from public to
military usages and from underwater to space shuttle placements. A wireless sensor networks
consists a number of sensor nodes, those are wirelessly communicated to each other and
cooperatively pass data towards the base station to accomplish their dispensed responsibilities.
The sensor nodes of WSN is small in size, and it consists of tiny dimension of battery for power
supply, small memory chip to store data and routing table, and radio interface to send and receive
signals. As the sensor nodes have limited battery power, it is not feasible or possible to recharge
the batteries of sensors, such as the sensors of underwater sensor networks, battle field sensors,
natural disaster prevention and monitoring sensors and implantable bio-sensors. So, energy
efficient communication methods are indispensable for WSNs [2].

Routing and data disseminations are the focal causes of energy consumption of WSNs. For
effective routing protocols efficient data dissemination can reduce unbalanced energy
consumption of sensor nodes in a significant amount. The nodes of sensor networks can be
stationary with respect to environment or can be mobile with dynamic environmental perspective
[11]. As a sensor node has small memory capacity, so the large routing table driven routing
procedures are not suitable for WSNs. Thus, this paper proposed an energy balanced non-table
driven routing protocol for stationary WSNss.

David C. Wyld et al. (Eds) : CCSIT, SIPP, AISC, PDCTA, NLP - 2014
pp. 153-167, 2014. © CS & IT-CSCP 2014 DOI : 10.5121/csit.2014.4213
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Sensor nodes of a wireless sensor networks generally work as a unit of a system to complete
certain obligations. Shutdown of any sensor nodes from the network creates data deficiency, and
as a result the whole sensor network produces an erroneous result, incorrect and imperfect vision
of environment and network is became paralyzed. In some applications, like in biomedical sensor
networks, the consequence of paralyzed network cases death penalty. A routing method, which
ensures balanced consumption of energy among the sensor nodes of the WSNss is essential.

2. RELATED WORKS

Energy efficiency is not only an issue of wireless sensor networks, it also a challenging issues in
all forms of networks to meet the green communication requirements. Efficient routing protocol
ensures the efficient and energy-aware communication in wireless sensor networks. Routing
protocols of wireless sensor networks have been studied in reference [1] with introducing some
challenges and future directions. Partial differential equation based geographical routing is
proposed in reference [2]. The model is dependent on a central node, which collects the position
information, residual energy information and then determines the routing path based on the
proposed algorithm. The proposal is based on centralized control unit, which is not suitable for
the WSNs, where there is no central node. A cluster [3][4] based and threshold sensitive routing
protocol is presented in reference [5], where the authors consider power availability, nodes
position, and reachability factors to determine the routing path by using cluster head. Though this
proposal achieved energy efficiency but the proposal didn’t concentrate on networking life time.

A hybrid routing protocol for WSNss is presented in reference [6], which allows a comprehensive
information retrieval of environmental analysis and facilitate users to query of past, present and
future data. This is also an application specific and cluster based routing protocol, which is
focused on efficient path finding by maintaining energy-efficiency but not concerning about
network life time. Some other cluster based routing protocol also proposed in reference [7] and
[8]. Greedy perimeter stateless routing approach for wireless networks is proposed in reference
[9], where it considers the position of source and destination to send data packets, they also
presented better results than shortest-path and ad-hoc routing protocols in respect of routing
protocol overhead, packet delivery rate and path length. They didn’t consider energy efficiency
and energy balancing issues in their routing protocols. The security gaps, and possible attacks of
wireless sensor networks routing are studied in reference [10], the study presented the
countermeasures and challenges of designing routing protocol with ensuring security of the data
packets travelling through huge nodes of WSNs.

Power efficient topologies for sensor networks are presented in reference [11], where the authors

proposed directional source aware routing protocol (DSAP) and deploy it in different 2D and 3D
static network topologies to study power efficient network topology. Though the presented DSAP
minimizes the energy consumption of the nodes of considered networks, but DSAP could not
ensure energy balancing among the nodes of WSNs.

3. SYSTEM MODEL

The system model of the proposed energy efficient and load balanced routing protocol (EELBRP)
for wireless sensor network is discussed in this section. Wireless sensors are deployed in various
patterns based on application requirements. This paper considers that the deployment of sensor
nodes follows two-dimension (2D) topology as on DSAP. The neighbour nodes are defined on
the basis of 1-hop communication model and 2-hop communication model.
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3.1. 1-Hop Communication Model

In 1-hop communication model, shown in figure 1, a sensor node has maximum eight neighbours
within direct communication range. Between the node and the neighbours nodes can participate in
transmissions, receptions and forwarding of data. When a node transmits packet to a neighbour
node other eight neighbours can overhear the packet. In transmission, a node expenses energy for
running transmitter circuits (E7, i) and also expenses energy for sending packets to distance d1
that is one hop distance amplification energy (Ez, gmpiisier) cOst.  Thus, to transmit b bits of packet
to its 1-hop neighbour, transmitter node expenses total Er, .., energy by equation (1).

E1T.x r:osr(b] = EiT.x r:li'r'r:'r.uirJic b + EiT.x amplifier b * df (1)
As all the 1-hop neighbour nodes from the sender, overhear the b bits, n; shows the number of
neighbours except the receivers. The total overhearing energy cost of all neighbour nodes

(Ery o) 15 equivalent to the total energy consumption of n; receiver circuits ( Egy cireuir ) @S
formulated in equation (2).

Eﬂw—t":ﬁ:t(bj = ﬂ'i * R _circuit ® b (2)

Figure 1. 1-Hop communication model for EELBRP

3.2. 2-Hop Communication Model

The 2-hop communication model for the proposed EELBRP is shown at figure 2, where sensor
node has maximum twenty neighbours. When any node transmits packet other neighbours can
overhear the packet.

EzT.z-_r.nu:r.{hj = E?‘T.:-_L,E'r'buir. =h +F2 =h = dg (3)

Ta_wwiplifier

In case of transmission, a node not only expenses energy for running transmitter circuits
(Ers_cireuir) but also expenses energy for sending packets to distance d, that is amplification energy
(E7x_ampuisier) cOSt to transmit packet over d, distance. Thus, to transmit b bits of packet to any of
its 2-hop neighbours, the transmitter node expenses total E7, .. energy by equation (3).
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In 2-hop communication model, all the 1-hop neighbour nodes 7;, and the nodes situated far from
distance d;, also distance d, nodes n,. overhears the b bits of packet, so the total overhearing
energy cost of all neighbour nodes (E2g, s 1s equivalent to the total energy consumption of (n;
+ 1np) receiver circuits ( Egy cieuir ) a8 formulated in equation (4).

E2a; o (b} = (np +ny) =Eqy pun # b (4)

Figure 2. 2-Hop communication model for EELBRP

4. ROUTING PROTOCOL FOR ENERGY EFFICIENCY AND LOAD BALANCING

In this section, the detail discussion of the proposed EELBRP is presented.

2

Figure 3. Direction of destination node from source node in 1-hop communication model

The proposed EELBRP is a directional routing protocol, corresponding to the direction of
receiver node; it selects the forwarder nodes from a feasible set of forwarders.
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4.1. Routing Procedure for 1-Hop communication Model

Consider the case (a) of figure 3, where the sender node S, is 7 and destination node R, is 25. To
find out the direction of the receiver node, the Cartesian coordinates of sender node S,(i,j) and the
destination node R,(i,j) is compared according to algorithm 4.1.

In algorithm 4.1, two direction variables are D1 and D2, and L, R, D, U represent of left, right,
down and up respectively. Based upon the determined values D1 and D2, the feasible set of
forwarder are selected and called as the adjacent list for 1-hop communication Adi_PR1 and that
is Adj_PR1_a={ DIR1,R1,D1,UIR1,D1L1}={13,8,12, 3, 11} is for case (a), where ul=i-1,
dl=i+1,L1=j-1, and rl=j+1.

Similarly, the adjacent list of prioritized nodes for 1-hop communication of case (b), (c¢), (d) is
defined respectively as

Adj_PR1_b={UI1L1,L1,U1,UIR1,DI1L1}, Adj_PR1_c={U1R1,R1,U1,UIL1,DIR1},
Adj_PRI1_d={DI1L1,L1,D1,D1R1,UIR1}.

Algorithm 4.1: Direction(S(i,j), R(i,j))
If R(1)<S(i) then D1=L otherwise D1=R
If R(j)>S(j) then D2=D otherwise D2=U
If D1=R & D2=D then
Adj_PR1_a[S]={dIrl,rl,dl,ulrl,d1L1}
. Else If D1=L & D2=U then
Adj_PR1_b[S]={ulL1,L1, ul,ulrl,d1L1}
Else If D1=R & D2=U then
Adj_PR1_c[S]={ulrl,rl,ul,ull.l,d1rl}
Else
0. Adj_PR1_d[S]={d1L1,L1,d1,d1r1,ulrl}

S0 RN R WD =

Among the feasible set of forwarder of Adj_PRI1, the best suitable forwarder is selected based
upon the logical distance or air distance or admissible heuristic distance from probable forwarder
to the destination, which is determined in algorithm 4.2. As the assumed WSNs deployed using
2D and stationary topology, each and every node has a logical Cartesian coordinates to find out
logical distance Ld using equation number (5)

Ld[v] «/(R(i) — v(i))? + R() - v(j))* (5)

Where R(i,j) is the logical coordinate of receiver node and v(i,j) is the logical coordinate of
feasible forwarder.

Algorithm 4.2: Relax(R, v)
Ld[v] «/(R()) — v(i)0% + R() — v(1))?

After finding the logical distances from list of feasible forwarder nodes to receiver nodes, the
node with minimum distance is selected as the most suitable forwarder, maintain a minimum
priority queue of suitable forwarders. The routing method is presented in algorithm 4.3 is an alias
of Dijkstra’s algorithm, where T stands for topology or given WSNs , N[T] represents the nodes
of the topology 7, and variable Route gradually stores the routing path from sender to receiver.
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Algorithm 4.3: PE_Routing(T, S, R)

Initialize_Routing(T,S) //Function

Route<—¢

Min_PR_Q«NJ[T] //Priority based on logical distance Ld
Do

u<«—Extract_min (Min_PR_Q)

Route<—Route U { u }

Direction (u, R) //Function

For each node v € Adj_PR1[u] U Adj_PR2[u]
Relax(R,v,) //Function

10.  Energy_Status_Update(u, Min_PR_Q) //Function

11. While(u # R)

WO NN kWD =

Algorithm 4.3, consists a procedure for initialization of nodes residual energy variable
Res_energy as maximum energy of the batteries of sensor nodes at starting time. Logical
distances from sender to all other nodes are also initialized as infinite at the beginning of routing
procedure in algorithm 4.4.

Algorithm 4.4: Initialize_Routing(T, S, R)
1. For each node v € N[T]
2. Res_energy[v]<—MaxEnergy
3. Ld[v]¢—eo
4. Ld[S]<0

Algorithm 4.3, also consists an energy status updating function for dynamic updates of sensor
nodes residual energy after sending and receiving of data packets. For changing the energy status
of receiver (forwarder) nodes, all the 1-hop neighbor nodes (Adj1) are considered because of the
broadcasting nature of WSNs. Algorithm 4.5 is designed with the energy model formulated in
equation (1) and (2).

Algorithm 4.5: Energy_Status_Update(u)
1. Z¢<min(Min_PR_Q)
2. For each node ae Adjl[u]
3. Res_energy[a]<—Res_energy[a]-E,..* b
4. Res_energy[u]<«Res_energy[a]-E,,..* b * (dist] )2( u,7Z)

4.2. Routing Procedure for 2-Hop& 1-hop Combine Communication Model

The routing procedure for 2-hop & 1-hop combine communication model of proposed EELBRP
is little bit different from 1-hop communication model. In this combine communication model
sender node always tries to send packets to its one hop neighbours first for forwarding. The
direction of destination node will need to be determined here also in combine model. The
procedure of determining the direction of receiver node is defined in algorithm 4.6.

Consider the case (a) of figure 4, where sender node S, is 7 and receiver node R, is 25, we
follow almost same procedure to determine the direction as we discussed in section 4.1, but the
feasible set of forwarders are also included not only the 1-hop but also the 2-hop nodes, which
we call the adjacent list of prioritized nodes for 2-hop communication Adi_PR2 and that is

Adj_PR2_a={d2rl,r2d1,d2,r2}={18,14,17, 9}, where d2=i+2, r2=j+2, u2=i-2, and L2=j-2.
Similarly, the adjacent list of prioritized nodes for 2-hop communication of case (b), (c¢), (d) is
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defined respectively as Adj_PR2_b={u2L1,L2ul,u2,L.2}, Adj_PR2_c={u2rl,r2ul,u2,r2},
Adj_PR2_d={ d2L1,L2d1,d2,L2}.

Figure 4. Direction of destination node corresponding to source node in 2-hope & 1-hop combine
communication model

Algorithm 4.6: Direction(S(i,j), R(i,j))
1. If R(i)<S(i) then D1=L otherwise D1=R
2. IfR(j)>S(j) then D2=D otherwise D2=U
3. If D1=R & D2=D then
4, Adj_PR1_a[S]={dIrl,r1,d1,ulrl,d1L1}
5. Adj_PR2_a[S]={d2rl,r2d1,d2,r2}
6. Else If D1=L & D2=U then
7. Adj_PR1_b[S]={ulL1,L1,ul,ulrl,d1L1}

8. Adj_PR2_b[S]={u2L1,L.2ul,u2,L.2}

9. Else If D1=R & D2=U then

10. Adj_PRI1_c[S]={ulrl,rl,ul,ull1,dlrl}
11. Adj_PR2_c[S]={u2rl,r2ul,u2,r2}

12. Else

13. Adj_PR1_d[S]={d1L1,L1,d1,dIrl,ulrl}
14. Adj_PR2_d[S]={d2L1,L.2d1,d2,L.2}

Among the feasible set of forwarders of Adj_PR1 and Adj_PR2, the best suitable forwarder is
selected based upon the logical distance from probable forwarder to destination, which is
determined in algorithm 4.7, the logical distance of destination node from 1-hop feasible
forwarders will get higher priority as their distance is customized with negative sign.
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Algorithm 4.7: Relax(R, v)
IF ve Adj_PR2[u]
Ld[vle (4 (R() —v())* + (R() —v(7)?)
Else

Ldlvie - o (R() —2(D)? + (R() — v()’

.

Among the determined logical distances, the feasible forwarder node with minimum distance is
selected as the suitable forwarder towards the receiver. Algorithm 4.8 presents the suitable
forwarder selection procedure considering both of the feasible set of forwarders of Adj_PR1 and
Adj_PR?2 at line number 8.

Algorithm 4.8: PE_Routing(T, S, R)

Initialize_Routing(T,S) //Function

Route<@

Min_PR_Q<«NI[T] //Priority based on logical distance Ld
Do

u<—Extract_min (Min_PR_Q)

Route<—Route U { u }

Direction (u, R) //Function

For each node v € Adj_PRI1[u] U Adj_PR2[u]
Relax(R,v,) //Function

10.  Energy_Status_Update(u, Min_PR_Q) //Function

11. While(u #R)

VRN AE WD =

Algorithm 4.8 also calls the energy status updating procedure, which is presented in algorithm
4.9. For changing the energy status of receiver (forwarder) nodes, all the 1-hop neighbor nodes
(Adj1) and 2-hop neighbor nodes (Adj2) are considered because of the broadcasting nature of
WSNs. Algorithm 4.9 is designed with the energy model formulated in equation (3) and (4).

Algorithm 4.9: Energy_Status_Update(u)
Z+min(Min_PR_Q)
IFZ e Adj_PR1[u]
For each node ac Adj1[u]
Res_energy[a]<Res_energy[a]-E,,.* b

For each node be Adj12[u]
Res_energy[a]<Res_energy[a]-E,,..* b

1
2
3
4.
5. Else
6
7.
8. Res_energy[u]«Res_energy[a]-E,,.* b * dist’(u,Z)

4.3. Routing Procedure for 2-Hop& 1-Hop Combine Communication Model with
Energy-Awareness

To design an energy aware and energy balanced routing protocol the 2-hop & 1-hop combine
communication model of figure 4 is used. As the Relax function is the controlling function of
suitable forwarder node selection, the Relax function is designed accordingly in algorithm 4.10 to
select forwarders in energy-efficient manner. If residual energy of the prioritized neighboring
node of sender is greater than the threshold-1 (thl) then just follow 2-hop & 1-hop combine
routing procedure to select forwarders, but if residual energy of all of the prioritized neighboring
node of sender is less than the threshold-1 (th1) but greater than threshold-2 (th2) then determine
energy ratio of each of the node, and update logical distance variable based on energy ratio. So, in
such case the routing algorithm 4.8 tries to balance energies of the whole network between
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threshold-2. Finally, if the residual energy of the entire prioritized neighboring node of sender is
less than the threshold-2 then algorithm determines, which node consumes less energy i.e which
node has much residual energy and update logical distance accordingly. By this procedure, the
node with highest residual energy among feasible forwarder list Adj_PR1 and Adj_PR?2 placed in
the 1st position of the minimum priority queue as well as selected as the best suitable forwarder
for balancing energies among its neighbors.

Algorithm 4.10: Relax(R, v)

1. IF Res_energy[v]>thl
2 IF ve Adj_PR2[u]
3 Ld[v]¢« -( /TRCx) — v()}2 £ (R(v) — w12
4 Else
5. Ld[vl< R(x) —»(i))? + R(y) —v(j))?
6. Else IF th2<Res_energy[v]< thl
7 Ld[V] - Eest:d.m::izr!erg}' [-L‘:
mitinl Fnargy (1]
8. Else
9 Ld[v] «Initial_Energy[v]-Res_Energy[v]
5. SIMULATION RESULTS

To evaluate the performance of the proposed EELBRP algorithm, the MATLAB R2010a
simulation tools are used with C++ simulation program to analyze the energy efficiency and
balancing status. The simulation scenario is presented in Table 1.

Table 1. Simulation scenario for performance study of EELBRP algorithm

Simulation Parameters Symbols Values
Topology 2D 8 neighbors within 1 hop
20 neighbors within 2 hop
Number of nodes nxn 1ix11
Horizontal (or vertical) d; 0.5 meters
distance between two nodes
Packet size b 512 bits
Total number of packets P 10,000
Transmitter circuitry energy Er cireuir 50 nJ/bit
Transmitter amplification energy Ery amplifier 100 p]/bit/m2
Receiver circuitry energy ERy_circuir 50 nJ/bit
Threshold-1 thl 537
Threshold-2 th2 257

The performance of proposed EELBRP is studied using two essential performance metric of
wireless sensor networks i.e energy efficiency and network lifetime. Figure 5 and figure 6 shows
the performance of the EELBRP algorithm without using energy balancing procedure. Between
these two figures, the figure 5 shows the residual energies of each of the 11X11=121 nodes of the
wireless sensor networks after handling 10,000 packets of 512 bits and following 1 hop
communication method. The total energy consumption is 4228.360266 Joules and residual energy
is balancing between 27 to 95 Joules.
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Whereas, figure 6 shows the residual energies of each nodes of the wireless sensor networks after
handling same number of packets of 512 bits and following 2 hop communication method. The
total energy consumption is 5082.707723 Joules and residual energy is balancing between

Residual Energy Distribution in 1-Hop Method using 3D Surf
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Figure5. Residual Energy of each nodes using EELBRP (1-Hop case)

21 to 90 Joules. In comparison between 1-hop and 2-hop communication method, following the
EELBRP without energy balancing procedure, 1-hop communication method consumes less
energy than 2-hop communication method. In comparison of energy balancing performance, in
both 1-hop and 2-hop cases the energy difference remains around 70 Joules, which means some
of the network nodes dies very firstly then other nodes, and network become paralyzed with short
period of time i.e performance of EELBRP without energy balancing procedure is not impressive
in respect to network lifetime.

Total Residual Energy Distribution in 2-Hop Method using 3D Surf
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Nodes Y Index

Nodes X Index

Figure 6. Residual Energy of each nodes using EELBRP (2-Hop Case)
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Figure 7 shows the residual energy distribution the nodes of the wireless sensor networks
following the proposed EELBRP with energy balancing procedure, where 1-hop and 2-hop
combine communication model is used rationally to improve network lifetime. The total energy
consumption is 4660.138730 Joules and residual energy is balancing between 65 to 92 Joules. In
comparison to 1-hop communication method, it consumes little bit more energy but in
comparison to 2-hop communication method, it consumes less energy.

But in comparison of energy balancing performance, the residual energy difference among the
sensor nodes of the network is 27 Joules, which means the EELBRP with energy balancing
procedure enhances network lifetime significantly with sacrificing limited total network energy.

Residual Energy Distribution in proposed energy-balance 2-Hop & 1-Hop Mixed Method using 3D Surf
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Figure 7. Residual Energy of each nodes using EELBRP (2-Hop & 1-Hop combine with energy balancing
procedure, where threshold 1 = 53 Joules and threshold 2=25 Joules)

Residual Energy Distribution in proposed energy-balance 2-Hop & 1-Hop Mixed Method using 3D Surf
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Figure 8. Residual Energy of each nodes using EELBRP (2-Hop & 1-Hop combine with energy balancing
procedure, where threshold 1 =40 Joules and threshold 2=5 Joules)
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The performance of the EELBRP with energy balancing procedure is also evaluated using
different threshold values. Figure 7~9 shows the network energy performance graph of various
threshold conditions, where the threshold 1 with 53 joules and threshold 2 with 25 joules clearly
shows their suitability and justification of threshold selection in figure 7.

Power Used

Y-Location L 0

X-Location

Figure 9. Residual Energy of each nodes using EELBRP (2-Hop & 1-Hop combine with energy
balancing procedure, where threshold 1 = 60 Joules and threshold 2=35 Joules)

Table 2. Comparison of Total Energy Consumption among 2-hop, 1-hop & “2-hop + 1-hop combine with
energy balancing” method

Threshold 1 and Energy 2-hop 1-hop Proposed
threshold 2 Consumption | communication | communication EELBRP
Method method with energy
balancing
40Jand 5] Total 5082.70772 1 4228.36026 1 4357.4121]
Consumption Less
consumption
Residual 21~90 27~95 42~94
Energy Imbalance
distribution energy
53Jand 2517 Total 5082.70772 1 4228.36026 1 4660.1387]
Consumption Moderate
consumption
Residual 21~90 27~95 65~92
Energy Balanced
distribution energy
60Jand 357J Total 5082.70772 1 4228.36026J | 4983.0121]
Consumption Higher
consumption
Residual 21~90 27~95 69~94
Energy Balanced
distribution energy

The performance study of EELBRP algorithm is summarized in table 2, where the proposed
EELBRP with energy balancing strategy shows its energy balancing power with moderate energy



Computer Science & Information Technology (CS & IT) 165

consumption. The 2-hop and 1-hop communication method using EELBRP without energy
balancing procedure shows similar energy consumption disregarding threshold values because
EELBRP without energy balancing procedure has no option of selecting energy threshold values.

Residual Energy Distribution in proposed energy-balance 2-Hop & 1-Hop Mixed Method using 3D Surf
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Figure 10. Residual energy of each node using DSAP method

The performance of proposed EELBRP algorithm is also compared with the existing
benchmarked DSAP routing algorithm, because DSAP also directional and concerned about
stationary network topologies like EELBRP. Following 1-hop communication and using same
simulation scenario of EELBRP simulation study, the residual energy graph is presented in figure
10. The figure shows that DSAP balancing residual energy distribution between 20 to 89 Joules
and the total energy consumption is 4612.215061 Joules, whereas EELBRP balanced energy
between 27 to 95 and consumes 4228.360266 joules of energy shown in figure 5.

Y-Location X-Location

Figure 11. Residual energy graph of power-aware DSAP method

The main cause behind the lower performance of DSAP is the weakness in determination of
directional values (DV) i.e considering networks connection similar like wired networks rather
than using the broadcasting nature of wireless networks effectively. Conversely, EELBRP
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determine the logical distance from destination node to feasible forwarder nodes and select the
best forwarder to forward data packets towards the destination node.

The performance of power-aware DSAP is also presented in figure 11. The residual energy
distribution the nodes of the wireless sensor networks following power-aware DSAP is 50 to 83
and total energy consumption is 4978.735009 Joules. On the other hand, the proposed EELBRP
with energy balancing procedure keeps lower bound of residual energy to 65 and upper bound to
92, so energy is more balanced in EELBRP and it enhances the network lifetime as well while
maintaining less energy consumption 4660.138730 Joules than power-aware DSAP.

6. CONCLUSIONS

Development of energy aware and energy balanced routing protocol for stationary wireless sensor
networks is the major significant contribution of this study. Considering the ability of dynamic
energy changing capability of sensor nodes, the presented routing protocol is simulated in 1-hop,
2-hop and ‘“2-hop & 1-hop combine” communication method. The proposed EELBRP shows
improved performance by accepting and combining with energy balancing and energy efficiency
perspectives.  As the proposed routing protocol is directional, the use of directional antenna
surely reduces the energy consumption of the network in a significant rate.
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ABSTRACT

Selecting the right combination of colors in designing a product is often a difficult task. In this

paper, the authors propose a decision support system for modeling the color combination
design suited for personal preference using interactive Genetic Algorithm (iGA). iGA is
different from the traditional GA in that it leaves the evaluation of the objective function to the
personal preferences of the user. The iGA interactive system is capable of creating an unlimited
number of color combination options taking into consideration the preferences of the user. The
user chooses and indicates his/her preferences and directs the process of optimizing the color
combination. The final outcome of this user-system interaction is a color-combination design
which the user might have not even imagined before he/she began interacting with the system.
Users find the system efficient, user-friendly and responding in real-time without causing any
user fatigue.

KEYWORDS

Interactive Genetic Algorithm, kansei engineering, optimization, user-preference .

1. INTRODUCTION

A lot of design engineering is dedicated to the creation and mixing of colors. Engineering firms
devote a lot of their time and resources studying the effects that colors produce on the customers.
Kansei engineering, a branch of engineering developed in Japan, concerns itself with the design
and manufacture of commercial products taking into consideration the preferences and feelings of
the users and customers. Kansei (literally, “emotional / affective engineering”) aims at the
development or improvement of products and services by translating customer's psychological
feelings and needs into product's design domain [4]. Kansei has been used in the design of digital
cameras [1], color mapping [2], cars, computers, etc. [4]. Implementing the Kansei is quite a
subjective task. Therefore, a decision support system which can model the designs automatically
and present a plan of the various designs without heavily biasing the design is necessary.
Interactive Genetic Algorithms (iGAs) are optimization techniques used to estimate customers’
Kansei [17]. Interactive Genetic Algorithm (iGA) differs from the conventional Genetic
Algorithm (GA) in the evaluation of the fitness function. In the conventional GA, the objective
function is numerically defined and the algorithm cycles through the stipulated number of
generations, while in iGA the evaluation of the objective function is left to the subjective

David C. Wyld et al. (Eds) : CCSIT, SIPP, AISC, PDCTA, NLP - 2014
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judgment of the user. The termination criterion, too, is in the hands of the user. The aim of GA is
to numerically optimize the objective function. In contrast, the aim of iGA is to “optimize” a
given design so that it approximates the subjective feelings and judgment of the user. iGA has
been used to in designing the layout and lighting of rooms [3], fashions [5], web sites [8], hearing
aids [10], and music composition [13], all according to the users’ preferences.

This paper deals with the application of iGA in designing color combination of products taking
into consideration the user’s tastes and preferences. When it comes to the choice of colors or the
choice of combination of colors, the user does not normally have a clear idea of the colors. What
the user can do is use the color-palette that is available in Microsoft software products and
produce a color-combination product of his own choice. However, this would be left entirely to
the subjective judgment and creative ability of the user. The result would be a color-combination
object designed from a limited number of options — the options being created by the user
himself/herself. But in the iGA interactive system, it is the system that creates an unlimited
number of options taking into consideration the preferences of the user. The system suggests
options based on the preferences indicated by the user. The user then chooses and indicates his
preferences and directs the process of optimizing the color combination. The final outcome of this
user-system interaction is color-combination design which the user might have not even imagined
before he/she began interacting with the system.

This paper is organized as follows: Section 2 describes the interactive Genetic Algorithm. Section
4 presents the iGA system interface along with the internal representation of iGA. Section four
presents the various simulation scenarios and results. The paper ends with a short conclusion
indicating the direction of future research using iGA.

2. INTERACTIVE GENETIC ALGORITHM

The basic difference between GA and iGA can be explained as follows: In the conventional GA,
the algorithm automatically cycles through the generations every time producing better fit
individuals and stops when the pre-defined number of generations is reached. The user cannot
intervene in the evolutionary process from the start to finish. However, in the case of iGA, it is
the intervention of the user that drives the evolutionary process.

The application of the iGA is to assist the user in designing the color combination of his/her
liking that we propose in this paper consists of the following steps (Figure. 1):

Generation: A population consisting of N number of individuals is randomly generated. The
genes of the individual chromosomes are controlled in such a way that the phenotype colors
produced by them are in the range of the initially selected by the user.

Display: The different color combinations and the background produced by the above
chromosomes is displayed to the user as shown in Figure. 2 and Figure. 3.

Evaluate: This step is what distinguishes the iGA from the conventional GA. In conventional GA
the fitness function is quantified and clearly defined. GA evaluates the solutions based on their
fitness function. In iGA program, the evaluation of the fitness of the individual solutions is left to
the subjective judgment of the user.

Selection: In the iGA system, there is usually an interface through which the user interacts with
the system. The system depicts a feasible number of choices on the interface. From these, the user
selects items of his/ her preference usually by using the interface radio buttons and check boxes.
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Crossover: iGA works on the solutions selected by the user and making cross-overs or re-
combinations to produce new solutions (“offspring”) which are closer to the user’s preference
than the solutions of the previous generation.

Mutation: Some of the newly produced solutions in the above step are subjected to (minor)
random mutations. Mutations produce variation in the iGA population and prevent premature
convergence of the algorithm.

Termination criterion: This step, too, is very different from the conventional GA. There is no
objective pre-defined termination criterion. It rests on the subjective judgment of the user. The
user normally terminates the interactive program when he/she is satisfied by the design suggested
by the interactive system.
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User Yes
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Figure 1. The iGA process

3.IGA SYSTEM INTERFACE AND IGA

The interface of the color combination decision support system is shown in Figure. 2 and Figure.
3. It consists of four different objects and a background. The user sets in motion the interactive
process by choosing a color for each of the four objects and the background. Several radio buttons
are provided on the interface. The user accordingly selects whether the color of a given object
and/or the background is to be made lighter or darker or more vivid in the next iGA generation.

The color-combination choices indicated by the user on the interface represent a “solution” in the
iGA representation. The aim of the iGA system is to optimize this combination taking into
consideration the lighter/darker/vividness of the user selected colors. For this, the system
evaluates the fitness of the current solution. It then generates the next solution by incorporating
the user’s preferences and with a certain amount of randomness. The user further selects the color
combination suggested by the system. The user-iGA interaction cycles continue till the user is
satisfied by the color combination suggested by the system. If at any time the user is not satisfied
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with the suggestions made by the system, the use can roll-back by pressing the “Back” button. He
/she can then proceed from a particular color combination of his/her preference recorded in the
history of the interaction.

4. SIMULATION RESULTS

The following sub-sections describe two important results: user interaction with the system to
produce color combination of his/her liking and the user response about the user-friendliness,
efficiency and real-time response of the proposed iGA system.

4.1. User interaction with iGA system

One of the convenient uses of the iGA system is to produce tiny variations in the original color
combination design indicated by the user. As shown in Figure. 2 the system suggests slight
variations in colors, not too far away from the original colors. This procedure can be repeated
many times to obtain a desired color combination centered round a theme.
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Figure 3. Optimal color combination design produced by the user
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Fig. 4 shows the ideal use of the iGA system. The user chooses different colors for the four
distinct objects in the foreground. He/she also chooses the color of the background. In Fig. 4 the
user has selected light yellow and red color variations on the foreground objects and maroon color
for the background. The user then requests the system to produce lighter objects against a darker
background. The final result is obtained after about 5-6 iterations.

4.2. User feedback

The author also conducted a small-scale questionnaire with ten volunteers. The results are
tabulated in Table 1. On the whole the users find the system easy to use and user friendly. Most of
the users could determine a color combination they had in mind within 5-6 cycles of interaction
with the system. One of the well-known shortcomings of an interactive system driven by
Evolutionary Algorithms is the user fatigue. The user has to interact with the system repeatedly
until he/she arrives at an acceptable solution. Several studies have been conducted to measure the
user fatigue and ameliorate the situation [11]. In the proposed iGA color combination interactive
system all the users’ fatigue score was very low. Moreover, they were satisfied with the real-time
response of the system.
Table 1: User Questionnaire response

Excellent Good Fair Poor
Attainment of preferred color 7 3 0 0
combination
System accuracy and 8 2 0 0
efficiency
User-friendliness 6 3 1 0
Real-time response 8 2 0 0
User-fatigue control 7 2 1 0
5. CONCLUSIONS

In this paper, the author has proposed a decision support system of modeling color combination
designs suited for personal preferences by using the interactive Genetic Algorithm (iIGA). iGA is
an extended version of GA in which the evaluation of the objective function is left to the
subjective judgment of the user. The user interacts with the iGA system to design a color
combination of his/her preference. The system can produce remarkable color combinations
ranging from a slight variation to the original design suggested by the user to highly sophisticated
designs that have never been imagined by the user. Simulation experiments show a variety of
color combination designs produced by the user interacting with the system. The results of the
user questionnaire show that the system is user-friendly, efficient, responds in real-time and does
not cause any user-fatigue.
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ABSTRACT

In today’s process-centered business organization, it is imperative that enterprise information
system must be converted from task-centered to process-centered system. Traditional software
development methodology is function-oriented, in which each function manages its own data
and it results in redundancy because data that belongs to one object are stored by several
functions. Proposed in this paper is a process-driven software development methodology, in
which business process is a major concern and workflow functionalities are identified and
specified throughout the entire development life cycle. In the proposed methodology, the
development process, modeling tools and deliverables are clarified explicitly. Proposed
methodology can be a guideline to practitioners involved in enterprise software development, of
which workflow is an essential part.
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System Development Methodology

1. INTRODUCTION

Nowadays the unpredictability of market changes, the growing product complexity and
continuous pressure on costs force enterprises to develop the ability to respond and adapt to
change quickly and effectively. To cope with these challenges, most enterprises are struggling to
change their existing business processes into agile, product- and customer-oriented structures to
survive in the competitive and global business environment. In today’s dynamic business
environment, the ability to improve business performance is a quintessential requirement for all
enterprises [1].
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Therefore, many enterprises have recently been adopting enterprise information systems such as
ERP (Enterprise Resource Planning), WFM (Workflow Management) and PLM (Product Life
cycle Management) system to attain their performance goals.

As business environment is being changed, substantial change is being also occurred in the
development of enterprise information system. This is mainly due to the change of management
stricture as well as change of software development methodology. First of all, many enterprises
recognized that it is difficult to survive by Taylor’s ‘scientific management’ under the rapid
change of business environment. Therefore, to cope with these challenges, the concept of
business process management (BPM) has been recently proposed. BPM is the identification,
understanding, and management of business processes linked with people and systems a