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Preface 
 

Fourth International Conference on Advances in Computing and Information Technology (ACITY 

2014) was held in Delhi, INDIA, during May 24~25, 2014. Sixth International Conference on 

Wireless & Mobile Networks (WiMoN 2014), Fourth International Conference on Artificial 

Intelligence, Soft Computing & Applications (AIAA 2014), Fourth International Conference on 

Digital Image Processing and Pattern Recognition (DPPR 2014 ), Fifth International Conference on 

Internet Engineering & Web services (InWeS 2014), Third International Conference of Networks and 

Communications (NECO 2014), Fifth International Conference on Communications Security & 

Information Assurance ( CSIA 2014) were collocated with the ACITY-2014. The conferences 

attracted many local and international delegates, presenting a balanced mixture of intellect from the 

East and from the West.  

 

The goal of this conference series is to bring together researchers and practitioners from academia and 

industry to focus on understanding computer science and information technology and to establish new 

collaborations in these areas. Authors are invited to contribute to the conference by submitting articles 

that illustrate research results, projects, survey work and industrial experiences describing significant 

advances in all areas of computer science and information technology. 

 

The ACITY-2014, WiMoN-2014, AIAA-2014, DPPR-2014, InWeS-2014, NECO-2014, CSIA-2014 

Committees rigorously invited submissions for many months from researchers, scientists, engineers, 

students and practitioners related to the relevant themes and tracks of the workshop. This effort 

guaranteed submissions from an unparalleled number of internationally recognized top-level 

researchers. All the submissions underwent a strenuous peer review process which comprised expert 

reviewers. These reviewers were selected from a talented pool of Technical Committee members and 

external reviewers on the basis of their expertise. The papers were then reviewed based on their 

contributions, technical content, originality and clarity. The entire process, which includes the 

submission, review and acceptance processes, was done electronically. All these efforts undertaken by 

the Organizing and Technical Committees led to an exciting, rich and a high quality technical 

conference program, which featured high-impact presentations for all attendees to enjoy, appreciate 

and expand their expertise in the latest developments in computer network and communications 

research. 

In closing, ACITY-2014, WiMoN-2014, AIAA-2014, DPPR-2014, InWeS-2014, NECO-2014, CSIA-

2014 brought together researchers, scientists, engineers, students and practitioners to exchange and 

share their experiences, new ideas and research results in all aspects of the main workshop themes and 

tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is 

organized as a collection of papers from the ACITY-2014, WiMoN-2014, AIAA-2014, DPPR-2014, 

InWeS-2014, NECO-2014, CSIA-2014 

 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond the 

event and that the friendships and collaborations forged will linger and prosper for many years to 

come.  

      Dhinaharan Nagamalai 

     Sundarapandian Vaidyanathan 
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ABSTRACT 

In today’s digital world automated Machine Translation of one language to another has 

covered a long way to achieve different kinds of success stories. Whereas Babel Fish supports a 

good number of foreign languages and only Hindi from Indian languages, the Google 

Translator takes care of about 10 Indian languages. Though most of the Automated Machine 

Translation Systems are doing well but handling Indian languages needs a major care while 

handling the local proverbs/ idioms. Most of the Machine Translation system follows the direct 

translation approach while translating one Indian language to other. Our research at KMIT 

R&D Lab found that handling the local proverbs/idioms is not given enough attention by the 

earlier research work. This paper focuses on two of the majorly spoken Indian languages 

Marathi and Telugu, and translation between them. Handling proverbs and idioms of both the 

languages have been given a special care, and the research outcome shows a significant 

achievement in this direction.  

KEYWORDS 

Machine Translation, NLP, Parts Of Speech, Indian Languages.   

1. INTRODUCTION 
 

Machine Translation(MT) is a sub-field of computational linguistics that investigates the use of 

software to translate text or speech from one natural language to another natural language. 

Machine Translation performs a simple translation of words from one natural language to another 

language, but that cannot produce a good translation of text i.e. recognition of whole phrases and 

their equivalent meaning should be present in the target language. 

 

Machine Translation mentions the use of computers to convert some or the entire task of 

translation between human languages. Development of bilingual Machine Translation system for 

any two natural languages with electronic resources and tools is a challenging task. Many 
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practices are being done to develop MT systems for different languages using rule-based and 

statistical-based approaches. Machine Translation systems are specially designed for two 

particular languages, called a bilingual system, and for more than a single pair of languages, 

known as multilingual system. A bilingual system may be either unidirectional, from one Source 

Language (SL) to Target Language (TL), or may be bidirectional. Multilingual systems are 

bidirectional, but most bilingual systems are unidirectional. Machine Translation methodologies 

are commonly categorized as direct, transfer, and Interlingua. The methodologies differ in the 

analysis of the SL and extent to reach a language independent representation of meaning between 

the source and target languages. Barriers in good quality Machine Translation output can be 

attributed to ambiguity in natural languages. Ambiguities are classified into two types: structural 

ambiguity and lexical ambiguity. 

 

India is a linguistically rich area. It has 22 constitutional languages, which are written in 10 

different scripts. Hindi is the official language of the Union. Many of the states have their own 

regional language, which is either Hindi or one of the other constitutional languages. In addition, 

English is very widely used for media, commerce, science and technology, and education only 

about 5% of the world's population speaks English as a first language. In such a situation, there is 

a large market for translation between English and the various Indian languages. 

 

1.1 Telugu Language 
 

Telugu is one of the major languages of India. It is a Dravidian language frequently spoken in the 

Indian state of Andhra Pradesh. There were 79 million speakers in 2013. In India Telugu 

language occupies third position which is been spoken by large number of native speakers. 

 

1.2 Marathi Language 

 

Marathi is an Indo-Aryan language .It is mainly spoken in Maharashtra. Marathi is one of the 23 

official languages of India. There were 74.8 million speakers in 2013. In India Marathi language 

occupies fourth position which is been spoken by large number of native speakers. 

 

2. RELATED WORKS 
 

There has been a growing interest in Machine Translation. Machine Translation has been brought 

a great change in making the Indian language more flexible to learn and understand which has 

been brought into consideration by various translation techniques addressed for decades in the 

form of Language Translator. The well-known Parts Of Speech (POS) Tagging has been used to 

the two Indian Languages i.e. Telugu and Marathi where the dictionary has been created which 

consist of the text meaning as well as its POS, also proverbs/idioms which are difficult to retrieve 

the exact meaning in different Indian languages are been represented in a database which consist 

of the meaning of the proverbs/idioms. Retrieving the exact translated sentence is difficult but 

these are a small practice using direct translation. 

 

3. PROBLEM DEFINITION 
 

Indian Language Translation is one of the serious problems faced by Natural Language 

Processing where the proverbs/idioms is also one within them. To get the exact meaning of the 

word in different languages we should also know the grammatical arrangement of the sentences 
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in every language. So we are working with Pa

we are working for Marathi to Telugu Translation and vice

the proverbs/ idioms is difficult in Indian Languages because the meaning of the proverbs/idioms 

changes when the word to word translation takes place. The problem here is to resolve how to 

convert the source text to the target text without changing its meaning. So we have focused on 

two Indian Languages which have same grammatical arrangement of sentence.

 

4. MACHINE TRANSLATION
 

Generally, Machine Translation is classified into seven categories i.e. Rule

based, Hybrid-based, Example-based, Knowledge

based methods. The first three Machine Tran

that there are fruitful attempts using all these approaches for the development of English to Indian 

languages as well as Indian languages to Indian languages. Figure.1, shows the classification of 

MT in Natural language Processing (NLP).

 

 

Figure. 1 Classification of Machine Translation

4.1 Rule-based Approach 
 

The rule-based approach is the first strategy in Machine Translation that was developed. A Rule

Based Machine Translation (RBMT) system consists of collection of rules, called grammar rules, 

a bilingual or multilingual lexicon to process the rules. Rule Ba

requires a large human effort to code all of the linguistic resources, such as source side part

speech taggers and syntactic parsers, bilingual dictionaries. RBMT system is always extensible 

and maintainable. Rules play a major role in various stages of translation, such as syntactic 
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processing, semantic interpretation, and contextual processing of language. Generally, rules are 

written with linguistic knowledge gathered from linguists. Transfer-based Machine 

Translation/Direct Translation, Interlingua Machine Translation, and dictionary-based Machine 

Translation are the three different approaches that come under the RBMT category. In the case of 

English to Indian languages and Indian language to Indian language MT systems, there have been 

fruitful attempts with all four approaches.  

In this paper we have applied direct translation because both the Indian languages follow same 

sentence format i.e. SOV, so direct translation is applicable. 

4.1.1 Direct Translation 

In this method, the Source Language text is structurally analyzed up to the morphological level, 

and designed for a particular pair of source and target language. The performance of this system 

depends on the quality and quantity of the source-target language dictionaries, morphological 

analysis, text processing software, and word-by-word translation with minor grammatical 

adjustments on word order and morphology. 

5. WORK CONTRIBUTED FOR TELUGU TO MARATHI TRANSLATION 

AND VICE-VERSA 

To create a dictionary of Telugu and Marathi fonts in the database we have to go through the   

following process. 

1. Download the appropriate Telugu http://telugu.changathi.com/Fonts.aspx) and Marathi 

(http://marathi.changathi.com/Fonts.aspx) fonts in your system then copy .ttf file and paste the 

file in the FONTS folder which is available in the Control Panel\Appearance and 

Personalization\Fonts. 

2. There are two ways to type the text in the Indian languages 

i. This method is used by the people who know the keyboard formats of Telugu and      

Marathi fonts. After adding the fonts we need to go to Control Panel-�Clock, Language, 

and Region�region and languages�change keyboards or other input 

methods�general�installed services�add�Telugu (India) and Marathi (India)�ok. 

ii. The following method is a simple method to type any Indian language. 

To convert the words into appropriate Indian  language  we need to type the text in English which 

will  directly  convert  the  text  into  selected Indian language .To achieve this process we need to 

download Microsoft Indic Language Input Tool for Telugu 

(http://www.bhashaindia.com/ilit/Telugu.aspx install desktop version) and Microsoft  Indic 

Language Input Tool for Marathi(http://www.bhashaindia.com/ilit/Marathi.aspx  install desktop 

version).  

3.  Here we have developed software for conversion by using .NET as front end and SQL as back 

end. The databases which are created are the collection of Telugu and Marathi words with its 

parts of speech. The following are the databases which are created:- 

           a) Telugu words and its Parts of Speech (POS). 

         b) Marathi words and its Parts of Speech (POS). 

         c) Telugu and its equivalent Marathi words. 
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         d)  Marathi and its equivalent Telugu words.

         e) Proverbs/ Idioms in Telugu and Mar

         f) Proverbs/ Idioms in Marathi and Telugu.

 

This paper deals with two Indian languages (Telugu and Marathi) which follows the same 

grammar rule i.e. SOV (Subject Object Verb) for both the languages so direct word to word 

translation can be possible only by providing source language and target language dictionaries.

 

Here we have concentrated on the POS Tagging. Basically rule formations are mainly depending 

upon the ‘Morpho-syntactic’ information’s. With the use of these rules the Parts Of Sp

Tagger helps us to add the appropriate POS Tags to each and every word. 

translate the Marathi to Telugu and vice versa. The contribution of our work defines as follows.

6. PARTS OF SPEECH 

Tagging means labelling. Parts Of Speech 

category to the word depending upon the context in a sentence. It is also known as Morpho

syntactic Tagging. Tagging is essential in Machine Translation to understand the Target 

Language. In NLP, POS Tagging is the major task. When the machine understands the TEXT 

then it is ready to do any NLP applications. For that the machine should understand each and 

every word with its meaning and POS. This is the main aim of our research. Particularly in MT 

when the system understand the POS of source language Text then only it will translate into 

target language without any errors. So POS Tagging plays an important role in NLP.

7.  MACHINE TRANSLATION

MARATHI-MARATHI

We have considered the two neighbouring states which are familiar with each other and the 

grammatical rule of both the languages are same by which the directly translation of the language 

takes place i.e. Maharashtra using Marathi as its mother tongue and 

as its mother tongue, both having same arrangement of words in the sentences i.e. SOV where the 

rearrangement of words doesn’t takes place 

an example. 

In English language the sentence formation follows Subject Verb Object where are in Telugu and 

Marathi the sentence formation is in the form of Subject Object Verb. As we are translating.
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Telugu to Marathi both follows same format so direct translation has been done. Considering the 

above example where Ramu is the subject goes to is the verb and school is the object where as in 

Telugu and Marathi language Ramu/����/ राम ु is the subject Badiki/����	/शाडते is the object 

Velthadu/
��� ��/Jato जातो is the verb.  

8. PROCEDURE FOR TRANSLATION 

i. Select the language for translation then we need to enter the text in Telugu format with 

the help of Microsoft Indic Language Input Tool (Ref Figure.1). 

 

ii. After entering the text, the sentence has been separated into words based on the 

delimiters (space, commas etc).The separated words are stored in an Array List. 

 

iii. From the Array List each and every word will check with the database and gets its parts 

of speech for every word (Ref Figure. 2 and 3) 

 

Consider the following example in this we have taken Telugu text which we want to convert it 

into Marathi. Let us consider an example; it shows how the translation has been done. 

 
 

Here is the screenshots of the software which has been developed using Microsoft 

VisualStudio2010.To insert the Telugu and Marathi words in the database we need to keep the 

data type as nvarchar where n is used to support Multilanguage’s i.e. Telugu and Marathi text in 

the database. Figure.2 shows the Home page of the developed software. 
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Figure. 3 shows the Parts of Speech for Telugu Text

Figure.  4 Shows Parts of Speech for given 
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Figure. 2 Home Page 

 

Figure. 3 shows the Parts of Speech for Telugu Text 

 

Figure.  4 Shows Parts of Speech for given Marathi text 
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Converting Telugu Language into Marathi Language and Vice

shows how translation takes place with the help of database in the software which has been 

developed at our lab.  

Figure. 5 shows the translation of given Telugu to Marathi Text

Figure. 6 shows the translation of given Marathi to Telugu Text

Computer Science & Information Technology (CS & IT) 

Converting Telugu Language into Marathi Language and Vice-Versa refer to Figure. 5 &

shows how translation takes place with the help of database in the software which has been 

 

Figure. 5 shows the translation of given Telugu to Marathi Text 

 

Figure. 6 shows the translation of given Marathi to Telugu Text 

Versa refer to Figure. 5 & 6 which 

shows how translation takes place with the help of database in the software which has been 
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Figure. 7 shows the translation of Marathi proverb to Telugu proverb

Figure. 8 shows the translation of Marathi proverb to Telugu proverb

9. PARTIAL PROVERBS 
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Figure. 7 shows the translation of Marathi proverb to Telugu proverb 

 

Figure. 8 shows the translation of Marathi proverb to Telugu proverb 

 LIST OF TELUGU AND MARATHI 

 

Figure. 9 List of Telugu proverbs 

 

                           9 

 

 



10 Computer Science & Information Technology (CS & IT)

 

Figure. 10 List of Marathi 

10. PROVERBS HANDLING

SYSTEM 

 
In the case of proverbs, as the languages   have its own proverbs which will not match with 

another language proverb so we have inserted the proverbs meaning in Telugu/Marathi 

databases. 

 

Figure. 11 Telugu to Marathi Proverbs Translation

Figure. 12 Marathi to Telugu Proverbs Translation

11. RESULT 

We have observed that in Google translator if the word is not present then it is displaying the 

same word which is written in Telugu and also in the case of proverbs it is not converting the 

sentence in meaningful way and the conversion takes direct word to word translation. For 

example consider the below where we have given Telugu proverb as
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ANDLING ENGINE OF MACHINE TRANSLATION 

In the case of proverbs, as the languages   have its own proverbs which will not match with 

another language proverb so we have inserted the proverbs meaning in Telugu/Marathi 

 
 

Figure. 11 Telugu to Marathi Proverbs Translation 

 

Figure. 12 Marathi to Telugu Proverbs Translation 

We have observed that in Google translator if the word is not present then it is displaying the 

written in Telugu and also in the case of proverbs it is not converting the 

sentence in meaningful way and the conversion takes direct word to word translation. For 

example consider the below where we have given Telugu proverb as 

RANSLATION        

In the case of proverbs, as the languages   have its own proverbs which will not match with 

another language proverb so we have inserted the proverbs meaning in Telugu/Marathi proverb 

We have observed that in Google translator if the word is not present then it is displaying the 

written in Telugu and also in the case of proverbs it is not converting the 

sentence in meaningful way and the conversion takes direct word to word translation. For 
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In the above example it is not changing “Gadidaki” (means donkey) into Marathi and the 

meaning of the proverb is also changing when the translation has been done. 

 

In case of BabelFish there are 14 languages present for translation out of that one Indian 

Language is present i.e. Hindi. 

 

To overcome this problem we have added a separate dictionary for proverbs in which direct 

meaning of the proverbs has been inserted with its equivalent Telugu/Marathi text. 

12. CONCLUSION 

In this paper the translation of Indian Languages introduced and shown the parts of speech as 

well as the different Machine Translation approaches. Direct Translation was the technique to 

translate the Telugu and Marathi Language which have the same grammatical arrangement of 

sentence i.e. SOV. The Direct Approach can be possible only in some of the translation, but for 

more complex sentence the words are interchanged to get its proper meaning in the target 

language. This is especially true for real world problems where translation requires much 

complex algorithm to solve this problem when considered to the Indian Languages. Despite these 

already promising results, translation takes place using direct translation as well as  and giving 

POS for each and every word, and  proverbs/idioms are been solved by using dictionary which 

consist of meaning of the proverbs/idioms instead of word to word translation where there is no 

chance of wrong information. Also proverbs/idioms translation can most probably be improved. 

Further research might include a rule based approach, statistical approach for better translation. It 
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is of great interest where Google translator as well as Babel Fish also failed to translate the exact 

meaning. 
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ABSTRACT 

 
Data mining techniques are used to retrieve the knowledge from large databases that helps the 

organizations to establish the business effectively in the competitive world. Sometimes, it 

violates privacy issues of individual customers. This paper addresses the problem of privacy 

issues related to the individual customers and also propose a transformation technique based on 

a Walsh-Hadamard transformation (WHT) and Rotation. The WHT generates an orthogonal 

matrix, it transfers entire data into new domain but maintain the distance between the data 

records these records can be reconstructed by applying statistical based techniques i.e. inverse 

matrix, so this problem is resolved by applying  Rotation transformation. In this work, we 

increase the complexity to unauthorized persons for accessing original data of other 

organizations by applying Rotation transformation.  The experimental results show that, the 

proposed transformation gives same classification accuracy like original data set. In this paper 

we compare the results with existing techniques such as Data perturbation like Simple Additive 

Noise (SAN) and Multiplicative Noise (MN), Discrete Cosine Transformation (DCT), Wavelet 

and First and Second order sum and Inner product Preservation (FISIP) transformation 

techniques. Based on privacy measures the paper concludes that proposed transformation 

technique is better to maintain the privacy of individual customers. 

 

KEYWORDS 

 
Privacy preserving, Walsh-Hadamard transformation, Rotation and classification  

 

1. INTRODUCTION 
 

Explosive growth in data storing and data processing technologies has led to the creation of huge 

databases that contains fruitful information. Data mining techniques are retrieving hidden patterns 

from the large databases.  Sometimes, the organizations share their own data to third party or data 

miners to get useful information. So, the original data is exposed to many parties. It violates 

privacy issues of individual customers. Privacy infringement is an important issue in the Data 

Mining. People and organizations usually do not tend to provide their private data or locations to 

the public because of the privacy concern [1]. The researchers are intended to address this 

problem on the topic of Privacy Preserving Data Mining (PPDM). These methods have been 

developed for different purposes, such as data hiding, knowledge hiding, distributed PPDM and 

privacy aware knowledge sharing in different data mining tasks [2]. 
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The issue of privacy protection in classification has been raised by many researchers [3, 4]. The 

objective of privacy preserving data classification is to build accurate classifiers without 

disclosing private information while the data is being mined. The performance of privacy 

preserving techniques should be analysed and compared in terms of both the privacy protection of 

individual data and the predictive accuracy of the constructed classifiers.  

 

Recent research in the area of privacy preserving data mining has devoted much effort to 

determine a trade-off between privacy and the need for knowledge discovery, which is crucial in 

order to improve decision-making processes and other human activities. Mainly, three approaches 

are being adopted for privacy preserving data mining namely, heuristic based, cryptographic 

based and reconstruction based [5]. Heuristic based techniques are mainly adopted in centralized 

database scenario, whereas cryptographic based technique finds its application in distributed 

environment. There is a clear tradeoff between accuracy of knowledge and the privacy. That is 

higher the accuracy-lower the privacy and lower the accuracy-higher the privacy. Hence, privacy 

preserving data mining remains as an open research issue. Some data perturbation techniques 

which are maintaining data mining utilities may not satisfy statistical properties. However some 

perturbation techniques like SAN and MN may satisfy statistical properties which are lagging in 

privacy issues. 

In this paper we suggest a Hybrid transformation technique it maintains data mining utilities and 

statistical properties like mean and standard deviation of the original data without information 

loss. Also we preserve the Euclidean distance between the data records before and after the 

transformation. WHT is an attractive alternative to the Fourier Transforms because it is 

computationally more efficient, and thus performs fast on digital computer.  

This paper is organized as follows: section 2 discuss about the related work. Section 3 focus on 

Walsh-Hadamard Transformation, section 4 talk about usage of Rotation transformation, section 

5 explains the proposed algorithm, section 6 presents experimental results and finally section 7 

discuss conclusion and future scope. 

2. RELATED WORK 

PPDM techniques are mostly divided into two categories such as random perturbation and 

cryptographic techniques. A number of proposed privacy techniques exist based on perturbation. 

Agarwal and Srikanth [3], build classifier from the perturbed training data, later in 2001 a 

distortion-based approach for preserving the privacy was introduced by Agrawal and Aggarwal 

[6]. Reconstruction-based techniques for binary and categorical data are available in the 

literatures [7, 8]. M.Z Islam and L.Brankovic [9] proposed an algorithm known as DETECTIVE. 

In their work they addressed the perturbation is used for the categorical attributes based on 

clusters. 

Cryptographic techniques are applied in distributed environment. Secure Multiparty Computation 

(SMC) is the well known technique in this category. In SMC two or more parties compute secure 

sum on their inputs and transfer to the other party without disclosing the original data [10, 11 and 

12].   

Jie Wang and Jun Zhang [13] addressed a frame work based on matrix factorization in the context 

of PPDM [13], they have used Singular Value Decomposition (SVD) and Non negative Matrix 

Factorization (NMF) methods. The framework focuses the accuracy and privacy issues in 

classification. 

Recently, Euclidean distance preserving transformation techniques are used such as   Fourier 

related transforms (DCT), wavelet transforms and linear transforms which are discussed in [14, 

15 and 16]. 
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In this paper, we also present a Euclidean distance preserving transformation technique using 

Walsh-Hadamard (WHT) and Rotation Transformation. WHT generates an orthogonal matrix, it 

preserves the Euclidean distance after transformation and as well as preserves statistical 

properties of the original data then we apply Rotation Transformation, it also preserve distance 

between data points. Hybrid Transformation   technique preserves individual privacy of the 

customers. 

3. WALSH-HADAMARD TRANSFORMATION (WHT) 

Definition: The Hadmard transform �� is a 2� × 2� matrix, the Hadamard matrix (scaled by 

normalization factor), that transforms 2� real numbers  �� into 2� real numbers ��.  

 

The Walsh-Hadamard transform of a signal x of size N=2�, is the matrix vector product   �. ��. 

Where  �
 = ⊗��� �� = �� ⊗ �� ⊗ … ⊗ ����������������  

The matrix �� = �1 11 −1� and ⊗ denotes the tensor or kronecker product. The tensor product of 

two matrices is obtained by replacing each entry of first matrix by that element multiplied by the 

second matrix. For example  

 

 
 

The Walsh-Hadamard transformation generates an orthogonal matrix����, it preserves Euclidean 

distance between the data points.  

Definition: Matrices A for which, �� . � = � are called orthogonal matrices. They have the 

property that the transpose of A is also the inverse: �� = ��� and������ = �. 

Theorem 1: Suppose that  : "� → "� is a linear transformation with matrix A, then the linear 

transformation T preserves scalar products and therefore distance between points/vectors if and 

only if the associated matrix A is orthogonal. 

Proof: Suppose that the scalar product of two vectors $, & ∈ "� is preserved by the linear 

transformation. Recall that a scalar product is the same as the matrix product of one vector as a 

row matrix by the other vector is a column matrix: $. & = $� . & then 

 

                ��$�. ��&� = ��$����&� = $����& 

            = $������& 
 

Hence, if the scalar product is preserved then ��$�. ��&� = $������& = $. &  which shows that 

the product ��� must disappear from   $������&. This certainly happens if   ��� = ��, where  �� the identity matrix, for then  $������& = $���& = $�& , as required. It is also intuitively 

clear, at least, that this happen only if ��� = ��. Since distance is defined in terms of the scalar 

product, it follows that distance is also preserved.                                              ■        

Theorem 2: Suppose that  : "� → "� is a linear transformation with matrix A, then the linear 

transformation T preserves angles between the vectors (may or may not preserve distance) if the 

associated matrix B is a scalar multiple of an orthogonal matrix. i.e. B=kA, where ��� = �� and  ( ∈ ". 
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Proof: this theorem proof is similar to the above theorem.                                                   ■ 

4. ROTATION TRANSFORMATION 

In Cartesian co-ordinate system Translation, rotation and reflection are Isometric 

Transformations. Using Translation transformation failed to protect privacy of individual 

customers [17]. In this paper we are using Rotation transformation to hide underlying data values 

with combination of WHT. The purpose of Rotation Transformation is, increase complexity to 

unauthorized people while accessing the data for their personal use. 

Definition: let Transformation  : "� → "� be a transformation in the n-dimensional space. T is 

said to bean isometric transformation if it preserves distances satisfying the constraint 

 | �*� −  �+� = |* − +|  for   U, V ∈  "� 

T: ,�′-′. =  /�-0 = � 1234 3564−3564 1234� /�-0 

 

In this work we choose transform angle 4 based on Variance of attributes before and after 

Transformation. 

Var(X) = Var���, ��, �7, … . , �8� = �     8 × ∑ �� − ���8��  

Where � is arithmetic mean of��, ��, �7, … . , �8. 

 

We are following guidelines in [17] for choosing the transform angle  4, is calculated as follows :; = <56=&>?=� − � ′@, &>?��A − �A ′�@ Where �  and � ′  are original and transformed data 

respectively and  4 = :; ∗ :C . 
 

5. EXPERIMENTAL WORK 

Assume that, we represent a dataset as a matrix format. A row indicates an object and a column 

indicates an attribute. If the number of columns is less than2�, here n=0, 1, 2, 3… Then we are 

adding the columns to its nearest value of 2�. All the added columns are padding with zeros. 

Every element is discrete and numerical missing element is not allowed. 

Algorithm: 

Input: Dataset D, privacy_level Pl; 

 

Output: Modified DatasetD′; 
 

1. Pre-Process the data if no. of columns less than N (N=2�, n=0, 1, 2, 3….) 

2. Generate Walsh NxN Matrix, N= number of columns. 

3. Obtain the modified dataset by multiply original dataset with Walsh matrix.  

4. Divide modified dataset into N/2 pairs. 

5. For each pair apply rotation transformation. 

6. Based on privacy level we choose optimal transform degree value. 

7. Obtain the modified dataset by multiplying with Rotation matrix  

6. EXPERIMENTAL RESULTS 

We conducted experiments on two real life datasets Iris and Australian Credit dataset obtained 

from UCI Machine learning Repository [18]. The dataset properties are as follows. 
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Table 1. Dataset Description 

Dataset name No. of  Records No. of attributes No. of classes 

Iris 150 4 3 

Australia credit 690 14 2 

 

The Iris consists of flower dataset. It contains features of three types of flowers (classes) like Iris 

Setosa, Iris Versicolor and Iris Virginica. The four attributes are Sepal Length (SL), Petal Length 

(PL), Sepal Width (SW) and Petal Width (PW). 

The Australian credit is banking dataset. It consists of two types of classes, good and bad. It 

consists of 690 instances with 14 attributes. Out of these 14 attributes, 6 attributes are numerical 

and 8 attributes are categorical. In this work we consider only numerical attributes. Two extra 

columns are added to dataset and those columns are appended with zeros. 

We are using KNN (K-Nearest Neighbor) as a classifier in WEKA Tool [19]. KNN classifier is 

well known classifier. That works based on the distance between records. In the experiments 

parameter k is set with the values 3, 5, and 7, this transformation preserves distance between the 

records before and after transformation. Original data takes a matrix format, row is treated as an 

object and column is treated as an attribute. 

Table 2. Original Dataset 

 

 

 

 

Table 3. Modified Dataset 

SL PL SW PW 

-1.69866 8.109623 -2.54931 6.198623 

-1.13457 7.34827 -1.98522 5.437271 

-1.54761 7.465414 -2.29962 5.653045 

-1.36575 7.382185 -2.31502 5.372555 

 

Original and modified values are shown in Table 2 and 3 respectively. Distance between first and 

remaining records in original dataset are 0.5385, 0.5099 and 0.6480.  In modified dataset the 

distances are 1.0770, 1.0198 and 1.2961. WHT transformation is worked based on Theorem 2. 

Distance matrix of modified dataset is an integer multiple of original dataset distance matrix. Due 

to this reason the distance between data records is not modified, next we apply rotation with some 

angle of degree which is based on privacy level of customer then the modified dataset is obtained. 

In this work the privacy level is set to 0.6.  K-NN classification algorithm works well on modified 

dataset without information loss. 

Accuracy of K-NN classifier on IRIS dataset is compared between existing perturbations methods 

like SAN, MN etc., and also with our proposed method is Hybrid Transformation , which is 

comparatively  also better than the other distance preserving transformation methods given in 

Table 4. 

 

 

 

SL PL SW PW 

5.1 3.5 1.4 0.2 

4.9 3 1.4 0.2 

4.7 3.2 1.3 0.2 

4.6 3.1 1.5 0.2 
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Table 4. Accuracy of K-NN Classifier on IRIS 

 

 

 

 

 

 

Table 5. Accuracy of K-NN Classifier on Australian Credit 

 

Method 
Accuracy (%) 

K=3 K=5 K=7 

Original 73.33 72.60 72.31 

SAN 73.33 72.60 72.31 

MN 73.33 72.60 72.31 

DCT 66.23 66.52 68.98 

FISIP 66.56 67.39 69.42 

Hybrid 67.82 68.98 67.68 

 
Accuracy of KNN classifier on Australian Credit dataset is compared with existing methods 

shown in Table 5. 

6.1 Privacy Measures 

Privacy measures are adopted from [20]. 
 
6.1.1 Value difference 
 
After a dataset is modified, the values of its elements are changed. The Value Difference (VD) of 

the dataset is represented by the relative value difference in Frobenius form. VD is the ratio of the 

Frobenius norm of the difference of D and ED′E to the Frobenius form of D. +D = FD − ED′EFG ∕ ‖D‖G. 

6.1.2 Position Difference 

After a data modification, the relative order of the value of the attribute changes, too. We use RP 

represents the average change of order for all the attributes. After data modification, the order of 

each value changes. Assume dataset D has n data objects and m attributes.  J?KA Denotes the 

ascending order of the LMN value in 5MN Attribute, and  J?KOPQQQQQQ denotes the ascending order of the 

modified valueDA. Then RP is defined as 

"R = ST T UJ?KA − J?KAU�
A��

V
�� W ∕ �< ∗ 6� 

 

RK denoted as percentage of elements keep their order in modified data. 

"X = ST T "XA
�

A��
V

�� W ∕ �< ∗ 6� 

Where "XA represents whether or not an element keeps its position in the order of values. 

Method 
Accuracy (%) 

K=3 K=5 K=7 

Original 95.33 95.33 95.33 

SAN 95.33 95.33 95.33 

MN 95.33 95.33 95.33 

DCT 95.33 93.33 94.00 

FISIP 96.00 95.33 96.67 

Hybrid 96.67 95.33 95.33 
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"XA = Y1, 5Z 2?KA   = 2?KOPQQQQQQ0, 2\ℎ^?_53^  ̀

 

 The metric CP is used to define the change of order of average value of attribute.  

aR = bTE=2?K�+ − 2?K�+PQQQQQQQQQ@EV
�� c ∕ < 

 

Where 2?K�+  is the ascending order of the average value of attribute i, while 2?K�+PQQQQQQQQQ denotes its 

ascending order after modification. 

 

 CK is to measure the percentage of the attributes that keep their orders of average value after 

distortion. 

aX = bT aXV
�� c <d  

Where aX  is calculated as aX = e1, 5Z 2?K�+ = 2?K�+PQQQQQQQQQ0, 2\ℎ?_53^  ̀

 

The higher the value of RP and CP and the lower the value of RK and CK, the more privacy is 

preserved [18]. We calculate above data distortion measures on both modified datasets, results are 

shown in Table 6. Our transformation technique is compared with existing distance preserving 

transformation techniques such as FISIP and wavelet transformations. Privacy measures of IRIS 

dataset using Wavelet Transformations are taken from [15]. Based on these values, we say that 

our proposed transformation preserves distance as well as knowledge without loss. 

We adopted the data distortion metrics used in [19] to measure the degree of data perturbed. 

According to their definitions, we know that a larger RP and CP, and smaller RK and CK value 

indicates more the original data matrix is distorted. Which implies the data distortion method is 

better in preserving Privacy. Data distortion measures on Iris dataset are showed 

Table 6. Privacy Measures 

 
 
 
 

 

 

 

 

 

7. CONCLUSION AND FUTURE WORK 

Some data mining algorithms works based on statistical properties based on that we propose a 

Hybrid transformation for PPDM. It preserves distance between data records so, knowledge 

should be same. It modifies the data but maintains Accuracy of classifier as original data without 

information loss. Our proposed transformation is applicable only to  numerical attributes. It can 

be extended to categorical attributes. 

Data 

(Method) 
VD RP RK CP CK 

IRIS 

(Hybrid) 
-0.4390 47.028 0.50 0 1 

AUS 

(Hybrid) 
-0.5428 259.86 9.66e-4 0 1 

IRIS 

(FISIP) 
-0.032 42.0883 0.0033 0 1 

IRIS 

(Wavelet) 
0.91276 29.6266 0.015 1.0 0.25 
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ABSTRACT 

 

Influence Maximization is one of the major tasks in the field of viral marketing and community 

detection. Based on the observation that social networks in general are multi-parameter graphs 

and viral marketing or Influence Maximization is based on few parameters, we propose to 

convert the general social networks into “interest graphs”. We have proposed an improvised 

model for identifying influential nodes in multi-parameter social networks using these “interest 

graphs”. The experiments conducted on these interest graphs have shown better results than the 

method proposed in [8]. 

 

KEYWORDS 

 

Viral Marketing, Community Detection, Influence Maximization 

 

 

1. INTRODUCTION 

 

In today’s era of the internet, the enormous growth and penetration of social networks into 

people’s daily lives has brought a number of opportunities and challenges. It is not only a way to 

connect to the rest of the world but has also become an integral part of business, economy, 

politics and almost all such fields.   

 

Identifying community structure [10] has been a central area of research in identifying groups in 

the network based on multiple factors such as common interests, friendship, organizations etc 

among the ‘actors’. These communities are important as they can be viewed as a platform for 

sharing knowledge, data, emotions, sentiments etc. Another application of social network 

analysis has been viral marketing [] which is a very crucial area of research in business analytics. 

Viral marketing is an advertisement technique where one identifies a subset of ‘actors’ of the 

social network so as to obtain a “word of mouth” effect in promoting the product.  

 

A major task in tackling both these problems is identifying influencers in the network, as whether 

it is the survival of a community or spreading of an innovation/idea/product in a network, there’s 

always a need for certain ‘actors’ who have influence over the rest of the community. This can be 

seen in viral marketing as companies trying to identify a seed set of individuals to introduce their 

product so as to have as much spread of word as possible. In terms of community detection, a 
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certain set of individuals that share interests can be seen influencing each other. For example, an 

individual who shares interests in terms of his movie preferences with another individual would 

be compelled to watch a new movie if he/she sees positive feedback from the other. When this 

happens, the community detection algorithms increases the parameter used to represent the 

common interests among a certain set of individuals which results in detecting the community. 

So, although both community detection and viral marketing are different areas, the underlying 

problem in both the cases is the same. This is the problem of maximizing the spread of influence 

in a network. 

 

Formally, the problem of Influence maximization involves finding few initial users in an online 

social network to adopt an innovation and spread the information, so that the influence of 

innovation or product in the network is maximized. Influence maximization is a problem applied 

not only to tasks related to social networks but can be used for different other applications.’ 

 

Finding these 'few initial users' in these large networks is the major challenge of the problem and 

for which, huge amount of data is needed to be processed. Not only the processing of huge 

amount of data is required, timeliness of the processes are also important. For this, the time 

complexity of the process should be small. The most popular approaches in this area are greedy 

algorithm and/or optimizations to the greedy algorithms.  

 

 It was observed that the individuals are connected to many others based on different interests. So 

a product/idea/event, which is to be 'spread' in the network, belong to a particular community of 

the individual only.  So, instead of targeting the entire network to find 'influential seeds', one can 

find the community first, where the probability of spreading is high and subsequently finding the 

'seed'/'seeds'. In this paper, we propose an improvement of the three methods for choosing the 

seeds by using community detection methods. The approaches are discussed in the next sections. 

In our approach, we emulate relationship between community detection and viral marketing. 

 

The rest of the paper is organized as follows: section 2 discusses about the related works, section 

3 describes our method, section 4 provides experimental results and section 5 concludes and 

discusses the future aspect of the work. 

 

2. RELATED WORK 

 

The concept of spreading of an idea, or an innovation or influence for that matter was first studied 

in the field of economy, giving birth to viral marketing. Several models were proposed to 

simulate this process. There are two models in particular have gained widespread acceptance. 

These are the Linear Threshold Model and the Independent Cascade Model. The Linear 

Threshold model states that every node in a network has some threshold which is needed to be 

achieved after which it can become active. The Independent Cascade model on the other hand 

gives a probabilistic methodology to this. It proposes that any active node in a network would get 

a dingle chance to activate an inactive node, which it can do with certain probability. The 

problem of Influence Maximization was first studied by Domingos and Richardson [1][2]. 

Although there attempts at solving this problem were probabilistic. Since Domingos and 

Richardson studied the problem of Influence Maximization, the other researchers [5][6][7] have 

proposed greedy approaches rather than the probabilistic approach suggested by the formers. In 

[3], Kempe et.al, proposed a greedy approach to solve what they viewed as a discrete 
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optimization problem. After this several modifications and improvements have been proposed 

over this original approach. 

 

In 2010 Tieyun Qian et.al [8] proposed a different approach towards studying the same problem 

by identifying seed nodes in implicit social networks. The suggested approach uses the Reverse 

Nearest Neighbours logic presented by [4], and build on that by defining Social Network 

Potential of an individual in a network.  Inspired by this idea, we propose a new model to identify 

influential nodes and understand the spread of influence in a network where the connections 

between actors incorporate various factors such as the reasons for these connections and how 

strong these connections are.  

 

3. PROPOSED METHOD 

 

In this work we propose a model based on the method of [8]. As discussed in section 1 it was 

observed that the actors in the social networks are connected to each other for various 

interest/reasons. So a product/idea/event, which is to be 'spread' in the network, may be of interest 

to a particular set of individuals only. Here we propose a model for the Influence Maximization 

problem taking into account the specific area which may be of interest to one who wants to 

influence the network, out of the available areas.  

 

Generally, the social networks are represented as graphs where the nodes are actors and the edges 

represent the connections between these actors. This representation of the edge is a accumulation 

of multiple parameters on which the social network is based.  These parameters are of diverse 

nature like location, interests, likes etc. The application of any method traditionally involves 

considering all the above mentioned parameters instead of focusing on a particular interest. So in 

our model we converted the traditional social graph into “interest graph”, which represents a 

particular interest(s) of the network. By this the volume of the network and the parameters of the 

network are reduced subsequently bringing down the time complexity and the computational 

overhead of applying the method on the original graph. An overview of the proposed model is 

shown in Figure 1. 

 

 
Figure 1. Pictorial description of the proposed model 

 

The model shows a social network, for example a blogger network. Now actors in a blogger 

network may be connected to each other through links that represent multiple shared interests. 
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The graph extracted from such network has edges that account for a number of parameters which 

may or may not be of interest. Hence it is required that the graph be filtered to form an interest 

graph containing edges with weights specific to the interest. Once we have this graph we can 

move forward with the basic algorithm as proposed by [8] 

 

4. EXPERIMENT 

 

The data used in [11], forms the basis of our experiments. The data contains information about 

blogs and bloggers from a particular organization. The author of the blog use different tags for 

each blog entry they make. These blogs are represented as a graph where the blogs are the nodes 

and the edges are defined as the relationship between the blogs. This relationship is defined by 

the common tags giving weightage to particular tag which in this case represents the interests of 

the authors. 

 

 
 

Figure 2. An example edge in the multi-parameter network 

 

Any graph which represents this blog network can be defined by representing the blogs as nodes 

and the tags can be used to represent the weightage between the nodes. For converting this graph 

into “interest graph” we have given weightage to a particular tag in which one is interested.  For 

example, let there be two blogs b1 and b2 having the tags{t1,t2,t3} and {t1, t4} respectively as 

shown in fig 2, then the nodes represent b1 and b2, and the weightage of the edge between b1 and 

b2, will be calculated as: 

 

The graph so prepared is of 500 nodes and 87436 edges, by taking the first 500 nodes and their 

connections from the original dataset. The weights of this newly formed graph are then used as 

similarity measure for the nearest neighbourhood algorithm [4]. Then we use the methods 

explained in[8], to calculate the SNP values for the actors and find the desired set of seed nodes. 

 

5. RESULTS 

 

Table 1. Top 5 users for k=1 

 

User-Id R1NN SNP 

#211 
8 22 41 45 61 100 107 137 157 169 171 175 186 209 227 

247 249 280 295 296 297 298 312 316 337 359 380 391 

429 435 437 455 461 481 

34 

#12 5 8 9 23 34 40 41 108 114 129 162 169 171 209 216 217 

229 232 243 245 297 311 337 345 385 391 408 428 455 

481 

32 
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#119 
2 29 41 142 169 171 209 217 239 243 245 247 263 271 297 

300 337 355 368 370 383 391 401 409 417 421 425 454 

455 481 485 

 

31 

#65 2 26 33 39 43 79 82 115 122 136 203 205 240 243 250 264 

271 295 311 333 336 347 377 398 399 472 475 485 

28 

#327 4 16 23 27 32 47 56 92 94 103 129 130 154 163 181 182 

186 197 217 228 283 339 375 385 418 427 457 

27 

 

6. CONCLUSION 

 

In this work, we have proposed an improvised model for Influence Maximization in a general 

social network with edges having weights that are combination of multiple parameters. In such 

networks, connection between any two actors may be seen due to multiple shared interests. Thus, 

application of any algorithm on such a graph directly would not be completely realistic. Our work 

has addressed this problem by isolating these parameters by creating “interest graphs”.  

 

The results so obtained are not very different from those obtained on the original graph, but the 

isolation of parameters has shown improvements in terms of the computational and time 

complexity requirements of the algorithm. Although the original algorithm would work perfectly 

in case of single parameter connections, we have proved that using “interest graphs” improves the 

accuracy and efficiency of the algorithm in multi parameter connection graphs. 

 

As mentioned in the introduction, the fields of viral marketing and community detection are 

connected. Hence, as part of our future work we plan to use this hypothesis and work towards 

improving our model by incorporating community detection in this work. 
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ABSTRACT 

 
Community detection is one of the major tasks in social networks. The success of any community 

depends upon the features that were selected to form the community. So it is important to have 

the knowledge of the main features that may affect the community. In this work we have 

proposed a method to find prominent features based on which community can be formed. 

Ontology has been used for the said purpose. 

 

KEYWORDS 
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1. INTRODUCTION 

 
Community Detection is one of the major tasks in social network analysis. Communities in social 
networks have a wide range of applications like viral marketing, sharing of information, 
sentiments, emotions etc. Communities are group of people/actors/ items who share some 
common topic(s) of interest. Most of the times, while detecting any community in a social 
network, many parameters are taken into account. For example, if anyone wants to find a 
community of interest, let say movies, in a social network he/she is connected to, may apply some 
parameter like actors, name of movie, genre of movie etc. to find such community. In general, 
more is the number of parameters, better is the community formed. At the same time, increasing 
the number of parameters increases the time complexity and computational complexity both. So, 
while adding any parameter or features for community detection, one must ensure that the 
addition should enhance the results of community detection algorithms in use. The major problem 
is that many times, it is difficult to find out the prominent features that can be used in community 
detection. There are two reasons behind this. First one, being the size of data to which the 
community detection algorithm is applied is huge. Second one is related to the first one, that is, 
due to this huge data many times the features selection cannot be done properly or some features 
are hidden or so.  
 
One of the ways to reduce the size of data as stated in [14] is Ontology. In [14], the authors 
proposed Ontology as a means to represent the conceptual view of the data thereby reducing the 
size of the data. Ontology is explicit specification of conceptualization of a domain. In [14], the 
authors proposed a model to evaluate algorithms that can be applied to social networks using 
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Ontology. Inspired by this we extend the work of [14] to find out the prominent features effecting 
the formation of communities in social networks. 
 
Ontology was proposed for the semantic web for W3C.org. This inspired many researchers like 
[2],[4],[6],etc. for web search engine and web crawlers. In [1],[3],[8],[7],[12] and [11]the authors 
demonstrated the use of ontology in social networks in different ways. In 2013, Régine Lecocq 
et.al. [13] proposed a generalised prototype for analysing social networks through Ontology. 
The organisation of the rest of the paper is as follows: In section 2, the description of the 
proposed method/model is done. Section 3 describes the experiments we have performed and 
section 4 gives the results and conclusion which is followed by references in section 5. 
 

2. METHOD  

In the proposed method, the data from the social networks is extracted by web crawler/ apps/ any 
other tool and is stored in the database. Ontology was created capturing the features and 
properties of the extracted database. Since the ontology is used to represent different features of 
the dataset it can be used to represent the data itself for conducting any type of experiments. Any 
predefined or trivial communities based on the features of the dataset can be used as input for 
communities. Different community detection algorithms can be used to find communities from 
the dataset. As the community detection can be done using clustering algorithms, so in this work 
Markov Chain Clustering* algorithm is used to find communities. Further, communities and 
clusters are used interchangeably. Two nodes/actors in social networks are connected to each 
other by a specific relationship. This relationship is based on a set of properties or features of the 
nodes. These properties are represented in the form of ontology. Such a relationship is used to 
form communities. These communities are combined with previously stored ontology to form a 
modified ontology. 

This modified ontology is then used to find the degree of overlap for every feature that is included 
in the ontology. The degree of overlap in this context is defined as intersection between 
communities. In an ideal community there should be distinctness in the nodes. So, lesser is the 
overlapping of the nodes, greater is the distinctness between them. The higher the degree of 
overlap the lesser is the intra–cluster distance between two communities or clusters and vice-
versa. This observation resulted in concluding that if a certain feature had lesser degree of overlap 
than the other features over the specified communities then that feature had more influence in the 
formation of that specific cluster. The degree of overlap for every feature is calculated and 
compared. A feature which has minimum degree is observed to be influencing the formation of 
the community. For example, a person is a friend of some individual, this relationship of 
friendship can be used to form clusters. The properties/features which influence the friendship 
like location, movies, music and books, etc. are used in designing the ontology. A modified 
ontology is then created to find the degree of overlap for each property. These degrees of overlap 
are then compared to find which feature has minimum value thus influencing the formation of the 
clusters. The above method is described in the model shown in figure 1. 

3. EXPERIMENT 

3.1. Data preparation: 

The ontology was created from a dataset extracted from Facebook (www.facebook.com). This 
dataset consisted of properties of each individual like location (city, state and country), likes of 
music and movies. The communities were formed by using MCL algorithm. The parameter used 
for clustering in MCL algorithm is friendship between each individual. The ontology and the 
clusters were combined to form a modified ontology. The degree of overlap for each 
feature/property was calculated using this modified ontology. 
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Figure 1. Model  

3.2. Ontology Design 

The tool Protégé was used for creation of Ontology [16] [18]. Ontology was designed with the 
features/properties as classes. The object properties in the ontology were defined so that it 
reflected the relation between the users and their features. This ontology was stored so that it 
could be reused for any further experiments using different algorithms. Here we used the MCL 
algorithm for finding clusters. The ontology was then combined with these clusters. The 
following is the class hierarchy of the modified ontology and its object properties: 
 

Class hierarchy: 

• Thing  
o Users 
o City 
o State 
o Country 
o Movies 
o Music 
o Cluster 

Object properties: 

• hasHomeCity 
• hasHomeState 
• hasCountry 
• hasLikedMovie 
• hasLikedMusic 

• isHomeCityOf 
• isHomeStateof 
• isCountryOf 
• MovieLikedBy 
• MusicLikedBy
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The relations between users and its features were defined using the above object properties. For 
example, if the user U1 liked a movie M1 then the relation was defined as, U1 hasLikedMovie 
M1. The clusters obtained from the MCL algorithm were also mapped to their respective users in 
the same manner.  

3.3. Observations: 

Firstly, the degree of overlap was calculated. The degree of overlap for every feature with each 
cluster was calculated. It was defined as the ratio between the numbers of individuals of that 
feature belonging to cluster with the total number of individuals of that feature. For example, 
degree of overlap of feature ‘City’ for any cluster[i] is as follows: 
 

Degree of overlap (city, cluster[i]) = (number of cities which have users in cluster[i]) / (total 

number of cities)         …(1) 

 

Then a total degree of overlap was calculated for every feature. It was defined as the ratio 
between the number of individuals in all the clusters with the product of total number of 
individuals of that feature and total number of clusters.  
 

Total Degree of overlap (city) = (total number of cities in all the clusters) / (total number of 

cities) X (number of clusters)        …(2) 

 
The number of individuals in a certain cluster was found out using the DL Query in the tool 
Protégé. The tool Protégé used its inbuilt ‘reasoner’, in our case ‘Fact++’ to help DL Query. For 
example, the Table 1 below shows calculation of the values of degree of overlap for the feature 
home ‘City’ in the ontology using formula (1). 

 
Table 1 Degree of Overlap (City) 

  CITY 

  

NUMBER 

OF CITIES 
TOTAL 

DEGREE 

OF 

OVERLAP 

cluster 1 8 70 0.114286 
cluster 2 8 70 0.114286 
cluster 3 59 70 0.842857 
cluster 4 4 70 0.057143 
cluster 5 2 70 0.028571 
TOTAL 81 350 0.231429 

 
In the same manner, the rest of the values in Table 2 were calculated using formula (2). 

 
Table 2 Total Degree of Overlap 

Degree of 

overlap 
City State Country Movies Music 

cluster 1 0.114286 0.2 1 0.37415 0.617902 

cluster 2  0.114286 0.333333 1 0.609524 0.331088 

cluster 3 0.842857 0.933333 1 0.462585 0.342637 

cluster 4  0.057143 0.2 1 0.160544 0.117421 

cluster 5  0.028571 0.066667 1 0 0.00385 

TOTAL 0.231429 0.346667 1 0.321361 0.282579 
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We observed the following: 

1. For each cluster, some of the features had their degree of overlap greater than the other 
features. As shown in Table 2, the degree of overlap for ‘cluster 1’ for the feature ‘city’ 
i.e. 0.11 is lesser than that for music in the same cluster i.e. 0.61.

2. The total degree of overlap for some features was lesser than that for other features. For 
example, the total degree of overlap for ‘City’ is the lower than the other features, i.e.0.23 
as shown in Table 2. Whe
every user had the same country. This showed the maximum overlap condition that was 
possible is all the data in cluster are similar and overlapping.  

In the proposed method, the data from 
other tool and is stored in the database. Ontology was created capturing the features and 
properties of the extracted database. Since the ontology is used to represent different features of 
the dataset it can be used to represent the data itself for conducting any type of experiments.

 

4. RESULTS AND CONCLUSION

 
The graph (Figure 2) below reflects the observations from Table 2. For each cluster, the bar with 
lowest height represents the feature whi
shown in the graph, for cluster 1 the prominent feature is ‘City’ and in cluster 3 the prominent 
feature is ‘Music’. The total degree of overlap shows the feature which is prominent for formation 
of all the communities. 
 

Figure 2

Thus, the proposed method can be used to find which of the features are prominent in the 
formation of communities for different algorithms. Moreover, the ontology that was previously 
stored can be reused for different algorithms and also updated whenever n
results. Depending upon the prominent features we can use it for viral marketing, strategy 
planning, feature selection, etc. For future work, we plan to find sub
formed clusters. Then finding which feature
sub-communities. This may give us knowledge as to how communities and their sub
are related with each other and on through which features. 
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The total degree of overlap for some features was lesser than that for other features. For 
example, the total degree of overlap for ‘City’ is the lower than the other features, i.e.0.23 
as shown in Table 2. Whereas that of the feature ‘Country’ is ‘1’ in all the cases because 
every user had the same country. This showed the maximum overlap condition that was 
possible is all the data in cluster are similar and overlapping.   

In the proposed method, the data from the social networks is extracted by web crawler/ apps/ any 
other tool and is stored in the database. Ontology was created capturing the features and 
properties of the extracted database. Since the ontology is used to represent different features of 

aset it can be used to represent the data itself for conducting any type of experiments.
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below reflects the observations from Table 2. For each cluster, the bar with 
lowest height represents the feature which is more prominent than the others for that cluster. As 
shown in the graph, for cluster 1 the prominent feature is ‘City’ and in cluster 3 the prominent 
feature is ‘Music’. The total degree of overlap shows the feature which is prominent for formation 

 

Figure 2. Degree of overlap for different clusters 
 

Thus, the proposed method can be used to find which of the features are prominent in the 
formation of communities for different algorithms. Moreover, the ontology that was previously 
stored can be reused for different algorithms and also updated whenever needed for improving the 
results. Depending upon the prominent features we can use it for viral marketing, strategy 
planning, feature selection, etc. For future work, we plan to find sub-clusters among the already 
formed clusters. Then finding which features have affected the formation of these sub

communities. This may give us knowledge as to how communities and their sub-
are related with each other and on through which features.  
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ABSTRACT  

 

Software quality is an important issue in the development of successful software application. 

Many methods have been applied to improve the software quality. Refactoring is one of those 

methods. But, the effect of refactoring in general on all the software quality attributes is 

ambiguous. 

 

The goal of this paper is to find out the effect of various refactoring methods on quality 

attributes and to classify them based on their measurable effect on particular software quality 

attribute. The paper focuses on studying the Reusability, Complexity, Maintainability, 

Testability, Adaptability, Understandability, Fault Proneness, Stability and Completeness 

attribute of a software .This, in turn, will assist the developer in determining that whether to 

apply a certain refactoring method to improve a desirable quality attribute. 

 

KEYWORDS 

 

Metrics, Refactoring, Attributes & External software quality attributes. 

 

1. INTRODUCTION 

Refactoring is defined as the "process of improving the design of existing code by changing its 
internal structure without affecting its external behavior" [7, 8].The poorly designed code is 
harder to maintain, test and implement and hence the quality of software degrades. The basic goal 
of refactoring is the safe transformation of the program to improve the quality. The benefit of 
undertaking refactoring includes improvement of external software quality attributes. 
 
In software program the word “smell” means potential problem in the code. In the refactoring 
cycle as the smell is found, refactoring methods are applied and code is improved. The cycle 
continues till we find the maximum efficient code [8]. 

The external software quality attributes like reusability, complexity, maintainability, testability 
and performance are dependent of the software metrics. Software metrics are used to predict the 
value of the software quality attributes. A large number of software metrics have been proposed 
which are quantifiable indicators of external quality attributes[22].The value of internal software 
quality metrics like Coupling Factor (CF), Lack of Cohesion of Method (LCOM), Depth of 
Inheritance Tree (DIT), Weighted Method per Class (WMC), Lines of Code (LOC) and 
Cyclomatic Complexity (Vg) are desired to be lower in a system whereas Attribute Hiding Factor 
(AHF) and Method Hiding Factor (MHF) are desired to be higher [20]. 
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Refactoring changes the value of software metrics and hence the software quality attribute. Not 
all the refactoring methods improve the software quality, so there is need to find out the 
refactoring methods which improve the quality attributes [6].  

The aim of this paper is to find out the effect of refactoring methods on the software metrics. 
From the relation between the software metrics and external quality attributes direct relation 
between refactoring methods and software quality attributes is derived. 
 
The paper analyzes the effect of refactoring on the software quality attributes. The classification 
of refactoring methods is done for particular desired quality attributes and metrics set. 
 
The study also shows that refactoring does not ensure to improve the software quality always. It 
has to compensate with some attributes to improve the other. 

This paper is organized as follows. Section 2 describes the literature review. Section 3 and 4 
explains about the research data and refactoring methods respectively. Section 5 explains about 
the analysis and result of refactoring methods. Section 6 and 7 explains the threats to validity and 
Conclusion respectively. 

2. RELATED WORK 

The goal of this paper is to find the effect of refactoring on the external software quality 
attributes, using software metrics. In this section we review the study of various researchers on 
the effect of refactoring on software quality attributes. 

Cinneide, Boyle and Moghadam [1] studied the effect of automated refactoring on the testability 
of the software. The aim is to find the refactoring method which improves the cohesion metric 
and hence the testability of the software. Code-Imp platform is explored for the refactoring 
purpose and available metrics in the tool are applied. The survey is done with the volunteers 
where further testing is required to validate that automated refactoring improves the testability of 
the software. 

Sokal, Aniche and Gerosa [2] took data from Apache software and applied refactoring on it. The 
authors randomly selected the fifty refactoring methods. They classified them in two groups 
according to their effect on cyclomatic complexity and analyzed the change in code after 
refactoring. Their studies show that refactoring does not necessarily decrease the cyclomatic 
complexity but increases the maintainability and readability of the program. 

Alshayeb [6] assess the effect of refactoring on the external software quality attributes. The 
quality attributes taken were Adaptability, Maintainability, Understandability, Reusability and 
Testability. Code for refactoring is taken from the open source UMLTool,RabtPad and TerpPaint. 
The author applied different types of refactoring on the code and studied the effect of refactoring 
on the software metrics. From the relation between the software metrics and external quality 
attributes, the effect of refactoring is studied. The author found the inconsistent trend in the 
relationship of refactoring method and external quality attributes.  

Elish and Alshayeb [3] studied effect of refactoring on testability of software. They used five 
refactoring methods: Extract Method, Extract Class, Consolidated Conditional Expression, 
Encapsulate Field and Hide Method. Chidamber and Kemerer metrics suite [17] is used to find 
the software metric values. The authors concluded that all the refactoring methods they used 
increase the testability except the Extract Class method. 

Kataoka [5] used coupling metrics to find the effect of refactoring on the maintainability of the 
software. He proposed a quantitative evaluation method to measure the maintainability 
enhancement effect of program refactoring and helped us to choose the appropriate refactoring. 
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Stroggylos [28] analyzed the source code version control system logs of some of the popular open 
source software system. They found the effect of refactoring on the software metrics to evaluate 
the impact of refactoring on quality. The results found the increase in metric valued of LCOM, Ca 
and RFC which degrades the software quality. They concluded that refactoring does not always 
improve the software quality. 

Shrivastava [29] presented a case study to improve the quality of software by refactoring. They 
took open source and with the Eclipse refactoring tool produced three version of refactored code. 
The results found that the size and complexity of a software decreases with refactoring and hence 
maintainability increases. 

The study to find effect of refactoring on the software quality attributes has a wide scope. Fowler 
[7] has given 70 types of refactoring methods and each refactoring method can be linked to the 
various software quality attributes. So, our focus is to find the effect of fourteen randomly chosen 
refactoring methods on the various object oriented metrics and hence on the external software 
quality attributes. 

The following quality attributes will be used in the study: 

Maintainability: It is defined as the ease with which modification is made on set of attributes. 
The modification in the attributes may comprise from requirement to design. It may be about 
correction, prevention and adaptation [6]. 
Reusability:  It is defined as the reusable feature of the software in the other components or in 
other software system with little adaptation [6]. 

Testability: It is defined as the degree to which software supports testing process. High testability 
requires less effort for testing.  

Understandability: It is defined as the ease of understanding the meaning of software 
components to the user [6]. 

Fault proneness: Fault Proneness in the programs is more prone to the bugs and malfunctioning 
of the module. 

Completeness: Completeness of the program refers for all the necessary components, resources, 
programs and all the possible pathways for execution of program [9]. 
Stability: Stability is defined in terms of ability of the program to bear the risk of all the 
unexpected modification [23]. 

Complexity: In an interactive system it is defined as the difficulty of performing various task like 
coding, debugging, implementing and testing the software.  

Adaptability: Adaptability of the software is taken in terms of its ability to tolerate the changes 
in the system without any intervention from any external resource [26]. 

3. RESEARCH DATA 

The classes used for research data in this paper are from an open source code JHotDraw7.0.6 
[10]. Erich Gamma and Thomas Eggenschwiler are the authors of JHotDraw [10]. It has been 
developed as a quite powerful design exercise whose design is based on some well-known design 
patterns. We took 120 classes of JHotDraw7.0.6 and applied refactoring methods on it. 

The aim of making JHotDraw an open-source project is:  

• To refactor and hence enhance the existing code. 

• To identify new refactoring and design patterns.  

• To set it for an example of a well-designed and flexible framework. 
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4. REFACTORING METHODS 

The refactoring methods applied in this paper are taken from the catalog defined by Fowler [7].  
The following refactoring methods are applied [12, 18]:  

1.   Extract Delegate: This refactoring method allows extracting some of the methods and 
classes from a given class and added them to newly created class. The refactoring 
resolves the problem of the class which is big in size and performs much functionality. 
The name of newly created class is given by the user. 
 

2. Encapsulate field: This refactoring allows modifying the access of data from public to 
private and generating getter and setter method for that field in the inner class. 
 

3. The Replace Inheritance with Delegation: This refactoring allows removing a class from 
inheritance hierarchy, while maintaining the functionality of the parent class. In this 
refactoring a private inner class is made, that inherits the former super class. Selected 
methods of the parent class are invoked through the new inner class. 
 

4. Replace Constructor with Builder method: The Replace Constructor with 
Builder refactoring helps hide a constructor, replacing it with the references to a newly 
generated builder class or to an existing builder class. 
 

5. Extract Interface: Extract Interface is a refactoring operation that allows making a new 
interface with the members from the existing class, struct and interface. 
 

6. Extract Method: It is a refactoring operation that allows creating a new method from the 
existing members of the class.  
 

7. Push Member Down: The Push Members down refactoring allows in relocating the class 
members into subclass/sub interface for cleaning the class hierarchy.  
 

8. Move Method: This refactoring allows moving a method from one class to another. The 
need of moving a method comes when the method is used more in other class than the 
class in which it is defined.  

 
9. Extract Parameter: The Extract parameter refactoring allows selecting a set of parameters 

to a method or a wrapper class. The need of the refactoring comes when the number of 
parameter in a method is too large. The process of refactoring is done by delegate via 
overloading method also.      

 
10. Safe Delete: The Safe Delete refactoring allows you to safely remove the class, method, 

field, interface and parameter from the code with making the necessary corrections while 
deleting. 
 

11. Inline: The Inline Method refactoring allows putting the method’s body into the body of 
its caller method. 
 

12. Static: This refactoring is used to convert a non-static method into a static. This allows 
the method functionality available to other classes without making the new class instance. 
 

13. Wrap Method Return Value: The Wrap Return Value refactoring allows selecting a 
method and creating a wrapper class for its return values.  
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14. Replace Constructor with Factory Method: The Replace Constructor with Factory 
Method refactoring allows hiding the constructor and replacing it with a static method 
which returns a new instance of the class. 
 

The tool used for refactoring and studying the values of software metrics is Intellij Idea: IDE for 
java and a reliable refactoring tool. It knows about code and gives suggestion also as a tip. 
Refactoring methods referenced from Fowler [7] are available in this tool [12]. All the object 
oriented metrics can be computed using the tool. The tool gives the module, package, class, 
project and method level program metrics. It is available and easy to use. Table 1 shows the 
“wrap method return value” refactoring using the tool. 

Table 1.  Example of “Wrap Method Return value” Refactoring using the IntelliJ Idea tool. 

Before Refactoring After Refactoring 

public newadded getScrollPane() 

 { if (desktop.getParent() instanceof JViewport) 

 { JViewport viewPort = 

(JViewport)desktop.getParent(); 

 if (viewPort.getParent() instanceof 

JScrollPane) return new 

newadded((JScrollPane) 

viewPort.getParent()); 

} 

 return new newadded(null); 

    } 

 

public noble getScrollPane() 

{ if (desktop.getParent() instanceof 

JViewport) 

{JViewport viewPort = 

(JViewport)desktop.getParent(); 

if (viewPort.getParent() instanceof 

JScrollPane) return new noble(new 

newadded((JScrollPane) 

viewPort.getParent()));   

return new noble(new newadded(null)); 

} 

 

In inner class name “noble” is made and then refactoring is performed in the tool. 

5. ANALYSIS AND RESULTS 

The focus of this paper is to find the effect of refactoring methods on the software quality 
attributes and hence categorized the refactoring methods according to particular quality attributes 
and software metric domain. The values of object oriented software metrics is found before and 
after refactoring. The result is analyzed according to the value of the software metrics.  

To focus our study on the category of refactoring methods, we set up the following hypothesis. 
For each hypothesis, H0 represents null hypothesis and H1 represents the alternative hypothesis 
of H0. 

Hypothesis 1 
H0: Refactoring does not improve software adaptability. 
H1: Refactoring improves the software adaptability.  

Hypothesis 2 
H0: Refactoring does not improve software maintainability. 
H1: Refactoring improves the software maintainability.  

Hypothesis 3 
H0: Refactoring does not improve software Understandability. 
H1: Refactoring improves the software Understandability.  

Hypothesis 4 
H0: Refactoring does not improve software Reusability. 
H1: Refactoring improves the software Reusability. 
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Hypothesis 5 
H0: Refactoring does not improve software Testability. 
H1: Refactoring improves the software Testability.  

Hypothesis 6 
H0: Refactoring does not decrease software Complexity. 
H1: Refactoring decreases the software Complexity.  

Hypothesis 7 
H0: Refactoring does not make software less Fault Proneness. 
H1: Refactoring makes the software less Fault Proneness.  

Hypothesis 8 
H0: Refactoring does not improve software Stability. 
H1: Refactoring improves the software Stability.  

Hypothesis 9 
H0: Refactoring does not improve software Completeness. 
H1: Refactoring improves the software Completeness.  

For validating all the hypothesis of this paper the relation between the values of software metrics 
and Refactoring methods is given below in Table 1. Where ‘↓’ shows decrease in the value of 
metric,’↑’ means increase in the value of the metric and ‘-’ shows no change in the value of 
metric. 

Table 2.  Relation between Refactoring methods and software quality metrics.

Refactoring 

Method 

W

M

C 

Vg L

O

C 

N

O

M 

C

B

O 
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O

M 

DI

T 

M

P

C 

C
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vg 

A

H

F 

AI

F 

C

F 

M

H

F 

M

IF 

R

F

C 

Extract 
Delegate 

↑ ↓ ↓ ↑ ↑ ↓ ↓ ↑ ↑ ↓ ↓ ↓ ↑ ↓ ↑ 

Encapsulate 
Field 

↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↓ ↑ ↓ − ↓ ↑ ↑ 

Inheritance  
To  
Delegation 

↑ ↓ ↑ ↑ ↑ ↓ ↓ ↓ ↑ ↑ ↓ ↑ ↑ ↓ ↑ 

 
Extract 
Interface 

↓ ↓ ↑ ↑ ↑ ↑ ↑ ↑ ↑ − ↑ ↓ ↓ ↓ ↑ 

Extract 
Method 

↑ ↓ ↑ ↑ ↑ ↑ ↑ − ↓ − − − ↑ ↓ ↑ 

Push 
Method 
Down 

↓ ↓ ↑ ↑ ↓ ↑ ↑ ↑ ↓ ↑ ↓ ↓ ↑ ↓ ↑ 

Move  
Method 

↑ ↓ ↑ − ↑ ↑ ↑ ↑ ↑ − ↑ − ↑ − ↑ 

Extract 
Parameter 

↑ ↓ ↑ ↑ ↑ − ↑ − ↓ − − − ↑ ↓ ↑ 

Safe Delete ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↑ ↓ ↓ ↓ 
Inline ↑ ↑ ↑ ↑ ↑ ↑ − ↑ ↑ ↑ ↓ ↑ ↓ ↓ ↓ 
Static − ↑ ↑ ↑ − ↑ ↑ − ↑ − ↓ − − ↑ ↓ 
Wrap  
Method 

↓ ↓ ↑ ↑ ↓ ↓ ↓ ↓ ↓ ↑ − ↓ ↑ ↓ ↓ 
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Return 
Value 
Replace 
Constructor 
with factory 
method 

↑ ↓ ↑ ↑ ↓ ↑ ↑ − ↓ − ↓ ↓ ↑ ↑ ↓ 

Replace 
Constructor  
with Builder 

↓ ↓ ↑ ↑ ↓ ↓ ↓ ↓ ↓ ↑ ↓ ↓ ↑ ↓ ↓ 

After Analyzing Table 2, it is concluded that the following methods give desirable result for 
every metrics [20] and hence improves the quality attribute of software: 

1. Wrap Method Return Value 

2. Static method 

As indicated in hypothesis, we are attempting to find out the refactoring method which improves 
a particular category of software metrics. The metrics are divided according to the type of impact 
they make on the software. Table 3 summarizes the relation between metrics and their categories. 

Table 3. Relation between metrics and their Categories. 

Category Attributes Method Coupling 

/Cohesion 

Inheritance 

MOOD[27] AHF, AIF MHF, MIF ,PF  MIF, AIF 
C & K[17] LCOM LCOM,WMC, 

RFC 
CBO DIT 

Li and 
Henry[19] 

 MPC ,NOM MPC  

The various refactoring methods show random effect on the metric values. So, we classify the 
refactoring methods according to the desirable effects they make on the categories of Table 3: 
attributes, methods, coupling/cohesion and inheritance based metrics. From Table 2 and Table 3 
the analysis result is shown in Table 4. 

Table 4. Desirable refactoring for the particular category of metrics. 

Category Refactoring Method 

Attributes Inheritance to delegation, Wrap return value 
method and Constructor to Builder 

Methods  Wrap Method Return Value 
Coupling/Cohesion  Safe Delete ,Replace constructor with builder 

method , Replace constructor with factory 
method and Wrap Method Return Value 

Inheritance Extract Delegate, Inline, Safe Delete and 
Inheritance To Delegation 

We used the previously published research work to make the correlation between the software 
metrics and external quality attributes. We used work of Dandashi [9] to assess the adaptability, 
maintainability, understandability and reusability quality attributes. The following table 
summarizes the relationship between software metrics and external quality attributes which can 
be helpful to find out the direct effect of refactoring on the external software quality attributes.  
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In this relationship (+) shows positive correlation, the attributes improve as the metric value 
increases, (-) shows negative correlation, the attributes degrade as the metric value decreases and 
(0) shows neutral effect.  

Table 5. Relation between metrics and external quality attributes. 

External Quality DIT CBO RFC WMC NOM LOC LCOM 

Adaptability[9,6] - - - + 0 + 0 
Maintainability[22,16,9
,25,6] 

- - - + - + - 

Understandability[9,16,
6] 

- - - + 0 + - 

Reusability[22,9,16,6] + - - + 0 + - 
Testability[21,22,6] - - - - - - - 
Complexity[21] + +   + + + 
Fault Proneness[22,24] + + + +  + + 
Stability[23] - - - -   - 
Completeness[9] - - - + - + 0 

To validate the hypothesis, we took the relation between Table 2 and Table 5 and come to the 
following conclusion: 

Table 6. Particular refactoring method for certain quality attributes. 

Refactoring Method Quality Attribute 

Wrap Return value Testability 
Safe Delete Adaptability, Understandability, Less fault 

proneness and Stability 
Replace Constructor with Builder method Stability 

1. “Wrap Return value” refactoring improves testability of the program.  
2. “Safe Delete” makes program more adaptable, understandable, less fault proneness and 

stable. 
3. “Replace Constructor with Builder method” makes program more stable. 

From Table 2 and Table 5, we found that for other quality attributes inconsistent results are 
coming where some metrics values are needed to be ignored to improve the quality to certain 
limit.  

1. “Wrap return method” makes the program less fault proneness if increased LOC effect is 
ignored. 

2. “Wrap Return Method” makes system more adaptable when WMC is ignored.  

Summing up the analysis part, we concluded that from Table 6 there are few refactoring methods 
which improve certain quality attributes and hence Hypothesis 1, Hypothesis 3, Hypothesis 5, 
Hypothesis 7 and Hypothesis 8 are rejected. 

From the analysis part of Table 2 “wrap return method value” refactoring changes most of the 
metric values to desirable state and hence to certain limit improves every quality attribute. 
Therefore the Hypothesis 2, Hypothesis 4, Hypothesis 6 and Hypothesis 9 are rejected. 

6. THREATS TO VALIDITY 

There are some limitations to extend the result to general case. There are possible numbers of 
threats to validity as the few selective classes are taken from the project. The results may vary 
when implemented on the whole system and when the scenario is changed. We have applied the 
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refactoring on class level not on the system level. 

Another possible threat is the correlation between the internal metrics and the external software 
quality attributes; we have not put validation from our side and directly took the result of previous 
research.  

7. CONCLUSION 

Refactoring methods are applied to improve the software quality attribute but the effect of 
refactoring on particular quality attribute is still ambiguous. In this paper, we applied fourteen 
refactoring methods and noticed that they effect randomly on different software quality attributes. 
We classified the refactoring methods which improve a set of metrics which belongs to the 
attribute, method, coupling, cohesion and inheritance category of software. We focused on 
different external quality attributes, which are Reusability, Complexity, Maintainability, 
Testability, Adaptability, Understandability, Fault Proneness, Stability and Completeness and 
found the effect of refactoring methods on them. By looking at the results, we found that there are 
few refactoring methods which particularly improve a certain quality attributes of software, which 
can help the developer to choose them. Our work concludes that refactoring improves the quality 
of software but developers need to look for the particular refactoring method for desirable quality 
attribute. 

Future research can also test and verify the result on bigger projects and can come up with general 
relation between refactoring and quality attributes. 

ACKNOWLEDGMENT 

I would like to acknowledge the support and guidance of my teachers for the excellent guidance 
throughout the entire work. I am thankful to university resource center for providing the resources 
for the work. 

I would like to thank my parents and friends for all their support during my studies. 

REFERENCES 

[1] Cinnéide, Mel Ó., Dermot Boyle, and Iman Hemati Moghadam, (2011), "Automated refactoring for  
testability" ,   In Software Testing Verification and Validation Workshops (ICSTW), IEEE Fourth 
International Conference, pp. 437-443, IEEE. 

[2] Francisco Zigmund Sokal, Mauricio Finavaro Aniche and Marco Aurelio Gerosa, (2013), “Does The 
Act Of Refactoring Really Make Code Simpler?, A Preliminary Study”. 

[3] Elish, Karim O., and Mohammad Alshayeb. (2009), "Investigating the Effect of Refactoring on 
Software Testing Effort" In Software Engineering Conference, APSEC'09, Asia-Pacific, pp. 29-34, 
IEEE.    

[4] Bruntink, Magiel, and Arie van Deursen, (2006), "An empirical study into class testability", Journal 
of systems and software 79, no. 9, pp. 1219-1232.   

[5] Kataoka, Y., Imai, T., Andou, H. and Fukaya, T., (2002), "A quantitative evaluation of 
maintainability enhancement by refactoring", Software Maintenance, Proceedings International 
Conference, pp.576-585. 

[6] Mohammad Alshayeb, (2009), “Empirical Investigation Of Refactoring Effect On Software Quality”, 
Volume 51, Issue 9, Pages 1319-1326, Elsevier. 

[7] M.Fowler, K. Beck, J. Brant, W.Opdyke and D. Roberts, (1999), “Refactoring: Improving the Design 
of Existing Code”, Addison Wesley. 

[8] W.C Wake, (2003), “Refactoring Workbook”, Addison Wesley. 
[9] Dandashi Fatma, (2002) "A method for assessing the reusability of object-oriented code using a 

validated set of automated measurements", In Proceedings of the 2002 ACM symposium on applied 
computing, pp. 997-1003, ACM.    

[10] www.jhotdraw.org. 



46  Computer Science & Information Technology (CS & IT)  

 

[11] www.sourceforge.net. 
[12] www.jetbrains.com 
[13] Opdyke, William F., (1990) "Refactoring: An aid in designing application frameworks and evolving 

object-oriented systems", In Proc. 1990 Symposium on Object-Oriented Programming Emphasizing 
Practical Applications (SOOPPA). 

[14] IEEE, (1991), Std. 610.12 – IEEE Standard Glossary of Software Engineering Terminology, The 
Institute of Electrical and Electronics Engineers. 

[15] ISO/IEC, (1991), 9126 Standard, Information Technology – Software Product Evaluation – Quality 
Characteristics and Guidelines for their Use, Switzerland, International Organization for 
Standardization. 

[16] Kayarvizhy, N. and Kanmani, S., (2011) "Analysis of quality of object oriented systems using object 
oriented metrics," Electronics Computer Technology (ICECT), 3rd International Conference on, 
vol.5, no., pp.203-206. 

[17] Chidamber, S.R and Kemerer, C.F., (1994) “A metrics suite for object oriented design," Software 
Engineering, IEEE Transaction, vol.20, no.6, pp.476-493. 

[18] Www. Refactoring.com. 
[19] Li, W and Henry, S., (1993) "Maintenance metrics for the object oriented paradigm," Software 

Metrics Symposium, Proceedings, First International, pp.52-60. 
[20] Daniel Rodriguez and Rachel Harrison, (2001),“An Overview of Object-Oriented Design Metrics”.      
[21] Khalid, Sadaf, Saima Zehra and Fahim Arif, (2010) "Analysis of object oriented complexity and 

testability using object oriented design metrics", In Proceedings of the 2010 National Software 
Engineering Conference, ACM.  

[22] Srivastava, Sandeep, and Ram Kumar, (2013) "Indirect method to measure software quality using 
CK-OO suite." In Intelligent Systems and Signal Processing (ISSP), 2013 International Conference 
on, pp. 47-51, IEEE. 

[23] Elish, Mahmoud O. and David Rine, (2003) "Investigation of metrics for object-oriented design 
logical stability", In Software Maintenance and Reengineering Proceedings, Seventh European 
Conference on, pp. 193-200, IEEE.  

[24] Basili, Victor R., Lionel C. Briand and Walcélio L. Melo, (1996) "A validation of object-oriented 
design metrics as quality indicators", Software Engineering, IEEE Transactions on 22, no. 10, pp. 
751-761. 

[25] Jehad Al Dallal, (2013) "Object-oriented class maintainability prediction using internal quality 
attributes", Information and Software Technology 55, no. 11. 

[26] Subramanian, Nary, and Lawrence Chung, (2001) "Metrics for software adaptability", Proc. Software 
Quality Management (SQM 2001).  

[27] Abreu, Fernando B, (1995) "The MOOD Metrics Set," Proc. ECOOP'95 Workshop on Metrics.  
[28] Stroggylos, Konstantinos, and Diomidis Spinellis., (2007) "Refactoring--Does It Improve Software 

Quality?” proceedings of the 5th International Workshop on Software Quality, IEEE Computer 
Society. 

[29] Vasudeva Shrivastava, S.,and V. Shrivastava. (2008) "Impact of metrics based refactoring on the 
software quality: a case study". TENCON 2008 IEEE Region 10 Conference, IEEE. 

[30] Sharma, Tushar., (2012), "Quantifying Quality of Software Design to Measure the Impact of 
Refactoring”. Computer Software and Applications Conference Workshops, IEEE 36th Annual.  

 
 
 
  

 



 

Dhinaharan Nagamalai et al. (Eds) : ACITY, WiMoN, CSIA, AIAA, DPPR, NECO, InWeS - 2014 
pp. 47–56, 2014. © CS & IT-CSCP 2014                                                           DOI : 10.5121/csit.2014.4506 

 

MANAGING UNCERTAINTY OF TIME IN 

AGILE ENVIRONMENT   

 
Rashmi Popli1 and Priyanka Malhotra2 and Naresh Chauhan3 

 

1Assistant Professor,Department of Computer Engineering,  
YMCAUST, Faridabad 

rashmimukhija@gmail.com 
2M.Tech,Scholar,Department of Computer Engineering,  

YMCAUST, Faridabad 
jayant.malhotra1@gmail.com                                            

3Professor, Department of Computer Engineering, YMCAUST, Faridabad                                                      
nareshchauhan19@gmail.com 

 

ABSTRACT 
 
Agile software development represents a major departure from traditional methods of software 

engineering. It had huge impact on how software is developed worldwide. Agile software 

development solutions are targeted at enhancing work at project level. But it may encounter 

some uncertainties in its working. One of the key measures of the resilience of a project is its 

ability to reach completion, on time and on budget, regardless of the turbulent and uncertain 

environment it may operate within. Uncertainty of time is the problem which can lead to other 

uncertainties too. In uncertainty of time the main issue is that the how much delay will be 

caused by the uncertain environment and if the project manager comes to know about this delay 

before, then he can ask for that extra time from customer. So this paper tries to know about that 

extra time and calculate it. 

 

KEYWORDS 
 
Slack, Optimistic time, Pessimistic time, Probability of Delay  

 
1. INTRODUCTION 
 
Agile software development methodologies become increasingly popular as the word spreads 
about the benefits they provide under certain project conditions. A key characteristic of any agile 
approach is its explicit focus on time estimation and business value for the clients. The goal of 
time estimation is typically to develop potentially shippable product. The accurate estimations of 
time is critical for both developer and customer. Ignorance of estimation methods may cause 
serious effects like exceeding the budget, poor quality and not right product. The key factor which 
is causing the problem in estimation is time uncertainty, so there is a need of some mechanism for 
minimizing uncertainty of time.   
   
 In Section II the life cycle of agile is described.  Section III describes what uncertainty is. In 
Section IV related work in this field is discussed, section V proposes scenario calculation of slack 
time and uncertainty in time in agile. In Section VI shows evaluation and results of proposed 
algorithm, section VII concludes the paper. 
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2. AGILE LIFE CYCLE 

Meaning of Agile is “moving quickly”. When applied to software development, it means that 
delivering the software that meets the customer requirements in shortest possible time. The 
success and failure of a software project is determined by accurate estimation. This is the process 
to calculate the time that will be taken to finish the project, cost of the project and the effort 
required to complete the project.  

 

Estimation is very important task as improper estimation may lead to failure of the software 
project. It may also increase the budget of the customer and sometimes the nature of the project is 
also affected. The estimation in the Agile environment is a difficult task due to the changing 
requirements. The figure 1 shows the Agile software development life cycle. Agile software 
lifecycle is an iterative process where software is ready at each iteration but can always be 
improved in next iteration. Or in agile terms a part of the project is ready at each iteration and that 
part itself can be improved at each iteration or can be free from bugs at each iteration. 
  

3. UNCERTAINTY 
 
Meaning of Agile is “moving. In releasing a particular plan or user story, it is needed to fix a set 
of release dates and then determine how much functionality can be achieved by those dates. Also 
this can be done by deciding the functionality first and then deriving the release date. In either 
case the functionality value is accessed against the cost and time to develop the system, In 
previous used methods cost and time both get neglected in assessing the functionality which lead 
to uncertainty in both time and cost. Also the size of the user story is not certain. These all factors 
leads to poor estimation in agile project and hence time uncertainty. In this paper there is an 
attempt to find solution to problem of these uncertainties and calculating the percentage of 
uncertainty. 
 
4. RELATED WORK 
 
McDaid, D. Greer, F. Keenan, P.Prior, P. Taylor, G. Coleman[8] proposed a set of key practices 
which includes  the practice, termed “Slack”, of only signing up to for what the team is confident 
of achieving. Within this approach it is always possible to add more stories, time permitting, thus 
delivering more than was actually promised. This practice acknowledges that there is a significant 
amount of uncertainty in the estimated time to complete releases. 
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 Rashmi Popli, Anita and Dr. Naresh Chauhan[5] proposed a common life cycle approach that is 
applicable for different kinds of teams. This approach describes a mapping function for mapping 
of traditional methods to agile method.  
 
Siobhan Keaveney and Kieran Conboy[1], gave the study of   the applicability of current 
estimation techniques to more agile development approaches by focusing on four case studies of 
agile method use across different organizations. The study revealed that estimation inaccuracy 
was a less frequent occurrence for these companies. The main estimation techniques used were 
expert knowledge and analogy to past projects also the Component of the process; fixed price 
budgets can prove beneficial for both developers and customers, and experience and past project 
data should be documented and used to aid the estimation of subsequent projects. 
 
S.Bhalerao and Maya Ingle[4] presented the study of both traditional and agile estimation 
methods with equivalence of terms and differences. This study investigated some vital factors 
affecting the estimation of an agile project with scaling factor of low, medium and high. Also, an 
algorithm Constructive Agile Estimation Algorithm (CAEA) is proposed for incorporating vital 
factors. 
 
Daniel D. Galorath[3] proposed a 10-step estimation process that begins by addressing the need 
for project metrics and the fundamental software estimation concepts. It shows how to build a 
viable project estimate, which includes the work involved in the actual generation of an estimate, 
including sizing the software, generating the actual software project estimate, and performing 
risk/uncertainty analysis.  
 

5. PROPOSED WORK 

Client gives customer the requirements in form of user stories, and a backlog is created with those 
requirements. The time required for completion of project depends upon size of the user story. It 
needs to be certain about time taken by the project to be completed. The uncertainties in the 
timing is a big problem so project takes some marginal time called as slack that will compensate 
for extra time taken in the  project work other then the optimal development time. However there 
is no formula for calculating this Slack. The proposed algorithm and formula suggests that how to 
calculate the slack time. For calculations, the time taken as hours rather than days because that 
will lead to actual result.  

Effective time per day for Sprint Related work = Average work day time - Time allocated for 

other activities. 

 For example Average work day time = 10 hours 
Time Allocated for other activities = 5 hours 
Emails and Phone: 1 Hrs 
Lunch: 1 Hrs 
Meetings: 2 Hrs 
Bug fixes: 1 hrs 
Available time for Sprint Related work = 5 hours  
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5.1 Proposed Diagram 

 

Figure 2: Showing what actually happening in this scenario of calculating slack 

In the project there is a team of about 7 persons, one is project manager, four developers and two 
testers who are doing pair programming. For four developers total development time will be the 
ideal available time for development related work * 4.  

The optimistic value of time period for one iteration is given to the developers so that they have 
to complete task in that period, and the pessimistic value is given to the customer or client. The 
calculation for pessimistic timing will be done by using probability of delay. 
  
5.2 Proposed Formulae 
 
The difference between these two timings will be helpful for exactly calculating the slack time. 
 

1. Duration for developer = =  [optimistic time]  / work per time 

2. Duration for customer =  =  [pessimistic time] / work per time 

3. pessimistic time for each task =(percent probability of delay *optimistic time 

)/100+optimistic time 

4. Slack time for a task = duration for developer - duration for customer      

5. Time Uncertainty= (slack/duration for developer)*100            

6. Total slack time= (Total pessimistic time-Total optimistic time)/(Total working hours per 

day*Number of developers) 

5.3 Proposed Algorithm 
 
The proposed algorithm explains the various steps involved in removing the uncertainty in time in 
agile environment. 
 

1. Identify the tasks of each user story based on the requirements, suppose for each user 
story there are n number of tasks so for each user story the tasks are t1, t2, t3.......tn. 

2. Identify the optimistic time for each task and probability of delay for each task. Metric 
for Optimistic time value is hours and probability of delay will be in percentage. 
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3. Calculate the time (pes) for each user story by using the formula I [pessimistic 
time] where “i” denotes the tasks and  pessimistic time for each task =(percent probability 
of delay *optimistic time )/100+optimistic time 

4. Compute the overall Slack time for all the user stories using the formula Slack time = 
duration for developer - duration for customer 
Duration for developer= [optimistic time] / Effective working hrs 
Duration for customer = [pessimistic time] / Effective working hrs 

5.    Calculate the uncertainty percentage which is 
= (slack time/duration for developer)*100 

 
5.4 Proposed Activity Diagram 
 

 
 
                       Figure 3: Steps involved in calculation of slack and uncertainty 

 
6. EVALUATION AND RESULTS 

In this section the feasibility of our algorithm is shown by calculating the estimated values of 
pessimistic time using probability of delay, value of slack and percentage of uncertainty  for a 
project. We had considered the number of effective working hours as 5 per day .In this section the 
feasibility of our algorithm is shown by a case study in which the values are being calculated. We 
have considered the user stories of project which is Letters of Credits; the client is HP-client. A 
graph can be drawn taking the optimistic time and pessimistic time values against each other, the 
bar graph and line graph both show the difference between both the values. 

 

 

 

 

 

Slack time for each user story is calculated using 
formula 4 

Uncertainty calculation is done using formula 5 

Assume the time (op) and probability value for 
each task 

Compute the time (pes) value for each task using 
formula 3 

Overall slack time for the project is calculated using 
formula 6 
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Table 1:  Showing tasks of the project under taken and related values of optimistic time and 

probability of delay 

 

N O. DEVELOPMENT 

TASKS 

OPTIMISTIC 

TIME 

PROBABILITY OF DELAY 

1 FSD REVIEW EXPORT 

OPENING 
  20 30 

2 FSD REVIEW EXPORT 

REVIEW 
10 20 

3 FSD REVIEW OPENING 

CREATION 
26 20 

4 FSD IMPORT REVIEW 

CREATION 
42 10 

5 FSD EXPORT REVIEW 

CREATION 
33 10 

6 PH-2 REQUIREMENT 

STUDY 
20 30 

7 FSD EXPORT REVIEW 

CREATION 
30 10 

8 FSD IMPORT OPENING 

SIGN-OFF 
45 20 

9 FSD IMPORT REVIEW 

SIGN-OFF 
50 10 

10 FSD EXPORT OPENING 

SIGN-OFF 
54 30 

11 FSD EXPORT REVIEW 

SIGN-OFF 
32 10 

12 DEVELOPMENT 

REVIEW 1 
34 20 

13 DEVELOPMENT 

REVIEW 2 
65 10 

14 BACKUP ARCHIVE 30 20 

15 PROJECT MONITORING 40 30 

16 CONFIGURATION 23 20 

17 UNIT TESTING 25 10 
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18 INTEGRATION TESTING 35 10 

19 SYSTEM TESTING 25 20 

20 TRAINING  20 20 

21 PH1 UAT 5 30 

22 PH1 UAT SIGN OFF 15 20 

23 PH2 UAT SIGN OFF 20 10 

24 PH2 DEVELOPMENT 

REVIEW1 
20 20 

25 PH2 DEVELOPMENT 

REVIEW 2 
19 20 

26 PH2 UAT 7 10 

 
Table 2: showing user stories along with there corresponding associated tasks 

 

NO. USER STORY ASSOCIATED TASKS 

1 SRS 1-5 

2 SRS REVIEW 6 

3 DOCUMENTATION 6,7 

4 FSD REVIEW IMPORT 

OPENING 
8-10 

5 NON-FUNCTIONAL 

DATA COLLECTION 
20-23 

6 PRE ENGAGEMENT 

SUPPORT 
13-16 

7 REWORK CODING  11,12 

8 TESTING 17-19 

9 CODE REVIEW 24,25 

10 GO LIVE SUPPORT 21,26 
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Table 3: user stories with their optimistic time and calculated pessimistic time 
 

USER STORY NO. TOTAL 

OPTIMISTIC 

TIME 

TOTAL 

PESSIMISTIC 

TIME 

1 131 152 

2 20 26 

3 50 59 

4 149 179.2 

5 60 70.5 

6 158 187.1 

7 66 76 

8 85 96 

9 39 46.8 

10 12 14.5 

 
6.1 Numerical analysis 
 
Total slack time= (Total pessimistic time-Total optimistic time)/Total working hours per 
day*Number of developers 

Here total working hours per day are=5 hours 
Number of developers=4 
Total Slack time = (907.1-770)/20=6.85 
Now the Percent uncertainty in the project= (Slack time/Pessimistic time)*100= 
(6.85/45.35)*100=15.10% 
 
6.2 Graphs 

   
 
 
 
 
 
 
 
 
 
 
 

       Figure 4: Bar graph representation of optimistic and pessimistic timing values 
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Figure 5: Difference between optimistic time and pessimistic time shown by lines 
 

7. CONCLUSION 

This uncertainty percentage tells us that by this percentage there are the chances of the project to 
get faulty. If this percentage value is much higher, then this may lead the developers think about 
removing the uncertainties first and then start the project. The slack value helps in improving the 
project as we can remove some causes which are leading to the delay. Also the value of slack is 
important because now the project manager is sure about the completion time of the project and 
the relations with the customer can be improved as customer is well satisfied with the project 
completion at the given dead line. The approach used in the paper is very easy to understand and 
do not need any hard and fast calculations. After having exact values it would be easier for the 
manger to read out the reports because the work is shifted from the theoretical portion to the exact 
numerical data. Hence this paper is an approach to solve the problem of uncertainty of time. 
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ABSTRACT 

 
Work In Terminal presents the analysis, design, implementation and results of Reconstruction 

Xicocotitlan Tollan-through augmented reality (Extended), which will release information 

about the Toltec capital supplemented by presenting an overview of the main premises of the 

Xicocotitlan Tollan city supported dimensional models based on the augmented reality 

technique showing the user a virtual representation of buildings in Tollan phase. 

 

KEYWORDS 

 

     Databases, Visual Programming, Augmented Reality, Virtual Reconstruction, Archaeological 

Site. 

 

 

1. INTRODUCTION 

 
The Archeological Zone of Tula, is the most important of tolteca culture. It’s conformed by a set 

of buildings with a religious symbolism, for example the Central Altar, the Coatepantli (wall of 

Snakes), Burnt Palace, ball games and the Tzompantli. The National Institute of Anthropology 

and History (INAH) opened in Tula a museum about Tolteca Culture.  

 
Thanks to science and technology have made great discoveries and changes in society over time 

[1]. Nowadays, it is possible to combine virtual and real objects within the same environment, to 

create supplemented views from somewhere that people are viewing [2]. This process is called 

Augmented Reality (AR) [3] 4]. 

 

The project applies AR together with archaeological knowledge of the Tollan-Xicocotitlan city, 

in Tula, Hidalgo. In order to obtain a system that models projecting three-dimensional (3D) 

showing the architecture of the buildings constructed there and complemented with written 

information about each campus. 
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This paper describes how to reconstruct a building using  three-dimensional models design based 

on AR. We validate our approach using the buildings of the Xicocotitlan city of Tollan. 

 

Indeed, the reconstruction allows to display any building that is in ruins, presenting it in three-

dimensional model of the structure information. Besides the system provides support in order to 

have better idea of the constructed  buildings in the past. The system can be applied in various 

places, with desired display information from the Toltec culture, a museum, exhibition or 

educational institutions where they are taught subjects related to the teaching of the Hispanic 

cultures. 

 

AR supports markers located on a fixed surface, such as the ruins of a temple, a pyramid or a 

display in a museum. Such markers are detected by the input devices that should be placed in a 

specific position for the brand to be recognized and to be viewed on virtual model for the whole 

environment. 

 

The viewer appreciates a virtual city by means of the system which builds boom in 

architectural, or reconstruction of events occurred in the past. 

 

As a result, AS does not absolve the user from the reality, all experiences become more 

interesting for  visitors, who are immerse in a particular event occurred in the past. 

 

2. PRINCIPLE 

 
Augmented reality 
 
AR adds virtuality to real parts, staying in the world where they below, and enhancing them with 

other elements, without disconnecting altogether without leave to travel from other virtual 

environments. Moreover isolates virtual reality world in which we live, i.e., the individual is 

disconnected from the real environment and go onto another world. 

 

AR environment adds more information to the real one observed by users. 

 

AR and virtual reality are related each other. Firstly, we want to clarify some concepts that 

distinguish both (see Figure 1). Virtual Reality (VR) is defined as "a computer-generated 

environment, interactive, three-dimensional in which the person is immersed" [8]. While AR 

provides  efficient location to interact with the space. VR provides experiences where space and 

time can be completely controlled, allowing users to interact simultaneously on multiple types of 

spaces (RA&VR). At the same time, the environments can be beneficial for a large number of 

applications, like architecture, chemistry, marketing. 
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      Virtual Reality.                  Augmented Reality. 

Fig. 1 Virtual vs Augmented Reality 

 

Operation of reality increased 
 

Three basic key elements of AR are: 

 

• Display (output), 

• Location of virtual objects in the real world (registration), 

• Methods interaction (input). 

 

Multimedia information plays a principal role of character, handled through photos, videos, 

extra-sounds, and with the three dimensions models, to present virtually acclimate. 

 

The main point in the development of an AR application is a motion tracking system. RA 

technique relies on "Bookmarks" or an array of markers within the field of view of the cameras, 

such that a computer system has a benchmark on which superimpose images. 

 

These markers are predefined by the system and the pictogram can be unique for each image to 

be superimposed or simple shapes, such as picture frames, or textures within the field of view. 

 

A computer system can be more intelligent, able to recognize simple shapes, such as the floor, 

objects like chair, table, simple geometric shapes, to name a cell phone on the table that can be 

used with a brand or even with the human body that can be used with the same purpose. The 

following figure shows an example of the marks described in the previous paragraph. 

 

 
 

Fig. 2 Joint monitoring card use in typical RA 

 



60  Computer Science & Information Technology (CS & IT)  

 

Artoolkit 
 
ARToolKit is a set of libraries for C / C + +, that are useful for building AR applications. It 

includes a number of computer vision techniques for video capture and pattern searching for 

capturing images. 

 

Users believe that only in the real world it is possible to perform transformation on objects. But, 

we want to show that it is possible to perform this kind of transformation on virtual objects. 

Users are able to see this transformation via the camera or by capturing them, taking into 

account position, size, orientation, and lighting, as these objects would be perceived by the user 

in the real world, if they were actually there. This is possible thanks to the libraries of 

ARToolKit. 

 

A square-shaped templates is used, which are composed of a black square with a white square 

four times smaller at its center, and a simple picture inside the white square (see Fig. 2). The 

application, using the features and functionality provided by ARToolKit, is able to spot one of 

these templates in the video images captured. 

 

 
 

 

 
 

 
 

 
 

 

 

                                           Fig. 2 RA mark detected by ARToolKit 

 
Once a template is detected within an image, studying the orientation, position, and size of the 

template, the application is able to calculate the relative position and orientation of the camera, 

and relative to the template. Using this information, you can draw the corresponding object on 

the captured image by means of the ARToolKit external libraries (e.g., GLUT and OpenGL). In 

this way, the object appears on the template, in the position, orientation, and size corresponding 

to the view taking by the camera (see Fig. 3). Due to the number of possibilities are big, the 

application take a decision to select one, taking into account the information of other various 

operations. 

 

Operation of an application artoolkit 

 

The basic operations of ARToolKit application are as follows: 

 

• Firstly, a frame captures real world through a camera. 
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• The image is modified taking into account a certain threshold value. Thus, the pixels 

whose intensity exceeds the threshold are converted into white pixels. The remainder is 

transformed into black pixels. 

• They seek and find all black frames as the existing brands in the image. 

• Compare the inside of the frame with the markings of the stored information. 

• If the shape of the brand and the brand analyzed stored matches, using the size and 

orientation information of the mark stored for comparison with the brand that has been 

detected in order to calculate the position and orientation of the camera relative to the 

mark, and stored in an array. 

• The matrix establishes the position and orientation of the virtual camera (processing 

chamber view), equivalent to a transformation of the coordinates of the object to draw. 

• Having put the virtual camera in the same position and orientation as the real camera, the 

virtual object is drawn on the brand, and renders the resulting image is displayed, 

containing the image of the real world and the virtual object superimposed, aligned on 

mark 

• It performs the same process with the following frames. 

 

Nyartoolkit 
 
ARToolKit, NyARToolkit provide a trail marker based AR. However, the software has been 

optimized for easy portability among different programming languages. In order to develop an 

application running AR on different platforms and operating systems, NyARToolkit libraries are 

the best option. 

 

NyARToolkit include some key features, like: 
 

• Bookmarks AR based tracking. 

• Support for desktop and mobile platforms. 

• Scoreboard optimized and enhanced survey. 

Blender 
  

Blender is a tool for creating mainly modeling animation and creation of three-dimensional 

graphics. Some features are: 

 

• It is a cross-platform tool, is free software and complies with the functionality provided 

similar commercial tools. 

• Along with the animation tools including inverse kinematics, armature or grid 

deformations, loading and particle vertices static and dynamic. 

• Features interactive games such as collision detection, dynamics and logic recreations 

 

3. EXPERIMENTAL RESULTS 

 
Modeling with Blender 

 

We have made some 3D models of the city of Tollan. The following images have developed in 

Blender:  
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3D Model of “Atlante de Tula” 

 

 
Prueba de la Pirámide B 

 

 
Tlahuizcalpantecuhtli Temple. 
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Tests with ARToolKit 
 

Various tests were performed to understand the operation of ARToolKit, like markers included 

within the environment of the working tool.  

 

We used a VRML file to check the brand recognition. ARToolKit is responsible for recognizing 

the associated brand and rendering a three-dimensional model. The result is as follows. 

 

 

 

 

 

 

 

                                            Test art whit ARToolKit 

 

Note the superposition of a three dimensional object (a cube) on the mark before the House RA. 

 

Tests NyARToolkit 
 
Test was conducted in NyARToolkit development environment C #. where it was possible to 

load a three-dimensional model on screen. The result is shown in the following diagram. 

 

 

 

 

 

 

 

 

 

 

 
                                                Test whit ARToolKit 
 
After understanding the operation of the libraries were established own brands of RA and 

generated three-dimensional models that would be superimposed on these markers. The results 

are shown below: 
 

 
 

Own brand of RA.              Three Dimensional model 
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Final Result of RA using own brand and model. 

 

Development 
 
The system is divided into two main modules User and Manager. 

  

The user module is in charge for presenting 3D models of each building, in this module, users can 

visualize a pyramid in 3D and can also comment on the experience that let them use this type of 

system.  

 

The Administrator module allows administrators to upload new handling system, just as you can 

modify the information associated with each building, this section administrators perform the 

query of comments made by users of the system.  

 

Here are some screens that make up the system and a brief description as presented. 

Main menu 
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Add comment 

 

Manage Menu 

 

4. CONCLUSIONS 
 
Our approach fulfills with the aim of presenting three-dimensional models of the major 

archaeological sites of the city of Tollan Xicocotitlan. Augmented Reality technology has been 

used to present a model to show the marks of RA defined for the system and having the display 
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city in its architectural boom, achieving user interactivity, in a nice and easy way to manipulate 

objects. 

 

By means of our approach, it is possible to travel through archeology museums, exhibitions or 

in the same archaeological site as presented to the general public or as ancient cultures and 

civilizations had been developed. Old civilization can be shown its culture. 

 

To validate our application, we choose Xicocotitlan Tollan, that was one of the most important 

cities in the history of Mexico and served as the basis for the development of other cultures, as 

the Mayan culture. 

 

AR places virtual objects in a real environment, allowing users to get a view of what is 

supplemented watching and with the possibility to transform these virtual objects, such as 

observing the virtual object from different perspectives views. 

 

The aim of augmented reality is to set virtual objects of the real world, complementing what the 

user is watching and he can manipulate the virtual objects. In this case, Augmented Reality 

presents an interactive way to know the architecture of the Archeological Site Tollan,  making a 

friendly system for the user to enrich the knowledge about this Culture.  
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ABSTRACT 

 

This paper describes the Official voting system by electronic ballot: E-Vote, which aims to 

streamline primary electoral processes performed in the country, beginning with the District 

Federal benefits and improvements. The principal benefices are economic and ecological time, 

taking into account process security features and the integrity of the captured votes. This system 

represents an alternative to the currently devices and systems implemented in countries like 

Venezuela, Brazil and the United States, as well formalized as a prototype able to compete with 

others developed by the Institute Federal Electoral District (IEDF). 
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1. INTRODUCTION 

 
The use of computerized systems in electoral processes is not new. Although certain actions are 
still made by hand, others have sophisticated technology. For example, aggregation of results is 
typically done electronically, although remaining paper backing can be checked with the 
provided data. 
 
Thus, the electronic voting studies normally do not cover the phases and the computing process. 
But the introduction of electronics in the electoral process kernel, is the moment at which citizen 
people emit their vote. Currently, this is done by introducing a paper sheet vote into an urn. It can 
be possible that such operation can be computerized. Precisely, our approach adopts narrowly this 
kind of electronic voting and analyzes various forms to perform it. 
 
While a controlled environment, as current boxes, we can not exclude the possibility of 
immediate coercion, voting from home or from the workplace leaves the door open to possible 
extortion. 
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Electronic voting present many advantag
they make faster and more agile counts and ratings long are cheaper.
 
Despite all the benefits, many experts believe that the main vulnerability of electronic voting is 
the integrity of the vote, that is, the voter is satisfied that Your vote will be counted as the did. 
Having taken into account this problem, have sought various solutions to this, ranging from the 
total suspension of use of electronic voting to implementation and testing of better secur
systems. 
 
That's why we propose, through a study of the problem, an accurate and economically viable 
solution. The proposed system aims to meet the security needs and counting of votes from a 
number of electronic modules. These modules will be presente
 
PRINCIPLE 
 
Our methodology uses the spiral method. Basically, it consists in repetitive spiral series of cycles 
starting from the center (see Fig. 1). Usually, it is interpreted as within each cycle of the spiral 
method follows a waterfall, but i
 

The spiral evolutionary method combines the iterative nature of MCP model with the controlled 
and systematic aspects of the waterfall model, adding the risk management.
 
We designed our system with three
 
1) Presentation Layer 

The presentation layer serves as the interface among users with the system. The layer processes 
carried out bio-data capture, deployment, and user data, as well as configuratio
summary of the electoral exercise activities.
 
2) Business layer 

The business layer takes the collected Data by means of the presentation layer, performing 
operations related to the voting exercise. This layer authenticates the processes 
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Electronic voting present many advantages compared to current processes vote. Are ecological, 
they make faster and more agile counts and ratings long are cheaper. 

Despite all the benefits, many experts believe that the main vulnerability of electronic voting is 
is, the voter is satisfied that Your vote will be counted as the did. 

Having taken into account this problem, have sought various solutions to this, ranging from the 
total suspension of use of electronic voting to implementation and testing of better secur

That's why we propose, through a study of the problem, an accurate and economically viable 
solution. The proposed system aims to meet the security needs and counting of votes from a 
number of electronic modules. These modules will be presented below. 

Our methodology uses the spiral method. Basically, it consists in repetitive spiral series of cycles 
starting from the center (see Fig. 1). Usually, it is interpreted as within each cycle of the spiral 
method follows a waterfall, but it is not like this. 

 
Fig. 1 The Spiral Methodology 

The spiral evolutionary method combines the iterative nature of MCP model with the controlled 
and systematic aspects of the waterfall model, adding the risk management. 

We designed our system with three layered architecture: Presentation, Business, and Data.

The presentation layer serves as the interface among users with the system. The layer processes 
data capture, deployment, and user data, as well as configuration ballots and the 

summary of the electoral exercise activities. 

The business layer takes the collected Data by means of the presentation layer, performing 
operations related to the voting exercise. This layer authenticates the processes by taking the 

es compared to current processes vote. Are ecological, 

Despite all the benefits, many experts believe that the main vulnerability of electronic voting is 
is, the voter is satisfied that Your vote will be counted as the did. 

Having taken into account this problem, have sought various solutions to this, ranging from the 
total suspension of use of electronic voting to implementation and testing of better security 

That's why we propose, through a study of the problem, an accurate and economically viable 
solution. The proposed system aims to meet the security needs and counting of votes from a 

Our methodology uses the spiral method. Basically, it consists in repetitive spiral series of cycles 
starting from the center (see Fig. 1). Usually, it is interpreted as within each cycle of the spiral 

The spiral evolutionary method combines the iterative nature of MCP model with the controlled 

layered architecture: Presentation, Business, and Data. 

The presentation layer serves as the interface among users with the system. The layer processes 
n ballots and the 

The business layer takes the collected Data by means of the presentation layer, performing 
by taking the 
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voter registration and the vote counting. This is where the interfaces are contained in the 
management of database users and voting and voting and candidates. 
 
3) Data Layer 

This layer are contained in the database voters and users, as well as the candidates’ database and 
votes. The layer is accessible only through the functions and processes established in the 
Business layer. 
 

 
 

Fig. 2 Three layers architecture 

Likewise, the Official Voting System for E-Vote electronic ballot box, our system uses specific 
modules to the following functions: recognition, authentication, digital signature, encryption, and 
decryption. 
 
1. Identification RFID Module 

The radio frequency identification system Frequency (RFID) stores and retrieves data using 
devices like remote labels, cards, transponders, or by RFID tags. The fundamental purpose of 
RFID tag is an object's identity (a unique serial number) using radio waves. 
 

 

Fig. 3  Reader, cards and tags RFID 

We used RXTX Java library to implement the RFID module. It serves as the communication 
interface between the serial and parallel ports with our development toolkit in Java or JDK. 
 
Currently there is no way to access the serial or parallel ports with the standard Java API. This 
includes all versions up to 1.6 of the JDK. The communication of Java API provides the 
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necessary support for the communication with the Serial and parallel port. Currently, CXR is the 
most complete implementation of this API. 
 
2. Fingerprint Authentication digital Module  

We think that human has ID cards integrated, easily accessible and virtually with unique design : 
the fingerprints. 
 
Fingerprints allow to grab things more easily, because they have tiny "ridges and valleys" of skin. 
These “valleys and ridges” are very useful until nowadays. They are produced from the 
combination of genetic and environmental factors, like the fetus position at a particular moment, 
the exact composition and density of surrounding amniotic fluid. 
 
 

 
 
 

 

 

 
               Fig. 4: Features of the fingerprints               Fig. 5: Pattern of fingerprint 
 
A fingerprint reader function performs two tasks: 
 

1) To get a picture of the fingerprint. 
 

2) To compare the pattern of “ridges and valleys” with image patterns stored in the traces 
DB. 

 
The reading or the scanning capacitance are the two main methods for obtaining fingerprint 
images. 
 
The module fingerprint recognition implemented in our system has been developed using the 
U.are.U 4000 model. 
 
The Digital Person Sensor Company produces. A scanning device, offering an application 
programming interface or API that allows to integrate the following functions: the fingerprint 
reader, the fingerprint Registration, the fingerprint Verification, and the fingerprint Baja. 
 
3. Data Security Module 

Our system, E-Vote has a unique module for ensuring that certain information, such as database 
or public keys are known only to the charge of the polls. 
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Thanks to the cryptographic algorithm called RSA, is possible to generate two keys (public and 
private) and to encrypt/decipher these information. RSA uses the prime factorization and the 
arithmetic functions. 
 

 
 

FIG. 5 Asymmetric encryption RSA 

The the most safest and efficient cryptographic algorithm is RSA created by Rivest, Shamir, and 
Adleman . However, recently the RSA algorithm has suffered different attacks, because not only 
can be broken when using keys of 1024 bytes, although this problem can be easily solved just by 
extending the key size to 2048 bytes. 
 
The digital signature is a mathematical scheme that perimenopausal verify the integrity and 
authenticity of a message. Thus, we can identify whether or not our the key database has not 
undergone any change over his transfer. Yielding a digital signature is a mathematical residue 
which is compared to the original that the representative can confirm if the message is corrupt. 
 
The digital signature module can be made to different files and obtain a residue which we verified 
whether or not there are drawbacks. 
 
Electronic voting and Operation Scheme: E-Vote  
 
Official Voting System for E-Vote electronic ballot includes two operation schemes: -the overall 
system, including the involvement of the central shrine system and the electronic voting; -the 
operation of the scheme as such electronic ballot. The latter is located within the former. 
 
1) Operation E-Vote System 
 
The voting system is composed of four phases:  History, Home, and End Exercise. 
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At the stage of history voters? will go to the central shrine system to be discharged by an 
authorized officer. 
 
In this phase, the voters, together with personal data, provide the fingerprint. The official in turn, 
gives high associating RFID card with biometric voter registration, for electronic voting later use. 
In the initial phase, which is based on a streamlined electoral process, candidates are set to 
choose, and the criteria by which biometric references to candidates will be split to stay in each of 
the deployed electronic voting machines. These references divided fragments of the database, 
packed, encrypted and signed electronically to be stored on USB storage devices that can have its 
own security system fingerprint, to add additional insurance to the operation of the data 
transported. 
 
In the exercise phase, once the polls and storage devices have been transferred to the place of 
voting, the officer assigned to the operation of the urn will identify it with your card, fingerprint 
and password. Only in this way will be able to set the time of voting, attempts to identify voters 
and begin and end the exercise. 
 
To set the total time and start voting the same, voters will go to cast their vote by the scheme 
transaction narrate later. 
 
At the end of time, the votes will be packed, encrypted and digitally signed to return to the central 
shrine described by the media before. The results of the choice of the particular electronic ballot 
box displayed on the screen. 
 
In the final stages USB storage devices with the votes of the polls deployed will be checked, 
decrypted and imported by the central shrine in the database, which will host the final count and 
the issuance of the results. 
 

 
 

 Fig 6 Operation E-Vote System 

2) Operation of the electronic ballot box E-Vote 
 
The operation of the electronic ballot box has action in the Exercise phase of the system, and 
comprises three phases: authentication, the election and confirmation of the vote, which will be 
described below. 
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In the authentication phase currently voter presents the identification card with RFID chip.  
Then, a view confirmed this card existence within the chunk of data belonging to the specific urn. 
For complete identification the fingerprints are submitted. 
 
In the choice phase, an electronic template candidates is selected for the Exercise will be 
displayed on screen, the voter may well choose the desired or cast a blank vote. 
 
Once the choice is performed, in the confirmation phase, the voter has the opportunity to correct 
your choice, when you are sure, the urn will tell you the number of ballot box and the exact time 
of your choice. Through this information, voter can ensure the vote at the end of the year without 
being publicly linked with it. Thus, fulfilling the electoral exercise as confidentiality. 
 

 
 

Fig 7 Operation of the electronic ballot box E-Vote 

3. EXPERIMENTAL RESULTS 

According to the extension of this project as opposed to the time set for execution, prototypes 
were developed central shrine and electronic ballot on two laptop computers, one with a touch 
screen, which is a housing manufactured allow a modular host computer and reading devices and 
RFID fingerprint. 
 
Tests were performed with data fragmentation modules described above, in which successful 
results obtained in the 90% of cases to compress, encrypt and sign the content, as well as a 95% 
success to verify electronic signatures, decrypt and sign the votes generated by the electronic 
ballot box. 
 
Were tested for reading RFID tags in electronic voting, the maximum reading distance of 10cm 
was with direct line of sight and interference 5cm with housing, which was more than enough for 
identification purposes. 
 
As for fingerprint reading we test registration and authentication, check that the device performed 
successful readings in the 98% of cases regardless of the lighting conditions. Regarding the 
identification all successful tests established with FAR 2.0% error. 
 
As for the average voting time per person, the amount was accounted for 3 minutes, so as an 
exercise of the federal elections of 2006, having four polls for the 130, 488 boxes, and the total 
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time of the vote would decrease by 40% from 10 hrs to 6 hrs. Looking at the whole electoral roll, 
which usually is not presented in its entirety. 
 
From the economical point of view, each urn costs $10,000.00 M.N using 4 polls for the box, for 
10 years of lifetime. By contrast, for electronic voting we consider investments of $521,952,000 
M.N for electronic voting machines, $50,604,380 for the credentialing of the whole electoral roll. 
In addition, 7.49% and 0.72% of the average annual budget allocated $6966.44 IFE MDP. 
 
Some results are 
 

• The process of authentication, in this image shows the message of “welcome”. 
• The voter inserts the RFID in this urn. 

• The voter inserts the fingerprint in this urn. 

 

Fig 8 authentication 
 

The following image shows the general project: 
 

 
 

Fig. 9 Welcome a “E-Vote” 
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Fig. 10 Begin vote 
 

 
 

Fig. 11 Window of begin of operation 
 

 
 

Fig. 12 Window of begin of operation 
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4. CONCLUSIONS 

 
Electronic voting systems are gaining acceptance in the world. Our E-Vote system has been 
validated for the Mexican Electoral Institute, in the Coahuila state and the Jalisco state. They 
have declared to be satisfied with the results and they will plan to use the E-Vote system for the 
upcoming local elections. As a future research work, we will redesign the engineering process, 
including the identification and authentication mechanisms for RFID. The fingerprint will be 
complemented with better electronic devices. 
 
During this study, we observed that these technologies are viable, affordable, and secure. This 
approach preserves the right of choice and national sovereignty for any country. Besides, this 
kind of systems, significantly reduce the alarming environmental impact, like that  represented by 
the more than 60 tons of printed paper sheet vote as well as urn votes generated each elections 
without any dedicated computer system.  
 
With regard to the restructuring of the voting process , though perhaps being the most ambitious 
of our project aspect , I have to say that is even more efficient than the current , carries in itself 
the same difficulty for implementation, however, sometimes a complete change for improvement 
is necessary. 
 
In developing the system , we note that , despite the mistrust arising electronic voting procedures 
and counting, capture system itself may be more accurate , fast and economical long-term paper 
procedures . In addressing the risks posed in the analysis , we note that most of the causes of 
failure, as in the ballot paper , is represented by malice and desire premeditated to boycott the 
elections , a factor that is beyond the scope of any computer system in catastrophic events such as 
theft or destruction of equipment . There are also related failures inexperience or lack of user 
training , which in the case of our system are provided with the materials necessary training for 
operators and voting , as well as a simple and user-friendly interface. 
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ABSTRACT 

 

Website can be easily design but to efficient user navigation is not a easy task since user 

behavior is keep changing and developer view is quite different from what user wants, so to 

improve navigation one way is reorganization of website structure. For reorganization here 

proposed strategy is farthest first traversal clustering algorithm perform clustering on two 

numeric parameters and for finding frequent traversal path of user Apriori algorithm is used. 

Our aim is to perform reorganization with fewer changes in website structure. 

 

KEYWORDS 

 

  Farthest-first, web mining, website design, web logs. 
 

 

1. INTRODUCTION 

 
WWW is large source of information and lakhs of user uses internet as search engine and 

website, website is used for providing information and also it is big source of commercialization 

but even user not get proper information over website and seeking for page what user wants, its 

happening due to reason that user view to use website is different than developer and as user has 

different characteristics than other user [1].As user have different requirement so how to naviage 

use effectively one of the way is by changing link structure[2] ,by changing structure we can say 

that we are performing web transformation .Web transformation is not done manually but ats 

automatic process by providing some learning method to websites, we used un-supervised 

learning method Clustering and intelligent method Association to find frequent links by 

traversing path of user. 

As we performing data mining techniques over website we can define it as web mining which 

categorized as web usage mining in this technique weblogs are collected according to user 

behavior, web content mining is about content on web pages and it is also called as Text mining 

and web structure mining about changing link structure. As we are performing link mining but it 

depends on the web usage data and we also performed some of pre-process task. 

Our work is to perform clustering for this we chooses two parameter Average duration of user we 

can say time for which user on website and number of clicks on URL of web pages, we perform 

clustering for the parameter more than some defined threshold ,as more click on URL we can get 
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cluster with high frequency of page access, due to clustering large data space say 6000 rows 

divide is some clusters and each cluster may conation 100,1000 rows according to similarity 

measures, as we used here farthest first traversal clustering algorithm our clustering performed on 

Euclid and Manhattan similarity measures and objects are assign at smallest distance of objects  

from centroid and max distance  between centroid actually centrod is chosen as randomly bust 

with maximum Euclid distance between two centroid and distance between centroid to object is 

minimum distance. 

To find which link structure to be change we will user identification and we also collect 

traversing path of user for which after performing association by using Apriori algorithm, we will 

get frequent links, if frequent links are available in cluster means user are on page for more time 

and we have pages with high frequency, we will check it for categorization and with out-degree 

threshold and if both condition satisfies link will be reorganized. 

Categorization is nothing but storing link structure as binary 0 or 1 as absence and presence of 

structure respectively so we can check whether link already present, we will use this as matrix so 

out-degree can be calculates easily. 

As we used Apriori algorithm with threshold min-support, max-support, min-confidence and 

delta later we will get best item sets say x-item set ‘L(X)’,and best rule found which can be used 

to find best link for which reorganization can be performed in later section we will see how the 

item sets and formed and that search on cluster to perform link mining., at last web pages should 

be reorganized in such way that it should full fill the  user needs. 

In later section we shown how links will be structured and we also performed comparison of 

other clustering algorithm. We found that farthest first is fastest in building model. We can also 

conclude that when links which to be reorganized available in clusters and frequent item set as 

data is reduced before clustering by data reduction and outlier mining then time to reorganized 

also reduced. For website navigation as our first step is on weblogs so before actual link mining 

we need to perform some pre-processing and for this we considered some threshold values like 

session-threshold ‘α’ and click-threshold ‘β’ here α defines time spent more than threshold 

considered in clustering and β define click on links more than threshold consider for clustering. 

Following are steps for pre-processing : 

1) Data cleaning: Removal of session value and clicks less than define α and β. 

2) User Identification: Finding user with unique ip even user on same network so if we get 

frequent user we can provide priority to user . 

3) Session Identification: Method of finding average time of user spent on website. 

4) Path Completion: Finding missing links but which are important and frequently request. 

5) Formatting: Converting logs into data which can be mined. It includes removal of binary 

value for clustering and removal of numeric parameter for frequent mining. 

This preprocessing task actually removes irrelevant links before start of miming so time of 

building model and reorganizing of links will be reduced. 
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2. RELATED WORK 

In this section we are providing information about previous work done for web site intelligence in 

terms of web usage mining and web transformation, our main focus on link mining for which we 

first need input parameters as web logs and data mining technique over web logs called as web 

usage mining. Introduction of web usage mining by Cooley in [3]explains about usage mining 

techniques, for working with usage mining author proposed several mining techniques, their main  

focus is on some data preparation and pre-processing techniques for web logs. 

 

Perkowitz in [4] focus on problem of page indexing and for this proposed technique is clustering 

like novel and conceptual clustering algorithm(COBWEB).In this paper clustering of objects are 

achieved by means of some common content shared between objects, here author also proposed 

quality measures like  user looking for page and efforts by user to get desired page later they used 

evaluation by measures like how much website improved and how many users are benefitted. 

 

As our main goal is structure mining and many work done on structure mining as Joy Shalom in 

[5] consider website structure as graph and website reorganization can be achieved by means of 

server logs ,proxy server and cookies, other main criteria suggested by author is browsing 

efficiency that is ratio of shortest path from index page to desired page to cost of operation. Here 

main aim is to guide user for accessing website effectively. 

 

 Lin in [6] proposed here a model for reducing load on searching desired page for user. Their 

approach is based on session and pages which occurred together like if ‘A’ access than ‘B’ access 

than sequence from A to B is important here. 

 

Fu in [7]proposed reorganization of website based on used access pattern and here to achieve 

change in structure strategies used are pre-processing and classification. Here in pre-processing 

step information about website and web server logs is maintained. Second step include page 

classification based on content of website here we can say content mining is involved on 

parameters like file type, total links present ,session present and user time on website. 

 

Gupta in[8] proposed reorganization by classification techniques based on type of  file extension, 

number of links  page, ratio of session on last page to the total session on web site and average 

time for which user on websites or user is login. 

 

Min chen in  [9] proposed  model for reorganizing website structure for reorganizing website 

structure with minimum change ,here to know how much changes required out-degree threshold 

is used, their model also consist of path threshold,their model work on traversal path required to 

reach target page. 

 

Yitong in [10] proposed k-means clustering algorithm using cosine similarities for link analysis 

and objects are cluster according to common links, words or phrases shared between documents. 

They used here concept of co-citation and coupling with concept of Hubs and Authority. 

 

Amar Singh In [11] proposed clustering approach over links for improving searching of links in 

search engines and to accomplish this they used k-means and page-rank algorithm. Later they 

also shown results for weighted page rank algorithm using k-means. 
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Mobasher In[12][13][14] proposed clustering methods based on usage mining. In [12] author first 

find frequent item set and  then performed clustering on user profiles. In[13]author reverse 

process first cluster and then finf frequent item set on usage data so imp data not lost from 

analysis. In [14] author proposed clustering algorithm on parameter like user transaction and page 

views. 

 

3. OUR MODEL 

We consider websites as graph and each page as node and redirecting URL between pages as 
edges figure-1 shows our website with 15 pages and many links, links as edges represent as 1 or 0 

say we have source node is i and node on which out-link connect to j node with link ijX  so this 

can be represent as equation 1. 

 

Figure-1: Website structure 

1=ijX Or 0=ijX
--------------------------------------(1) 

In equation 1 represents that there is links from page i to page j and zero represents there is no 
links between pages ,it means user can traverse to connected links but if links is not there and 
page is most visited or user spent more time tan link can be created by reorganizing its website 
structure. 

Here we will form cluster for which we have object are URL on which user is active and URL 

which satisfies threshold criteria for cluster of links between node i and j for which cluster can be 

represent as ijK ,to perform clustering we will use the similarity measures by  farthest distance 

and we use distance measures is Euclid , here we have two parameter session ‘S’ and Clicks ‘C’ 

on which cluster is performed for most far  value from mean as shown in equation 2.  

 

( ) ( ) ( )
22

,( jiji CCSSjid −+−=
---------------------------------------(2) 

We also considered the user behaviour and time for which user spent more time on pages we 
consider that page as target page and we saves user navigation path. Say ‘I’ is item set contain ‘n’ 

item set like nIIII −−−−= ,2,1  and each item shows navigation path of user which 

can be ( ) ( ) ( )KJAEBAIKJCAIKEBAI n ,,,,,,,,,,,,, 21 ===  here we can  show that ‘K’ 

is more frequent and user traversing back from ‘E’ to ‘A’ that is start page, as on user navigated 
path we perform Apriori algorithm, if we have user with say ‘I’ item set with ‘N’ rows after 
association we get frequent URL of item sets which is less than original set sat L(k) 
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After association we need to check the links which are available in association  

clusters ijC so we can say there is mapping between Links ‘i and j’ in 

can be represent as equation 3. A

If links are matches between frequent item set and the clusters than we considered that links as 
links to be reorganized. To achieve minimum changes in website structure we considered an out
degree threshold which defines how many links can be change that can be determine by 
categorization .For example out degree threshold is four so only four out
page if already four links present we can’t make out

3.1 Farthest First Algorithm 

Farthest first algorithm proposed by Hochbaum and Shmoys 1985 has same procedure as k

means, this also chooses centroids and assign the objects in cluster 

initial seeds are value which is at largest distance to the mean of values, here cluster assignment 

is different, at initial cluster we get link with high Session Count, like at cluster

cluster-1, and so on. 

 

Farthest first algorithm need less adjustments and basic for this explained in [15].

 

 Working as described here, it also defines initial seeds and then on basis of ‘k’ number of cluster 

which we need to know prior. In farthest first it takes point 

is at maximum distance. ip  is centroid and 

belongs to cluster from equation 4.

 

max),,(min{max 1 distppdist i

 
Farthest first actually solves problem of k
farthest first algorithm we are not finding mean for calculating centroid ,it takes centrod ar
and distance of one centroid from other is maximum figure
farthest –first. When we performed outlier detection for our dataset we get which objects is 
outlier. 

         

4. RESULT 

 
We collected data set from Depaul university on which first we compare clustering algorithm 

using tool weka, fig-3 shows comparison between all algorithms and we found that farthest 

is fastest algorithm is fastest among others for building mo

association on transactional database, we get frequent item sets, here we performed association 
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After association we need to check the links which are available in association  ijA

so we can say there is mapping between Links ‘i and j’ in cluster and in Item

ijij CA >− .-------------------------------------------------

If links are matches between frequent item set and the clusters than we considered that links as 
d. To achieve minimum changes in website structure we considered an out

degree threshold which defines how many links can be change that can be determine by 
categorization .For example out degree threshold is four so only four out- links are allowed on 

e if already four links present we can’t make out-links from that page. 

Farthest first algorithm proposed by Hochbaum and Shmoys 1985 has same procedure as k

means, this also chooses centroids and assign the objects in cluster but with max distance and 

initial seeds are value which is at largest distance to the mean of values, here cluster assignment 

is different, at initial cluster we get link with high Session Count, like at cluster-0 more than in 

st first algorithm need less adjustments and basic for this explained in [15]. 

Working as described here, it also defines initial seeds and then on basis of ‘k’ number of cluster 

which we need to know prior. In farthest first it takes point iP  then chooses next point 

is centroid and nppp ,........, 21  are points or objects of dataset 

belongs to cluster from equation 4. 

)......},( 2ppdist i ---------------------------------------------------

Farthest first actually solves problem of k-centre and it is very efficient for large set of data.In 
farthest first algorithm we are not finding mean for calculating centroid ,it takes centrod ar
and distance of one centroid from other is maximum figure-2 shows cluster assignment using 

first. When we performed outlier detection for our dataset we get which objects is 

 

         
Figure-2 Object assignment in cluster 

We collected data set from Depaul university on which first we compare clustering algorithm 

3 shows comparison between all algorithms and we found that farthest 

is fastest algorithm is fastest among others for building model. After clustering we performed 

association on transactional database, we get frequent item sets, here we performed association 

                                 85 

ij as well as in 

cluster and in Item-set that 

-------------------------------------------------(3) 

If links are matches between frequent item set and the clusters than we considered that links as 
d. To achieve minimum changes in website structure we considered an out-

degree threshold which defines how many links can be change that can be determine by 
links are allowed on 

Farthest first algorithm proposed by Hochbaum and Shmoys 1985 has same procedure as k-

but with max distance and 

initial seeds are value which is at largest distance to the mean of values, here cluster assignment 

0 more than in 

Working as described here, it also defines initial seeds and then on basis of ‘k’ number of cluster 

then chooses next point 1P which 

are points or objects of dataset 

--------------------------------------------------- (4)     

centre and it is very efficient for large set of data.In 
farthest first algorithm we are not finding mean for calculating centroid ,it takes centrod arbitrary 

2 shows cluster assignment using 
first. When we performed outlier detection for our dataset we get which objects is 

We collected data set from Depaul university on which first we compare clustering algorithm 

3 shows comparison between all algorithms and we found that farthest –first 

del. After clustering we performed 

association on transactional database, we get frequent item sets, here we performed association 
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with delta=0.05 so time of finding frequent item-set is reduced since by using delta minimum 

support decrease by 0.05 in each iteration. 

 

 
Figure-3: Comparison of clustering algorithm 

Benefit of using cluster is search time for finding links to be reorganized is less than search time 
from transactional data base and we also get best links since links at initial clusters are links of 
largest duration of user on page. 

Outlier analysis performed in weka tool by using filter interquartile ranges, here using farthest 
first outliers are more specific since this procedure not take high session_count or clicks as 
outliers but for k-means it takes ,since our main gal is reorganization on high count and clicks so 
we can say we get better outliers detection with farthest –first algorithm. 

For reorganizing website structure we use real dataset on website like songs.pk , parameters 

session and clicks used for which links are clustered. After getting frequent item set and cluster 

data we found that time of reorganization using farthest first is reduced shown since time required 

to execute algorithm is 0.2 sec and for k-means it is 0.42 seconds, if we got assignment of links in 

cluster similar for farthest first and k-means  even then total time of reorganization is reduced 

since farthest first execution  time is less then k-means. Theoretical complexity for farthest first 

traversal algorithm is O (nk), where n is number of objects in the dataset and k is number of 

desired clusters. Similarly for k-means complexity is O (nkt) where n and k same as farthest first 

and‘t’ is number of iteration. 

 

5. CONCLUSION 

 
As we simulated and from result we got farthest first algorithm is fastest even than k-means and it 

also solves k-centre problem other aspect is better result for outlier detection we used, so it is 

more advantageous, hence we adopt that and when we search for links to be reorganized, we used 

set of traversing path for which we get matching links in cluster for which links are reorganized.  

 

Second usefulness of farthest first is we get links to be reorganized most near to the max 

parameters since it works on largest distance so we get best links. Future work remain is to find 
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frequent item sets for particular user which we get by identification due to which  mostly visiting 

user of website will be  benefited. 
 

 At last we can conclude as proposed algorithm gives some similar object assignment as k-means 

but in less time. It solves k-centre problem. If we perform evaluation then also proposed 

algorithm provides more correct instances for clustering. 

 

This paper can be extended with outlier mining since proposed algorithm is faster than k-means 

but k-means is not robust for outliers so this future work  will leads for good clustering algorithm 

selection. 
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ABSTRACT 

 
India has a typical weather conditions consisting of various seasons and geographical conditions.Country 

has extreme high temperatures at rajasthan desert, cold climate at Himalayas and heavy rainfall at 

chirapunji. These extreme variations in temperatures make us to feel difficult in inferring / predictions of 

weather effectively. It requires higher scientific techniques / methods like machine learning algorithms 

applications for effective study and predictions of weather conditions. In this paper, we applied K-means 

cluster algorithm for grouping similar data sets together and also applied J48 classification technique 

along with linear regression analysis. 

 

KEYWORDS 

 

Geographical conditions, Temperatures, weather, clustering, classification 

 

 

1. INTRODUCTION 

 
Farming is the background of the economy; every person requires food for their survival. The 

farmers must be helped, so that they will come to know which crop to grow under various 

circumstances. Farming not only depends on manpower but also on various aspects like water, 

type of soil, fertilizers used, climate etc. Our intention through this project is to guide the farmers 

in choosing a crop[1,2,3,4] for cultivation that has the most productive yield thereby being 

beneficial to them. 

 

In this project, an attempt has been made to review the research studies on application of data 

mining techniques in the field of agriculture [1, 2, and 3]. This project being a research oriented 

one; we have analyzed data of various regions, read several papers for reference and implemented 

suitable data mining techniques to achieve our goal of predicting the weather. Most of the 

databases contain information that is accumulated for years. These databases can become 

valuable information for analysts who use the data to perform various operations on data. 

Analysis was done on the weather data sets using machine learning algorithms [4, 5, 6]. 
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It is important to remember that none of predictive techniques gives 100% accurate results. The 

main aim of data mining is giving help in decision making, but the final decision is always after 

you. A BI application gives you an interpretation of data, but it is important to remember that all 

results you will obtain are an aid in decision making, and the final decision is always after you. 

And that there is no technology that is able to give 100% accurate results. 

 

2. LITERATURE SURVEY 

 
Data mining, a branch of computer science, is the process of extracting patterns from large data 

sets by combining methods from statistics and artificial intelligence with database management. 

Data mining is seen as an increasingly important tool by modern business to transform data into 

business intelligence giving an informational advantage. It is currently used in a wide range of 

profiling practices, such as marketing, surveillance, fraud detection, and scientific discovery. 

 

The related terms data dredging, data fishing and data snooping refer to the use of data mining 

techniques to sample portions of the larger population data set that are (or may be) too small for 

reliable statistical inferences to be made about the validity of any patterns discovered. These 

techniques can, however, be used in the creation of new hypotheses to test against the larger data 

populations. 

 

If there is much irrelevant and redundant information present or noisy and unreliable data, then 

knowledge discovery during the training phase is more difficult. Data preparation and filtering 

steps can take considerable amount of processing time. Data preprocessing includes cleaning, 

normalization, transformation, feature extraction and selection, etc. The product of data pre-

processing is the final training set. 

 

2.1.K-means Algorithm: 
 

• K-means clustering is a data mining/machine learning algorithm used to cluster 

observations into groups of related observations without any prior knowledge of those 

relationships. 

• The k-means algorithm is one of the simplest clustering techniques and it is commonly 

used in medical imaging, biometrics and related fields. 

 

2.2. Working of k means algorithm 

 
1. Place K points into the space represented by the objects that are being clustered. 

2. These points represent initial group centroids. Assign each object to the group that has 

the closest centroid. 

3. When all objects have been assigned, recalculate the positions of the K centroids. 

4. Repeat Steps 2 and 3 until the centroids no longer move. This produces a separation of 

the objects into groups from which the metric to be minimized can be calculated. 

 

2.3. Decision tree: 

 
Decision tree learning uses a decision tree as a predictive model which maps observations about 

an item to conclusions about the item's target value. More descriptive names for such tree models 
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are classification trees or regression trees. In these tree structures, leaves represent class labels 

and branches represent conjunctions of features that lead to those class labels. 

 

In data mining, a decision tree describes data but not decisions; rather the resulting classification 

tree can be an input for decision making. J48 are the improved versions of C4.5 algorithms or can 

be called as optimized implementation of the C4.5. The output of J48 is the Decision tree. A 

Decision tree is similar to the tree structure having root node, intermediate nodes and leaf node. 

Each node in the tree consist a decision and that decision leads to our result. Decision tree divide 

the input space of a data set into mutually exclusive areas, each area having a label, a value or an 

action to describe its data points. Splitting criterion is used to calculate which attribute is the best 

to split that portion tree of the training data that reaches a particular node. 

 

3. PROPOSED APPROACH 

 
In this we apply the data mining technique Kmeans cluster algorithm on the data set which was 

modified in to suitable format from the raw format after preprocessing stage. After that J48 

algorithm was applied on to it. Over that Regression techniques were applied. 

 

4. IMPLEMENTATION OF PROPOSED APPROACH 

 
The data sets with min temperature was clustered and kept in a table 3.1 for further analysis. 

From this table one can conclude that there are 5 clusters namely cluster0, cluster 1, cluster2, 

cluster3 and cluster4. 

 

Cluster0: The annual Min. temperature went up to 19.5
0
C. There is temperature variation across 

seasons i.e. it is low during winter (14
0
C) and slowly raised to summer season (23.4

0
C)and again 

fallen down in rainy season(16.5
0
C). 

 

Same Phenomena has appeared in all the remaining clusters. There are low temperature values in 

Annual, Jan-Feb, Mar-May, Jun-Sep and Oct-Dec duration in cluster2 and high in cluster4. The 

minimum temperature is raising year by year but slight downfall in the duration 1960 – 1975 but 

again rose after that duration. That means warming of earth is taking place year by year due to 

many factors. 

 

The data sets with max temperature was clustered and kept in a table 3.2 for further analysis. 

From this table one can conclude that there are 5 clusters namely cluster0, cluster 1, cluster2, 

cluster3 and cluster4. 

 

Cluster0: The annual Max. temperature went up to 30
0
c. There is a temperature variation across 

seasons i.e. low during winter (25
0
c) and raised to peak during Mar-May season (32

0
c), downfall 

starts from Jun-Sep season (31
0
c) and further downfall starts in rainy season (28

0
c). The mean of 

max. temperature was raised from 1900 year to 2012. Same is the case happened across the 

seasons Jan-Feb, Mar-May, Jun-Sep, Oct-Dec and also along annual. There are low temperature 

values in Annual, Jan-Feb, Mar-May, Jun-Sep and Oct-Dec duration in cluster4 i.e. in the year 

1905 and high in cluster0. The maximum temperature is increasing year by year and there is no 

downfall except in 1920 -25 years during Jun-Sep. That means warming of earth is taking place 

year by year due to many factors indicated by Annual- seasonal Max. Temperature data. The data 

sets with mean temperature was clustered and kept in a table 3.3 for further analysis. From this 
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table one can conclude that there are 5 clusters namely cluster0, cluster 1, cluster2, cluster3 and 

cluster4. 

 

Cluster0: The annual mean temperature went up to 24
0
c. There is a temperature variation across 

seasons i.e. it is it is low during winter (19
0
C) and slowly raised to summer season (27

0
C)and 

again fallen down in rainy season(21.4
0
C). 

  

Same Phenomena has appeared in all the remaining clusters. There are low temperature values in 

Annual, Jan-Feb, Mar-May, Jun-Sep and Oct-Dec duration in cluster1 and high in cluster 4. 

 

5. RESULTS AND ANALYSIS 

 
The mean temperature is raising year by year but slight downfall in the duration 1955 – 1965 but 

again rose after that duration. That means warming of earth is taking place year by year due to 

many factors. J48 algorithm was applied on that data set and constructed a decision tree which is 

shown in Fig. 3.2. The graph represented below by Fig.3.1 was plotted with years along x-axis 

and minimum temperature along y-axis. 
 

 
 

Fig3.1: Annual and seasonal minimum temperature for the years 1900-2012 

 

Annual and seasonal minimum (night) temperatures is averaged over the country as a whole for 

the period 1901- 2012. It is based on the surface air temperature (i.e. 1.2 m above sea level) data 

from more than 350 stations spread over the country. In this in year 1995 it is showing 20.3 as 

highest min. temp and in 1975 lowest min. temp is 18.61. The regression trend line was drawn 

with equation is a polynomial equation. 
 

y = -3E-11x
6
 + 7E-09x

5
 - 4E-07x

4
 - 1E-05x

3
 + 0.001x

2
 - 0.025x + 19.36 

 
We can predict the value of y based on required x value. 

 

The mean temperature data set was classified under the classifier function called linear regression 

and got the Linear Regression Model equation a 
 
ANNUAL = -0.0002 * YEAR + 0.1732 * JAN-FEB + 0.2519 * MAR-MAY + 0.3064 * JUN-SEP + 

0.2733 * OCT-DEC + 0.4846 

 

By using this equation we can able to predict the Annual mean temperature based on year and 

seasonal temperature values. Only based on year also we can predict the Annual Mean 

temperature. 
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ANNUAL = 0.0069 * YEAR +10.7018 

 

Only based on year also we can predict the Annual Min temperature. 

 
ANNUAL = 0.0025 * YEAR + 14.3979 

 

Only based on year also we can predict the Annual Max temperature. 

 
ANNUAL = 0.0116 * YEAR +6.394 

 

6. FIGURES AND TABLES 

 

 
 

 
Fig.3.2: J48 tree diagram Mean Temperature 
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7. CONCLUSION 

 
It is found that over 112 years of temperature data that temperature is increasing gradually i.e. there is 

an indication of global warming taking place. Temperature in terms of min or max or mean 

irrespective of it is increasing gradually and is found through k-means cluster analysis. The 

predictions can be done using the linear regression line equations that are found in an effective 

manner. The future scope of this is it can be extended to any huge data sets with various attributes 

/parameters for effective analysis and accurate prediction. 
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ABSTRACT 

 
In this paper we have analyzed energy efficient neighbour selection algorithms for routing in 

wireless sensor networks. Since energy saving or consumption is an important aspect of 

wireless sensor networks, its precise usage is highly desirable both for the faithful performance 

of network and to increase the network life time. For this work, we have considered a flat 

network topology where every node has the same responsibility and capability. We have 

compared two energy efficient algorithms and analyzed their performances with increase in 

number of nodes, time rounds and node failures. 
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1. INTRODUCTION 

 
Wireless sensor networks consist of number of small nodes deployed in an area under 

supervision. Each node has limited storage, computational and sensing capability and limited 

energy resource, as nodes are battery operated. Since energy is the main concern in wireless 

sensor networks (WSN) to maximize the performance and to increase the lifetime of a network, 

various approaches are implemented to reduce energy consumption in a network. Most of the 

energy is consumed during idle period and during transmission of data from one node to another 

i.e. routing. An efficient media access control (MAC) and routing protocol should be designed to 

save energy. While MAC protocol targets at reduction of energy in scanning and accessing the 

channel, routing protocol helps to reduce the energy requirement for end-to-end transmission. 

  

In WSN, there are number of routing protocols that have been proposed for different network 

criteria. Based on the network topology WSN protocols have been categorized as – flat network 

protocols and hierarchical protocols as shown in Figure 1. Protocols that fall under hierarchical 

class select one head amongst all and form a hierarchy [1]. This hierarchy may be a cluster, a 

chain or a grid. Cluster head or a leader collects the information from all the other nodes in its 

region and sends it to the sink node or gateway node. Some examples are low energy adaptive 

clustering hierarchy (LEACH), power efficient gathering in sensor information systems 

(PEGASIS),  virtual  grid architecture (VGA), etc. The work presented in this paper considers flat  
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protocols and thus we are not including descriptions of hierarchical protocols and will only be 

focusing on flat protocol strategies in the rest of this paper. In a flat network, every node is treated 

equally in terms of responsibility and capability. There is no master and no slave. Flat network 

protocols are further classified into – quality of service (QoS) based protocols, data centric 

protocols and location based protocols.  Some examples of this type of protocols are sensor 

protocol for information via negotiation (SPIN), directed diffusion (DD), gradient based routing 

(GBR) and geographic and energy aware routing (GEAR) [2].  

 

Most of the protocols mentioned above implement energy saving as an important feature and 

accordingly, before delivering the data packet to the next hop neighbour, the source or 

intermediate node checks residual energy or consumed energy to decide the neighbour for the 

data forwarding. Protocols working on this approach are known as energy centric or energy aware 

protocols. In data centric protocols, sink sends queries and waits for data. Attribute-based naming 

is necessary to specify the property of data that data can be requested through queries. QoS based 

routing is different from address based routing mechanism used in data centric protocols. It 

selects the path based on some previous knowledge of resource availability and maximum 

tolerable delay as well as QoS requirement of a network. Also for optimum routing it adaptively 

allocates the available resources to maintain QoS. Location based protocols are used for routing 

queries towards targeted region of sensor network. Location information of next hop neighbour 

should be known to each sensor node. This information is used to calculate the distance between 

two nodes so that energy consumption can be determined [7]. Out of these techniques, we have 

considered data centric approach for the analysis and analyzed two different strategies to reduce 

energy consumption during routing. The detail description of these techniques is given in the next 

section.  

 

 

Figure 1. Classification of routing protocols based on network topology  

 

The rest of this paper is organized as follows. Section 2 briefs the routing algorithms considered 

for analysis. Section 3 presents different approaches that have been implemented on the chosen 

routing protocol to attain energy efficiency. The simulation setup and results are discussed in 

section 4 and the paper concludes with section 5. 

 

2. DATA CENTRIC PROTOCOLS 

 
As we have discussed, the data centric protocols work in a flat networks.  The working principle 

of these routing protocols is based on query (or a request) [4]. Query may be generated either by a 

sink node or source node. 
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In first case, sink broadcasts query to get specific type of data, any node having that specific data 

replies back. In second case, source sends the signal to specify that it is having some specific 

data, interested node can receive that by sending request. As we can observe that the routing is 

taking place via negotiation, it is important here to mention that the negotiation based protocols 

are the special class of data centric protocols. Negotiation based protocols may be of two stages – 

query and data or it may be of three stages – metadata, query and data. Metadata is a packet that 

contains information regarding the data of the node. Format of metadata may vary with the 

variation in application. Traditional flat protocols like flooding and gossiping have various 

drawbacks and limitations like implosion, data redundancy and resource blindness [3]. These can 

be overcome by use of data centric protocols. According to the stages best example of three 

stages negotiation based protocol is SPIN and example of two stage protocol is DD. Their brief 

description is given below. 

 

2.1. Sensor Protocol for Information via Negotiation 

 
SPIN is a data dissemination protocol that disseminates its information to all the nodes in its 

vicinity. This protocol works in three stages. First the node having data sends the advertising 

message (ADV) to the single hop neighbour. ADV acts as a metadata here. The interesting 

neighbour replies with request message REQ to indicate that it needs the data and finally the data 

is sent to requesting node. SPIN is classified in different classes like point-to-point (SPIN-PP), 

broadcast (SPIN-BC) reliable (SPIN-RL) and energy centric (SPIN-EC) and are used depending 

upon the application [4].  

 

2.2. Directed Diffusion 

 
The DD is again a flat network protocol that works on a principle of flooding. Here for a need of 

specific data sink node floods the interest signal in the network through the neighbours. After 

receiving a request every node maintains an interest cache. This is maintained till the gradient is 

not formed. The gradient is a reply link through which a request was received. Gradient contains 

all the information about the path i.e. data rate, duration etc. among all the paths formed from sink 

to source the best path is selected through the reinforcement process that means data is sent 

through selected shortest path and hence prevents further flooding [4]. 

 

From above discussed protocols we have analyzed three stage negotiation based protocol with the 

addition of subroutine that makes it energy efficient. 

 

3. ENERGY EFFICIENT APPROACH 

 
There are various approaches to minimize the energy consumed by the routing protocol.  To make 

flat routing protocols more energy efficient - 1) we can select the neighbour which is closest to 

base station so that the number of hops to perform routing is minimum, this will save energy 2) 

another approach is to select the neighbour or next hop having maximum residual energy among 

all and 3) select the path towards the destination or sink that consumes minimum energy. Among 

all the approaches mentioned above we have applied second and third approach for the analysis. 

Detailed specification is given below. 

 

3.1. Selection of Neighbour having Highest Energy 

 
In this selection approach, when source want to transmit data to the destination which is multiple 

hop away from the source then the source checks the energy level of all the neighbours and 

selects the one having highest energy among all. Similarly, all intermediate nodes find out the 
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neighbour with highest energy and deliver the data to that node and finally the data packet 

reaches to the destination. In the rest of this paper, we have referred this technique as highest 

energy (HE). 

 

3.2. Selection of Path that Consumes Minimum Energy 

 
In this process the source node or sending node at first, estimates the total energy that will be 

consumed by all possible paths formed in multipath communication scenario and then selects the 

best path toward base station which will consume minimum energy amongst all paths during 

transmission of data packets. This technique is referred as minimum energy consumption route 

(MECRT). 

 

4. SIMULATION SET UP AND ANALYSIS 

 
A flat sensor network was created and above said routing protocols were compared using 

SENSORIA – a Graphical User Interface (GUI) based simulator [6]. The details of simulation 

setup are given below in table1. 

 

Routing protocol selected is a negotiation based protocol that works on three stages as we have 

discussed earlier (replica of SPIN). Simulation takes place till there is a path (nodes are alive) 

between source and destination to forward packets, otherwise it gets terminated. The nodes are 

randomly deployed and are dynamic in nature. 

 

Table 1.  Simulation parameters and values 

 

Parameters   Values  

Number of nodes 50 

Energy / node 0.5 J (homogenous) 

Simulation area 50m X 50m 

Transmission range of each 

node 

15 m 

Sensing range (each node) 8m 

Location of base station 25m X 150 m 

Data packet 2000 bits 

Control packet 248 bits 

Data transmission speed  100 bits/sec. 

Bandwidth 5000 bits/sec. 
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4.1. Analysis and comparison of routing protocols for their energy consumption 

 
First, we have studied the impact of energy awareness on routing protocol. Selected protocol has 

been made energy efficient by the application of minimum energy consuming path selection 

algorithm, MECRT. The comparison of this protocol with its counterpart i.e. the technique that 

does not account energy consumption of the path during the transmission is done. The result 

shows that the energy saving capability of a network is more in which MECRT is implemented, 

as shown in figure 2. Life time of a network is also increased by the application of MECRT as 

compared to the life of a network that works without MECRT routing protocol. We can also see 

from the graph that energy consumption is less in MECRT hence it works for comparatively long 

time rounds. 

 

Further, we have compared the performance of HE and MECRT that makes routing more energy 

efficient. Highest Energy neighbour selection and MECRT are applied on three stage negotiation 

based protocol like SPIN, where communication takes place through the exchange of metadata, 

query (or request) and then data, as we discussed earlier. These energy aware techniques used in 

our scenario helped in increasing life time and its performance. 

 

 

Figure 2. Comparison of algorithms (to select the route among all the available routes) with and 

without energy consideration 

 

Both the protocols were applied on the same network with same parameters as described above 

and their performances were recorded. The performance analysis represents that MECRT gives 

better results than HE in terms of reduction of energy consumed by the network during routing as 

shown in Figure 3. Moreover when network route was discovered using HE algorithm, its life 

time was shortened as compared to the network that has MECRT as energy saving mechanism. 

Nodes death rate frequently increased in case of HE after certain time round compared to the 

MECRT algorithm which is shown in Figure 4. Both plots represent the energy decay and node 

failure with respect to the time round. 
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Figure 3. Comparison of algorithms HE and MECRT in terms of energy degradation of a network  

 

In small network size, i.e. with few numbers of nodes, the difference was not significant. As flat 

routing protocols are mainly designed for small and medium size networks, we have simulated 

their performance on networks having nodes ranging from 10 to 200. 

 

 

Figure 4. Comparison of algorithms HE and MECRT in terms of number of nodes failure  

 

As the number of nodes increased to 25 to 150 we can easily identify the difference and can 

conclude that MECRT gives better results than HE for the static network topology in terms of 

energy consumption as well as network life time. The comparison with increase in number of 

nodes in a scenario is shown in figure 5. 
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Figure 5. Comparison of algorithms HE and MECRT when number of nodes are increased  

 

5. CONCLUSIONS 

 
Through this paper, it is clear that energy efficient routing protocols helps to save energy in 

wireless sensor network and should be used in scenarios where energy consumption of sensors is 

a constraint. We have compared HE and MECRT in a flat network topology, to reduce energy 

consumption during routing. In a network that contains 10 or 20 nodes, any approach either HE or 

MECRT will give almost similar result. Hence any of the algorithms can be implemented in a 

routing protocol. Through the experimental analysis we can conclude that MECRT is better for 

medium to large network size, where node selects a path that consumes minimum energy among 

all available paths for data forwarding as compared to the HE algorithm where node delivers the 

data to the neighbouring node having highest energy. However, both these techniques do not 

guarantee the shortest route selection or fast routing mechanism. These protocols only deal with 

less expenditure of energy during routing. Hence more effective routing algorithm can be 

designed in future that will tend to select shortest path while assuring least energy consumption. 
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ABSTRACT 

 
Sensors on (or attached to) mobile phones can enable attractive sensing applications in 

different domains such as environmental monitoring, social networking, healthcare, etc. In this 

paper we propose a cloud computing system dedicated on smart home applications. We design 

the proposed wireless vision sensor network (WVSN) with its algorithm and hardware 

implementation. In WVSN, The partial-vision camera strategy is applied to allocate the 

computation task between the sensor node and the central server. Then we propose a high 

performance segmentation algorithm. Meanwhile, an efficient binary data compression method 

is proposed to cope with the result on labeling information. The proposed algorithm can provide 

high precision rate for the smart home applications such as the gesture recognition and 

humanoid tracking. To realize the physical system, we implement it on the embedded platform 

and the central server with their transmission work. 

 

 

1. INTRODUCTION 

 
Mobile devices (smart phones, tablets, laptops, embedded boards, robots) can serve as terminals 

for cloud computing services over intelligent network. Mobile cloud has emerged as a new cloud 

computing platform that ‘puts cloud into a pocket’. Most of current devices are equipped with a 

rich set of embedded sensors such as camera, GPS, WiFi/3G/4G radios, accelerometer, digital 

compass, gyroscope, microphone and so on. These sensors can enable attractive sensing 

applications in various domains such as environmental monitoring, social networking, healthcare, 

transportation, safety, etc.  

 

Smart home is a trend on modern human life. It is dominated by different kinds of sensors over 

the wireless network. The smart appliance is controlled by the central processor to achieve 

electrical automation features such as: lights, TV, air conditioning, security systems, etc. With a 

success on smart home, many functions can be explored, especially at home care, convenient and 

energy-saving environmental protection respectively. The concept of smart home with the 

versatile human-style applications is shown in Fig. 1. 

 

To realize a smart home as a cloud computing system with the relative applications, sensor 

network technique is deployed as a service platform. Most deployed wireless sensor networks 

measure scalar physical phenomena such as temperature, pressure, humidity, or location of 
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objects. More recently, intelligent monitoring system began to have a new breakthrough in image 

recognition. The original image by the person viewing the monitor mode is gradually developed 

into automatically monitored by a computer. Then the system can directly give a warning to 

person. Some applications are mostly eager to this solution, including: vehicle license plate 

recognition, falls among the elderly, face department identification, fire identification, etc. With 

this technology, many semantic applications on a smart home are realized. 

 

 
 

Fig. 1. Schemes of smart home. 

 

 

 

Fig. 2. Topology of WVSN. 

 

In this paper, we design a wireless intelligent sensor network on cloud computing system for 

smart home applications. First, the Wireless Vision Sensor Network (WVSN) platform is 

investigated and the design issue for smart home is concerned. Here we propose a strategy which 

is more dedicated to smart home scenario. Second, we propose an object segmentation algorithm 

with a high performance and low complexity considerations. Third, to cope with the limited 

bandwidth on transmission, the foreground data is still needed to compress into a smaller amount 

of data. This paper is organized as follows. Section II briefly reviews the relevant literature in the 

aspect of smart home and the design challenges. Section III explores the whole algorithm in 

detail. Section IV presents the experimental results. Finally, Section V draws a conclusion. 

 

 

Air conditioning ControlLight Control Power ControlWindow Control
Temperature SensorCarbon monoxideconcentration Sensor Blood pressure SensorAnti-theft Sensor

〈Control 〉〈Sensor  〉
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Fig. 3. Three strategies on WVSN architecture 

 

 
 

Fig. 4. Flowchart of the whole system on smart home. 

 

2. BACKGROUND ON RELATED WORK 

 
This paper targets on the smart home scene captured by the wireless video sensor nodes. To 

accomplish it, the concept on WVSN is first constructed. Then the related techniques on vision 

processing with their challenges are discussed later. 

 

A. WVSN 

 

Video data on wireless sensor network is accomplished as Wireless Vision Sensor Network [1]. It 

is constructed based on the sensor network, as shown in Fig. 2. In WVSN, each sensor node is 

tasked to capture video data and is capable of performing specific content analysis tasks to extract 

information from the video. The captured video and the extracted information are delivered to an 

aggregation node (AN). The role of the AN is to process the collected data and deliver important 

information to the base station (BS) [1]. WVSN has been envisioned for a wide range of 

important applications, including security monitoring, environment tracking, and the assisted 

living [2]. A design with distributed interactive video arrays for situation awareness of traffic and 

incident monitor was presented in [3]. A multicamera tracking adjacent cameras was proposed in 

[4]. 

Capturing data Transmit data Receive data All vision tasks ResultsCapturing data Transmit data All vision tasks Results Receive results
VSN ServerVSN ServerCapturing data Pre-processing Receive Complex vision tasksVSN ServerTransmitSegmentation

Strategy 1Strategy 2Strategy 3 ...ON,OFF...
Foreground SegmentationLabelingObject TrackingBinary CompressionBinary DecompressionSmart HomeApplicationsWireless transmission

Sensor

Central
Server
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Currently a well-established VSN, Zigbee, is widely applied. Zigbee had flexible network 

structure; it could support the topology of star shape, tree shape and mesh shape [5]. Mesh 

structure maintains ad-hot feature on VSN however it is not easily realized on real environment. 

Star and binary tree structure contains less variation but the robust is controllable. 

 

B. Design Challenges 

 

WVSN will be enabled by the convergence of communication and computation with signal 

processing and several branches of control theory and embedded computing. To realize the 

WVSN, it often exposes to a number of challenges. Generally, researchers employ three 

strategies for WVSN implementation [4]-[7], as shown in Fig. 3.  

 

In the first strategy, no local processing is performed on the VSN and raw data is directly 

transmitted to the server for vision processing. However, this strategy consumes large 

transmission time because the large amount of data is communicated [8]. Moreover, in a house 

environment, privacy should be the most concerned issue. The video data is transmitted on air 

and thus this could not be accepted in many personal and private environments.  

 

In the second strategy, all vision tasks are performed on the VSN and only the final features are 

transmitted to the server for analysis [4]. The advantage is that no visible data is transmitted on 

air and consequently the privacy is fully reserved. This strategy forces the VSN to consume large 

processing effort on the currently available software platforms and has high design complexity on 

the hardware platforms. 

 

Referring to the third strategy, it moves the complex tasks i.e., labeling, feature extraction and 

classification, to a server. This strategy will reduce both the processing consumption and the 

design complexity because the complex tasks are moved to a generalized platform on the server. 

 

3. PROPOSED ALGORITHM 

 
In this paper, we adopt the third strategy to realize the WVSN on a smart home. We propose a 

high performance object segmentation algorithm dedicated to this scenario. As shown in Fig. 4, 

the proposed system can be divided into foreground segmentation, object labeling, object 

tracking, binary data compression, and the smart home applications. Details are shown as 

follows.  

 

A. Foreground Segmentation 
 

The foreground detection is meant to separate the interest objects in video. It is always the most 

crucial and important task in an object segmentation flow. The first step is the background 

modeling where we consider the rate control issue. The second step is the background subtraction 

and the third step is the area filter. Background subtraction method is a comprehensive concept 

and successfully utilized on background modeling and moving-object detection. We modified the 

algorithm on [9] to perform the background modeling with a more rapid convergence rate. The 

proposed algorithm utilizes Gaussian mixture models (GMM) and adaptive mixture learning. By 

this technology, each pixel is framed as a mixture of Gaussians. Then the on-line approximation 

is used to improve it. Here we evaluate these Gaussian distributions to judge the most likely 

result. 
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Fig. 5. Neighbors labeling and RLC. 

 

 
 

Fig. 6. Object information. 

 

 

 

Fig. 7. RLC with skip-line algorithm. 

B. Object Labeling 

 

After we have the binary foreground mask, we have to label the connect pixel. We need the 

object labeling algorithm with fast and low complexity issue. We use the approach where it is a 

combination of run-length encoding (RLC) and object labeling of algorithms. Fig. 5 shows the 

neighbors labeling and calculation on RLC. Our approach will label line by line. Only the 

foreground data, representing as white, is needed with labeling. As shown in Fig. 5, in the first 

line N1, the data on position 1-5 are connected together. They will be given as the same number, 

where 1 (marked as red) is the run of position 1-5, and 2 (marked as green) is run of position 8. 

The second line N2 is performed with the same procedure. Then we derive a run-length 

representation for N1 (run1, length1) and N2 (run2, length2) respectively. 

 

 

0 1 2 3 4 5 6 7 8Line1Line2 0 1 2 3 4 5 6 7 80 1 1 1 1 1 0 0 2N1 3 0 4 0 0 0 5 5 5N2 Neighbors Labeling
0 1 2 3 4 5 6 7 81 2run1 1 5 8 8length1 Computation of RLC3 4 5run2 0 0 2 2 6 8length2

width1high1object1object2 width2high2 width3high3object3Coordinate1Coordinate2 Coordinate3
0 1 1 1 1 0 0 1 1 10 1 1 0 0 0 0 1 1 10 1 1 0 0 0 0 1 1 1 0010 01004 bit 1000 00114 bit 4 bit 4 bitsame 0 1 1 0 0 0 0 1 1 1

Change line4 bit0010 00104 bit 1000 00114 bit 4 bit 4 bit skip line4 bit 2
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Fig. 9. The evaluation of the foreground segmentation.
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Fig. 9. The evaluation of the foreground segmentation. 
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C. Object Tracking 
 

We use the color feature to establish a color distribution model. Then we use a Kernel-based 

algorithm. If the model already exists, we can just track it. If this model does not exist, we create 

a new model. When an object moves, we can directly use the object labeling information to find 

the object. When the object is stationary, we can use the mean-shift algorithm to find the 

candidate model. Kernel-based tracking must meet a number of conditions. Meanwhile, the 

object cannot move faster than a certain speed and the kernel of the object cannot change too 

much.    

 

 
 

Fig. 10. View of the embedded system 

 

D. Binary Data Compression 
 

Now we have successfully tracked all objects, and each object is given with a label and recorded 

with the coordinates. This information facilitates our binary data compression. Taking into 

account the issue of privacy and data size, we will send the foreground object mask and size also 

the coordinate information, as shown in Fig. 6. Since we have tracked each object separately, we 

can use this information to calculate the size of each object.  

 

The main compression technique is run-length coding with an additional concept on skip-line 

method. As a foreground image, two concessive rows usually have high degree of similarity. 

When many lines of data are the same, if we use this part of a symbol to represent. As shown Fig. 

7, since the data in the first and second line is different, the data on line 2 is kept completely. 

From the second line to the forth line, all the data are identical. In that case we just add a skip-

line symbol. The value of this symbol is 2 representing that there are two more identical rows 

existed. 

 

4. EXPERIMENTAL RESULTS 
 

In order to verify the results of our algorithm, we will simulate the individual algorithm with the 

experimental result. Some evaluation and comparison are provided.  

 

We dedicate many experiments on foreground segmentation. Obviously foreground segmentation 

will directly affect the accuracy of performance. If the some unnecessary portions are included, 

the system will waste time on scanning and judgment. Also if the cut is less the truth case, it will 

lead to the failure or error on judgment. We analyze the results and draw their own truth map. 

Fig. 8 shows the truth map and the prospect the proposed algorithm cut out. By this subjective 

view, the similarity between them is very high. To measure the accuracy, the recall rate, precision 

PandaBoardembedded platform ZigBeemoduleCamera module
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and F1-measure are the most comprehensive assessments. In our three test sequences, F1-

measure can reach above 0.8. The evaluation is shown in Fig. 9. 

 

Referring to the compression rate analysis, because our binary data compression method is a 

lossless technique, no quality loss is existed between the source and decoded result. The 

compression ratio of our method varies from 20 to 500 in some frame. In average 50 times of 

compression ratio is achieved. 

 

The coordinator is as our central server. All end devices are the sensors which can only return 

data to a central server.  

 

 
                                        (a) Gesture A                     (b) Gesture B 

 

 
(b) Gesture C 

 

Fig. 11. Hand gesture recognition result. 

 

Then the server can determine which end device is now transmitting the data. In the VSN, a 

camera is plug at an embedded system board. Here we use the PandaBoard embedded platforms 

with camera and Zigbee modules. Fig. 10 shows the view of the embedded system. This board is 

based on ARM Cortex-A9 dual-core processor and has 1GB memory for usage. We use USB 

cameras and USB Zigbee modules. Several gestures are identified by the server. Fig. 11 shows 

the different gesture recognition results. 

 

5. CONCLUSION 

 
In this paper, we realize a smart home based on the implementation on WVSN as a cloud 

computing system. Due to different design philosophies on WVSN, this paper applies a low 

complexity approach which concerns the characteristics on the VSN and the server. For the 

algorithm level, a complete system with efficient vision-based tasks is provided. Versatile test 

sequences are simulated to prove the feasibility of the propose algorithm. Furthermore, a physical 

system of WVSN is constructed and some intelligent applications are realized. 
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ABSTRACT 

 

Mobile Ad Hoc Networks (MANETS) require reliable routing and Quality of Service(QoS) 

mechanism to support diverse applications with varying and stringent requirements. Routing 

protocols such as AODV, AOMDV, DSR and OLSR use minimum hop count as the  metric for 

path selection, hence are not suitable for delay sensitive real time applications. To support such 

applications delay constrained routing protocols are employed. These Protocols makes path 

selection based on the delay over the discovered links during routing discovery and routing 

table calculations. We propose a variation of a node-disjoint Multipath QoS Routing protocol 

called Cross Layer Delay aware Node Disjoint Multipath AODV (CLDM-AODV) based on 

delay constraint. It employs cross-layer communications between MAC and routing layers to 

achieve link and channel-awareness. It regularly updates the path status in terms of lowest 

delay incurred at each intermediate node. Performance of the proposed protocol is compared 

with single path AODV and NDMR protocols. Proposed CLDM-AODV is superior in terms of 

better packet delivery and reduced overhead between intermediate nodes. 

 

KEYWORDS 

 

AODV, Cross Layer, MANET, MAC, NS2, QoS. 

 

1. INTRODUCTION 

 
MANETs are self-organizing, rapidly deployable wireless network that require no fixed 

infrastructure. It is composed of wireless mobile nodes that can be deployed anywhere, and can 

dynamically establish communications using limited network management. Real time 

applications have been most popular among the applications run by ad hoc networks. It strictly 

adheres to the QoS requirements such as overall throughput, end-to-end delay and power level. 

Traditionally multihop wireless network protocol design is largely based on a layered approach. 

Here each layer in the protocol stack is designed and operated independently with interfaces 

between layers that are rather static. This paradigm has greatly simplified network design and led 

to the robust scalable protocols on the internet. However, the rigidity of this paradigm results in 

poor performance for multihop wireless networks in general, especially when the application has 

high bandwidth requirements and/or stringent delay constraints [1]-[4].  
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1.1 RELATED WORK 

To meet these QoS requirements, recent study on multihop networks has demonstrated that cross-

layer design which can significantly improve the system performance [5]-[6]. To guarantee QoS 

in MANETs for delay sensitive applications two factors are considered. Firstly, route selection 

criterion must be QoS-aware i.e., it must consider the link quality before using the link to 

transmit. Secondly, the instantaneous response to the dynamics of MANET topology changes 

must be considered so that the route changes are seamless to the end user over the life time of a 

session. Generally, a QoS model defines the methodology and architecture by which certain types 

of services can be provided in the network. Protocols such as routing, resource reservation 

signaling and MAC must cooperate to achieve the goals set by the QoS model. QoS routing is one 

of the most essential parts of the QoS architecture [7]–[9]. Multipath approach has many 

advantages such as load balancing, QoS assurance and fault tolerance [10]- [12]. Several 

multipath routing protocols have been proposed so far in the literature. One of the earliest 

multipath routing protocols is Ad hoc On demand Multipath Distance Vector (AOMDV) [13]. 

AOMDV is a variant of Ad Hoc On Demand Distance Vector (AODV) [14] which establishes 

loop-free and link-disjoint paths based on the minimum hop count.  QoS AODV (QS-AODV) in 

[15] extended the basic AODV routing protocol to provide QoS support in MANETs. It uses hop 

count as criterion for choosing the route with an assumption that NODE_TRAVERSAL_TIME 

(NTT) is constant. Stephane Lohier et al.[16] proposed reactive QoS routing protocol that also 

deals with delay and bandwidth requirements. In his proposal, QoS routes are traced by node to 

node and NTT is an estimate of the average one-hop traversal time, which includes queue, 

transmission, propagation, and other delays. 

 

Cross-layered multipath AODV (CM-AODV)[17], selects multiple routes on demand, based on 

the signal-to-interference plus noise ratio (SINR) measured at the physical layer. Load Balancing 

AODV (LBAODV)[18] is a new multipath routing protocol that uses all discovered path 

simultaneously for transmitting data. By using this approach data packets are balanced over 

discovered paths and energy consumption is distributed across many nodes throughout the 

network. 

 

Xuefei Li et al. [19] proposed Node-Disjoint Multipath Routing protocol (NDMR) by modifying 

and extending AODV to enable the path accumulation feature of DSR in route request packets. 

Multiple paths between source and destination nodes are discovered with low broadcast 

redundancy and minimal routing latency. A delay aware protocol proposed in Boshoff et al. [20], 

uses end-to-end delay, instead of hop count, as metric for route selection.  Upon route failure, the 

route table which contains multiple paths, along with the end-to-end delay is first searched for an 

alternative route to the destination before a new route discovery process is initiated. Even though 

it reduces both routing overhead and end-to-end packet delay, the route delay information might 

not always be upto date. Perumal Sambasivam et al. [21] modified the AODV protocol's route 

discovery mechanism by incorporating multiple node-disjoint paths for a particular source node 

along with mobility prediction. 

 

Thus, it is found that most approaches to multipath routing protocols consider the end-to-end 

delay. They do not emphasize on considering the processing delay incurred at each node which 

may indicate the congestion or link quality along the path which is node disjoint. They also do not 

have a mechanism to handle expiry of stale cached routes in the route table before making their 

selection. Hence we propose a new algorithm CLDM-AODV with cross-layer communications 

between MAC and Routing layers to achieve link and channel-awareness. In section II, we 

describe the proposed algorithm. We present simulation results in section III followed by 

conclusion. 
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2. PROPOSED CLDM-AODV ROUTING ALGORITHM  

The proposed algorithm considers only node disjoint routes which satisfy the end-to-end delay 

specified in the route request. For calculating end-to-end delay, the algorithm estimates inter-

node packet processing delay at each node. Source node makes a selection of primary path out of 

available multiple QoS enable paths. The proposed algorithm includes calculation of inter-node 

packet processing delay at each mobile node, initiation of route discovery and route reply 

processes.   

 

2.1. END-TO-END DELAY 

In general, total latency or delay experienced by a packet to traverse the network from source to 

destination may include routing delay, propagation delay and processing or node delay. Routing 

delay is the time required to find the path from source to destination. Propagation delay is related 

to propagating bits through wireless media.  Processing delay involves the protocol processing 

time at node x for link between node x and node y. The end-to-end delay of a path is the sum of 

all the above delays incurred at each link along the path [17]. For MANETs, propagation delays 

are negligibly small and almost same for each hop along the path. The major factors involved in 

computation of processing delay are the queuing delay and delay incurred at the MAC layer 

processing.  

In the proposed method, we have named processing delay as Packet Processing Delay (PPD) 

which includes queuing delay and delay incurred at the MAC contention.  IEEE 802.11 MAC 

with the distributed coordination function (DCF) is used as MAC protocol and the access method 

is Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) with acknowledgments. To 

transmit packets, nodes make use of request-to-send (RTS), clear-to-send (CTS), data and 

acknowledgement (ACK) packets. The amount of time between the receipt of one packet and the 

transmission of the next is called a short inter frame space (SIFS). Average queuing Delay at the 

node i is iD   is given by equation [22], 

 

( ) jji DDD αα −+= − 11                                 (1)  

where, 
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size
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queuequeue −
=α                   (2) 

queuesize is the current size of the queue at node i, queuelength is the length of the queue at node i 

and j is the current period.  

The channel occupation due to MAC contention is given by, 

 

Tmac= TRTS + TCTS + 3* TSIFS + Tacc                              (3) 

 

TRTS and TCTS are the time periods on RTS and CTS respectively and TSIFS is the SIFS period. Tacc 

is the time for channel contention. The Packet Processing Delay (PPD) is given by: 

 

PPD = iD  + Tmac                           (4) 
 

2.2. ROUTE DISCOVERY 

Generally in  reactive protocols[1], when a source node ‘S’ has to communicate with destination 

node ‘D’, it initiates path discovery by broadcasting a route request packet RREQ to its 

neighbours. The <source-address, broadcast-id> pair is used to identify the RREQ uniquely. In 

the proposed system, during initial route discovery phase, more than one node disjoint path 

between the source and destination is determined and optimal path which satisfies QoS delay 

requirement is chosen for the data transmission. When this primary path breaks due to nodes 
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mobility or path fails to satisfy QoS requirement, then one of the alternate path is chosen as the 

next primary path and data transmission can continue without initiating another route discovery 

thus reducing  the overhead of additional route discovery. In the proposed algorithm, the RREQ 

packet is modified to contain the address of the source through which it is forwarded. The packet 

header contains additional field for PPD and Thresh_Delay. PPD is initialized to zero and 

subsequently updated at each intermediate node as per Eq.(4). Thresh_Delay is set to the 

maximum allowable time delay for any path from source to destination. Since RREQ is flooded 

network-wide, a node may receive multiple copies of the same RREQ. After receiving the first 

RREQ, an intermediate node can receive and collect subsequent RREQ copies for the 

predetermined time duration, RREQ_WAIT_TIME, which is assumed as 20ms. The intermediate 

node also maintains RREQcounter to limit the number of RREQ that it can receive. In our 

proposed system, we initialize RREQcounter to three which is as shown in Figure 1. On receiving 

up to three RREQs, the route with minimum PPD selected which ensures the path with highest 

quality. Before forwarding the RREQ, intermediate node computes its PPD and compares it with 

Thresh_Delay. If the difference between the Thresh_Delay and current value  

 
 

Fig. 1: RREQ Flowchart of proposed CLDM-AODV 

 

of its PPD is zero or negative, it drops the RREQ packet avoiding unnecessary flooding   into    

the   network. If it satisfies, node broadcasts the packet by updating Thresh_Delay value less by 

currently computed PPD value of the node. Since every intermediate node forwards only one 

RREQ towards the destination, each RREQ arriving at the destination has traveled along a unique 

path from source to destination. Figure 2 shows an example of the delay based route discovery.  
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Source node S initiates route request by updating the Thresh_Delay in RREQ Packet to 

acceptable delay say 100ms and PPD to zero. On receiving RREQ, node 1, 2 and 3 computes 

their PPD and updates Thresh_Delay in respective RREQ packet. Node 4 receives three RREQs, 

from node 1, node 2 and node 3 respectively. PPD values of these RREQs are compared and 

minimum PPD path from node 2 is chosen.  Node 4 broadcast the RREQ, since it’s computed 

PPD value satisfies the QoS constraint i.e. the difference between Thresh_Delay and PPD of node 

4 is greater than zero. On the other hand, at node 5, RREQ packet gets dropped as difference 

between Thresh_Delay and PPD at node 5 do not satisfy the QoS criteria. Destination node D 

receives two RREQs from node 6 and node 4 respectively. D buffers both the paths for the route 

reply. 
 

2.3. ROUTE REPLY 

In proposed CLDM-AODV destination node D can collect up to RREQcounter times RREQ 

packets within time duration RREQ_WAIT_TIME, which is assumed to 20 ms. Node D generates 

a route reply RREP packets in response to every RREQ copy that arrives from the  

 
 

Fig. 2: Route Discovery of proposed CLDM-AODV 

 

source S via loop-free and node disjoint paths to the destination. RREP packet is an extension of 

AODV RREP packet with additional field Max_PPD, which will hold the maximum packet 

processing time at intermediate nodes along the reverse path. Before destination node forwards 

the RREP, it computes the PPD and updates it in the Max_PPD field as shown in Figure 3. On 

reaching the next node, the intermediate node computes its PPD and compares it with the value in 

the Max_PPD field of RREP packet if current PPD computed is more than value in the 

Max_PPD. On receiving the RREP from all the disjoint routes, the source selects the primary 

route with minimum Max_PPD value. This signifies that the packet travelled through the less 

congested network, and possibility of packet incurring extra delay or getting dropped on the path 

is very low. Figure 4 shows an example of node disjoint route reply procedure. Destination node 

D calculates its PPD which is 25 ms and initializes Max_PPD with that PPD. Node D then sends 

RREP packets to all QoS qualified RREQ routes.  Intermediate nodes 4 and 6, on receiving the 

RREP compute their own PPD i.e. 45 ms and 15 ms respectively. This value is compared with 

Max_PPD field of RREP packet. If PPD value is less or equal to Max_PPD, it ignores else it 

replaces the Max_PPD value in RREP packet. Node 6 does not modify Max_PPD as its computed 

PPD value is less than Max_PPD whereas node 4 replaces Max_PPD with 45 ms as its computed 

PPD value is greater than Max_PPD.  Source node S on receiving the multiple RREP, it buffers 

them in the route table. Source S chooses the path with minimum  value of Max_PPD as primary 

path i.e. path which source receives from node 1 as its Max_PPD value is 25 ms. If source does 
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not receive RREP in RREP WAIT_TIME from destination, then it restart route discovery with 

new session Id.  

2.4. ROUTE MAINTENANCE 

Route maintenance is very essential as there are high chances of route failure and QoS constraint 

violation due to mobility. Route failure due to link breakage is handled by the method using 

periodic Hello packets [15]. Any node which detects either a QoS violation or a link failure, 

informs the source by sending a route error packet (RERR). If a source node itself moves, restart 

the route discovery procedure to find a new route to the destination. If a node along the route 

moves so that it is no longer reachable, its upstream neighbor sends a link failure notification 

message to each of its active upstream neighbors through RERR until reaches the source node. 

QoS violation due to end-to-end delay constraint is detected by the intermediate nodes by 

computing one way delay experienced by the data packets from the sender's timestamp on the 

received data packets. During data transmission, source node appends the Thresh_Delay 

information to the data packets. Intermediate nodes on receiving the data packets, finds the 

difference between current time and time stamp of data packet. If value is less than 

Thresh_Delay, it generates the RERR packet to the source, or else forwards the packet to the next 

hop in the route table.  

 

In our proposed CLDM-AODV, we introduce a method to validate other alternate node disjoint 

paths already discovered. At regular interval of time, Life Line Packets (LLP) is forwarded  

 

Fig. 3: RREP Flowchart of proposed CLDM-AODV 
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Fig. 4: Route Reply of proposed CLDM-AODV 

 

through alternate paths which contain Thresh_Delay. Intermediate nodes on receiving LLP, 

verifies the eligibility of packet forwarding by computing difference between current time and 

time stamp of data packet. If it is less than Thresh_Delay, it generates the RERR packet to the 

source indicating that the path is no longer QoS compliance link and corresponding path entry is 

deleted from route table. Destination node replies to these LLP by the same procedure as 

followed during RREP packets. On receiving the fresh route quality, source updates the primary 

path with highest quality.  

 

3. SIMULATION EXPERIMENTS 

3.1 Simulation Environment 
The performance of the proposed CLDM-AODV protocol is evaluated and compared with 

AODV and NDMR. Simulations are conducted on the Network Simulator (ns-2) with network 

comprising of 50 wireless ad hoc nodes moving over an area of 1500m x 300m for 900s of 

simulated time. Physical layer is a bi-directional link and channel transmission rate is 2Mbps. At 

MAC layer, the DCF of IEEE 802.11 standard for wireless LANs is assumed. RTS and CTS 

packets are exchanged before the transmission of data packets. The channel propagation model 

we used two-ray ground reflection model. Constant Bit Rate (CBR) traffic is used. A 512-byte 

data packet with 2 packets/second sending rate is assumed for all the experiments. Inter packet 

time is assumed to be 35 ms. Radio transmission range of each node is set to 250m. The initial 

placement of nodes is random and random waypoint mobility model [24] is used to simulate node 

movements. Simulation is run for seed value of 1 to 9. 

The simulation parameters are shown in table 1. 

Table 1 

Parameters Value 

NS version  Ns –allinone-2.35 

Number of nodes 50 

Simulation Time 900 sec 

Radio transmission range 250m 

Traffic  CBR(Constant Bit Rate) 

CBR Packet size 512 bytes 

Simulation Area size 1500m * 300 m 

Node Speed 4m/s to 20 m/s 

Mobility model Random WayPoint mobility 

 

 We compare the performance of AODV, NDMR and CLDM-AODV using the following three 

metrics:  
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1. Control Overhead is the ratio of the number of protocol control packets transmitted to the 

number of data packets received. 

2. Packet Delivery Fractions (PDF) is the ratio of the data packets delivered to the destination 

to those generated by the CBR sources.  

3. Average end-to-end delay is an average end to delay of all successfully transmitted data 

packets from source to destination. 
 

3.2 Simulation Results 

Example 1: In this example, we analyze the effect of speed on control overhead, PDF and average 

end to end delay for different number of source nodes in the network. In the simulation we 

assume the number of sources to be 30 and 35 and mobility of nodes is 4 meters/sec to 20 

meters/sec. 

 

Figure 5(a)-(b) shows the plot of control overhead vs. speed. It is evident from the result that 

CLDM_AODV has minimum control overhead compared to AODV and NDMR.  In Figure 6, 

average control overhead ratio for sources 30, and 35 is plotted. It is easily inferred that 

CLDM_AODV has smaller overhead than AODV and NDMR in harsh operation environments. 

This improvement is mainly because multiple QOS compliance routes are discovered in single 

route discovery phase, which significantly reduces frequent route discovery on route failure.  

Figure 7(a)-(b) shows the plot for End-to End delay vs. speed.  It can be seen from the plot 

corresponding to AODV that there is an increase in delay which is due to high mobility of nodes 

which in turn results in increased probability of link failure that causes an increase in the number 

of routing rediscovery processes. This makes data packets to wait for more time in its queue until 

a new routing path is found. Average end-to-end delay in NDMR does not show much variation 

over varying speed and shows better results compared to AODV.  

 

In Figure 8, average End-to End delay vs. speed for sources 30, and 35 is plotted. In proposed 

CLDM-AODV protocol, delay curve remains consistently low compared to AODV and NDMR 

even though extra waiting time, RREQ_WAIT_TIME, is added in route discovery process. 

Addition of RREQ_WAIT_TIME has little effect on the overall performance since CLDM-

AODV has multiple alternate node disjoint paths satisfying the delay constraint, leads to less 

route discoveries. Also source regularly uses the primary path with optimal quality.  

 

A packet delivery ratio for AODV, NDMR and CLDM_AODV is as shown in Figure 9(a)-(b). In 

Figure 10, average Packet delivery ratio vs. speed for sources 30, and 35 is plotted. Since 

CLDM_AODV attempts to use optimal QoS enabled node disjoint path among available multiple 

alternate paths for data delivery, the protocol is able to deliver more packets to the destination 

compared to AODV and NDMR. 

 

 

(a) 30 source nodes            (b) 35 source nodes 

Fig. 5(a)-(b): control packet overhead vs. speed (m/s). 
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Fig. 6: Average Control overheads for varying number of sources for speed 4m/s to 20 m/s 

 

 
(a) 30 source nodes                    (b) 35 source nodes 

Fig. 7(a)-(b): End-to-End delay (ms) vs. speed (m/s). 
 

 
Fig. 8: Average end-to-end for varying number of sources from speed 4m/s to 20 m/s 

 

 
(a) 30 source nodes                   (b) 35 source nodes  

Fig. 9(a)-(b):  Packet delivery ratio vs. speed (m/s). 

 

Fig. 10 Average Packet delivery ratio for varying number of sources from speed 4m/s to 20 m/s 
 

AODV simply drops data packets when routes are disconnected, as it has to resort to a new 

discovery when the only path fails. Proposed CLDM_AODV algorithm performs better as data 

packets travel through less congested and delay compliance. 
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4. CONCLUSION 

A new algorithm CLDM-AODV suitable for delay sensitive application is presented. Proposed 

CLDM-AODV algorithm with multipath capability effectively deals with high mobility traffic 

route failures in MANET. Proposed algorithm ensures that the multiple paths are loop-free and is 

node disjoint. Comparative study of CLDM-AODV, classical AODV and NDMR is performed 

using ns-2 simulations under varying mobility and traffic scenarios. The results indicate that 

CLDM-AODV has lower average end-to-end delay even by including extra fields to RREQ and 

RREP packets to provide QOS support. The routing overhead is low compared to its counter parts 

as route discovery process is minimized by providing QOS compliance alternate routes. The 

added advantage of the proposed algorithm is, it periodically checks the paths obtained during 

route discovery process and uses optimal link for data communication. 
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ABSTRACT 

 
In this paper a H-MAC protocol (Hybrid Medium Access Control protocol) has been proposed, 

which is an energy efficient and low latency MAC protocol which uses node ID method to 

assign priority for certain wireless sensor nodes that are assumed to be present in critical loops 

for an industrial process control domain. H-MAC overcomes some of the limitations in the 

existing approaches. In the case of industrial automation scenario, certain sensor loops are 

found to be time critical, where data’s have to be transferred without any further delay, as 

failure in immediate transmission leads to catastrophic results for humans as well as machinery 

in industrial domain. The proposed H-MAC protocol is simulated in NS2 environment, from the 

result it is observed that the proposed protocol provides better performance compared to the 

conventional MAC protocols mentioned in the recent literature for the conceded problem.  

 

A MAC protocol which provides both energy saving mechanism and that can handle emergency 

situation is the most desired for any industry. In any industry time and mission critical scenarios 

requires strict timeliness and reliability along with the energy efficiency. However there are 

dynamic and harsh environmental conditions for which the MAC protocol must survive and do 

transmission accordingly. The dynamic changes in topology must also be adapted so that the 

nodes are in constant link to the destination. Most of the existing MAC protocols have been 

identified as they face a number of limitations for industrial application domain. 

 

KEYWORDS 

 
MAC protocol, Industrial wireless sensor networks (IWSN), Time critical applications and 

Energy efficiency.  

 

1. INTRODUCTION 
 

Research of the past years has led to numerous novel development and approaches for wireless 

sensor networks. Energy efficiency is a critical issue for sensor networks, where nodes work with 

resource constraint battery power. Recent advancement in wireless communication and device 

technology has enabled the development of low cost sensor networks composed of tiny sensors. 
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The sensor nodes are typically capable of sensing, processing, and networking. Since a sensor 

node is a small, lightweight, un-tethered, battery-powered device, its energy is limited [1], [2], 

[3]. As a result, energy efficiency is a critical issue for sensor networks. Many researchers have 

focused on the development of power saving schemes for wireless sensor networks [10], [11], 

[12], [13]. These schemes include power saving hardware and topology design, power-efficient 

MAC (medium access control) layer protocol/ network layer routing protocol. Even though the 

research field of wireless sensor networks and in particular the MAC protocols is relatively new, 

there exist numerous MAC protocols proposed in the recent literature, designed specifically for 

wireless sensor networks. 

 

Nowadays WSN have been extended to support many application domains such as military target 

tracking, industrial automation or patient monitoring. The aforementioned conventional MAC 

protocol is no longer adequate for these application domains. For example sensor observing 

pressure in pipes must deliver messages to an actuator connected to a valve in a timely and 

reliable fashion. Another example in power plant boiler process control, apart from other 

parameters, pressure and level must be controlled in timely and reliable fashion. Hence, to 

support time critical and mission critical applications a necessary first step is to find a MAC 

protocol that is capable of supporting performance bounds on data transport delay and reliability. 

 

A large number of MAC protocols for wireless sensor networks have been proposed in literatures 

[10], [11], [12], [13]. It is believed that the data transport delay and reliability are two important 

objectives most relevant in the context of mission critical and time critical applications, while 

energy efficiency could be addressed additionally if required. 

 

Communication in wireless sensor networks can be divided into several layers like other 

communication infrastructure. The MAC layer, which is primarily responsible for providing 

accessibility to the channel for communication. It is described by a MAC protocol, which tries to 

ensure that no two nodes interfere with each other during communication using a proper 

coordination mechanism. In general, the main design goal of typical MAC protocols is to provide 

high throughput, minimized latency, fairness, and quality of service. In addition, the MAC 

protocol for wireless sensor network needs to consider energy efficiency because of the limited 

energy of constituent sensor nodes. The primary design issue for the MAC protocol of wireless 

sensor network is thus, how to support the basic functions of MAC protocol while minimizing 

energy consumption of the sensor nodes to maximize the lifespan of the network. 

 

In Bluetooth or 802.11, Energy conservation is not a primary objective, because mostly nodes are 

charged every day or mains powered. The commercial standards like IEEE 802.11 define a power 

management scheme for ad hoc networks, wherein the nodes remain in idle listening state to 

conserve the energy in low traffic condition. It was shown that a significant amount of energy can 

be wasted even in the idle listening mode.  

 

Hence, IEEE 802.11 is not suitable for sensor networks. S-MAC is a MAC protocol designed 

specifically for wireless sensor networks. It forces the sensor nodes to operate with low duty 

cycle and take periodic sleep instead of idle listening. The sensor nodes also sleep during 

overhearing period to save the energy [2], [3]. Although S-MAC can save more energy than IEEE 

802.11 protocol, it cannot efficiently adapt to the network traffic condition since it uses a fixed 

duty cycle for all the sensor nodes. A duty cycle tuned for high traffic loads results in a waste of 

energy when the traffic is low, while tuning for low traffic loads results in low throughput under 

high traffic loads. The Timeout-MAC protocol (T-MAC) improves the S-MAC protocol by 

employing the approach of adaptive duty cycle. If there is no activity in the vicinity of a node for 

a while, it sleeps. Such an adaptation frees the application from the burden of selecting an 

appropriate duty cycle. T-MAC displays the same performance as S-MAC under constant traffic 

loads, but saves more energy under variable traffic [4]. 
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In this paper a H-MAC protocol proposed, which determines end to end delay and adaptively 

determines the transmission schedule according to the buffer condition and the context of the 

packets. The existing approaches designed for wireless sensor network improve energy efficiency 

by controlling the duty cycle. The proposed   protocol reduces energy consumption by letting 

each node stay in the sleep mode if the number of packets in the buffer is smaller than the 

threshold, while the threshold value is decided according to the distance of the node to the sink 

node. The variable threshold for each switch node may cause increased latency, Since certain 

sensor loops in industries are found to be of critical loops data’s have to be transferred without 

any further delay, thus the contention access period for these prioritized nodes can be decided if 

the sensed information is of time critical, and transferring the data immediately to the sink. 

 

The rest of the paper is presented as follows. Section 2 reviews the related work. Section 3 

presents the proposed approach that use H-MAC protocol. Section 4 reveals about results 

acquired and discussion. Finally section 5 concludes the paper and outlines the future research 

direction. 

2. RELATED WORK 

Due to the energy constrained environment, the MAC protocol for sensor networks has to take 

energy efficiency as one of its primary concerns. The existing wireless MAC protocols such as 

Bluetooth and 802.11 MAC protocols [6] cannot be directly applied to the sensor networks since 

none of them take energy conservation as the primary design objective. 
 
There have been several MAC protocols specially designed for sensor networks. S-MAC is a 

MAC protocol with periodic listen/sleep scheduling based on local synchronization. In the S-

MAC protocol, the listen and sleep period are set to be a fixed length.  During   the   listen   

period, SYNC and RTS/CTS control packets are transmitted based on the CSMA/CA mechanism 

for the purpose of synchronization and announcement of the succeeding data packet transmission. 

Any two nodes exchanging the RTS (Request-to-Send)/CTS (Clear-to-Send) packet in the listen 

period stays in the wake state and start data transmission during the sleep period of other nodes. 

All other nodes can enter the sleep mode to conserve the energy. Generally, periodic listen/sleep 

has the trade-offs between energy saving and latency. To improve the performance, S-MAC uses 

an adaptive listening scheme in which the node receiving NAV information remains awake and 

tries to communicate in the sleep mode without waiting for the next listen/sleep cycle. In order to 

decrease the latency of S-MAC, DSMAC [5] supports multiple duty cycles automatically adjusted 

according to the energy consumption level and delay. T-MAC improves the energy efficiency of 

S-MAC by using a very short listening window at the beginning of each active period. The length 

of active time is adaptive, and the timer is defined by equation (1)[4]. 

 

                       Tout = C + R + T                                                                        (1) 

 

C is the contention interval, R is the length of RTS packet, and T is a very short time interval 

between RTS and CTS that is identical to SIFS (Short Inter Frame Space) in 802.11 MAC. If no 

data is transmitted during Timeout, the active nodes enter the sleep mode for saving the energy 

until the beginning of the next listening period. If no activity occurs in that period, the node 

returns to the sleep mode by adapting the duty cycle. T-MAC thus saves the energy at a cost of 

reduced throughput and increased latency. With the same workloads, T-MAC and S-MAC 

perform equally, while T-MAC suffers from the same complexity and scaling problem of S-

MAC. Shortening the active window in T -MAC reduces the ability to snoop on the surrounding 

traffic and adapt to the changing network condition. 
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2.1. Unique Requirements of Industrial WSN 

At the Media Access Control (MAC) layer Energy efficiency becomes primary concern in 

designing MAC protocol to maximize network lifetime. Deterministic MAC layer design required 

to achieve low latency and reliable delivery of messages to the destination.ISA SP 100 Working 

group classified industrial process control in to six different classes based on latency 

 

Class 0: Emergency action (in terms of micro seconds) 

Class 1: Closed-loop regulatory control (in terms of milliseconds) 

Class 2: Closed-loop supervisory control (in terms of seconds) 

Class 3: Open-loop control (in terms of minutes) 

Class 4: Monitoring with short-term operational consequences (in terms of hours)  

Class 5: Monitoring without immediate operational consequences. (in terms of days) 

 

3. THE PRIORITIZING APPROACH  

In order to satisfy the unique requirements of sensor and control devices a suitable MAC protocol 

must be devised. In the proposed prioritizing approach, it is planned to give priority only to 

sensor nodes which are in the critical loop during contention access period of super frame 

structure, more importantly collision avoided by giving channel access to nodes in critical loop. 

Reduced collisions and transmissions in turn will consequently reduce power consumption. Worst 

case delay for the urgent packets is the one cycle time. The contexts collected by the sensors are 

diverse because of the inherent characteristics of wireless sensor network. Also, the types and 

importance of the contexts are all different. There might be some context data requiring urgent 

transmission, while the urgency varies according to the location of the sensors. On the other hand, 

there are some sensors located in such places requiring little monitoring. We use the new 

approach deciding the operation of the nodes based on the contexts. 

 

H-MAC protocol changes the state of a node according to the quantity of accumulated data in the 

buffer and the importance of the context before the contention period begins. 

3.1. Proposed Approach 

The basic mechanism involved in this Hybrid MAC PROTOCOL involves a series of steps after 

deploying the nodes and they are as follows, 

 

Step 1- The protocol identifies the near one hop neighbors by broadcasting the ping message from 

its location. The ping message informs the network nodes begin by first identifying the one hop 

neighbors from its location. This is feasible by broadcasting ping message once in a while. The 

ping message exchanges neighbor’s location to each other and also to inform the sleep and wake 

cycles. This is done every 30 seconds in this simulation [4]. And the ping memory is then 

exchanged between nodes, thus enabling the nodes to have two hop neighbors list. 

 

Step 2- Initially CSMA mechanism is followed as the traffic will be low and thus data transfer 

occurs by sensing the carrier. However the traffic is never the same and as the traffic increases 
beyond the threshold the CSMA mechanism is dropped. 

 

Step 3- The node that is present in a high priority loop must be given first priority, thus using the 

node ID the current transmission is dropped and changes over to TDMA thereby giving the first 

slot to the node that is in the high priority loop.  

 

Step 4- If two nodes that are present in the same high priority region, then slots are assigned to 

the nodes one after the other. And after the transmission the network changes back to CSMA. 
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Step 5-The fast transmission using the node id is done only for critical loops, this node id 

information is passed along the header packet before the data packets being sent. 

 

However, this approach does not considers the importance of important nodes getting access of  

channel in case of emergency or time critical situation, because in many industries most nodes are 

powered by wire and thus energy efficiency is not the only constraint. A time critical information 

have to be transferred quicker than any other data, thus the best approach is by getting a hold of 

the channel, that is the contention access period of the node should be flexible in case of time 

critical information. This feature is deployed to certain nodes only, i.e. nodes that are present in 

critical loops in and around the industry. Thus the data is transferred to the sink quicker as the 

channel is being taken over for quicker transfer. 

3.2. A Decision of Threshold Value  

In the H-MAC protocol the packets are transmitted only when the height of the buffer exceeds the 

specified threshold value. This can assure the energy efficiency. Each node switches to the sleep 

mode if the number of packets in the buffer is smaller than the specified threshold value or an 

RTS packet has not been received when the timer is on. To reduce unnecessary idle listening time 

after data transmission, the proposed H-MAC lets the node switch to the sleep mode and conserve 

the energy when there is no data to receive. This will substantially reduce the energy consumption 

since a node has more chances of sleep. However, if all nodes have the same threshold value, the 

effectiveness will be valid in only the single-hop network. For example, assume that a node is 

waiting for transmission until its buffer exceeds the specified threshold value. As soon as the 

buffer reaches the threshold value, the node transmits the packets to the next node. However, the 

buffer of the next node will be full as soon as it receives them since they have the same buffer 

threshold. 

 

The figure shown in the figure 2 explains an industrial scenario that is filled with both high 

priority and low or normal priority loops. The network consists of several end devices and routers 

that transfer the data from one loop to the other towards the sink. There is a single central co 

coordinator node that governs the network protocols and proper time slotting for all the nodes. 

The nodes in high priority loops are the ones that are given the top priority in transferring the 

data; the node ID as mentioned in the algorithm enables this feature. The router holds the routing 

table in order to establish route on demand. 

 

Therefore, the protocol decides the threshold value of a node according to the hop-count from the 

sink node to maximize the energy efficiency and also to apply to the multi-hop networks. Fig. 2 

shows that each node has a different threshold value according to the hop-count from the sink in 

the proposed H-MAC protocol. If node-D transmits a packet to node- 

 

C after its buffer exceeds the threshold value, node-C is able to get a chance of sleep since its 

threshold value is bigger than the preceding node, node-D. As a result, each node can improve the 

energy efficiency. We use two parameters, α and λ, to decide the threshold value, where α is the 

parameter reflecting the hop count while λ is the degree of the change of threshold value. When α 

is bigger than or equal to the difference between the hop-count of the source packet(Ntotal) and 

the hop count to the sink( Nown), the threshold value, Qthresh, is determined by Equation-(2) 

below the figure 2. Both these equations are used in the network based upon the nodes position. 
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Fig

Qthreshold  =  [(λ-α)10]

 

Qthreshold  =  [(α)10]                   

The existing approach uses greedy based algorithm for routing, which has a major setback of not 

proceeding in the most optimal way, whereas here we use an optimal link state routing which 

improves the network performance than the existing approach.

The first equation is considered for nodes that are except for the last node in the network towards 

the sink. And the second equation is used for the node that was left in the first.  Thus we save 

energy by the varying buffer level.

 

In the above two equations, α is the current node in the gird, while 

in the sensor network. If there are 10 nodes then 

sink then it will have 100 has its threshold

then  ��������	
  for  λ of 10 will be 80.

 

This feature can be easily visualized for grid topology, however in the case of random since any 

nodes can be in the path of network

to the destination. In the case of an emergency data the priority is authorized to that particular 

nodes information. The following section explains the result of the proposed hybrid MAC 

protocol. 

 

4. RESULTS AND DISCUSSIONS

The simulation is performed using network simulator 2 for two different scenarios, they are grid 

and random topology. The grid topology is that the nodes are connected together in a matrix form 

and thus named as grid topology. The random topology has no predefined order or manner for the 

nodes, and thus they are deployed in random locations. The proposed protocol is compared with 

the some of the existing protocols such as S MAC T MAC. The Figures explains energy 

consumed by nodes linearly increases for all the protocols with respect to number of nodes. The 

grid topology has a fixed distance between the nodes and the network size increases as the 

number of nodes increases. Gradually the number of nodes increased from 16 

IWSN  the two factors that play the key roles are reliability and timeliness, to satisfy this real time 

link state routing protocol is used in this approach which ensures reliability and timeliness.

 

H-MAC consumes significantly lesser ene

value for deciding the transmission. Lower power consumption is also achieved avoiding CAP 

collision by giving the bandwidth access to the nodes on high priority nodes. Fig 3(b)illustrate the 
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α)10]               α < λ                                                   (1)

                   α = λ                                                  (2)

The existing approach uses greedy based algorithm for routing, which has a major setback of not 

eeding in the most optimal way, whereas here we use an optimal link state routing which 

improves the network performance than the existing approach. 

The first equation is considered for nodes that are except for the last node in the network towards 

k. And the second equation is used for the node that was left in the first.  Thus we save 

energy by the varying buffer level. 

α is the current node in the gird, while λ is the total number of nodes 

in the sensor network. If there are 10 nodes then  λ  is 10, then the 10th node or first node from 

sink then it will have 100 has its threshold level. If current node α is 8 or the third node from sink, 

of 10 will be 80. 

This feature can be easily visualized for grid topology, however in the case of random since any 

nodes can be in the path of network the data’s are being transferred via the shortest possible route 

to the destination. In the case of an emergency data the priority is authorized to that particular 

nodes information. The following section explains the result of the proposed hybrid MAC 

ISCUSSIONS 

The simulation is performed using network simulator 2 for two different scenarios, they are grid 

and random topology. The grid topology is that the nodes are connected together in a matrix form 

topology. The random topology has no predefined order or manner for the 

nodes, and thus they are deployed in random locations. The proposed protocol is compared with 

the some of the existing protocols such as S MAC T MAC. The Figures explains energy 

ed by nodes linearly increases for all the protocols with respect to number of nodes. The 

grid topology has a fixed distance between the nodes and the network size increases as the 

number of nodes increases. Gradually the number of nodes increased from 16 to 100.  For any 

IWSN  the two factors that play the key roles are reliability and timeliness, to satisfy this real time 

link state routing protocol is used in this approach which ensures reliability and timeliness.

MAC consumes significantly lesser energy; this is done by reducing and setting threshold 

value for deciding the transmission. Lower power consumption is also achieved avoiding CAP 

collision by giving the bandwidth access to the nodes on high priority nodes. Fig 3(b)illustrate the 

 

(1) 

(2) 

The existing approach uses greedy based algorithm for routing, which has a major setback of not 

eeding in the most optimal way, whereas here we use an optimal link state routing which 

The first equation is considered for nodes that are except for the last node in the network towards 

k. And the second equation is used for the node that was left in the first.  Thus we save 

 is the total number of nodes 

is 10, then the 10th node or first node from 

 is 8 or the third node from sink, 

This feature can be easily visualized for grid topology, however in the case of random since any 

the data’s are being transferred via the shortest possible route 

to the destination. In the case of an emergency data the priority is authorized to that particular 

nodes information. The following section explains the result of the proposed hybrid MAC 

The simulation is performed using network simulator 2 for two different scenarios, they are grid 

and random topology. The grid topology is that the nodes are connected together in a matrix form 

topology. The random topology has no predefined order or manner for the 

nodes, and thus they are deployed in random locations. The proposed protocol is compared with 

the some of the existing protocols such as S MAC T MAC. The Figures explains energy 

ed by nodes linearly increases for all the protocols with respect to number of nodes. The 

grid topology has a fixed distance between the nodes and the network size increases as the 

to 100.  For any 

IWSN  the two factors that play the key roles are reliability and timeliness, to satisfy this real time 

link state routing protocol is used in this approach which ensures reliability and timeliness. 

rgy; this is done by reducing and setting threshold 

value for deciding the transmission. Lower power consumption is also achieved avoiding CAP 

collision by giving the bandwidth access to the nodes on high priority nodes. Fig 3(b)illustrate the 
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control packet overhead, specifically the number of RTS, CTS and ACK packets used by H-MAC 

with that of SMAC and TMAC. It is very clear from the graphs that the total number of packet 

overhead is significantly reduced. It is also noted that transmission of packets are also reduced by 

transmitting only when the specified threshold value is exceeded, thus conserving energy in every 

possible way. This mechanism greatly reduces the control packet overhead. 

 

The latency in the case of H MAC for normal transmission is found to be the most delayed 

transmission when compared to that if the existing, however this is done to conserve energy as 

much as possible. On the other hand there are time critical data’s and for important packets that 

are marked as H-MAC, the latency is much lower than SMAC and TMAC protocols, which is 

another critical requirement of IWSN. The latency of H-MAC for important packets is close to 

that of MAC with no sleep, since the data packets of important context are allowed to be 

immediately transmitted to the next node. 

 

4.1. PERFORMANCE ANALYSIS 

 The performance analysis is evaluated using the graph obtained from the simulation. The values 

are the ones that are present at the end of simulation. The simulation lasts for 120 ms and the 

below values are adapted from the respective graphs. 

  TABLE 1:  PACKET DELIVERY RATIO         TABLE 2: AVERAGE END TO END DELAY 

 

 

                                                           

 

 

 

 

 

 

                  

                                             

TABLE 3: RESIDUAL ENERGY 
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Fig 2. Packet Delivery Ratio (grid
 

Packet Delivery Ratio-The packet delivery ratio in general is the ratio between “the total 

numbers of packets sent from the source to that of the total number of packets received in the 

destination”. This ratio indicates the successful ability of the protocol developed in any scenario 
as the ultimate aim is to transfer data.

 

From the graph analysis it can be clearly understood that the H MAC are being capable of 

separating the high priority information and transfer the data to the destination. The comparison 

clearly indicates that the proposed H MAC on comparison with the existing protocol is mu

better and has a marginal difference to that of the existing protocol as seen in the graph. The 

simulation shows different colou

with 100 nodes at any instant. 

Fig 4. Average End to End delay (

Average End to End Delay- The delay that occurs as the data travels through the network from 

the source to the destination is the end to end delay.  It is clearly observed that the H MAC has 

the least end to end delay of ~ 43(approx.)
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that information here is immediately transferred however in the existing protocols had to  wait 

and transfer data only in the next wake cycle or only by informing 

case of H MAC the delay is greatly reduced with the aid of the buffer memory and prioritizing 

nodes which enables quick and safe delivery of 

      

Fig 6. Residual Energy (grid)                               
 

Residual energy- The energy left in any node at any instant is said to be the residual energy. The 

initial energy of each node is 100 joules. The transmission, route discovery, priority checking, 

and reception are some of the major reasons for energy loss in a network, i
protocol is efficient as it consumes lesser energy.  

From the graph it is clearly observed that the S MAC with a 50 % duty cycle consumes the most 

energy while H MAC protocol consumes the least amount with the aid of the changing

level in each node, which reduces the energy consumption.

 

5. CONCLUSION AND FUTURE

 
The Carrier sense medium access provides the network to transfer data in low traffic scenario to 

conserve energy; however the time division medium access have the ability to transfer in high 

traffic scenario there by transferring data’s as efficient as pos

 

The proposed protocol with the above features together enables it to outperform the existing 

protocol. The reason why H MAC outperforms when compared to that of the Z MAC is that its 

feature of changing buffer (memory) level.

state routing and end to end delay

saving more energy. 

 

However the protocol has to be advanced by reducing the time consumption in changing over 

from TDMA to CSMA. In order to further reduce the energy consumption variable memory level 

has to be set to change from that instant, based upon the distance from that node to the sink, 

which will enable the nodes anywhere in the network to save energy.
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nodes which enables quick and safe delivery of information.  
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The energy left in any node at any instant is said to be the residual energy. The 

initial energy of each node is 100 joules. The transmission, route discovery, priority checking, 

and reception are some of the major reasons for energy loss in a network, it is thus found that this 
protocol is efficient as it consumes lesser energy.   

From the graph it is clearly observed that the S MAC with a 50 % duty cycle consumes the most 

energy while H MAC protocol consumes the least amount with the aid of the changing

level in each node, which reduces the energy consumption. 

UTURE WORK 

The Carrier sense medium access provides the network to transfer data in low traffic scenario to 

conserve energy; however the time division medium access have the ability to transfer in high 

traffic scenario there by transferring data’s as efficient as possible.  

he proposed protocol with the above features together enables it to outperform the existing 

protocol. The reason why H MAC outperforms when compared to that of the Z MAC is that its 

feature of changing buffer (memory) level. The reliability of the path may be improved by link 

to end delay may be further reduced by using cross layer approach,

However the protocol has to be advanced by reducing the time consumption in changing over 

CSMA. In order to further reduce the energy consumption variable memory level 

has to be set to change from that instant, based upon the distance from that node to the sink, 

which will enable the nodes anywhere in the network to save energy. 
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ABSTRACT 

 
Image Denoising is an important part of diverse image processing and computer vision 

problems. The important property of a good image denoising model is that it should completely 

remove noise as far as possible as well as preserve edges. One of the most powerful and 

perspective approaches in this area is image denoising using discrete wavelet transform (DWT). 

In this paper comparative analysis of filters and various wavelet based methods has been 

carried out. The simulation  results show that wavelet based Bayes shrinkage method 

outperforms other methods in terms of peak signal to noise ratio (PSNR) and mean square 

error(MSE) and also the comparison of various wavelet families have been discussed in this 

paper. 
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1. INTRODUCTION 
 

Applications of digital world such as Digital cameras, Magnetic Resonance Imaging (MRI), 

Satellite Television and Geographical Information System (GIS) have increased the use of digital 

images. Generally, data sets collected by image sensors are contaminated by noise. Imperfect 

instruments, problems with data acquisition process, and interfering natural phenomena can all 

corrupt the data of interest. Transmission errors and compression can also introduce noise [1]. 

Various types of noise present in image are Gaussian noise, Salt & Pepper noise and Speckle 

noise. Image denoising techniques are used to prevent these types of noises while retaining as 

much as possible the important signal features [2]. Spatial filters like mean and median filter are 

used to remove the noise from image. But the disadvantage of spatial filters is that these filters 

not only smooth the data to reduce noise but also blur edges in image. Therefore, Wavelet 

Transform is used to preserve the edges of image [3]. It is a powerful tool of signal or image 

processing for its multiresolution possibilities. Wavelet Transform is good at energy compaction 

in which small coefficients are more likely due to noise and large coefficients are  due to 

important signal feature. These small coefficients can be thresholded without affecting the 

significant features of the image. 
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This paper is organized as follows: Section 2 presents Filtering techniques. Section 3 discusses 

about Wavelet based denoising techniques and various thresholding methods. Finally, simulated 

results and conclusion are presented in Section 4 and 5 respectively. 

 

2. FILTERING TECHNIQUES 

 
The filters that are used for removing noise are Mean filter and Median filter. 

 

2.1. Mean Filter 

 
This filter gives smoothness to an image by reducing the intensity variations between the adjacent 

pixels [4]. Mean filter is also known as averaging filter. This filter works by applying mask over 

each pixel in the signal and a single pixel is formed by component of each pixel which comes 

under the mask. Therefore, this filter is known as average filter. The main disadvantage of Mean 

filter is that it cannot preserve edges [5].  

 

2.2. Median Filter 

 
Median filter is a type of non linear filter. Median filtering is done by, firstly finding the median 

value across the window, and then replacing that entry in the window with the pixel’s median 

value [6]. For an odd number of entries, the median is simple to define as it is just the middle 

value after all the entries are made in window. But, there is more than one possible median for an 

even number of entries. It is a robust filter. Median filters are normally used as smoothers for 

image processing as well as in signal processing and time series processing [5]. 

 

3. WAVELET TRANSFORM 

In Discrete Wavelet Transform (DWT) , signal energy is concentrated in a small number of 

coefficients .Hence, wavelet domain is preferred. DWT of noisy image consist of small number of 

coefficients having high SNR and large number of coefficients having low SNR. Using inverse 

DWT, image is reconstructed after removing the coefficients with low SNR [3]. Time and 

frequency localization is simultaneously provided by Wavelet transform. In addition, Wavelet 

methods are capable to characterize such signals more efficiently than either the original domain 

or transforms such as the Fourier transform [7].    
 

The DWT is identical to a hierarchical sub band system where the sub bands are logarithmically 

spaced in frequency and represent octave-band decomposition. When DWT is applied to noisy 

image, it is divided into four sub bands as shown in Figure 1(a).These sub bands are formed by 

separable applications of horizontal and vertical filters. Finest scale coefficients are represented as 

sub bands LH1, HL1 and HH1 i.e. detail images while coarse level coefficients are represented as 

LL1 i.e.  approximation image [8] [3]. The LL1 sub band is further decomposed and critically 

sampled to obtain the next coarse level of wavelet coefficients as shown in Fig. 1(b).  
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                                                 (a )   One- Level                    (b)  Two- Level 

 

Figure1. Image Decomposition by using DWT 

 

LL1 is called the approximation sub band as it provides the most like original picture. It comes 

from low pass filtering in both directions. The other bands are called detail sub bands. The filters 

L and H as shown in Fig.2 are one dimensional low pass filter (LPF) and high pass filter (HPF) 

for image decomposition. HL1 is called the horizontal fluctuation as it comes from low pass 

filtering in vertical direction and high pass filtering in horizontal direction. LH1 is called vertical 

fluctuation as it comes from high pass filtering in vertical direction and low pass filtering in 

horizontal direction. HH1 is called diagonal fluctuation as it comes from high pass filtering in 

both the directions. LL1 is decomposed into 4 sub bands LL2, LH2, HL2 and HH2. The process 

is carried until some final scale is reached. After L decompositions a total of D (L) = 3 *L +1 sub 

bands are obtained .The decomposed image can be reconstructed using are construction filter as 

shown in Figure 3. Here, the filters L and H represent low pass and high pass reconstruction 

filters respectively. 

 

 
Figure2. Wavelet Filter bank for one-level Image Decomposition 
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Figure3.  Wavelet Filter bank for one-level Image Reconstruction 

 

3.1 Wavelet Based Thresholding 

Wavelet thresholding is a signal estimation technique that exploits the capabilities of Wavelet 

transform for signal denoising. It removes noise by killing coefficients that are irrelevant relative 

to some threshold [8] .Several studies are there on thresholding the Wavelet coefficients. The 

process, commonly called Wavelet Shrinkage, consists of following main stages: 
 

 

Figure 4.  Block diagram of Image denoising using Wavelet Transform  

• Read the noisy image as input 
• Perform DWT of noisy image and obtain Wavelet coefficients 
• Estimate noise variance from noisy image 
• Calculate threshold value using various threshold selection rules or shrinkage rules 
• Apply soft or hard thresholding function to noisy coefficients 
• Perform the inverse DWT to reconstruct the denoised image. 

3.1.1 Thresholding Method 

Hard and soft thresholding is one of the thresholding techniques which are used for purpose of 

image denoising. Keep and kill rule which is not only instinctively appealing but also introduces 

artifacts in the recovered images is the basis of hard thresholding [9] whereas shrink and kill rule 

which shrinks the coefficients above the threshold in absolute value is the basis of soft 

thresholding  [10]. As soft thresholding gives more visually pleasant image and reduces the 



Computer Science & Information Technology (CS & IT)

 

abrupt sharp changes that occurs in hard thresholding, therefore soft thresholding is preferred 

over hard thresholding [11] [12]. 

 

The Hard Thresholding operator

 

 D (U, λ) =U for all |U|> λ      

               = 0 otherwise                                                                                                 

The Soft Thresholding operation t

 

 D (U, λ) =  sgn(U)* max(0,|U| 

      (a)  Hard Thresholding                (b)

3.1.2 Threshold Selection Rules

In image denoising applications, 

selected [8]. Finding an optimal value for thresholding is not an easy task. 

threshold then it will pass all the noisy coefficients and 

but larger threshold makes more number of coefficients to zero, which 

image and image processing may cause blur and artifacts, and hence the resultant

lose some signal values [15]. 

3.1.2.1 Universal Threshold 

 where � � being the noise variance 

asymptotic sense and minimizes the cost fu

assumed that if number of samples is large, then the universal threshold may give better estimate 

for soft threshold [17].  

3.1.2.2 Visu Shrink 

Visu Shrink was introduced by Donoho

shrinkage is that neither speckle noise can be removed nor MSE can be minimized 

deal with additive noise [19]. Threshold T 
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abrupt sharp changes that occurs in hard thresholding, therefore soft thresholding is preferred 

.  

operator [13] is defined as,  

                                                                                        

                                                                                                 

on the other hand is defined as , 

sgn(U)* max(0,|U| - λ )                                                                              

 

 

Hard Thresholding                (b) Soft Thresholding [14]  

Figure 5. Thresholding Methods 

 

Threshold Selection Rules 

In image denoising applications, PSNR needs to be maximized , hence optimal value should be 

]. Finding an optimal value for thresholding is not an easy task. If we select a

will pass all the noisy coefficients and hence resultant images may 

threshold makes more number of coefficients to zero, which provides smooth

image and image processing may cause blur and artifacts, and hence the resultant

  � � ��2�	
�                                                             

 

being the noise variance and M is the number of pixels [16] .It is optimal threshold in 

asymptotic sense and minimizes the cost function of difference between the function. 

assumed that if number of samples is large, then the universal threshold may give better estimate 

Visu Shrink was introduced by Donoho [18]. It follows hard threshold rule. The drawback 

is that neither speckle noise can be removed nor MSE can be minimized 

Threshold T can be calculated using the formulae [20],  
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abrupt sharp changes that occurs in hard thresholding, therefore soft thresholding is preferred 

                                                                                         

                                                                                                      (1) 

                                                                               (2)  

hence optimal value should be 

If we select a smaller 

may still be noisy 

smoothness in 

image and image processing may cause blur and artifacts, and hence the resultant images may 

                                                                           (3)       

It is optimal threshold in 

of difference between the function. It is 

assumed that if number of samples is large, then the universal threshold may give better estimate 

follows hard threshold rule. The drawback of this 

is that neither speckle noise can be removed nor MSE can be minimized .It can only 

,   

         (4)                                                                           
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                                                    (5)                                                                                 

  

Where �  is calculated as mean of absolute difference (MAD) which is a robust estimator and N 

represents the size of original image. 

3.1.2.3   Bayes Shrink 

The Bayes Shrink method has been attracting attention recently as an algorithm for setting 

different thresholds for every sub band. Here subbands refer to frequency bands that are different 

from each other in level and direction [21].  Bayes Shrink uses soft thresholding. The purpose of 

this method is to estimate a threshold value that minimizes the Bayesian risk assuming 

Generalized Gaussian Distribution (GGD) prior [12]. Bayes threshold is defined as [22],  

 � � ��/ ��                              (6)                                                                    

 
Where �  � is the noise variance and �� is signal variance without noise. 

 

From the definition of additive noise we have, 

 

w (x, y) = s(x, y)+n(x, y)                                                        (7)                                                        

                                   

Since the noise and the signal are independent of each other, it can be stated that , 

 

                                                  �� � � ��� +  ��                                                                       (8) 

                                                          �� �  can be computed as shown below: 

 

       �� � �  �
 �� � ��(x, y)�

�,���                 (9)    

                                                                                                                        

 The variance of the signal,  ��� is computed as  

     

                                                     �� � �max(�� 2 − �2, 0)                                          (10)    

4. SIMULATION RESULTS 

Simulated results have been carried on Cameraman image by adding two types of noise such as 

Gaussian noise and Speckle noise. The level of noise variance has also been varied after selecting 

the type of noise. Denoising is done using two filters Mean filter and Median filter and three 

Wavelet based methods i.e. Universal threshold, Visu shrink and Bayes shrink. Results are shown 

through comparison among them. Comparison is being made on basis of some evaluated 

parameters. The parameters are Peak Signal to noise Ratio (PSNR) and Mean Square Error 

(MSE). 

 

PSNR � 10 log�( )2552
�+,-  db                             (11)                                                        

 

MSE = 1
�2 � (x, y)�

3=1 � (X(i, j)2
7=1 − 9(3, 7))2

                   (12)                                                      
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  Where,     M-Width of Image,           N-Height of Image 

                  P- Noisy Image   ,            X-Original Image 

 

Table 1 and Table 2 show the comparison of PSNR and MSE for cameraman image at various 

noisevariancies.  Figure6 and Figure 7 shows that bayes shrinkage has better PSNR and low MSE 

than filtering methods and  other wavelet based thresholding techniques.  

Table1. Comparison of PSNR for Cameraman image corrupted with Gaussian and Speckle noise 

at different Noise variances using db1 (Daubechies Wavelet) 

 

PSNR  (PEAK SIGNAL TO NOISE RATIO) 

NOISE NOISE 

VARIANCE 

 

MEAN  

FILTER 

MEDIAN 

FILTER 

UNIVERSAL 

THRESHOLD 

VISU 

SHRINK 

BAYES 

SHRINK 

 

G
A

U
S

S
IA

N
  
 N

O
IS

E
 

 

 

0.001 

 

24.0598 

 

25.4934 

 

27.2016 

 

28.2978 

 

33.7031 

 

0.002 

 

23.2251 

 

24.3480 

 

25.1748 

 

26.1439 

 

29.9001 

 

0.003 

 

22.5261 

 

23.4147 

 

24.0062 

 

24.8430 

 

27.7650 

 

0.004 

 

21.9796 

 

22.6049 

 

23.1590 

 

23.8149 

 

26.0865 

 

0.005 

 

21.4536 

 

22.0205 

 

22.5099 

 

23.0527 

 

25.1235 

 

0.01 

 

19.5569 

 

19.7703 

 

20.3580 

 

20.5660 

 

22.0446 

  
  

  
  
  

S
P

E
C

K
L

E
  
N

O
IS

E
 

 

 

0.001 

 

24.8274 

 

26.6157 

 

28.4073 

 

32.6526 

 

44.0220 

 

0.002 

 

24.5114 

 

26.1260 

 

26.8834 

 

30.4768 

 

40.0535 

 

0.003 

 

24.2207 

 

25.6708 

 

25.9557 

 

29.3585 

 

38.3935 

 

0.004 

 

23.9316 

 

25.2771 

 

25.3274 

 

28.1881 

 

35.6827 

 

0.005 

 

23.7015 

 

24.8599 

 

24.8691 

 

27.5283 

 

34.3460 

 

0.01 

 

22.6357 

 

23.4053 

 

23.3231 

 

25.1853 

 

30.9207 
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   Figure6. Comparison of PSNR for cameraman image (corrupted with Gaussian noise) at 

different noise variance 

Table2. Comparison of MSE for Cameraman image corrupted with Gaussian and Speckle noise at 

different Noise variances using db1 

 

MSE  (MEAN SQUARE ERROR) 

NOISE NOISE 

VARIANCE 

 

MEAN 

FILTER 
MEDIAN              

FILTER 

UNIVERSAL 

THRESHOLD 

VISU 

 SHRINK 

BAYES  

SHRINK 

 

G
A
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S

S
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N
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O

IS
E

 

 

 

0.001 

 

255.3265 

 

183.5446 

 

123.8560 

 

96.2288 

 

27.7188 

 

0.002 

 

309.4321 

 

238.9368 

 

197.5136 

 

158.0136 

 

66.5377 

 

0.003 

 

363.4693 

 

296.2178 

 

258.5006 

 

213.1975 

 

108.7875 

 

0.004 

 

412.2133 

 

356.9362 

 

314.1828 

 

270.1428 

 

160.1160 

 

0.005 

 

465.2894 

 

408.3482 

 

364.8271 

 

321.9641 

 

199.8629 

 

0.01 

 

720.1005 

 

685.5656 

 

598.8007 

 

570.7912 

 

406.0842 
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0.001 

 

213.9645 

 

141.7451 

 

93.8319 

 

35.3036 

 

2.5756 

 

0.002 

 

230.1138 

 

158.6638 

 

133.2721 

 

58.2642 

 

6.4229 

 

0.003 

 

246.0413 

 

176.1971 

 

165.0083 

 

75.3748 

 

9.4130 

 

0.004 

 

262.9796 

 

192.9158 

 

190.6971 

 

98.6903 

 

17.5716 

 

0.005 

 

277.2851 

 

212.3693 

  

 211.9193 

 

114.8823 

 

23.9047 

 

0.01 

 

354.4109 

 

296.8613 

 

  302.5347 

 

197.0393 

 

52.6035 
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 Figure 7. Comparison of MSE for cameraman image (corrupted with Gaussian noise) at different 

noise variances 

The cameraman image is corrupted by gaussian noise of variance 0.01 and results obtained using 

filters and wavelets have been shown in Figure 8. 

 

                

                    (a)                                    (b)                                  (c) 

                 

                        (d)                                    (e)                                      (f) 

                

                      (g) 

Figure 8.  Denoising of cameraman image corrupted by Gaussian  noise  of  variance 0.01 

(a) Original image   (b) Noisy image     (c) Mean Filter   (d) Median Filter    (e) Universal 

Thresholding    (f) Visu Shrink     (g) Bayes shrink 
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A Comparative study of various wavelet families viz. Daubechies, Symlet, Coiflet, Biorthogonal 

and Reverse Biorthogonal using the Matlab Wavelet Tool box function wfilters is done and 

results have been tabulated in Table 3. Almost all the wavelet families perform in a much similar 

fashion. 
 

Table3. Comparison of MSE and PSNR for Cameraman image (with Gaussian noise of variance 

0.001) using various Wavelet families namely Daubechies, Symlet, Coiflet, Biorthogonal and 

Reverse Biorthogonal. 

 

 

WAVELET 

FAMILIES 

MSE PSNR 

UNIVERSAL 

THRESHOLD   

VISU  

SHRINK 

BAYES  

SHRINK 

UNIVERSAL 

THRESHOLD 

VISU  

SHRINK 

BAYES 

SHRINK 

D
A

U
B

E
C

H
IE

S
 

 

db2 118.9888 92.7006 27.8870 27.3757 28.4600 33.6768 

db5 

 

116.0008 91.0493 29.1175 27.4862 28.5380 33.4893 

db7 114.5742 93.8306 32.3802 27.5399 28.4074 33.0280 

db9 117.1231 96.3611 33.6797 27.4444 28.2918 32.8571 

db10 117.7054 97.1057 33.8515 27.4228 28.2584 32.8350 

S
Y

M
L

E
T

S
 

 

sym2 

 

118.9952 93.2712 30.7511 27.3755 28.4333 33.2522 

sym4 

 

114.9689 91.2290 29.3524 27.5250 28.5295 33.4544 

sym6 

 

113.4957 92.9196 30.9472 27.5810 28.4497 33.2246 

sym7 112.3352 89.5128 29.1537 27.6256 28.6120 33.4839 

sym8 111.7177 90.6427 30.6893 27.6496 28.5575 33.2609 

C
O

IF
L

E
T

 

 

coif1 

 

119.0472 93.1594 27.9323 27.3736 28.4385 33.6697 

coif2 

 

113.9656 89.6841 29.1131 27.5631 28.6036 33.4899 

coif3 

 

112.4675 92.3045 29.8983 27.6205 28.4786 33.3743 

coif4 112.3909 91.2025 31.0492 27.6235 28.5307 33.2103 

coif5 112.2086 90.1873 30.9109 27.6305 28.5794 33.2297 

B
IO

R
T

H
O

G
O

N
A

L
 

 

bior1.3 124.8644 99.1098 28.1472 27.1664 28.1696 33.6365 

bior2.2 125.0148 79.3262 22.2066 27.1612 29.1366 34.6660 

bior3.1 145.9058 85.0012 28.1984 26.4901 28.8366 33.6286 

bior4.4 114.5491 88.4300 29.0607 27.5409 28.6648 33.4977 

bior6.8 114.2567 88.5645 29.8665 27.5520 28.6582 33.3790 

R
E

V

E
R

S rbio1.5 117.1884 98.8170 35.9098 27.4420 28.1825 32.5787 
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rbio2.4 

 

106.7042 109.6627 47.6843 27.8490 27.7302 31.3470 

rbio3.3 

 

104.6786 155.5353 75.9330 27.9322 26.2125 29.3265 

rbio5.5 119.0634 82.0170 22.4013 27.3730 28.9918 34.6281 

rbio6.8 111.1183 94.8413 31.7120 27.6729 28.3608 33.1186 

 

 

5. CONCLUSION 

In this paper, an analysis of denoising techniques like filters and wavelet methods has been 

carried out. Filtering is done by Mean and Median Filter. And three different wavelet 

thresholding techniques have been discussed i.e. Universal Thresholding, Bayes Shrink and Visu 

Shrink. From the simulation results, it is evident that Bayes shrinkage method has high PSNR at 

different noise variance and low MSE. This concludes that this method performs better in 

removing Gaussian noise and Speckle noise than filters and other wavelet methods. 
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ABSRACT 

 

In this paper, we have analyzed the performance of multipath routing protocol with various mo-

bility models for Mobile Ad Hoc Networks.  The basic purpose of any multipath routing protocol 

is to overcome various problems occurs while data delivery through a single path routing pro-

tocol. For high acceptability of routing protocol, analysis of routing protocol in ad hoc network 

only with random way point mobility model is not sufficient. Here, we have considered Random 

waypoint, Random Direction and Probabilistic Random Walk mobility Model for proper analy-

sis of AOMDV routing protocol. Results obtained show that with increasing node density, pack-

et delivery ratio increases but with increasing node mobility Packet delivery ratio decreases. 

 

KEYWORDS 

 

AOMDV, Multipath Routing, Ad hoc Network, Packet delivery ratio, Mobility models. 

 

1. INTRODUCTION 

A Mobile Ad-Hoc Network (MANET) is a network where more than two autonomous mobile 

hosts (mobile devices i.e. mobile phone, laptop, iPod, PDAs etc) can communicate without any 

mean of infrastructure i.e. on the fly. When source (S) node want to send some data toward the 

destination (D), if they are in the same transmission range can directly communicate with each 

other otherwise intermediate nodes help to relay data from source to destination. In MANETs 

individual node can leave and join the network on its own, therefore the physical structure of the 

network frequently changes dynamically.  Battery power of mobile device is also important as-

pect, because depletion of battery power may affect the lifetime of a node . Node movements dif-

fer for mobile nodes are different, the topology also depend on the speed and direction of nodes. 

Due to dynamic topology of the network routing in MANET is a challenging issue. Single path 

routing is not always sufficient to disseminate data to the destination. Therefore; multipath 

routing comes into existence to overcome the problem of single path routing.  

In this paper we have considered various mobility models for proper and in depth analysis of 

AOMDV protocol. In literature we have discussed various works related to AOMDV protocol 

and brief about various multipath routing protocols. Most of the work carried out based on ran-

dom waypoint mobility model. So we tried to analyze AOMDV protocol with various network 

parameters and mobility models.      
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The rest of the paper is organized as follows. In section II we have discussed various works re-

lated to multipath routing. In section III, various mobility models and AOMDV routing protocol 

briefly discussed. Results analysis and simulation work is presented in Section IV and finally, we 

have concluded the paper in Section V. 

2. RELATED WORKS 

Multipath routing overcomes various problems occurs while data delivered through a single path.  

The multipath routing protocols are broadly classified based on on-demand, table driven, and 

hybrid. The following multipath routing protocols are used in MANETs. In [1] authors have 

compared the performance of AOMDV and OLSR routing protocol with Levy-Walk and Gauss-

Markov Mobility Model.  For the analysis they have considered varying mobility speed and the 

traffic load in the network. Their results show that AOMDV protocol achieved higher packet de-

livery ratio and throughput compared to OLSR. Further, OLSR has less delay and routing over-

head at varying node density. In [2] authors only compared AOMDV and AODV routing protocol 

with random way point mobility model. Different traffic source like TCP and CBR is considered. 

The result shows that with increasing traffic both routing protocols performance degraded.  In M-

DSR (Multipath Dynamic Source Routing) [5, 21] is an on demand routing protocol based on 

DSR [12] is a multipath extension of DSR. In SMR (Split Multipath Routing) [5, 15] is an on 

demand routing protocol and extension of well- known DSR protocol.  The main aim of this pro-

tocol is to split the traffic into multiple paths so that bandwidth utilization goes in an efficient 

manner.  In GMR (Graph based Multipath Routing) [5, 9] protocol based on DSR, a destination 

node compute disjoint path in the network using network topology graph. In MP-DSR [5, 13, 16] 

is based on DSR; it is design to improve QoS support with respect to end-to-end delay. In [10,19] 

authors have proposed an on-demand multipath routing protocol AODV-BR. But to establish 

multipath it does not spend extra control message. This protocol utilizes mesh structure to provide 

multiple alternate paths. In [8] authors have considered node-disjoint and link-disjoint multi-path 

routing protocol for their analysis. The various mobility model considered are Random Waypoint, 

Random Direction, Gauss-Markov, City Section and Manhattan mobility models. Through the 

thorough analysis they have shown that in Gauss markov mobility model multipath formation is 

less but path stability is high. The random direction model form larger number of multipath. In 

[14] authors have considered AODV and AOMDV protocol for their performance analysis with 

random waypoint model.  The result shows that AOMDV has more routing overhead and average 

end to end delay compared to AODV. But AOMDV perform better in term of packets drops and 

packet delivery. In [17] various energy models with Random Waypoint Mobility Model-Steady 

State mobility model is used to analyze the energy overhead AOMDV, TORA and OLSR routing 

protocols. Results show that TORA protocol has highest energy overhead in all the energy mod-

els. 

3. DESCRIPTION OF ROUTING PROTOCOL AND MOBILITY MODELS 

In this section we have discussed brief about AOMDV routing protocol and various mobility 

models considered for simulation work. 

3.1 Ad Hoc On Demand Multipath Distance Vector (AOMDV) 

Ad Hoc On Demand Multipath Distance Vector (AOMDV) [3, 5, 6, 11] protocol is a multipath 

variation of AODV protocol. The main objective is to achieve efficient fault tolerance i.e. quickly 

recovery from route failure. The protocol computes multiple link disjoint loop free paths per route 

discovery.  If one path fails the protocol choose alternate route from other available paths. The 

route discovery process is initiated only when to a particular destination fails. When a source 

needs a route to destination will floods the RREQ for the destination and at the intermediate 

nodes all duplicate  RREQ are examined  and each RREQ packet define an alternate route. How-

ever, only link disjoint routes are selected (node disjoint routes are also link disjoint). The desti-
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nation node replies only k copies of out of many link disjoint path, i.e.  RREQ packets arrive 

through unique neighbors, apart from the first hop are replied. Further, to avoid loop ‘advertised 

hop count’ is used in the routing table of node .The protocol only accepts alternate route with hop 

count less than the advertised hop count. A node can receive a routing update via a RREQ or 

RREP packet either forming or updating a forward or reverse path .Such routing updates received 

via RREQ and RREP as routing advertisement.  

3.2 Mobility Models 

Mobility pattern of node plays a vital role in evaluation of any routing protocol in MANET. We 

have considered various categories mobility models for acceptability of routing protocol. The 

following mobility model we have considered in simulation work. 

3.2.1 Random Waypoint Model 

The Random Waypoint (RWP) mobility model [4,7] is the only model which is used in maximum 

cases for evaluation of MANET routing protocols. In this model nodes movement depends on 

mobility speed, and pause time. Nodes are moving in a plane and choose a new destination ac-

cording to their speed. Pause time indicate that a node to wait in a position before moved to new 

position.  

3.2.2 Probabilistic Random Walk Model 

In this model [4,7] nodes next position is determined by set of probabilities. A node can be move 

forward, backward or remain in x and y direction depends on the probability defined in probabili-

ty matrix. There are three state of node is defined by 0 (current position), 1 (previous position) 

and 2 (next position). Where, in the matrix P (a,b) means the probability that an node will move 

from state a to state b. 

3.2.3 Random Direction Model 

The random direction model [4,7] is the further modification of Random waypoint mobility mod-

el. This model overcome the density wave problem occur in random waypoint model, where clus-

tering of nodes occur in a particular area of simulation. In Random Waypoint model this density 

occurs in the center of the simulation area.  Here, nodes are move upto the boundary of the simu-

lation area before moving to a new location with new speed and direction. When nodes are 

reached to the boundary of simulation area, before changing to new position it pauses there for 

sometimes. The random direction it chooses from 0 to 180 degrees. The same process is contin-

ued till the simulation time. 

4. SIMULATION SETUP AND RESULT ANALYSIS 

For the simulation works we have used Bonn-Motion mobility generator [18] to generate the mo-

bility of nodes based of various mobility models. The most popular network simulator NS-2.34 

[20] is used to simulation work. Finally, Matlab [22] is used to compute the results. In table-1 and 

table-2 shows different simulation parameters and their values respectively. We have computed 

packet delivery ratio as a parameter to analyze the performance of AOMDV protocol. 
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Table 1. Simulation Parameters 

 Parameter Specifications 

MAC Protocol IEEE 802.11 DCF 

Routing Protocol AOMDV 

Radio Propagation Model 
Two-ray ground reflection 

model 

Channel type  Wireless channel 

Antenna model Omni-directional 

Mobility Models 

Random waypoint,  

Random Direction,  

Probabilistic Random Walk  

Table 2. Values of Simulation Parameters 

 Values 

Simulation Time 1000s 

Simulation Area  (X *Y ) 1000 m x1000 m 

Transmission Range 250 m 

Bandwidth 2 Mbps 

No. of Nodes 10,20,30,40,50,100 

Node speed 10,20,30 m/s 

 

Fig.1 shows the packet delivery ratio at node mobility 10 m/s in various mobility models. In 

Probabilistic Randomwalk model AOMDV gives better packet delivery ratio with increasing 

node density. In Random direction model AOMDV protocol perform better at node density 70 

onwards. Except Probabilistic Random walk model in rest of the model PDR value decreases in 

high node density. The highest PDR value achieved 77.8. 

 

 

Figure 1. Packet delivery ratio with node speed at 10m/s. 
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Figure 2.  Packet delivery ratio with node speed at 20m/s. 

Fig.2 shows the packet delivery ratio at node mobility 20 m/s in various mobility models. In this 

scenario up to node density 50 protocol perform quite same, but there is slight improvement is 

noticed in all the models till node 90. After node density 90 only in probabilistic random model 

protocol perform better. 

 

Fig.3 shows the packet delivery ratio at node mobility 30 m/s in various mobility models. In 

Probabilistic Randomwalk model AOMDV gives better packet delivery ratio after node density 

80. The protocol perform better in Randomway point model as compare to others till node density 

40, but after that slight decrease in noticed in PDR values till node density 60 in Randomway 

point model.  In node density 40 to 70 the protocol performs better with random direction model.  

 

 

Figure 3. Packet delivery ratio with node speed at 30m/s. 
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The results show that with high node mobility in all models PDR value decreases. When node 

density is 100, PDR value decreases almost 13% is noticed in probabilistic Random walk and 

Randomway point model. But in random direction model increase of 12% in PDR value noticed. 

 

5. CONCLUSIONS 
 

We have evaluated the performance of multipath routing protocol with different mobility models. 

We have generated various node movements with varying node speed and number node based on 

mobility models. For analysis the performance of the protocol packet delivery ratio is computed. 

It is evident from the results that AOMDV protocol perform better in term of PDR in Probabilis-

tic Randomwalk model in low node mobility, and for higher node mobility except random direc-

tion model in other models PDR decreases. In future, this multipath protocol can be investigated 

with various other network topologies. 
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ABSTRACT 

 
In this modern era a great deal of metamorphism is observed around us which eventuate  

due to some minute modifications and innovations  in the  area of Science and Technology. 

This paper deals with the application of a meta heuristic optimization algorithm namely  

the Cuckoo Search Algorithm in the design of  an optimized planar antenna array which 

ensures  high gain, directivity, suppression  of side lobes, increased efficiency and improves  

other  antenna parameters as well[1], [2] and  [3]. 
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Meta-Heuristic, Side Lobe Suppression, Gain, Directivity, Side Lobe Level (SLL). 

 

 

1. INTRODUCTION 

 
Antenna optimization techniques have made a breakthrough in the Communication domain. They 

have contributed vividly to modern wireless communications in the form of smart antennas 

which are antenna arrays that adjust their own beam pattern to accentuate signals of interest and 

concurrently reducing the radio frequency interference. In the field of antennas, Cuckoo Search 

Algorithm (CSA) was first applied for side lobe suppression in linear antenna array by distance 

modulation. 

Large arrays are complex to build, have increased fabrication and set up cost and are heavier at the 

same time. Therefore reducing antenna element weight from the array is desirable without 

degrading the performance of the array. But here we are not reducing the mass of the antenna 

array elements, only the  weight  of  the  antenna elements(current)are adjusted in order to 

achieve minimum side lobe level. 

We opt a technique based on density tapering to lower side- lobes in the array by monotonically 

decreasing the magnitude of weights away from the centre of the array. 
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2. REVIEW OF VARIOUS TECHNIQUES 

Owing to high adaptability and ability to optimize multi-dimensional problems, several   

evolutionary algorithms have been proposed such as Particle Swarm Optimization (PSO), 

Invasive Weed Optimization (IWO), Genetic Algorithm (GA),etc. These algorithms are 

associated with some drawbacks which make them unreliable. The PSO could not work out the 

problem of scattering and optimization, the IWO require the genes of minimum one parent 

species to be forwarded to next generation and the GA has a poor fitness function which 

generates bad chromosome blocks in spite of the fact that only good chromosome blocks cross 

over. Also no assurance is given whether the GA will find a global optimum solution [4]. 

 

This paper has explored a choice of antenna array synthesis, the (CSA) [5], to overcome the 

above mentioned problems and to yield promising results. 

 

3. PLANAR ARRAYS 

 
Planar array is a two dimensional configuration of elements arranged to lie in a plane. The 

planar array may be thought of as an array of linear arrays. The elements are arranged in a 

matrix form having a phase shifter. The planar arrangement of all antenna elements forms the 

complete phased array antenna. There are wide spread applications of planar antenna arrays 

which involve the suppression of side lobes. The signals radiated by individual antennas 

determine the effective radiation pattern of the array. They are used to point a fixed radiation 

pattern or to scan a region rapidly in the azimuthal plane. Several methods have been 

developed for the design of planar antenna array but all those methods pertain to other nature 

inspired optimization algorithms. 

 

Planar antenna array optimization has been implemented earlier using Fuzzy GA [6]. Direction 

angle (reference angle) is considered with the plane of planar antenna array. This paper deals 

with the design of a planar antenna array by using CSA. 

 

4. CUCKOO SEARCH ALGORITHM (CSA) 

 
CSA is one of the modern nature inspired meta-heuristic algorithms. The Greek terms “meta” 

and “heuristic” refer to “change” and “discovery oriented by trial and error” respectively. 

Various techniques are used to minimise the constraints associated with the problem in order 

to obtain a global optimum solution. 

 

Cuckoos are attractive birds. The attractiveness is owing to the beautiful sounds produced by 

them and also due to their reproduction approach which proves to be combative in nature. 

These birds are referred to as brood parasites as they lay their eggs in communal nests. They 

remove the eggs in the host bird nest in order to increase the hatching probability of their own 

eggs. 

 

There are three types of brood parasites - the intraspecific brood parasite, cooperation breed 

and nest take over type. The host bird involves in direct combat with the encroaching cuckoo 

bird. If the host bird discovers the presence of an alien egg, it either throws away the egg or 

deserts the nest. Some birds are so specialized that they have the characteristic of mimicking 
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the colour and the pattern of the egg which reduces the chances of the egg being left out 

thereby increasing their productivity [7]. 

 

The timely sense of egg laying of cuckoo is quite interesting. Parasitic cuckoo birds are in 

search of host bird nests which have just laid their own eggs. In general the cuckoo birds lay 

their eggs earlier than the host bird’s eggs in order to create space for their own eggs and also 

to ensure that a large part of the host bird feed is received by their chicks. 

 

5. PRINCIPLE BEHIND CUCKOO SEARCH ALGORITHM 

 
Each  cuckoo bird  lays  a  single  egg  at  a  time  which  is discarded into a  randomly chosen 

nest. The optimum nest with great quality eggs is carried over to next generations. The number 

of host nests is static and a host can find an alien egg with a probability (Pa) [0, 1], whose 

presence leads to either throwing away of the egg or abandoning the nest by the host bird [8]. 

 

One has to note that each egg in a nest represents a solution and a cuckoo egg represents a new 

solution where the objective is to replace the weaker fitness solution by a new solution. 

 

The flowchart for CSA is as shown which involves the following steps: 

 

Step (1) - Introduce a random population of n host nests, Xi .  

 

Step (2) - Obtain a cuckoo randomly by Levy flight behaviour, i. 

 

Step (3) - Calculate its fitness function, Fi . 

 

Step (4) - Select a nest randomly among the host nests say j and calculate its fitness, Fj . 

 

Step (5) - If Fi < Fj , then replace j by new solution else let j be the solution. 

 

Step (6) - Leave a fraction of Pa of the worst nest by building new ones at new locations using  

Levy flights. 

 

Step (7) - Keep the current optimum nest, Go to Step (2) if T (Current Iteration) < MI  

(Maximum Iteration).  

 

Step (8) - Find the optimum solution. 

 

Important Stages involved in CSA are: 

i) Initialization:  Introduce a random population of n host nest (Xi = 1, 2, 3...n). 

ii) Levy Flight Behaviour:  Obtain a cuckoo by Levy flight behaviour equation which is defined 
as follows: 

         Xi (t + 1) = Xi (t) + α ⊕ Levy (λ), α > 0                                                    (1) 

 

 Levy (λ) = t (−λ), 1 < λ < 3                                                                  (2) 
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iii) Fitness Calculation:  Calculate the fitness using the fit- ness function in order to obtain an 

optimum solution. Select a random nest, let us say j. Then the fitness of the cuckoo egg (new 

solution) is compared with the fitness of the host eggs (solutions) present in the nest. If the 

value of the fitness function of the cuckoo egg is less than or equal to the fitness function value 

of the randomly chosen nest then the randomly chosen nest (j) is replaced by the new solution. 

 

Fitness Function = Current Best Solution – Previous Best Solution           (3) 

 

Since the Fitness function = Current best solution - Previous best solution, the value of the 

fitness function approaching the value zero means that the deviation between solutions decreases 

due to increase in the number of iterations. 

The conclusion is that if the cuckoo egg is similar to a normal egg it is hard for the host bird to 

differentiate between the eggs. The fitness is difference in solutions [10] and the new solution is 

replaced by the randomly chosen nest. Otherwise when the fitness of the cuckoo egg is greater 

than the randomly chosen nest, the host bird recognizes the alien egg, as a result of which it may 

throw the egg or forsake the nest.  

The various stages involved in the working of this algorithm are explained in the flow chart. 

 

 

Figure 1.    Fitness function values for planar antenna array of 18x18 elements 

 

From the fitness function graph it can be observed that as the number of iterations increases, 

the value of the fitness function graph approaches to zero.  
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iv) Termination:   In the current iteration the solution is compared and the best solution is only 

passed further which is done by the fitness function. If the number of iterations is less than the 

maximum then it keeps the best nest. 

 

After the execution of the initialisation process, the levy flight and the fitness calculation 

processes, all cuckoo birds are prepared for their next actions. The CSA will terminate after 

maximum iterations [MI], have been reached. 
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Figure 2.    Planar Antenna Array Set–Up 

6. TECHNICAL DETAILS 
 

6.1. Synthesis of Planar Antenna Array 

 

Consider a planar antenna array which consists of M-by-N rectangular antennas which are spaced 

equally [10]. They have been arranged in a regular rectangular array in the x-y plane. The inter-

element spatial arrangement is 

 

d = dx = dy = λ/2 = R0 
 
Where λ is the wavelength  

 

The outputs are summed up in order to provide a distinct output. 

     ����, �� = 	�
,��
� ��

∑ ���
��� �������������� �� ∑ �!��"�!����#�$%� &�'

!��  

Where      kx = 
()
* sin � cos �, ky = 

()
* sin � sin � 

6.2 Number of Cuckoo Birds  

This parameter decides number of Cuckoo birds being initialized in the field space.   

6.3. Step Size   

In case of CSA, step size refers to the distance covered by a cuckoo bird for a fixed number of 

iterations. It is preferred to have an intermediate step size in order to obtain an effective solution. 

If the step size is too large or too small it leads to deviation from the required optimum solutions 

[7]. 
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7. FIGURES AND TABLES 

 

Table 1: SLL values for various sizes of Planar Antenna Array 

 

M N Pa SLL (in dB) Main Lobe Range Φ(in degrees) Figure No. 

11 11 .25 -28.8 [79.8, 100.2] 90 4 

13 13 .25 -26.5 [81.5, 100.5] 0 6 

15 15 .25 -31.7 [82.2, 97.8] 90 7 

16 16 .25 -29.2 [83, 97] 0 8 

18 18 .25 -29.8 [83.7, 96.3] 0 9 

20 20 .25 -32.3 [84.2, 95.8] 90 10 

 

 
 

Figure 3.    Polar pattern of a single antenna array element    

 
 

Figure 4.    Radiation Pattern for a planar antenna array of 121 elements and φ= 0 degrees 
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Figure 5.    Polar pattern for the radiation of an 11X11 planar antenna array 

 

 
 

      Figure 6.    Radiation Pattern for a planar antenna array of 169 elements and φ= 0 degrees 

 

 
    

 Figure 7.    Radiation Pattern for a planar antenna array of 225 elements and φ=90 degrees 
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       Figure 8.    Radiation Pattern for a planar antenna array of 256 elements and φ= 0 degrees 

 

 
 

Figure 9.    Radiation Pattern for a planar antenna array of 324 elements and φ= 0 degrees 

 

 
 
Figure 10.   Radiation Pattern for a planar antenna array of 400 elements and φ = 90 degrees 
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8. OBSERVATIONS 

 
When φ = 0 degrees, Maximum iterations = 500, a narrow beam is obtained as the best 

optimum solution for a large value of the number of iterations (optimum value) [11]. When 

maximum iteration is 150, main lobe appears to be spread over a wide range of direction angle 

(θ). For increase in the number of antenna elements in a planar antenna array a narrow beam is 

achieved correspondingly. The same field pattern is obtained for φ=π/2 degrees, maximum 

iterations of 500. 

 

The directivity of an isotropic antenna is unity as power is radiated equally in all directions 

[Fig 3]. In case of other sources such as omnidirectional antennas, sectoral antennas, directivity 

is greater than unity. Directivity can be considered as the figure of merit of directionality as it 

is an indication of the directional properties of the antenna with respect to an isotropic 

source.  This shows that for any alignment of planar antenna array the same field pattern will be 

obtained which promotes beam steering in RADAR applications. 

 

9. CONCLUSIONS 

 
CSA is very easily applicable among all the nature inspired meta-heuristic algorithms since it 

provides the optimum solution.  The implementation of CSA led to a tremendous increase in 

directivity [Fig 4] which promotes long distance communication.  Gain of Antenna Array is also 

increased by using CSA. 
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ABSTRACT 

 
This paper presents a unified architecture design of the RSA cryptosystem i.e. RSA crypto-

accelerator along with key-pair generation. A structural design methodology for the same is 

proposed and implemented. The purpose is to design a complete cryptosystem efficiently with 

reduced hardware redundancy. Individual modular architectures of RSA, Miller-Rabin Test and 

Extended Binary GCD algorithm are presented and then they are integrated. Standard 

algorithm for RSA has been used. The RSA datapath has further been transformed into DPA 

resistant design. The simulation and implementation results using 180nm technology are shown 

and prove the validity of the architecture. 
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1. INTRODUCTION 
 
The RSA algorithm [1] is a public key algorithm and is extensively in security and authentication 

applications. Being computationally intensive, use of separate crypto-accelerator hardware to 

accelerate the computations is common. The communication between the main processor (32-64 

bit) and the RSA crypto-accelerator (1024-2048 bit) requires a protocol for data exchange and a 

FIFO register bank can implemented for the same. This paper describes an architecture design for 

the RSA cryptosystem useful for both the Encryption/Decryption and for the Key-Pair Generation 

which may be required due to security. The number to be tested as prime is fed as input to the 

system and the random numbers for Miller-Rabin test are generated using Pseudo-Random 

Number Generator (PRNG). 

 

The paper is organized as follows: Section 2 introduces the basics of RSA algorithm. Section 3 

describes fundamental algorithms, with modular architecture around which the top level system 

was developed. Section 4, discusses top-level implementation. Section 5 briefs about power 

analysis attacks. In Section 6, implementation results have been shown. In Section 7, conclusion 

is drawn. 
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2. BASICS OF RSA 

 
RSA involves the use of a public key-pair {e, n} and a private key {d, n} for encryption and 

decryption respectively. Messages encrypted with the public key can only be decrypted using the 

private key. For digital signatures private key is used. The proof of the algorithm can be found in 

[1]. The steps for Key Generation and Encryption/Decryption are reproduced below: 

 

2.1. Key-Pair Generation 

 
1. Choose primes, p and q.   

2. Compute modulus n = p*q. Its length is called the key length.  

3. Compute Euler's totient function, φ(n) = (p − 1)(q − 1). 

4. Choose a public key, e, such that 1 < e < φ(n) and gcd(e, φ(n)) = 1.  

5. Determine d as d−1 ≡ e (mod φ(n)). 

 

2.2. Encryption and Decryption 

 
Cipher text(C) is obtained as a number theory equivalent to the public key (e) exponentiation of 

message (M) in modulus n 

C = Me mod {n}. 

 

 

Similarly, message can be recovered from cipher text by using private key exponent (d) via 

computing 

 

M = Cd mod {n}. 

 

3. MODULAR DESIGN ARCHITECTURES 
 
This section describes the architectures developed for various modules used in the design of RSA 

cryptosystem. 

 

3.1. Modular Multiplication 
 
The binary interleaving multiplication and reduction algorithm is the simplest algorithm used to 

implement the modular multiplication [2]. The algorithm can be obtained from the expansion, 

 

P = 2 (. . . 2 ( 2 ( 0 + A*Bk ) + A*Bk-1 ) + . . . ) + A*B1, as : 

Input: A, B 

R ← 0 

for {i = 0 to k-1} { 

 R ← 2R + A*Bk-1-i 

 R' ← R-n 

 if {[R'] >= 0} {R ← R'} 

  R' ← R-n 

 If {[R']  >= 0} {R ← R'} }. 

 

The hardware implementation of the datapath core is shown as in the Fig. 1. Signed subtractors 

have been used. The word-length of the subtractors and adders used is one and two bits more 

respectively. 
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3.2. Modular Exponentiation 
 
The binary method for computing Me (mod n) has been implemented using Left-to-Right (LR) 

algorithm. [2] 

Input: M; e; n 

if {eh-1 = 1} {C ← M} else {C ← 1} 

 

Figure 1.  Architecture of RSA Datapath 

for {i = h-2 to 0} { 

 C ← C*C (mod n) 

 if {ei = 1} {C ← C*M (mod n)} } 

 

The above algorithm is specific to the design of control unit for the RSA module. For the purpose 

of hardware optimization, it has been assumed that the MSB of exponent bit-word is always 1 i.e. 

the exponent always starts with the MSB. 

 

The datapath core of RSA, as depicted in Fig. 1, is combined with some additional digital design 

blocks for complete RSA module. The state diagram for the same is given in Fig. 2. The states s0, 

s1, s2 are used for initialization and directing the primary input into the registers. 

 

The states s4, s5 perform the binary multiplication; s5a checks the LSB of the exponent bit and if 

the LSB is HIGH it directs controller to another binary multiplication with changed inputs. The 

second binary multiplication is performed in state s9. If the LSB was LOW, the controller loops 

back to state s3. The state machine essentially performs binary modular multiplication. When the 

signal for completion of exponentiation is received, the state s11 is jumped to. 

 

3.3. Miller-Rabin Primality test 
 
Miller-Rabin Primality test is the most widely used primality testing algorithm [3][4]. The design 

for Miller-Rabin algorithm, shown in Fig. 3, is built around the RSA module described above 

with some additional control signals. The same RSA module has been used for exponentiation 

and squaring purposes.  
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This test provides advantages over other primality tests given by the Fermat and Euler [5]. The 

algorithm is reproduced below from [4][5] in an implementation friendly, Register Transfer 

Language (RTL), format. 

 

Input: K, N 

Output: P_Cb  

For {i = 0 to K-1} { 

 D ← N-1 

 S ← 0 

 While {[D0] = 0} { 

 

 
Figure 2. State Diagram for Modular Exponentiation 
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Figure 3. Architecture for Miller-Rabin Test Algorithm 

D ← shr (D, 1)  

S ← S + 1 } 

 A ← RB (Random Base) {  RB ϵ [2, N-2]} 

 X ← AD mod (N) 

 if {[X] = 1 || [X] = N-1} {continue} 

 for {r = 1 to S - 1} { 

  X ← X2 mod (N) 

  if {[X] = 1} {P_Cb ← 0} 

  if {[X] = N-1} {continue} } 

 P_Cb ← 0 } 

P_Cb ← 1 

 
 

K is selected as per target accuracy and is sufficed at 7 for 512 bit primes and at 4 for 1024 bit 

primes [6].  

 
 

The Miller exponent block, which is a modification over PI-P/SO shift register is used to 

calculate the ‘S' and 'D' values in the algorithm. The Miller controller detects the zeros in the 

exponent using shifting. A PRNG has been used to feed the random seed value to the RSA 

module for random base number. The counter counts a RSA intermediate event as clock. Miller 

controller serves as the master control unit of the system. The signal from the Miller controller 

further controls the events/states controlled by a separate RSA module controller which acts as a 

slave control unit. 

 
 

The state diagram for Miller-Rabin primality test is given in Fig. 4. States s0, s1, s2 are used for 

initialization purposes.  State s0 enables the exponent register to take input exponent, N, which is 

the number to be tested for primality. State s1 and s2 are used to count the number of trailing 

zeros in the exponent. It is to be ascertained that the exponent bit-string must begin with the 

MSB. 
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 Figure 4. State diagram for Miller-Rabin Primality test 

After all the trailing zeros have been counted, state s3 takes a random number from instantiated 

PRNG and while the number of iterations, K, for which the Miller-Rabin test is to be run is not 

equal to zero, it calls the state s4, which performs exponentiation. 

 

When the exponentiation is complete state s6 checks the status in the miller comparator. If the 

status signal from miller comparator is “10” or “01”, the controller goes back to state s3. Status 

“10” denotes that the result from the exponentiation is equal to N-1 and status “01” denotes the 

result to be unity. 

 

For other status signals, the state s6 jumps to s7 which send a square signal to RSA module and 

performs the squaring operation in state s8. State s9 again checks the status and jumps of the 

consequent state. 

 

3.4. Extended Binary GCD Algorithm 

 
The binary GCD algorithm, also known as Stein’s algorithm, computes the GCD of non-negative 

numbers using shifts, subtraction and comparisons rather than division used in Extended 

Euclidean algorithm. The binary GCD algorithm given in [7] can be implemented as shown in 

Fig. 5. The extended version of the same algorithm for calculating modular inverse has been 

presented below, for implementation, in RTL as 

 

Inputs: A, B 

Outputs: GCD, INV_OUT 

Initialize: U ← 1; V ← 0; S ← 0; T ← 1; P ← A; 

Q ← B 

While {[B] ~= 0} { 

 If {[B] = [A]} { 

   GCD ← shl (A,[R]) 

  INV_OUT ← S } 

 Else if {[B] < [A]} { 
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  A ↔ B 

  U ↔ S  

  V ↔ T } 

  Else if {[A0] = 0 & [B0] = 0} { 

  A ← shr (A, 1) 

  A ← shr (B, 1) 

  R ← R + 1 } 

  Else if {[A0] = 0 & [B0] = 1} { 

  A ← shr (A, 1) 

  If {[U0] = 0 & [V0] = 0} { 

   U ← shr (U, 1) 

   V ← shr (V, 1) } 

  Else { 

   U ← shr (U + Q) 

   V ← shr (V – P) } } 

    Else if {[A0] = 1 & [B0] = 0} { 

  B ← shr (B, 1) 

  If {[S0] = 0 & [T0] = 0} { 

   S ← shr (S, 1) 

   T ← shr (T, 1) } 

  Else { 

   S ← shr (S + Q) 

   T ← shr (T – P) } } } 

GCD ← shl (A, [R]) 

INV_OUT ← S 

 

 

Figure 5. Architecture for BCD Algorithm 

The above extended algorithm can be implemented by augmenting the architecture given in Fig. 5 

with addition of few multiplexers, registers, subtraction units and control signals, as in Fig. 6. 

  

The state diagram for Extended Binary Greatest Common Divisor (EBGCD) is given in Fig. 7. 

State s0 is the initialization state in which the inputs A & B are read in the various registers. In  
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Figure 6. Additional structures required for Extended Binary GCD algorithm 

state s1, the values and LSBs of both the inputs are compared. When LSBs of both A and B are 

LOW, the state s1 jumps to s3. The registers of both the inputs are right shifted and a counter is 

incremented. 

 

When LSB of only either of the input is LOW, the state s4 or s5 are traversed to. The states s4, 

s4a, s4b, s4c and s5, s5a, s5b, s5c are used to perform the required computations. The states s6 

through s6d operate when LSBs of both the inputs are HIGH. When both the inputs are equal, the 

state s1 jumps to s2 or s2b depending on whether the count for bit-shifts is zero or not. The state 

s2a and s2 are used to left-shift the output required number of times. 

 

When value of B is less than A, the signal from the comparator to various MUXs goes HIGH and 

the interchange between various register is performed within that clock cycle. 

 

 Figure 7. State diagram of Extended Binary GCD Algorithm 
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The Fig. 8 gives the complete architecture of the Extended Binary GCD algorithm. The signals 

from the comparator and EBGCD controller are used to control the data flow inside the register 

loops. 

 

 
 

Figure 8. Detailed Architecture of Extended Binary GCD Algorithm 

 

4. TOP-LEVEL DESIGN 
 
After the individual design is completed for various modules, these are integrated in top-level 

design of RSA cryptosystem. 

 

The cryptosystem can be run in either of the two modes: 

(i) RSA encryption/ decryption (RSA mode) and, 

(ii) Key-Pair Generation (GKP mode). 

 

The design of the complete cryptosystem as implemented is shown in Fig. 9. The modes are 

controlled by GKP_RSAb control input. The system has an EXPONENT_BIT_CNTR counter 

which counts the intermediate RSA event and sends the signal for RSA completion. The input to 

the counter is number of bits of exponent bit-word that are to be used for exponentiation. The 

number for primality test may be supplied from memory or True-RNG as input. 

 

During RSA computation, the controller after enabling the RSA module and directing the input 

MUXs to feed from Primary inputs waits for a signal from RSA module for completion. A signal 

from the exponent bit counter is sent to RSA module to indicate last bit the exponentiation. 

 

During generation, the top system controller runs the Miller-Rabin controller twice to obtain two 

primes. In case the test fails and the random number is composite, the system keeps on taking the 

random numbers as input till both the prime numbers are determined. The product of primes and 

their Euler totient function are computed in two cycles using single combinational multiplier. The 

values computed are fed in to the EBGCD module the output of which is compared to the unity. If 

the output is not unity, another random number is taken as input. If the result is unity, the random 

number taken as input serves as the public key and the modular  
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Figure 9. Top-level Architecture of RSA Cryptosystem 

inverse output from the EBGCD module serves as the private key with modulus being the product 

of the primes.  

 

The Miller PRNG has been used to generate a public key exponent; however, desired key may be 

provided externally with use of an additional multiplexer. The unity comparator block is 

implemented by a using a series of the OR gates. 

 

5. POWER ANALYSIS RESISTANCE 
 
Power analysis attacks exploit the fact that the instantaneous power consumption of a 

cryptographic device depends on the data it processes and the operations it performs. 

 

Simple power analysis (SPA) involves directly interpreting power consumption measurements 

collected during cryptographic operation. Differential power analysis (DPA) attacks, which 

require large number of power traces for analysis, are used due to the fact that these do not 

require detailed knowledge about the attacked device.  

 

In CMOS technology, it is a fact that transitions are affiliated and determined by statistics of gate 

inputs and previous outputs, to the differing way energy is consumed between a 0→VDD and 

VDD→0 transitions. 

 

To counter DPA, the device needs to be built in such a way that every operation requires 

approximately the same amount of energy, or it can be built in such a way that the power 

consumption is more or less random. To the effect of first technique a custom EDA flow was 

developed for transforming the synthesized design into a design compliant to Differential Power 

Balancing DPA resistant technique called Delay Insensitive Minterm Synthesis-3 (DIMS-3) [8]. 

Fig. 10 shows the typical transformation methodology used for improving the DPA resistance of 

the RSA datapath. 
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6. IMPLEMENTATION 

 

Figure 10. Delay Insensitive Minterm Synthesis-3 compliant transformation 

This work describes the architecture of RSA cryptosystem built with the individual modules in 

the beginning to the top-level system in the end. The code of the described architecture was 

written in VHDL. The code for 8-bit system was synthesized and simulated using Tower 180nm 

digital library in Synopsys tools. 

 

6.1. Simulation Results 
 
Fig. 11 and Fig. 12 show the simulation result of the above said architecture for RSA 

encryption/decryption. Though both of figures use the same input bit-strings, their 

EXP_CNTR_DATA_S input to EXPONENT_BIT_CNTR is different. Thus, in Fig. 11, effective 

exponent is 74(“1001010”) and in Fig. 12 effective exponent is 37(“100101”). 

Fig. 13 shows the output sequencing of private key and modulus, when the system is used for key 

pair generation with primes 11 and 13.  

 

Fig. 14 and Fig. 15 show the power signatures for a computation of Differential Power Balancing 

DIMS-3 compliant RSA datapath transformed using custom EDA flow at positive and negative 

clock edges respectively.  

 

 
 

Figure 11. Simulation of RSA Cryptosystem for RSA Encryption/Decryption with Exponent bits 

count = 7 
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Figure 12. Simulation of RSA Cryptosystem for RSA Encryption/Decryption with Exponent bits 

count = 6 
 

 
 

Figure 13. Output sequence of private key and modulus during Key-Pair generation 

 

 

 

Figure 14. Power signature comparison between pre-transformed (left) and post-transformed 

(right) RSA datapath for various input 
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Figure 15. Power signature comparison between pre-transformed (left) and post-transformed 

(right) RSA datapath for various input 

 

6.2. Implementation Results 

 
Table I, II & III present the implementation results of synthesis of the RSA cryptosystem 

architecture in the 180nm Static digital CMOS library. Table I gives the count of the 

combinational and non-combinational cells implemented in the system. Table II enlists the area 

requirements of various design units the system. Table III gives the timing requirements of the 

core RSA module. E0 and E1 represent the number of 0’s and 1’s in exponent bit-word and N is 

the key length of the RSA. Table IV compares the area and cells required for optimized design to 

that for DIMS-3 compliant DPA resistant RSA datapath. Further, this work presents the results of 

the RSA datapath transformed into Differential Power Balanced DIMS-3 DPA resistance 

compliant design. The results of both the pre-transformed and post-transformed designs are 

presented for comparison. 

 

Table I. 8-bit RSA cryptosystem cell count 

 

CELL TYPE CELL COUNT 

combinational cells 1191 

non-combinational 316 

 

Table II. Area report of modules for 8-bit RSA 

 

DESIGN UNIT AREA AREA % 

Rsa_System 4113 100.0 

Sys_Controller 250 6.1 

Sys_Datapath 3863 93.9 

Sys_Datapath/Comparator_Unit 22.25 0.5 

Sys_Datapath/Controller_Unit 616 15 

Sys_Datapath/Counter_Unit 47 1.1 

Sys_Datapath/Enc_Data_Reg 56 1.4 

Sys_Datapath/Exponent_Unit 86.5 2.1 

Sys_Datapath/Exp_Cntr_Unit 56 1.4 

Sys_Datapath/Gcd_Inv_Unit 1488.25 36.2 

Sys_Datapath/Multiplier_Unit 68 1.7 

Sys_Datapath/Prng_Unit 106 2.6 

Sys_Datapath/Rsa_Unit 856.5 20.8 

Sys_Datapath/Unity_Unit 1.75 0.0 
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Table III. Timing requirements 

MODULE CLKs 

RSA Module 3+E0(4+N)+E1(8+2N) 

Table IV. Area Reports for pre-transformed and post-transformed RSA module designs 

******************************* 

Report : area 

Design : RSA_DATAPATH (PRE-

TRANSFORM) 

******************************* 

Number of ports:  37 

Number of nets:   191 

Number of cells:  142 

Number of combinational cells: 118 

Number of sequential cells:    24 

Number of macros: 0 

Number of buf/inv:    28 

Number of references: 14 

 

Combinational area:        204.500000 

Buf/Inv area:               14.000000 

Non-combinational area:     126.000000 

Net Interconnect area:      69.138399 

 

Total cell area:           330.500000 

Total area:                399.638399 

****************************** 

********************************* 

Report : area 

Design : RSA_DATAPATH (POST-

TRANSFORM) 

********************************* 

Number of ports:  40 

Number of nets:   1520 

Number of cells:  1497 

Number of combinational cells: 1449 

Number of sequential cells:    48 

Number of macros:  0 

Number of buf/inv:    95 

Number of references: 13 

 

Combinational area:       2316.500000 

Buf/Inv area:               57.500000 

Non-combinational area:     306.000000 

Net Interconnect area:    1374.814115 

 

Total cell area:          2622.500000 

Total area:               3997.314115 

*********************************** 
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ABSTRACT 

 
Most of the information is in the form of electronic data. A lot of electronic data exchanged 

takes place through computer applications. Therefore information exchange through these 

applications needs to be secure. Different cryptographic algorithms are usually used to address 

these security concerns. However, along with security there are other factors that need to be 

considered for practical implementation of different cryptographic algorithms like 

implementation cost and performance. This paper provides comparative analysis of time taken 

for encryption by seven symmetric key cryptographic algorithms (AES, DES, Triple DES, RC2, 

Skipjack, Blowfish and RC4) with variation of parameters like different data types, data density, 

data size and key sizes. 

 

KEYWORDS 
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encryption time   

 

1. INTRODUCTION 

 
Cryptography is a science of "secret messages" that is being used by man from thousands of years 

[9]. In cryptography original message is basically encoded in some non readable format. This 

process is called encryption. The only person who knows how to decode the message can get the 

original information. This process is called decryption. On the basis of key used, cipher 

algorithms are classified as asymmetric key algorithms, in which encryption and decryption is 

done by two different keys and symmetric key algorithms, where the same key is used for 

encryption and decryption [8]. On the basis of the input data, cipher algorithms are classified as 

block ciphers, in which the size of the block is of fixed size for encryption and stream ciphers in 

which a continuous stream is passed for encryption and decryption [9]. 
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A data file formats represents the standard for encoding the information to be stored in computer 

file. There are file formats like textual, image, audio and video data file formats. Textual data 

formats are ANSII, UNICODE (16 & 32 bit little and big Endian and UTF-8). ANSII is encoding 

scheme for 128 characters basically made for English alphabets. It contains alphabets a-z and A-

Z, numbers 0-9 and some special characters. In Unicode standard unique numbers are provided 

for every character independent of platform. Image file formats are JPEG, TIFF, BMP, GIF and 

PNG [10]. JPEG is image file format for digital images that uses lossy compression method. TIFF 

and BMP are image file format that are used to store images of raster graphics. GIF image is 

similar to image format of bitmap images. GIF uses LZW (Lempel-Ziv-Welch) technique of 

compression and for each image it can support up to 8 bits/pixel. PNG is alternative to GIF image 

file format and allows more compression than GIF. Audio file formats are WAV, AIFF, M4A, 

MP3 and WMA. WAV and AIFF are usually uncompressed audio file format. M4A (audio) uses 

Apple Lossless compression format but often it is compressed with Advance audio coding 

(lossy). MP3 and WMA are lossy compression audio formats. Video file formats are AVI, M4V, 

MPEG and WMV etc. AVI format contains the data (audio and video data) file container; which 

allows audio-with-video playback synchronously. M4V and MP4 are very similar format, but 

M4v can be protected by Digital Rights Management copy protection. MPEG contains 

compressed audio and visual digital data. WMV is compressed video format developed by 

Microsoft.  

 

Density of data represents the amount of different information present in the data file [10]. File is 

said to be dense file if file size is less and content is more. For example if there are two file X and 

Y both containing 2000 words and having sizes 50kb and 200kb respectively, then file X is 

denser. The more the information, the dense is the data and lesser the information, sparse is the 

data. Sparse file is a file that contains most of the empty spaces and attempts to use the computer 

space more effectively. 

 

Data size is space occupied by a file on a disk. Audio, video takes more space on disk than textual 

files as they contain multimedia information. Key size in cryptography represents the size of key 

file in bits. For example AES is having key sizes 128, 192 and 256 bits. 

 

The main objective of this paper is to analyze time taken for encryption by various cryptographic 

algorithms for parameters like data type, data size, data density and key size. 

 

2. CRYPTOGRAPHIC ALGORITHMS 

 
This section provides information about the various symmetric key cryptographic algorithms to 

be analyzed for performance evaluation, to select the best algorithm with appropriate parameter 

suitable to provide security for data. The various features of the cryptographic algorithm are listed 

in Table 1. 

 

Table 1. Cryptographic Algorithms Information. 

 

Algorithm 

Name 
Structure 

Cipher 

Type 
Rounds 

Key Size(In 

bits) 

AES 
Substitution-permutation 

network 
Block 

10, 

12, 

14 

128, 

192, 

256 

DES 
Balanced Feistel 

network 
Block 16 56 

Triple 

DES 
Feistel network Block 48 

112, 

168 
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RC2 
Source-heavy Feistel 

network 
Block 18 40 to 1024 

Blowfish Feistel network Block 16 32 to 448 

Skipjack 
Unbalanced Feistel 

network 
Block 32 80 

RC4 ---- Stream 256 40 to 2048 

 

3. RELATED WORK 

 
This section provides the information and results which are obtained from the numerous sources. 

Cryptographic algorithms  have  been  compared  with  each  other  for  performance  evaluation  

on  basis  of  throughput,  CPU  Memory  utilization,  energy consumption,  attacks,  Encryption  

time,  Decryption  time  etc. 

 

In [3] the author compared AES and RC4 algorithm and the performance metrics were encryption 

throughput, CPU work load, memory utilization, and key size variation and encryption and 

decryption time. Results show that the RC4 is fast and energy saving for encryption and 

decryption. RC4 proved to be better than AES for larger size data. In [2] author compared AES 

and DES algorithms on image file, MATLAB software platform was used for implementation of 

these two cipher algorithms. AES took less encryption and decryption time than DES. In [4] the 

author compared cipher algorithms (AES, DES, Blowfish) for different cipher block modes 

(ECB, CBC, CFB, OFB) on different file sizes varying from 3kb to 203kb. Blowfish algorithm 

yield better performance for all block cipher modes that were tested and OFB block mode gives 

better performance than other block modes. In [7] the author talks about comparison between 

three algorithms (DES, Triple DES, Blowfish) on processing time. They found, that the key 

generation time for all these three algorithms is almost same but there is a difference in time taken 

by CPU for encryption. On SunOS platform Blowfish seem to be fastest, followed by DES and 

Triple DES respectively. They analyzed CPU execution time for generating the secret key, 

encryption and decryption time on 10MB file. In [6] the author compared cipher algorithms 

(AES, DES, 3-DES and Blowfish) for varying file size and compared the encryption time on two 

different machines Pentium-4, 2.4 GHz and Pentium-II 266 MHz in EBC and CFB Mode. The 

author concluded that Blowfish is fastest followed by DES and Triple DES and CFB takes more 

time than ECB cipher block mode. 

 

4. PROPOSED WORK 

 
From the related works, it is realized that none of the work did a very detailed analysis of the 

performance of various symmetric algorithms on various parameters on different type of files, 

especially the files which are used for medical health related data. 

  

The main objective of this paper is to analyze the time taken for encryption by various 

cryptographic algorithms for parameters like data type, data size, data density and key size in 

order to select the most suitable cryptographic algorithm for encryption. 

 

5. EXPERIMENTAL SETUP AND TESTING 
 

The execution results are taken on machine having Intel® Core™ i7-2600 (3.40 GHz) processor 

with Intel® Q65 Express 4 GB 1333 MHz DDR3 (RAM) and Ubuntu 12.04 LTS operating 

System. The java platform (openjdk1.6.0_14) is used for implementation. JCA (Java 

Cryptography Architecture) and JCE (Java Cryptography Extension) are used for cipher 

algorithm implementation. The JCA is a major platform that contains ”provider" architecture and 
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the set of APIs for encryption (symmetric ciphers, asymmetric ciphers, block ciphers, stream 

ciphers), message digests (hash), digital signatures, certificates and certificate validation, key 

generation and secure random number generation.  Here we have used sun and Bouncy Castel 

provider for implementing cryptographic algorithms. 

 

The brief analysis of different symmetric key cryptographic algorithm for various parameters is as 

follows: 

 

Case Study 1: Files with different Data types. 

 
This case study has taken to check whether the encryption has dependency on type of data. 

Different data type files like audio, image, textual and video of nearly 50MB in size are chosen 

and encryption time of different cipher algorithms is calculated for these data types. For all 

executions of a specific cipher algorithm, varying parameter is data type and constant parameters 

are key size and block cipher mode. Key size and block mode are at kept at bare minimal 

parameters. The key size of AES, DES, 3-DES, RC2, Blowfish, Skipjack, and RC4 are kept at 

minimum values as 128, 56, 112, 40, 32, 80 and 40 bits respectively. Block cipher mode used is 

ECB with PKCS#5 padding scheme. Fig. 1 shows the execution time of the algorithms for 

different data type files. 

 

 
 

Figure 1. Encryption time Vs Cipher Algorithm for files of different data type 
 

Observation: The result shows that the encryption time does not vary according to the type of the 

data. Encryption depends only on the number of bytes in the file and not on the type of file. AES 

works faster than other block ciphers. RC4 with key size 40 is fastest among the algorithms 

tested. 

 

Case Study 2: Data files of same type with different sizes. 

 
This case study is taken to ensure once again the observations obtained in case study 1. Case 

study 1 revealed that encryption time depends on number of bytes in the file. To ensure this 

another study is made in which different files of same types but different sizes are given for 

encryption and estimated the encryption time. For all executions key size and block mode are kept 

at bare minimal parameters. Table 2 gives the details about the files used for all executions and 

Fig. 2 and 3 show the execution results. 
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Table 2. Execution Parameters for files of different size. 
 

File Type Varying Parameters (Data Size) Constant Parameters 

AIFF 10.7MB, 50MB, 100MB 
Data Type, Key size 

AVI 50MB, 100MB, 482MB 

 

 

 

Figure 2. File size Vs  Encryption time for AIFF file of different sizes. 
 

 
 

Figure 3. File size Vs  Encryption time for AVI file of different sizes. 

 

Table 3. Encryption time for files of different sizes 

 

File 

Type 

Size 
(In 

MB) 

Encryption Time in Millisecond 

AES DES 
3-

DES 
RC2 Blowfish Skipjack RC4 

128 56 112 40 32 80 40 

AIFF 

10.7 101 272 788 238 133 381 40 

50 455 1253 3804 1095 614 1729 198 

100 909 2595 7628 2189 1223 3505 372 

AVI 

50 456 1268 3810 1112 629 1731 196 

100 918 2586 7631 2224 1267 3515 360 

482 4518 12529 35654 11038 6087 16941 1972 

 

Observation: From the results in Table 3 and Fig. 2 and 3 we can find that the result for different 

size of data varies proportional to the size of data file. Encryption time increases as file size 
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increases in multiples of data size. For each encryption algorithm same parameters are used for 

files of different sizes. 

 

Case Study 3: File with different data densities. 

 
This case study is taken to check whether the encryption depends on density of data or not. 

Encryption rate is evaluated for the two different data density file; a sparse file of 69MB and a 

dense file of 58.5MB. For a cipher algorithm, key size and block mode are kept at bare minimal 

parameters. The results of execution are shown in Table 4. 

 

Table 4. Execution rate for sparse and dense data file 

 

Algorithm 

Name 

Sparse 

(72000118 Bytes) 

AIFF file 

Dense 

(61392454 Bytes) 

AIFF file 

Encrypt 

Time(ms) 

Encryption 

Rate(MB/s) 

Encrypt 

Time(ms) 

Encryption 

Rate(MB/s) 

AES 128 634 108.28 540 108.40 

DES 56 1801 38.11 1537 38.08 

3-DES 112 5076 13.52 4365 13.41 

RC2 128 1520 45.16 1285 45.55 

Blowfish 128 854 80.38 723 80.96 

Skipjack 128 2386 28.77 2042 28.66 

RC4 128 253 271.35 216 271.01 

 

Observation: Encryption rate for sparse and dense file has been calculated. The Table 4 shows 

that the encryption time is not affected by density of data in a file. The variation in time with 

respect to different algorithms follows the same pattern for both sparse and dense files. The 

encryption rate for a particular cipher algorithm remains the same, even if the file is sparse or 

dense. It depends on only the number of bytes in the file.  

 

Case Study 4: Encryption Algorithms with different key sizes 
 
This case study is to analyze the effect of changing the size of encryption key on encryption time. 

BMP file of 50.5MB is taken and different cipher algorithms are executed for different size of 

keys supported by them in ECB mode with PKCS#5 padding scheme. The various key sizes 

mentioned in Table 1 are used during experimentation. Fig. 4 shows the result of execution for 

key size variation. 

 

 
 

Figure 4. Variation of key sizes for different cipher Algorithms 
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Obsevation: The execution results show that for all ciphers algorithms, the encryption time 

varies with the change in the size of the of the key. Encryption time increases with increase in key 

size for block ciphers. The variation in time is very small. AES dominates in the block cipher. 

RC4 is fastest among all algorithms tested. 

 

6. CONCLUSION 

 
In this paper different symmetric key algorithm have been analyzed for various parameters like 

different data type, data size, data density, key size, cipher block modes and tested how the 

encryption time varies for different algorithms. From the execution results it is concluded that 

encryption time is independent of data type and date density. The research shown that, encryption 

time only depends upon the number of bytes of the file. It also reveled that encryption time varies 

proportionally according to the size of data. For all block cipher algorithms that are analyzed, 

with increase in key size, encryption time also increases, but reduces with increase in key size for 

RC4. AES is fastest block cipher, but RC4 appears to be fastest among all analyzed ciphers. 
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ABSTRACT 

 
As the email is becoming a prominent mode of communication so are the attempts to misuse it to 

take undue advantage of its low cost and high reachability. However, as email communication 

is very cheap, spammers are taking advantage of it for advertising their products, for 

committing cybercrimes. So, researchers are working hard to combat with the spammers. Many 

spam detections techniques and systems are built to fight spammers. But the spammers are 

continuously finding new ways to defeat the existing filters. This paper describes the existing 

spam filters techniques and proposes a multi-level architecture for spam email detection. We 

present the analysis of the architecture to prove the effectiveness of the architecture. 
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1. INTRODUCTION 
 

In general, unsolicited emails are regarded as spam email. But according to Mail Abuse 
Prevention System, L.C.C. [2], the three conditions to consider an email as spam are: 1) The 
recipient's personal identity and context are irrelevant because the message is equally applicable 
to many other potential recipients, 2) The recipient has not verifiably granted deliberate, explicit, 
and still revocable permission for it to be sent, and 3) The transmission and reception of the 
message appears to the recipient to give a disproportionate benefit to the sender. Spam affects the 
users in several ways. The user will lose productive time by looking into the spam emails. The 
user mailbox is overburdened by spam emails. Spam emails consume network bandwidth. 
Radicati Research Group Inc., a Palo Alto, CA, based research firm, estimates that spam costs 
businesses $20.5 billion annually in decreased productivity as well as in technical expenses. 
Nucleus Research estimates that the average loss per employee annually because of spam is 
approximately $1934[3]. The main success of the spammer is to sell a product advertised in the 
spam email. Though most of the users ignore the advertisement, even if some order the advertised 
product, it is profitable for the spammer, as it costs very less to send millions of spam. An internet 
connection and a single click is enough for the spammer to send a spam email to many email 
users. According to the industry figures, 1 out of the 12.500.000 spam messages that are sent, lead 
to a sale [4]. Spammers get a high percentage profit share for each of the sale generated.  

 
The damage due to spam has met with many attempts to detect and stop them. Many commercial 
spam email filters are available in the market [5]. For example some of the client side filters are: 
ASB AntiSpam, Outlook Spam Filter, Spam Alarm, SpamButcher, Qurb Spam, Spam Arrest, 
Spam Bully, MailWasher Pro, McAfee SpamKiller, Feox for Outlook/OE, Edovia AntiSpam, 
SAproxy Pro, Dewqs' NMS for Outlook, AntiSpamWare and LashBack. Some of the server side 
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spam filters are: GFI Anti Spam Filter,M-Switch Anti-Spam, Astaro Security Gateway, Hexamail 
Guard, Symantec AntiSpam for SMTP, Accessio Server, SpamSentinel for Domino Server and 
Kaspersky Anti-Spam Enterprise Edition by Alligate. In spite of active countermeasures 
spamming is thriving. In November 2013, the percentage of spam email was 72.5% out of all 
email traffic [1]. This calls for continuous efforts to discourage the spammers. 
 
In this paper, we propose a multi-level architecture which will combine the existing spam filters 
in different layers. This architecture could be used as a generic framework for spam email 
detection. Existing techniques employed at each layer are also described. Our main contribution 
can be summarized as, 

 
1. A multi-layer architecture using the present day state of art spam detection technologies. 

2. Analysis to prove the advantages of  our novel method of having two thresholds over the 
traditional single threshold based classification, in improving the accuracy and reducing 
the false positives while keeping the computational load for filtering low when using each 
of the filtering features. 
 

The rest of the paper is organized as follows: Section 2 describes related works regarding multi-
level spam detection approaches, Section 3 describes the proposed architecture, Section 4 
presents the performance evaluation measurements of spam detection and we conclude in Section 
5. 
 

2. RELATED WORKS 
 
Many researchers have already given efforts to fight with the spammers. Some of the works are 
related to our proposed multi-level architecture for spam detection. However, our proposed model 
is different from these salient works. Jianying et al. [6] describe a multi layer framework for spam 
detection. They divide the spam detection techniques between server and client side deployments. 
Our proposed model does not differentiate between server and client. It can be equally applied to 
both server and client side anti-spam countermeasures.  Rafiul et al. [7] proposes a multi-tier 
classification for phishing email. The classification result in the first tier is given to a second tier 
classifier. If the classification of the second tier and first tier matches, then the result is considered 
as the right output. But if the results differ, then a third tier classifier is used to classify the email. 
The output of the third classifier is considered the correct classification of the email. Thus, best of 
three classifiers are used to get the classification of an email. But in our proposed model, if any 
layer can classify an email with the confidence above the threshold, then the lower level is not 
invoked. And our proposed model can handle more than three levels of classifier to reduce the 
false positive rate as much as possible. In [8], Xiao et al. proposed a hierarchical framework for 
spam email detection. The first layer in their framework is a text classifier. But in our case, we 
have considered other behavioural features of spam email like blacklisting sender, sender 
reputation etc. Again, we have included negative selection based detection in the last layer which 
will be more effective against new spam emails.  Zhe et al. [9] presents an approach targeting 
mainly at image spam email. The architecture presented by them is two layered. The first layer 
classifies non image spam and the second layer classifies image spam. The second layer involves 
multiple spam filters which will take longer time for training the detectors. Our proposed multi-
level architecture is presented in Figure 1. The purpose of this model is to put the existing 
techniques in an organized way so that the detection of the spam would be faster and the false 
positive rate would be lower. If the detection of the spam could be possible in the upper layer, 
then the lower layer would not be invoked, and thus it will reduce the computational load. And in 
each layer, we can increase the threshold value so that the rate of the false positive would be 
minimum. As a result the overall performance of the spam filter detection process would be 
better. 
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This model comprises of the following layers: 1) Blacklist/Whitelist layer, 2) Content based filter, 
3) Image based filter, 4) Negative Selection of Unknown Spam Email, and 5) Recipient Decision. 
The description of each layer is given below. 

 

3. MULTI-LAYERED ARCHITECTURE 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 1.  Multi-Layer spam detection Architecture  
 

 Our proposed multi-level architecture is presented in Figure 1. This model organizes the existing 
techniques for better detection of spam with lower false positive rate. If the detection of the spam 
could be possible in the upper layer, then the lower layer would not be invoked, and hence 
reduces computational expenditure. And in each layer, we can increase the threshold value so that 
the rate of the false positive would be minimum. As a result the overall performance of the spam 
filter detection process would be better. This model comprises of the following layers: 10 Black 
list/White list Layer, 20. Content based Filter, 3). Image Based Filter, 4). Negative Selection of 
Spam email and 5). Recipient decision. The description of each layer is given below.  
 
3.1. Blacklist / Whitelist 

 
Blacklist and Whitelist filters can classify the emails without reading the messages. Based on the 
senders reputations, blacklist and whitelist are prepared. Blacklisted senders' emails are classified 
as spam whereas whitelisted senders' emails are classified as ham emails. Any user can add email 
sender's email address( and in advanced cases IP addresses) in the blacklist or whitelist. The 
advantage of this approach is that the classification is very fast as it does not require to go through 
the messages. However, one disadvantage of this approach is that it requires the blacklist/whitelist 
to be updated regularly. Otherwise the false positive rate would be higher.  
 
Duncan et al. [10] proposes a mechanism by which the blacklist will be updated dynamically. By 
checking the log files of a particular IP address and then other suspicious activities of the sender, 
the sender’s IP address is added in the blacklist. Anirudh et al. [11] proposes a technique with 
which the blacklist is updated based on how the sender is sending email, rather than not relying 
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on IP address, the sending pattern is observed and the IP address of the sender is added in the 
blacklist. 
 
3.2. Content Based Filter 

 
Content based filter requires the whole message to be read before taking the decision. As a result 
it will take computationally more time than the Black list /White List layer. Machine learning and 
fingerprint based filters are popular among the content based filters. 
 
Fingerprint filters generate unique fingerprints for known spam messages and store in a database. 
It compares the fingerprint of the incoming email to that of stored spam messages. If a match is 
found for the spam messages' fingerprint, the email is classified as a spam. However the matching 
should be above a certain threshold level. Damiani et al. [12] proposes a robust way to generate 
the fingerprint of an email. 

 
There are several methodologies in machine learning techniques. Statistical and artificial immune 
systems are notable among them. Support Vector Machine (SVM) is a famous statistical tool. In 
SVM, each email is considered as an n-dimensional vector. Each dimension could be the 
frequency of a certain word. Harris et al. [13] has compared among different algorithms for 
statistical filtering. The results of their experiments proves that SVM is better than Ripper, 
Rocchio, and Boosting Decision Trees algorithm. Mehran et al. [14] presented bayesian 
classification for spam email where some domain specific features like the domain of the 
sender(.edu or .gov), the time of sending the email, whether the email contains attachment are 
taken into consideration. Their experiments show that bayesian classifier works better when the 
classification is done with additional domain specific features along with the contents of the 
message. Dat et al. [15] have proposed an approach to detect misspelled spam words in spam 
email. For example, the word 'viagra' is commonly used in spam emails. So, this word is a 
blacklisted word. To defeat the spam filter, spammer can use the word 'viaaagra'. The possibility 
theory will calculate all the possibilities of misspelling of spam keyword and thus can classify the 
email accurately. Clotilde et al. [16] presents a symbiotic filtering approach where trained filters 
are exchanged among the users. As it exchange filters, not emails, so the communication and 
computational cost is minimum in this approach while it achieves better performance. 

 
Artificial Immune System uses machine learning methods inspired by the human immune 
systems for fighting the spam. Human immune system distinguishes between self and non-self, 
and artificial immune system distinguishes between a self of legitimate email and a non-self of 
spam email. The heart of artificial immune system is detectors which are randomly generated 
from a set of gene library. Oda et al. [17] proposes the approach of artificial immune system in 
spam detection successfully. 
 
3.3. Image Based Filter 

 
As text based filters can classify emails successfully, spammers are taking resort to image spam 
emails in order to defeat the existing text based filters. Initially, the optical character 
recognition(OCR) was being used to detect the text embedded in the image. However, spammers 
use randomization in creating image spam to defeat OCR. For example, spammers introduce 
additional dots, frames, bars in the image. They can change the font type of the text included in 
the image. Zhe et al. [9] proposes a technique which is effective in image spam detection. They 
have involved three different types of image filters: Color Histogram Filter, Haar Wavelet Filter 
and Orientation Histogram Feature. Each of the filters works better in different types of 
randomization detection. After combining the output from three different filters, decision is taken 
to classify the email. Their experiments have shown less than 0.001% false positive rate in image 
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spam detection. Uemera et al. [18] proposes an image filtering technique based on Bayesian filter. 
The filter will consider the image file size, file name, compressibility technique and area of the 
image to classify the spam image email. Their experiment also exhibited low false positive rate. 
 
3.4. Negative Selection of Unknown Spam Email 

 
Negative selection is a part of Artificial Immune System. Dat et al. [19] proposed a novel 
technique for spam email detection based on negative selection. The difference between this filter 
and others is that negative selection does not require any prior knowledge of spam emails. It does 
not require any prior training. As a result, this filter can be used readily. And as such the unknown 
spam emails could be classified by the technique proposed by Dat. 
 
3.5. Recipient Decision 

 
If the above layers cannot classify the incoming email either as ham or spam with confidence 
level above the required threshold, then the email could be tagged with a probability number of 
being a ham or spam, but not classified and let into the inbox. The user can decide whether the 
email should be forwarded to spam or inbox folder. Based on the decision of the user, the filters 
of the upper layer can learn and use the knowledge for future classification of this sort of email. 
Elena et al. [20] proposed a spam filtering technique based on the reputation of the reporters. 
Whenever any of the users report any email as spam, the system maintains the trustworthiness of 
the reporter and use the feedback to classify emails. 

 

4. PERFORMANCE ANALYSIS 
 
In spam email detection, if a spam is detected correctly, it is called true positive (TP), if a 
legitimate email is classified correctly, it is called true negative (TN). Similarly, the 
misclassification of legitimate email into spam email is called false positive (FP) and the 
misclassification of spam email as a legitimate email is called false negative (FN). The goal of the 
spam detection is to classify as many as possible emails correctly and at the same time to reduce 
the false positive rate. Because if any legitimate email is classified as spam and the user overlooks 
that email, he/she might miss valuable information.  As a result the cost of a false positive 
classification is very high. Description of various parameters [21] for spam detection are given 
below: 
 
a) Recall = TP/ (TP + FN). It explains how good a test is at detecting the positives. i.e. predicting 
positive observations as positive. A high recall is desired for a good model. Recall is also known 
as sensitivity or TP Rate. 
 
b) FP Rate = FP/ (FP+ TN). It explains how good a model is at detecting the negatives. A low 
value is desirable.  
 
c) Precision = TP/ (TP + FP). It determines how many of the positively classified are relevant. It 
is the percentage of positive classifications being correct. A high precision is desirable. 
 
d) Accuracy = TP + TN/ (TP+TN+FP+FN). It tells how well a binary classification test correctly 
i.e. what percentage of predictions that are correct. Accuracy alone is not a good indicator, as it 
does not tell how well the model is in detecting positives or negatives separately. 
 
In our proposed model the classification of the emails would be done as follows: 
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Each filter calculates the correlation factor of the incoming mail based on the known 
characteristics of the spam based on the features of the filter. Then the correlation factor is 
compared to two threshold values, which are calibrated to decide if the email is a spam, a ham or 
not decidable with the information at hand. If the email is classified into the third category, it is 
sent to another more rigorous and computationally expensive filtering layer. This architecture 
leads us to have a classification which is having an acceptable accuracy and an acceptable false-
positive rate, while considering each of the features when situation requires. As we show in the 
analysis below with the given technologies at hand this architecture provides an improvement 
over using the filters individually as some of the features considered by one filter will not be 
considered by the other filter. 
 
Let A= Accuracy, T = Percentage of Correctly Classified emails, F= Percentage of Incorrectly 
classified emails = False positives + False Negatives. Then by definition we have, A = 
1/(1+(F/T)). The effectiveness of the filtering depends on the nature of the incoming traffic and 
the filter’s response to it. More precisely, when a filter can expect that, in the incoming set of 
emails, if there are spams, and those spams have a particular feature, then it can check for high 
correlation for that feature and classify successfully the spam emails and keep them out of 
inboxes of the end users. The only thing that the filters can control is the threshold of correlation 
factor to classify the incoming email as spam or ham. If the threshold for classification as spam is 
high then many spam end up in the inbox. If it is low, then many hams may be misclassified as 
spam, increasing the false positive. It is learnt from experience that false positive should be as 
less as possible even if that allows some spams to enter the inbox. 
 

 Thus let us have α1, α2, α3 and α4 as the percentage of incoming emails expected to be classified as 
spam emails and β1, β2, β3  and  β4 be the expected to be classified as ham emails respectively at 
each layer. Let and γ1, γ2, γ3 and γ4 be the percentage of false positives and δ1 , δ2, δ3 and δ4  be the 
false negatives of each layer correspondingly from top layer to the bottom layer in Figure 1. Then 
we get the total False Positive = α1γ1 + (1-( α1  + β1 )) α2 γ2 + (1-( α1+ α2+ β1+ β2)) α3 γ3 + (1-( α1+ 

α2+ α3 + β1+ β2 + β3) α4 γ4. Similarly we have the total False Negative = β1 δ1 + (1-( α1  + β1 )) β2 δ2 

+ (1-( α1+ α2+ β1+ β2)) β3 δ3 + (1-( α1+ α2+ α3 + β1+ β2 + β3) β4 δ4 . On simplification we can verify 
that the percentage of emails the effective false positives = (α1γ1 + α2 γ2 + α3 γ3 + α4 γ4) – ( non-
negative term) = Sum of False positives of individual filters – positive term. So, we know that 
collectively the false positive and by symmetry false negative are better off than if we had 
considered individual filters separately. 

 

5. CONCLUSIONS 
 
In this paper we have proposed a multi-layer architecture which provides a layered approach for 
spam detection process using the existing techniques. As the spammers are coming up with new 
ways to defeat the existing filters, continuous efforts are required to improve the filters in each 
layer. Detecting spam email closer to the source will avoid wasting bandwidth and traffic 
processing. With our analysis we show that our architecture yields more correct classifications for 
the same given thresholds of spam without adversely affecting false positives and the threshold of 
ham affecting the false negatives. Further research into the exact machine learning algorithms to 
detect spam incorporating this overall architecture for the layers would lead to better preparedness 
to fight the increasing spam traffic. 
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ABSTRACT 
   
[ 

 In this paper, an improved secure address resolution protocol is presented where ARP spoofing 

attack is prevented. The proposed methodology is a centralised methodology for preventing 

ARP spoofing attack. In the proposed model there is a central server on a network or subnet 

which prevents ARP spoofing attack. 

 

KEYWORDS 
 

 

ARP, ARP poisoning, Central Server, DHCP server 

 
 

 

1. INTRODUCTION 
 
ARP spoofing has become a major problem in the present scenario.  ARP spoofing can lead to 

many other attacks like man in the middle attack in secure socket layer. Thus steps must be taken 

to prevent this type of attack. In this paper a scheme is proposed to prevent ARP spoofing attack.  
 

Section I gives a brief introduction of the situation. Section II discusses the proposed solution for 

preventing ARP spoofing attack in detail. Section III discusses the message formats used in 

proposed scheme. Section IV discusses the performance evaluation of proposed scheme against 

standard ARP protocol. Section V summarizes and concludes the paper. 

 

1.1 Address Resolution Protocol 
 

 

The Address Resolution Protocol (ARP) is used by Internet Protocol [IP], defined in [RFC826], 

to bind the IP addresses to the MAC addresses, which is stored in ARP cache of each client 

machine. This protocol works on network layer. In IPv6 this functionality is provided by 

Neighbour Discovery Protocol (NDP). 
 

1.2 ARP Poisoning 
 

 

 ARP Poisoning is done by sending ARP Reply packet to victim node with sender’s (attacker) IP 

address and MAC address as destination IP and MAC address respectively, as shown in figure 1. 

The victim when processes the ARP Reply packet, this brings change in its ARP table for 

destination IP address with attacker’s MAC address, which causes the victim to send all packets 

destined to target host to attacker. The attacker then can read and modify packets flowing 

between target node and victim node. 
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Figure 1. ARP poisoning 
 

1.3 Dynamic Host Configuration Protocol 

 
The Dynamic Host Configuration Protocol (DHCP) is a protocol, which provides IP address to 

client from IP address pool, which in return results into the connectivity of client with rest of the 

network. It involves clients and a server operating in a client-server model. When the DHCP 

server receives a request from a client, server determines the network to which the client is 

connected, and allocates an IP address or prefix and configuration information to the client. 

DHCP server grants IP addresses to clients for a limited period and clients are responsible for 

renewing their IP address before that time expires. DHCP is used in IPv4 and IPv6. This protocol 

is defined in [RFC2131]. 

 

2. RELATED WORK 
 

Previous work relating ARP security are S-ARP[1], Ticket based ARP[2], Enhanced ARP[3], 

securing unicast protocol by extending DHCP[4] and a centralised detection and prevention 

technique against ARP poisoning[5]. In S-ARP each host has a public private key pair and a 

digital certificate obtained from a central certificate authority(CA) which is local to the 

organisation. Each host has to register its IP address, and public key (contained in certificate) to 

the authoritative key distributer (AKD), as every host has to get a certificate the total overhead 

incurred by the local CA will be high to verify every new host. In this scheme as every host has 

its certificate the chances of such attack are high where an attacker steals the certificate of a host 

and pretends to be that victim host on the network and performs malicious activities. In S-ARP 

for the case of dynamic networks the DHCP server has to first consult the AKD server before 

providing the new host an IP address. This means that a new host has to register an entry with 

AKD server first which has to be done manually as the new host does not have an IP address at 

this stage. Also the communication between new host and local CA will be done manually in 

dynamic network situation. In Ticket based Address Resolution Protocol [2] research paper there 

is a local Local Ticket Agent (LTA) which issues tickets to new host. Thereafter the 

communications in ARP protocol are done using the ticket concept. Here as every new host 

requires a ticket, overhead incurred will be high. Another possible attack here is that an attacker 

makes a copy of a ticket of genuine host and then uses that ticket for malicious activities on the 

network. In Enhanced ARP[3] research paper each host maintains a long term IP-MAC mapping 

table apart from ARP cache. This IP-MAC mapping table contains IP-MAC mapping of all hosts 

on its network. This scheme involves too much memory usage and thus cost incurred will also be 

high. Also the updating of IP-MAC mapping table for each host will be difficult. In dynamic 

networks the IP addresses provided by DHCP server to various hosts have to be renewed after 

some time thus frequent updating of IP-MAC table will be required which will require enough 

overhead in this scheme. In the research paper securing unicast protocol by extending DHCP [4], 
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the DHCP man in the middle attack is possible. In the research paper a centralised detection and 

prevention technique against ARP poisoning [5] the ACS (ARP central server) acts very much 

similar to DHCP server and is vulnerable to DHCP man in the middle attack.   
 

3. PROPOSED SOLUTION 

 
The proposed scheme which removes ARP spoofing attack is for dynamic networks, where there 

are hosts, and a new entity called Central Server. The Central Server maintains an IP-mac table 

for the subnet or the network it is present in. This IP-mac table contains information of IP-mac 

binding information of all hosts on the subnet or network the central server is present in and 

which have been allocated IP address by the DHCP server nearest to this central server.  Relay 

Agents can be used in case of large networks. Whenever a host on a subnet or network is 

allocated an IP address by the DHCP server, it also informs the central server on that subnet or 

network through IP_send message. This message is sent on data link layer. It is signed by the 

secret key shared between DHCP server and central server. The central server then sends a 

message IP_reply to the DHCP server to show acknowledgement of IP_send message. This 

message is sent on data link layer and is signed by the central server using the symmetric key 

shared between central server and DHCP server. In a network all the ARP request and ARP reply 

messages will be sent to this Central Server. The client or hosts will not communicate the ARP 

request and ARP reply messages to each other.  

The scenario of a network can be shown as:- 

 

 
 

Figure 2. Proposed subnet or network setup 

 

The procedure for entry of a new host in a subnet or network will be as follows:- 

 

1. The new host broadcasts the DHCP discover message containing the MAC address of the 

host. 

 

2. The DHCP server allocates an IP address to this new host following the standard DHCP 

protocol. 

 

3. The DHCP server then sends an IP_send message to the central server. This message is 

sent on data link layer. It is digitally signed by the symmetric secret key shared between 

DHCP server and central server. 

 

4. The central server after receiving this message will update its IP-mac table. The frame 

format of IP_send message is discussed in the following section.  
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5. After this the central server will send IP_reply message to the DHCP server showing 

acknowledgement of IP_send message. This message is sent on data link layer and is 

digitally signed by symmetric key shared between central server and DHCP server. The 

frame format of IP_reply message is discussed in the following section. 

 

3.1.Prevention of ARP spoofing attack 
 

In this scheme all the ARP reply and ARP request messages are send to Central Server. When the 

Central Server receives an ARP request message it provides the requesting host with the MAC 

address of corresponding IP address it wants by sending ARP reply message which is again 

digitally signed by the central server. In this case asymmetric cryptography is used.  The digital 

certificate of central server is also attached in this ARP reply message. This digital certificate can 

be obtained from public certificate authority like VeriSign. One digital certificate is required and 

it can be distributed to all central servers. When the Central Server receives an ARP reply 

message which is sent by a host which wants to get its IP-mac combination information changed 

due to change in its MAC address then the Central Server checks it’s IP-mac table and sends 50 

ARP_Check messages to the previous MAC address stored as a combination with the IP address 

provided. These ARP_Check messages are again digitally signed by the Central Server. The 

Central Server also attaches its digital certificate with these messages. These ARP_Check 

messages are sent on data link layer and its frame format is discussed in the following section. If 

the Central Server gets a reply even to any one of these messages then it keeps the previous IP-

mac combination in IP-mac table otherwise it changes the previous entry with new entry. In case 

the Central Server gets an ARP reply message from previous MAC address it sends an 

ARP_NoChange message to the MAC address which initiated this procedure. This 

ARP_NoChange is digitally signed by central server with digital certificate attached with this 

message. In case of Denial of Service (DOS) attack on the system with MAC address which has 

to be changed in the IP-mac table of Central Server, at least one ARP reply will be returned by it 

to the Central Server with a probability of 99.5% (=1-0.950). Thus sending 50 ARP_Check 

messages just increases the probability that we will get some reply from a host which has the 

previous MAC address which is to be changed in the case of ARP spoofing attack. On the other 

hand if the Central Server does not gets an ARP reply message from previous MAC address it 

sends an ARP_Ack message to theMAC address which initiated this procedure. This message 

indicates the client that appropriate modification in IP-MAC table in central server has been done. 

This message is again digitally signed by central server with digital certificate attached. 
 

In this situation two types of ARP spoofing attack can be thought of:- 
 

3.1.1.The attacker sends a fake ARP reply message to Central Server asking it to change its IP-

mac combination in IP-mac table. In this situation the Central Server uses the checking scheme of 

sending 50 ARP_Check messages to previous MAC address as already discussed. This checking 

scheme prevents false entry in IP-mac table of Central Server thus preventing ARP spoofing 

attack. 
 

 
Figure 3: first possible type of ARP spoof attack 
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3.1.2.In this case a genuine host wants to get its IP

Central Server to get changed because of change in its MAC address, thus it will send the ARP 

reply message to Central Server for the same. Here in this case the Central Server will again 

follow its checking procedure. At this step the attacker knowing the previous MAC address 

genuine host who wants to get its IP

message to the Central Server using the previous MAC address of genuine host. Thus the request 

of genuine host will get cancelled. Still In this situation th

because the Central Server will send a digitally signed ARP_NoChange message to the host 

which initiated this procedure. Thus this genuine host can again request a new IP address from 

Secure-DHCP server. 
 

 
 

Figure 4. Second possible type of ARP spoof attack

Other possible attack in this scenario is the DOS attack on central server by a number of fake 

ARP reply messages. This DOS attack can be prevented by monitoring mechanism using 

Intrusion Detection System (IDS)
 

Also a situation arises that an attacker is performing a DOS attack on central server by sending a 

number of fake ARP reply messages to central server. Now at the same time a genuine user sends 

ARP reply message to central server then this message will 

in order to mitigate the DOS attack. However since the client will not receive ARP_Ack message 

from central server it can conclude that its request has not been accepted so it can again send 

ARP_reply message to central server after some time.

 

4. MESSAGE FORMAT 
 

The messages IP_send, IP_reply,

format of standard protocols used like Ethernet II to accommodate the required information. The 

messages IP_send, IP_reply, are messages communica

Central Server so these messages can be communicated on data link layer.  Relay agents can be 

used in case of large networks. The messages ARP_Check,ARP_NoChange, ARP_Ack can be 

also be send on data link layer. ARP request and ARP reply follow the standard ARP protocol 

frame format. To make the scheme compatible with networks following the normal standard 

protocols the gateways should be modified with extra capability to identify traffic 

outside network or inside network so that the gateway can follow the required network protocols 

to forward the traffic. The possible frame format for these messages is as follows: 
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In this case a genuine host wants to get its IP-mac combination stored in IP

changed because of change in its MAC address, thus it will send the ARP 

reply message to Central Server for the same. Here in this case the Central Server will again 

follow its checking procedure. At this step the attacker knowing the previous MAC address 

genuine host who wants to get its IP-mac combination changed will falsely send an ARP reply 

message to the Central Server using the previous MAC address of genuine host. Thus the request 

of genuine host will get cancelled. Still In this situation the ARP spoofing attack is prevented 

because the Central Server will send a digitally signed ARP_NoChange message to the host 

which initiated this procedure. Thus this genuine host can again request a new IP address from 

4. Second possible type of ARP spoof attack 
 

Other possible attack in this scenario is the DOS attack on central server by a number of fake 

ARP reply messages. This DOS attack can be prevented by monitoring mechanism using 

Intrusion Detection System (IDS). 

Also a situation arises that an attacker is performing a DOS attack on central server by sending a 

number of fake ARP reply messages to central server. Now at the same time a genuine user sends 

ARP reply message to central server then this message will also be discarded by the central server 

in order to mitigate the DOS attack. However since the client will not receive ARP_Ack message 

from central server it can conclude that its request has not been accepted so it can again send 

ral server after some time. 

end, IP_reply, can be send on data link layer with adequate changes in frame 

format of standard protocols used like Ethernet II to accommodate the required information. The 

are messages communicated in a network amongst DHCP s

so these messages can be communicated on data link layer.  Relay agents can be 

used in case of large networks. The messages ARP_Check,ARP_NoChange, ARP_Ack can be 

send on data link layer. ARP request and ARP reply follow the standard ARP protocol 

frame format. To make the scheme compatible with networks following the normal standard 

protocols the gateways should be modified with extra capability to identify traffic 

outside network or inside network so that the gateway can follow the required network protocols 

to forward the traffic. The possible frame format for these messages is as follows:  

                                 205 

mac combination stored in IP-mac table in 

changed because of change in its MAC address, thus it will send the ARP 

reply message to Central Server for the same. Here in this case the Central Server will again 

follow its checking procedure. At this step the attacker knowing the previous MAC address of the 

mac combination changed will falsely send an ARP reply 

message to the Central Server using the previous MAC address of genuine host. Thus the request 

e ARP spoofing attack is prevented 

because the Central Server will send a digitally signed ARP_NoChange message to the host 

which initiated this procedure. Thus this genuine host can again request a new IP address from 

 

Other possible attack in this scenario is the DOS attack on central server by a number of fake 

ARP reply messages. This DOS attack can be prevented by monitoring mechanism using 

Also a situation arises that an attacker is performing a DOS attack on central server by sending a 

number of fake ARP reply messages to central server. Now at the same time a genuine user sends 

also be discarded by the central server 

in order to mitigate the DOS attack. However since the client will not receive ARP_Ack message 

from central server it can conclude that its request has not been accepted so it can again send 

can be send on data link layer with adequate changes in frame 

format of standard protocols used like Ethernet II to accommodate the required information. The 

DHCP server, 

so these messages can be communicated on data link layer.  Relay agents can be 

used in case of large networks. The messages ARP_Check,ARP_NoChange, ARP_Ack can be 

send on data link layer. ARP request and ARP reply follow the standard ARP protocol 

frame format. To make the scheme compatible with networks following the normal standard 

protocols the gateways should be modified with extra capability to identify traffic flowing from 

outside network or inside network so that the gateway can follow the required network protocols 
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4.1.IP_send  message 
 

 

 
 
 

Figure 5. Frame Format of IP_send message 
 

The fields in this frame format are: 
 

4.1.1Destination Address (6 bytes): This is the MAC address of destination system 

(CentralServer). 
 

4.1.2Source Address (6 bytes): this is the MAC address of source system (Secure DHCP). 
 

4.1.3IP address (4 bytes): This is the IPv4 address of the new host.  

4.1.4MAC address of new host (6 bytes): This is the MAC address of the new host. 

4.1.5 FCS (4 bytes): This field stands for frame check sequence. 
 

4.2.IP_reply  message 

 

 
 

Figure 6. Frame Format of IP_reply messages 

 
 

The fields in this frame format are: 
 

4.2.1Destination Address (6 bytes): This is the MAC address of destination system 

(SecureDHCP). 

4.2.2Source Address (6 bytes): This is the MAC address of source system (CentralServer). 

4.2.3IP address (4 bytes):This is the IPv4 address of the new host. 

4.2.4 MAC address (6 bytes): This is the MAC address of new host. 

4.2.5ACK (1 bit): This is a 1 bit field showing the acknowledgement of IP address by new host. 

This bit is set to 1 to show acknowledgement of IP address. 

4.2.6 FCS (4 bytes): This field stands for frame check sequence. 
 

4.3 ARP_CHECK message 

 

 
 

 

Figure 7. Frame Format of ARP_CHECK messages 
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The fields in this frame format are: 
 

4.3.1Destination Address (6 bytes): This is the MAC address of destination system (The host (if 

exists) with the MAC address stored in IP-mac table which has to be replaced with new MAC 

address). 

4.3.2Source Address (6 bytes): This is the MAC address of source system (CentralServer). 

4.3.3ACH field (3 bytes):Thisfield will store the string ACH which indicates ARP_CHECK 

message. 

4.3.4 IP address (4 bytes): This is the IPv4 address of the host whose MAC address has to be 

changed.  

4.3.5 FCS (4 bytes): This field stands for frame check sequence. 

 

4.4.ARP_NoChange  message 
 

 
 
 

Figure 8. Frame Format of ARP_NoChange 

 

The fields in this frame format are: 
 

4.4.1Destination Address(6 bytes):This is the MAC address of destination system ( The host 

which initiated the ARP reply message to Central Server with the need to make changes in the IP-

mac table and update it with new MAC address of this host ). 

4.4.2Source Address (6 bytes):This is the MAC address of source system (CentralServer). 

4.4.3ANC field (3 bytes): This field will store the string ANC which indicates ARP_No Change 

message. 

4.4.4IP address (4 bytes):This is the IPv4 address of the host which initiated the request to update 

the IP-mac table.  

4.4.5FCS (4 bytes): This field stands for frame check sequence. 

 

4.5.ARP_Ack message 
 

 
 

Fig 9. Frame Format of ARP_Ack 
 

The fields in this frame format are: 

 

4.5.1Destination Address(6 bytes): This is the MAC address of destination system (The host 

which 

4.5.2Initiated the ARP reply message to Central Server with the need to make changes in the IP-

mac table and update it with new MAC address of this host). 

4.5.3Source Address (6 bytes): This is the MAC address of source system (CentralServer). 

4.5.4ACK field (3 bytes): This field will store the string ACK which indicates ARP_Ackmessage. 
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4.5.5IP address (4 bytes): This is the IPv4 address of the host which initiated the request to update 

the IP-mac table. 

4.5.6FCS (4 bytes): This field stands for frame check sequence 
 

5. PERFORMANCE EVALUATION 
 

We will evaluate the performance of proposed scheme against standard ARP protocol and 

standard DHCP protocol.  
 

5.1. Performance Evaluation of the proposed scheme against DHCP protocol 
 

The figure below shows the scenario where IP address is provided to new host using standard 

DHCP protocol. This scenario involves just one DHCP server. 

 

 
 

Figure 10. Performance evaluation of DHCP protocol 
 

As is seen from Figure 10 the total transaction of messages involved in this process is 4.  

 

Now we evaluate our proposed scheme. The figure below shows the situation: 
 

 
 

Figure 11. Performance evaluation of proposed scheme 
 

As is seen from figure 11 that total transaction of messages involved is 6, Thus if we compare the 

performance of standard DHCP protocol and the proposed scheme, we find that the standard 

DHCP protocol is slightly better than our proposed scheme in terms of cost involved in 
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transaction of messages but our proposed scheme also removes the ARP spoofing attack thus 

making the network secure.  

 

5.2 Performance Evaluation of proposed scheme against ARP protocol  
 

To evaluate performance of proposed scheme against standard ARP protocol we consider two 

situations: 
 

5.2.1The host A wants to know MAC address of host B: In the case of standard ARP protocol the 

host A will broadcast ARP request message on the network and will wait for ARP reply from host 

B. The situation is shown in figure below: 
 

 
 

Figure 12. Performance evaluation of ARP protocol 
 

As is seen from figure 12 the total transaction of messages involved in this case is 2.   

If we consider the same situation in a subnet or network following our proposed scheme then the 

host A will send the ARP request message to the Central Server. The Central Server will reply 

with ARP reply message to host A providing MAC address of host B. The situation is shown 

below: 

 
 

Figure 13. Performance evaluation of proposed scheme 
 

As is seen from figure 13 the total transaction of messages involved is 2.Thus in this situation we 

see that  performance of proposed scheme is equivalent to standard ARP protocol in terms of cost  

involved  in transaction of messages. 
 

5.2.2 Host A has got its MAC address changed and it wants to inform other hosts on the 

network:In this situationif the network follows standard ARP protocol then host A broadcasts 

ARP reply message to all other hosts on the network containing the information of its changed 

MAC address. The situation is shown in figure below. 
 

 
Fig 14. Performance evaluation of ARP protocol 

 

In this situation in the case of standard ARP protocol the total transaction of messages is just 1. 
 

If such a situation occurs in a network following the proposed scheme then the situation can be 

shown by the figure: 
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Figure 15. Performance evaluation of proposed scheme 
 

 

In this situation we see that the host Asents ARP reply message to Central Server for updationof 

IP-mac table. In response to this the Central Server first sends 50 ARP_check messages to the 

previous MAC address. If it gets no reply to any of these messages then it updates the IP-mac 

table and finally the ARP_Ack message is sent from central server to the client as an 

acknowledgement for the change. 
 

Total Transaction of messages involved in this situation is 52 messages.  
 

Here we observe that the total cost involved  in transaction of messages in the case of our 

proposed scheme is more than the standard ARP protocol , however the proposed scheme makes 

a network secure and ARP spoofing attack is not possible in it.  
 

5. CONCLUSION 
 

The proposed scheme removes ARP spoofing attack in a dynamic network. The scheme is highly 

secure and good for dynamic networks. The scheme is also compatible with existent networks 

following standard network protocols with some modifications in gateways. DHCP denial of 

service attack can also be removed if we follow the monitoring mechanism which is generally 

followed to prevent such attacks.  Thus the proposed scheme is highly secure. 

 

REFERENCES 
 

[1] D. Bruschi, A. Ornaghi, and E. Rosti, “S-arp: a secure address resolution protocol,” in Computer 

Security Applications Conference, 2003. Proceedings.19th Annual. IEEE, 2003, pp. 66–74. 

 

[2] W. Lootah, W. Enck, and P. McDaniel, “Tarp: Ticket-based address resolution protocol,” vol. 51, no. 

15. Elsevier, 2007, pp. 4322–4337. 

 

[3] S. Nam, D. Kim, and J. Kim, “Enhanced arp: preventing arp poisoning based man-in-the-middle 

attacks,”Communications Letters, IEEE, vol. 14, no. 2, pp. 187–189, 2010. 

 

[4] B. Issac and L. Mohammed, “Secure unicast address resolution protocol (s-uarp) by extending dhcp,” 

in Networks, 2005. Jointly held with the 2005 IEEE 7th Malaysia International Conference on 

Communication. 2005 13th IEEE International Conference on, vol. 1.IEEE, 2005, pp. 6–pp. 

 

[5] Sumit Kumar and ShashikalaTapaswi, “A centralized detection and prevention technique against ARP 

poisoning.”,IEEE,pp. 259-264. 

 

[6] Internet Engineering Task Force. (2004)  Dynamic Host Configuration Protocol [Online]. Available 

from: http://tools.ietf.org/html/rfc2131 [Accessed 24rd September,2013]. 

 
 

 

 

 

 

 

 

 



Computer Science & Information Technology (CS & IT)                                 211 

AUTHORS 

 
AbhishekSamvedi is a student of Master of Science. His domain of M.S. program is 

CLIS (Cyber law and information security) from IIIT-Allahabad.  
 

 

 

 

 

 

SparshOwlakis a student of Master of Science. His domain of M.S. program is CLIS 

(Cyber law and information security) from IIIT-Allahabad.         

 
 

 

 

 

 

Vijay Kumar Chaurasiya is Doctor of philosophy from IIIT-Allahabad. His area of  

Specialization Is in Wireless and mobile network. 



212 Computer Science & Information Technology (CS & IT) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

INTENTIONAL BLANK 



 

Dhinaharan Nagamalai et al. (Eds) : ACITY, WiMoN, CSIA, AIAA, DPPR, NECO, InWeS - 2014 

pp. 213–221, 2014. © CS & IT-CSCP 2014                                                      DOI : 10.5121/csit.2014.4522 

 

TAXONOMY: MOBILE MALWARE 

THREATS AND DETECTION TECHNIQUES 

 
Lovi Dua and Divya Bansal 

 

Computer Science Department, PEC University of Technology, 

Sector 12, Chandigarh 160012, India 
dualovi@gmail.com, divya@pec.ac.in 

 

ABSTRACT 

  
Since last-decade, smart-phones have gained widespread usage. Mobile devices store personal 

details such as contacts and text messages. Due to this extensive growth, smart-phones are 

attracted towards cyber-criminals. In this research work, we have done  a systematic review of 

the terms related  to malware detection algorithms and have also summarized behavioral 

description of some known mobile malwares in tabular form. After careful solicitation of all the 

possible methods  and algorithms for detection of mobile-based malwares, we give some 

recommendations for designing future malware detection algorithm by considering 

computational complexity and detection ration of  mobile malwares. 
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1. INTRODUCTION 
 

Now, there is a thin line difference between Smart-phones, PCs(Personal Computers)  and other 

newly emerged devices like tabs, notebooks and laptops as all are now connected technologies. 

Due to various services like social networking and gaming provided by smart-phones with the 

help of applications, these are exposed to gain some confidential information from mobile-

devices. Smart-phone OSs includes symbian, android, palmOS and embedded Linux etc. Android 

is the popular platform for smart-phone based malware authors as any third-party vendor can 

create applications for android phones and deploy it on android market. Sometimes, even trusted 

applications are able to leak user's location and phone's identity and share it on server without its 

consent. Due to this growing skill-set of cyber-criminals who device their algorithms for 

breaching privacy, embarrassing service-provider and bring inconvenience to the users. So, it 

requires special care to secure these  networked devices from malwares with the help of anti-

developed techniques and algorithms for detection. This paper focuses on describing mobile-

based threats and its counter detection techniques. 
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1.1 Current State of Study 

 
This section discusses some current malwares reported by security researcher groups. In 

2010,different types of mobile malwares are found  including DroidDream, Geinimi, GGTracker, 

Plankton Tonclank and HongTouTou. These malwares are much like original Cabir worm. 

LookOut security firm reported that over one million of android devices are affected in first half 

of 2011[21]. In 2012, it is reported by Homeland security department that 79 percent of the 

mobile threats were targeted to Android operating systems. In January 2012, Symantec identified 

Trojan horse named AndroidCounterclank for stealing information [3]. Security firm Kaspersky 

found in 2013 that 98 percent of malware was directed at android platform. 

 

1.2 Organization of paper 

 
In this paper section 2 will discuss mobile device attack vectors and types of detection techniques 

for mobile malwares. Section3 will discuss detection techniques and algorithms proposed by 

various researchers and section 4 will give conclusion by analyzing various techniques proposed 

by different researchers followed by some future recommendations. 

 

2. MOBILE MALWARES 
 
Malware exhibits malicious behavior which targets to mobile phones without user's consent by 

adding or changing malicious code into software system. Malware is employed intentionally to 

cause harm to system by gaining confidential information from the device and modifying file 

contents etc [4]. Malicious executables are further classified into following categories: virus, 

worm, trojan-horse and botnets. Virus injects malicious code into existing programs to infect 

them which in turn infects other programs when gets executed. On the other hand, worms spread 

over the network by exploiting vulnerabilities on the computers connected to network. Trojan 

appears as benign program but do some malicious activities and botnet gives the attacker ability 

to remotely control set of user's devices [21].  

 

2.1 Mobile Device Threats 

 
Numerous attack vectors exist which compromises security of mobile devices [5]. Three main 

categories of attacks could be carried over mobile devices which includes- malware attacks, 

grayware attacks and spyware attacks described as:- 
 

2.1.1 Malware- These kind of attacks steal personal data from mobile devices and damage 

devices [22]. With device vulnerabilities and luring user to install additional apps, attacker can 

gain unauthorized root access to devices. Some of the malware attacks are listed as:- 

 

• Bluetooth attacks: With Bluetooth attacks, attacker could insert contacts or SMS 

messages, steals victim's data from their devices and can track user's mobile location. 

Blue-bugging is kind of blue-tooth attack through which attacker could listen 

conversations by activating software including malicious activities [22]. 

 

• SMS attacks: Through SMS attacks, attacker can advertise and spread phishing links. 

SMS messages can also be used by attackers to exploit vulnerabilities [22]. 
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• GPS/Location attacks: User's current location and movement can be accessed with 

global positioning system (GPS) hardware and then information can be sold to other 

companies involved in advertising[22]. 

 

• Phone jail-breaking: With jail-breaking, an attacker can remove security implications 

of operating system like it allows OS to install additional and unsigned applications. 

Users are attracted to install them as they could get additional functionality [22]. 

 

• Premium rate attacks: They posed serious security concerns because premium rate 

SMS messages could go unnoticed until attacker faces  thousands or dollars of bill on 

his device as they don't need permissions to send SMS on premium rated numbers 

[22]. 

 

2.1.2 Grayware: Grayware include applications which collects the data from mobile devices for 

marketing purposes. Their intention is make no harm to users but annoy them. 
 

2.1.3 Spyware: Spyware collects personal information from user's phone such as contacts, call 

history and location. Personal spyware are able to gain physical access of the device by installing 

software without user's consent. By collecting information about victim's phone, they send it to 

attacker who installed the app rather than the author of the application. 

 
2.2 Behavioral Classification 
 

Malware may also be classified on the basis of their behavior. Table 1 depicts behavioral 

classification of some known malwares as shown below:- 

 
Table 1: Malware Behavioral classification 
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2.2 Malware detection techniques 
 

Malware can be analyzed with the help of detection techniques. Malware analysis is the process 

of studying code, behavior and functionality of malware so that severity of attack can be 

measured. Detection techniques are broadly categorized into three types- static analysis, dynamic 

analysis and permission-based analysis as shown in Fig 3.1. Figure depicts that static analysis can 

be done with parameters-static code analysis, taint tracing and control flow dependencies. 

Dynamic analysis considers parameters including-network traffic, native code and user 

interaction. Permission-based analysis can be done with the help of permissions specified in 

manifest file. In literature, various techniques exist for detection of mobile malware. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1 Malware detection techniques 

 

2.2.1 Static analysis 

 
Static analysis investigates downloaded app by inspecting its software properties and source code. 

It is an inexpensive way to find malicious activities in code segments without executing 

application and notifying its behavior. Many techniques can be used for static analysis: de-

compilation, decryption, pattern matching and static system call analysis etc. However, 

obfuscation and encryption techniques embedded in software makes static analysis difficult. 

Static analysis is further categorized into two categories- misuse detection and anomaly detection 

traditionally used by anti-viruses. 

 
2.2.1.1 Misuse detection: Misuse detection uses signature-based approach for detection of 

malware based on security policies and rule-sets by matching of signatures. In static analysis, data 

flow dependency and control flow dependencies in source code that would help to understand the 

behavior of apps. 

 
2.2.1.2 Anomaly detection: Anomaly detection uses machine learning algorithms for learning of 

known malwares and predicting unknown malware. This approach is suitable for identifying 

action of malware rather than pattern. Here, methods are used to construct suspicious behavior of 

applications and then observed signatures are matched against database of normal behavior 

applications. It is able to distinguish between malicious and normal behavior by training network 

with classifier such as support vector machine (SVM). 
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2.2.2 Dynamic analysis 
 

Dynamic analysis involves execution of application in isolated environment to track its execution 

behavior. In contrast to static analysis, dynamic analysis enables to disclose natural behavior of 

malware as executed code is analyzed, therefore immune to obfuscation attempts. Various 

heuristics are considered for monitoring dynamic behavior which includes-monitoring network 

activity, file changes and system call traces. Android applications can run in an Android SDK, a 

mobile device emulator running on desktop computer for emulation of software and hardware 

features except generating phone calls. For testing purposes emulator supports Android Virtual 

Device(AVD) configurations. When applications start running on the emulator, it can use all 

services like to invoke other applications, accessing network state, play audio and video, store 

and retrieve data. Console output is used for debugging, logging of simulated events such as 

generating phone calls and receiving SMS messages and kernel logs can also be obtained. 

 

2.2.3 Permission-based analysis 

 

Permissions play key role while analyzing android applications .They are listed in Manifest.xml 

file while each application is installed. Install time permissions limits application behavior with 

control over privacy and reduces bugs and vulnerabilities [2]. Users have right to allow or deny 

the installation of applications but he cannot go for the selection of individual permissions. These 

permissions are required in android applications because the use of resources in android phones is 

based on these permission set. Some researchers are able to detect malicious behavior of android 

applications on the basis of permissions specified in Manifest.xml.  

 

3. RELATED WORK 
 
3.1 Static analysis 

 
Kim et al. [11] proposed framework for detection and monitoring of energy greedy threats by 

building power consumption from the collected samples. After generating power signatures, data 

analyzer compares them with signatures present in a database. Batyuk et al.[18] proposed system 

for static analysis of android applications . First, they provide in-depth static analysis of 

applications and present readable reports to user for assessment and taking security relevant 

decisions-to install or not to install an application. Then the method is developed to overcome 

security threats introduced by the applications by disabling malicious features from them.  Ontang 

et al.[19] proposed Secure application Interaction Framework (Saint) by extending android 

security architecture for protection of interfaces and enhancing interaction policies between 

calling and callee applications. 

 
Wei et al.[15] proposed a static feature-based approach and develop system named Droid Mat able 

to detect and distinguish android malware . Their mechanism considers the static information 

including permissions, intents and regarding components to characterize android malware , 

clustering algorithm is applied to enhance malware modeling capability .K-Nearest Neighbor 

algorithm classify applications as benign and malicious applications. Finally their results are 

compared with well known tool Androguard, published in Blackhat 2011 and it is found that 

DroidMat is efficient as it takes only half time than Androguard to predict 1738 applications.  

 



218 Computer Science & Information Technology (CS & IT) 

 

Bose et al. [12] present behavioral detection framework for representation of malware behavior by 

observing logical ordering of applications actions. Malicious behavior is discriminated from normal 

behavior by training SVM. System is evaluated for both real-world and simulated mobile malwares 

with 96% accuracy.  

 

Schmidt et al.[10] describes a method for symbianOS malware analysis called centroid based on 

static function call analysis by extracting features from binaries and clustering is applied for 

detection of unknown malwares. VirusMeter [9] is proposed to detect anomalous behavior on 

mobile devices by catching malwares which are consuming abnormal power .Machine learning 

algorithms helped to improve its detection accuracy. pBMDS [20] an approach through which user-

behavior is analyzed by collecting data through logs of key-board operations and LCD displays and 

then correlated with system calls to detect anomalous activities. Hidden markov model(HMM) is 

leveraged to learn user-behavior and malware behavior for discrimination of differences between 

them. 

 
3.2 Dynamic analysis 
 

Batyuk et al. [8] proposed an android application sandbox (AA Sandbox) system for analysis of 

android applications consists of fast static pre-check facility and kernel space sand-box. For 

suspicious application detection, both static and dynamic analysis is performed on android 

applications. AASandbox takes APK file and list out following files by decompressing them- 

Androidmanifest.xml, res/, classes.dex. Manifest file holds security permissions and description 

of application. Res/ folder defines layout, graphical user interface (GUI) elements and language 

of application. Classes.dex file contains executable code for execution on dalvik virtual machine 

which is then de-compiled to java files with baksmali and then code is searched for suspicious 

patterns. Monkey program designed for stress testing of applications generates pseudo random 

sequences of user-events such as touches and mouse-clicks. It is used to hijack system calls for 

logging operation and helpful to get the logging behavior of application at system level.  Around 

150 applications are collected for testing and evaluation. 

 

Min et al. [13] proposed run-time based behavior dynamic analysis system for android 

applications. Proposed system consists of event detector, log monitor and parser. Event trigger is 

able to simulate the user's action with static analysis. Static analyzer generates manifest.xml and 

java code with the help of application .apk file. Semantic analysis find list of risk based 

permissions, activities and services including other information such as hash code and package 

name. Data flow analysis creates control flow graph (CFG) of the application by mapping of user-

defined methods and API calling. By running application in a customized emulator with loadable 

LKM, sensitive information about application can be captured such as sent SMS , call log and 

network data for entry address of system calls. Logs recorded with debugging tool logcat for 

sensitive behavior sent to Log parser. Log monitor gathers log data as the application runs and 

parser analyzes log data by picking sensitive information and filtering out unnecessary 

information. By collecting 350 apps from the Amazon Android Market, results found that about 

82 applications leak private data. 

 
Enack et al. [14] proposed Apps-playground framework for automatic dynamic analysis of android 

applications. Designed approach is able to analyze malicious applications in addition to 

applications leaking private data from smart-phones without the user's consent. Dynamic analysis 

should possess detection techniques including ability to explore application code as much as 
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possible and the environment should be as much real that malicious application could not 

obfuscate. Automatic analysis code integrates the detection, exploration and disguise techniques to 

explore android applications effectively. Detection techniques detect the malicious functionality 

while app is being executed .It includes taint tracing which monitor sensitive APIs with TaintDroid 

such as SMS APIs and kernel level monitoring for tracing of root exploits.Automatic exploration 

techniques are helpful for code coverage of applications by simulating events such as location 

changes and received SMS so that all application code is covered. Fuzzy testing and intelligent 

black box execution testing is used for automatic exploration of android applications. Disguise 

techniques create realistic environment by providing data such as International mobile equipment 

identity(IMEI), contacts, SMS, GPS coordinates etc. 

 

Enck et al. [7] proposed TaintDroid for dynamic analysis. First dynamic analysis tool used for 

system wide analysis of android applications by tracking flow of sensitive information through 

third-party applications. TaintDroid integrates multiple granularities at object level i.e, variable, 

method, message and file level. It is able to monitor how the sensitive data are used by applications 

and then taints are labeled. TaintDroid is tested on around 30 applications and it is found that 15 of 

them uses personal information. 

 

3.3 Permission-based analysis 

 
Johnson et. al. [16] proposed architecture for automatic downloading of android applications 

from the android market. Different algorithms employed for searching of applications such as 

downloading applications by application category. With static analysis, required permissions can 

be obtained based on its functionality. Permission names are searched in android source code and 

then mapped with API calls to know that whether requested permissions are correct or not. 

Program examines all smali files of application to obtain list of method calls used in an 

application. Each method call is then compared with method call listed in permission protected 

android API calls to know exact permissions. Restricted permission set is compared with all the 

permissions specified in AndroidManifest.xml file to find out extra permissions, lacking of 

permissions and exact permission set required for its functionality. 

 

Zhou et al. [17] proposed DroidRanger for systematic study on overall health of both official and 

unofficial Android Markets with the focus on the detection of malicious apps. DroidRanger 

leverages a crawler for collection of apps from the Android Market and saved into local 

repository. Features extracted from collected apps include requested permissions and author 

information. Two different detection engines are used for detection of known and unknown 

malwares. First detection engine is permission-based behavioral foot-printing scheme able to 

distil apps requiring dangerous permissions such as SEND_SMS and RECEIVE_SMS 

permissions. Therefore, number of apps to be processed for second detection engine is reduced. 

In second step, multiple dimensions for behavioral foot-printing scheme chosen for listening of 

all system-wide broadcast messages if they contains receiver named 

android.provider.Telephony.SMS_RECEIVED. Obtained callgraph associates API calls to 

specific components specified in a rule. For example- by calling abortBroadCast function with 

specific rule, a method is obtained to detect apps monitoring incoming SMS messages. Second 

detection engine includes some heuristics to detect suspicious apps and zero-day malwares. 

Heuristics attempts to dynamically fetch and run code from untrusted websites which is further 

monitored during run-time execution to confirm whether it is truly malicious or not.  
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4. CONCLUSION 
 
Smart-phones are becoming popular in terms of power, sensor and communication. Modern, 

smart-phones provide lots of services such as messaging, browsing internet, emailing, playing 

games in addition to traditional voice services. Due to its multi-functionality, new security threats 

are emerged for mobile devices. In this paper, we presented survey on various techniques for 

detection of mobile malware. We have categorized various mobile malware detection techniques 

based on features extracted from them and monitoring system calls as they provide us low level 

information. We have analyzed that information-flow tracking, API call monitoring and network 

analysis provide more deeper analysis and useful information for detection of mobile malware. 
 

5. RECOMMENDATIONS FOR FUTURE 

 
Following are some recommendations for designing algorithm to detect mobile-based 

applications containing malwares. 

 

1. Multiple sources for feature extraction should be used for building feature-set to detect 

mobile malwares. 

2. There should be national or international database for reporting malware incidents so that 

developers are aware of distinct vulnerabilities related to mobile malwares. 

3. Artificial intelligence algorithms(neural network-based) to improve detection ratio. 

4. Machine to machine communication and authentications tools must be used in between 

multiple device platforms 
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ABSTRACT 

 
Intrusion detection is the most essential component in network security. Traditional Intrusion 

Detection methods are based on extensive knowledge of signatures of known attacks. Signature-

based methods require manual encoding of attacks by human experts. Data mining is one of the 

techniques applied to Intrusion Detection that provides higher automation capabilities than 

signature-based methods. Data mining techniques such as classification, clustering and 

association rules are used in intrusion detection. In this paper, we present an overview of 

intrusion detection, KDD Cup 1999 dataset and detailed analysis of different classification 

techniques namely Support vector Machine, Decision tree, Naïve Bayes and Neural Networks 

used in intrusion detection.  
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1. INTRODUCTION 

 
Internet plays vital role in today’s world. It is used in business, education, shopping, social 
networking etc. This has increased risk of computer systems connected to the internet becoming 
targets of intrusions by cyber criminals. Cyber criminals attack systems to gain unauthorized 
access to information, misuse information or to reduce the availability of information to 
authorized users. This results in huge financial losses to companies besides losing their goodwill 
to customers. Intrusion prevention techniques such as user authentication (e.g. using password or 
biometrics), information protection (e.g. encryption), avoiding programming errors and firewalls 
have been used to protect computer systems. But, unfortunately these intrusion prevention 
techniques alone are not sufficient. There will always be unknown exploitable weaknesses in the 
system due to design and programming flaws in application programs, protocols and operating 
systems. Therefore, we need mechanism to detect intrusions as soon as possible and take 
appropriate actions [1]. 
 
Intrusion detection system monitors data coming from the network and various system logs and 
analyses them to detect potential attacks. Traditional intrusion detection methods are based on 
extensive knowledge of signatures of known attacks. The signatures describing attacks have to be 
hand-coded by human experts. Newly captured events are then matched against the available 
signatures of attacks to detect intrusion. Whenever new type of intrusion is discovered, the 
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signature database has to be manually revised by human expert. In other words, signature-based 
approach has failed to provide required level of automation. Other techniques including statistical 
methods, machine learning and data mining methods have been proposed as a way of dealing 
with limitations of signature-based approaches. These techniques provide higher automation in 
intrusion detection process along with good detection rate. Currently many researchers have 
shown an increasing interest in intrusion detection techniques based on data mining techniques 
[2] [3]. 
 
Data mining based intrusion detection techniques can be classified into two categories: misuse 
detection and anomaly detection. In misuse detection technique, each instance in a dataset is 
labelled either as ‘normal’ or ‘intrusion’ and learning algorithm is trained over labelled data to 
build model. Whenever a new type of attack is discovered, learning algorithm can be retrained 
with new dataset that includes labelled instances of new attack. In this way, models of misuse 
detection are created automatically and can be more precise than manually created signatures. In 
anomaly detection technique, models are built on normal behaviour and any deviation from 
normal behaviour is identified as intrusion [2].  
 
This paper is organized as follows: Section 2 describes attack types, intrusion detection and 
general working of intrusion detection systems. Section 3 gives details of KDD Cup 1999 
benchmark intrusion detection dataset. Data mining and intrusion detection are discussed in 
Section 4. Section 5 presents detailed analysis of different classification techniques used for 
intrusion detection. Finally conclusion is mentioned in section 6. 

 

2. BACKGROUND 

 
2.1. Attack Types 

 
According to taxonomy proposed by kendall [4], attacks can be classified into following four 
categories: 
 
2.1.1. Denial of Service (DoS) 

 
A denial-of-service (DoS) or distributed denial-of-service (DDoS) attack is an attack in which the 
attacker tries to make computer resource too busy or too full to respond to its intended users. 
Examples of such attacks include Smurf, Teardrop, Back, Ping of death, Neptune, Land etc. 
 
2.1.2. User to Root 

 

A User to Root is an attack that aims to gain super user access to the system. Attacker gain super 
user access by exploiting vulnerability in operating system or application software. The attacker 
starts out with access to a normal user account on the system (perhaps gained by sniffing 
password, a dictionary attack or social engineering) and is able to exploit some vulnerability to 
gain root access to the system. Most common attack in this class of attack is buffer overflow 
attack. Other attacks include Loadmodule, Perl, Ps, Xterm etc. 
 
2.1.3. Remote to User 

 
A Remote to User is an attack in which the attacker tries to gain unauthorized access from a 
remote machine into super user account of the target system. In this type of attack, attacker sends 
packets to a machine over a network and then exploits some vulnerability to gain local access as a 
user of that machine. Examples of remote to user attack are Dictionary, Ftp_write, Guest, Imap, 
Phf etc. 
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2.1.4. Probing 

 
Probing is an attack in which the attacker scans a network of computers to gather information or 
find known vulnerabilities. An attacker who knows which machines and services are available on 
network can use this information to look for weak points. He will use this information to plan 
future attacks. There are many tools available for probe attack which can be used by even a very 
unskilled attacker. Examples of probing attack are Ipsweep, Mscan, Nmap, Saint, Satan etc. 

 
2.2. Intrusion detection 

 
Intrusion detection is the act of detecting actions that tries to compromise the confidentiality, 
integrity and availability of a resource. Based on analysis strategy intrusion detection techniques 
can be divided into [1] [24]: 
 
Anomaly Detection. Anomaly detection tries to determine whether deviation from normal usage 
pattern can be flagged as intrusion. It establishes normal usage patterns using statistical measures 
on system audit data and network data. The major limitation of this technique is high false alarm 
rate. 

 
Misuse Detection. Misuse detection uses patterns of well known attacks to identify intrusions. It 
is very good at detecting known attacks. The main disadvantage of such system is it is unable to 
detect any future (unknown) intrusions that don’t have matched pattern stored in the system. 
Based on the source of audit data Intrusion detection techniques can be divided as Host based and 
network based.  
 
Host-Based IDS. Data coming from various host activities including audit records of operating 
system, system logs and process activities is used for analysis. 
 
Network-Based IDS. Data coming from network traffic is collected for analysis using sniffing 
software like TCPDUMP. 
 
2.3. Working of intrusion detection systems 

 
Following four steps are proposed for generalized working of IDS by authors of [6]. 
 
2.3.1. Data Collection 

 

Data useful for detecting intrusion is collected in this step. For network-based intrusion detection 
network traffic is collected using sniffer software like TCPDUMP. For host-based intrusion 
detection data such as process activity, disk usage, memory usage and system calls are collected. 
Commands such as netstas, ps and strace are used for this purpose. 
 
2.3.2. Feature selection 

 

The collected data is substantially large and cannot be used as it is, so subset of this data is 
selected by creating feature vectors that contain only necessary information needed for intrusion 
detection. In network based intrusion detection, it can be IP packet header information which 
includes source and destination IP addresses packet length, layer four protocol type and other 
flags. In host-based intrusion detection it includes user name, login time and date, duration of 
session and number of opened files. 
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2.3.3. Analysis 

 
The collected data is analyzed in this step to determine whether the data is anomalous or not. This 
is the main research area where many methods have been proposed and used to detect intrusion. 
 
2.3.4. Action 

 
IDS alerts the system administrator that an attack has happened using several methods like e-mail, 
alarm icons and visualization techniques. IDS can also stop or control attack by closing network 
ports or killing processes. 

 

3. INTRUSION DETECTION DATASET 

 
In this section, brief description of KDD Cup 1999 dataset [4][16] which was derived from the 
1998 DARPA intrusion detection evaluation program is provided. It is the most widespread 
dataset collected over a period of nine weeks for a LAN simulating a typical U.S. Air Force LAN. 
The dataset contains a collection of simulated raw TCP dump data, where multiple intrusion 
attacks were introduced and widely used in the research community. From seven weeks of 
network traffic, four gigabytes of compressed binary TCP dump training data was processed into 
five million connection records. Similarly, two weeks of test data yielded about two million 
connection records.  The dataset contains 4,898,430 labelled and 311,029 unlabeled connection 
records. The labelled connection records consist of 41 features. Features characterizing each 
connection are divided into:  
 

• basic features of individual TCP connections,  

• content features within a connection suggested by domain knowledge,  

• time based features computed using a two second time window and  

• host based features computed using a window of 100 connections used to characterize 
attacks that scan the hosts (or ports) using much larger time interval than two seconds. 
 

In network data of KDD99 dataset, each instance represents feature values of a class, where each 
class is categorized either as normal or attack. The classes in dataset are divided into one normal 
class and four main intrusion classes:  Denial of Service (DoS), Probe, User-to-Root (U2R), 
Remote-to-Login (R2L). 
 

4. DATA MINING AND INTRUSION DETECTION 
 
Data mining is used in applications that require data analysis. In recent years, data mining 
techniques have been highly researched in intrusion detection domain. Different data mining 
techniques such as classification, clustering, and association rules are used to acquire information 
about intrusions by analysing system audit data and network data [1][9]. The main approach of 
data mining is classification, which maps a data item into one of several predefined categories. 
Here we present a review of different classification techniques used for detecting intrusions. 
 

5. CLASSIFICATION TECHNIQUES FOR INTRUSION DETECTION 

 
Classification is the process of assigning each data instance to one of the predefined categories. 
Data classification is a two step process: Learning and classification. In first step, classifier is 
built by analysing a training set made up of data instances and their associated class labels. 
Because the class label of each training instance is provided, this is known as supervised learning. 
In second step, built classifier is used to predict the class for unlabelled data instance. Different 
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types of classification techniques are decision trees, neural networks, bayesian classification, 
support vector machines, nearest neighbour classification, genetic algorithm and fuzzy logic [10]. 
 
Intrusion detection can be thought of as a classification problem. We can gather sufficient audit 
data in which each data instance will be labelled as either “normal” or “abnormal”. We then use 
classification algorithm on audit data to build classifier. This classifier will then predict class of 
new unseen audit data as “normal” or “abnormal”. Classification approach can be used for both 
misuse detection and anomaly detection but it is mostly used for misuse detection [1]. In this 
section, we present an overview of different classification techniques used for intrusion detection. 
 
5.1. Support Vector Machine 

 
Support vector Machine (SVM), a promising pattern classification technique, proposed by Vapnik 
[19]. SVMs are supervised learning models with associated learning algorithms that have been 
applied increasingly to misuse detection in the last decade. SVM maps the input vector into a 
higher dimensional feature space and obtain the optimal separating hyper-plane in the higher 
dimensional feature space.  
 
Srinivas Mukkamala and Guadalupa Janoski [20] proposed Support Vector Machine (SVM) and 
Neural Networks (NN) for intrusion detection system. Two main reasons for using SVM for 
intrusion detection are:  speed and scalability. The experiments were carried using DARPA 1998 
dataset. The training time for SVMs is significantly shorter (17.77 sec) than that for neural 
networks (18 min). This becomes an important advantage in situations where retraining needs to 
be done quickly. The performance of SVM showed that SVM IDS have slightly higher rate of 
making the correct detection than neural networks. However, SVMs can make only binary 
classifications which will be disadvantage when IDS requires multiple-class identifications. 
Chen R. C. et al. [25] proposed use of Rough Set Theory (RST) and Support Vector Machine 
(SVM) for intrusion detection. They used KDDCUP99 dataset for experiment. RST is used to 
pre-process the data and to reduce the number of features. The features selected by RST are used 
to learn the SVM model and to test the model respectively. Using all 41 features accuracy was 
86.79% and false positive rate was 29.97%. While with 29 features selected using RST accuracy 
was 89.13% and false positive rate was reduced to 13.27%. This shows that method is effective in 
increasing accuracy and reducing false positive rate. 
 
Wang Hui et al. [26] proposed an intrusion detection method based on improved SVM by 
combining Principal Component Analysis (PCA) and Particle Swarm Optimization (PSO). 
KDDCUP99 dataset was used for experiment. PCA is an effective data mining technique used to 
reduce dimensionality of dataset. Then PSO was used to elect punishment factor C and kernel 
parameters σ in SVM. The intrusion detection rate (97.752%) of improved SVM by combining 
PCA and PSO was higher than those of PSO-SVM (95.635%) and that of standard SVM 
(90.476%). 
 
5.2. Decision tree 

 
Quinlan [13] proposed a decision tree classifier which is one of the most known machine learning 
techniques. A decision tree composed of three basic elements [14]: 
 

• A decision node representing test or condition on data item. 

• An edge or a branch which corresponds to the one of the possible attribute values which 
means one of the test attribute outcomes. 

• A leaf which determines the class to which the object belongs. 
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To classify an object, one starts at the root of the decision tree and follows the branch indicated 
by the outcome of each test until a leaf node is reached. The name of the class at the leaf node is 
the class of an unknown object. The best attribute to divide the subset at each stage is selected 
using the information gain of the attributes. 
 
Ben Amor et al. [14] performed experiment on KDDCUP99 intrusion data set for comparative 
analysis of naïve bayes versus decision tree. They found that decision tree gives slightly better 
results than naïve bayes. However, from computational point of view, construction of decision 
tree is slower than naïve bayes. The decision tree selects the best features for each decision node 
during the construction of the tree based on some well defined criteria. Decision trees generally 
have very high speed of operation and high attack detection accuracy. The Naïve Bayes classifiers 
make strict independence assumption between the features in an observation that result in lower 
attack detection accuracy when the features are correlated. 
 
In [14] they used all 41 features in KDDCUP99 dataset. However, Gary Stein et al. [15] suggest 
that not all 41 features are required for classification of four categories of attack: Probe, DOS, 
U2R and R2L. In their work they used Genetic Algorithm to select relevant features for decision 
tree, with a goal of increasing detection rate and decreasing false alarm rate. They performed 
experiment for each of the above four categories of attack separately. The GA made drastic 
improvements in some of the categories like performance gain on Probe is 23% on the average. 
However, Performance improvement on R2L and U2R are limited. This may be because the 
proportions of R2L and U2R are very low in the training data, but much higher in the testing data. 
 
S. Sheen and R. Rajesh [23] used three different approaches for feature selection namely Chi 
square, Information Gain and ReliefF and compared the performance of these three approaches 
using decision tree classifier. The KDDCUP99 dataset is used for experiment. They found that 
Chi square and information gain had similar performance while ReliefF was giving a lower 
performance.  

 
5.3. Naïve Bayes 

 
Naïve Bayes can be considered as an upgraded version of Bayes Theorem as it assumes strong 
independence among attributes. Bayesian classifier encodes probabilistic relationships among 
variables of interest. This means that the probability of one attribute does not affect the 
probability of the other. 
 
Mrutyunjaya Panda and Manas Ranjan Patra [17] proposed a framework of network intrusion 
detection system based on naïve bayes algorithm. They performed experiment on 10% 
KDDCUP99 dataset and evaluated system using 10-fold cross validation. Their approach 
achieved higher detection rate than neural network based approach. The detection rate was 95%, 
with an error rate of 5%. Moreover, it performed faster and was cost effective. However, it 
generates somewhat more false positives. 
 
Dewan Md. Farid et al. [18] proposed a new hybrid learning algorithm for adaptive network 
intrusion detection using naive Bayesian classifier and ID3 algorithm. They evaluated the 
performance of proposed algorithm for network intrusion detection using 10% of KDDCUP99 
dataset. The attacks of KDD99 dataset were detected with 99% accuracy and minimized false 
positives. 
 
In [29] Z. Muda et al. proposed use of a hybrid learning approach through combination of K-
means clustering and naïve bayes classification. An experiment is carried out using KDDCUP99 
dataset to evaluate the performance. In first stage, they grouped similar data instances based on 
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their behaviours by utilizing a K-Means clustering. In second stage, they used Naïve Bayes 
classifier to classify resulting clusters into attack classes. This approach detected better 
percentage of attacks with above 99% of accuracy and detection rate and below 0.5% of false 
alarm. 

 
5.4. Neural Networks 

 
A neural network consists of a collection of processing elements that are highly interconnected 
and transform a set of inputs to a set of desired outputs. The result is determined by the 
characteristics of the elements and the weights associated with the interconnections between 
them. By modifying the connections between the nodes, the network can adapt to the desired 
outputs. Neural networks have been used in both anomaly detection and misuse detection. For 
anomaly detection, neural networks were modelled to learn the typical characteristics of system 
users and identify significant variations from the user’s established behaviour as anomaly. In 
misuse detection, the neural network would receive data from the network stream and analyze the 
information for instances of misuse [22].  
 
Ryan et al. in [21] performed first works to intrusion detection using NN. They trained and tested 
a back propagation neural network called NNID (Neural Network Intrusion Detector) on a system 
of ten users. The data source for training and testing was operating system logs in UNIX 
environment. The system showed 96% accuracy in detecting unusual activity with 7% false alarm 
rate. 
 
Jirapummin et al. [27] presented a methodology for both visualizing intrusions by using SOM and 
classifying intrusions by using Resilient Propagation. They selected Neptune attack (SYN 
flooding), Portsweep and Satan attacks (port scanning) from KDD Cup 1999 dataset. For 
Resilient Propagation algorithm (RPROP), they utilized 3-layer NN with 70 nodes in first hidden 
layer, 12 neurons in second hidden layer and 4 neurons in the output layer. The transfer functions 
for the first hidden layer, second hidden layer and the output layer of RPROP were tan-sigmoidal, 
log-sigmoidal and log-sigmoidal respectively. They achieved more than 90 % detection rate and 
less than 5 % false alarm rate in three selected attacks.  
 
Iftikhar Ahmad, et al. [28] performed comparison between three back propagation algorithms 
used in intrusion detection. These three algorithms were: 
 

a. The basic On-Line BackProp algorithm,  
b. The Batch BackProp algorithm and  
c. The Resilient BackProp algorithm.  

 
They performed experiment on KDDCUP99 dataset and found that the Resilient BackProp 
algorithm give better performance than online and batch.   

 

6. CONCLUSIONS 

 
Data mining techniques have been highly researched in the domain of intrusion detection in order 
to reduce the hassle of manually analysing huge volumes of audit data. In this paper, we reviewed 
different classification approaches used by researchers for detecting intrusion. The challenge is to 
achieve high detection rate and reduce false alarm rate. Any one classifier alone is not sufficient 
to achieve this. More than one classifier can be combined to remove disadvantages of one 
another. Combining classifiers lead to a better performance than any single classifier. 
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ABSTRACT 
 

Modern-day computer security relies heavily on cryptography as a means to protect the data 

that we have become increasingly reliant on.  The main   research in computer security domain 

is how to enhance the speed of RSA algorithm. The computing capability of Graphic Processing 

Unit as a co-processor of the CPU can   leverage massive-parallelism. This paper presents a 

novel algorithm for calculating   modulo value that can   process   large power of numbers 

which otherwise are not supported by built-in data types. First the traditional algorithm is 

studied. Secondly, the parallelized RSA algorithm is designed using CUDA framework. Thirdly, 

the designed algorithm is realized for small   prime numbers and   large   prime   number .  As a 

result the main fundamental problem of RSA algorithm such as   speed   and use of   poor or 

small prime numbers that   has led to significant security holes, despite the RSA algorithm's 

mathematical soundness can be alleviated by this algorithm.   

 
KEYWORDS 
 
CPU, GPU, CUDA, RSA, Cryptographic Algorithm. 

 

1. INTRODUCTION 

 
RSA (named for its inventors, Ron Rivest,   Adi Shamir, and Leonard Adleman [1] ) is a public 

key encryption scheme. This algorithm   relies on the difficulty of factoring large numbers which 

has seriously affected its performance and so restricts its use in wider applications. Therefore, the 

rapid realization and parallelism of RSA encryption algorithm has been a prevalent research 

focus.  With the advent of CUDA technology, it is now possible to perform general-purpose 

computation on GPU [2]. The primary goal of our work is to speed up the most computationally 

intensive part of their process by implementing the GCD comparisons of RSA keys using 

NVIDIA's CUDA platform. 

 

The reminder of this paper is organized as follows. In section 2, we study the traditional RSA 

algorithm. In section 3, we explained our system hardware. In section 4, we explained the design 

and implementation of parallelized algorithm. Section 5 gives the result of our parallelized 

algorithm and section 6 concludes the paper. 
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2. TRADITIONAL RSA ALGORITHM[1] 

 
RSA is an algorithm for public-key cryptography [1] and is considered as one of the great 

advances in the field of public key cryptography. It is suitable for both signing and encryption. 

Electronic commerce protocols mostly rely on RSA for security. Sufficiently long keys and up-to-

date implementation of RSA is considered more secure to use. 

 

RSA   is an asymmetric key encryption scheme which makes use of two different keys for 

encryption and decryption. The public key that is known to everyone is used for encryption. The 

messages encrypted using the public key can only be decrypted by using private key. The key 

generation process of RSA algorithm is as follows: 

 

The public key is comprised of a modulus n of specified length (the product of primes p and q), 

and an exponent e. The length of n is given in terms of bits, thus the term “8-bit RSA key" refers 

to the number of bits which make up this value. The associated private key uses the same n, and 

another value d such that d*e = 1 mod φ (n) where φ (n) = (p - 1)*(q - 1) [3]. For a plaintext M 

and cipher text C, the encryption and decryption is done as follows: 

 

                                         C = Me mod n, M = Cd mod n. 

 

For example, the public  key (e, n) is (131,17947), the private key (d, n) is (137,17947), and let 

suppose the plaintext M to be sent is: parallel encryption. 

 

• Firstly, the sender will partition the plaintext into packets as: pa ra ll el en cr yp ti on. We 

suppose a is 00, b is 01, c is 02,  ..... z is 25. 

 

• Then further digitalize the plaintext packets as: 1500 1700 1111 0411 0413 0217 2415 

1908 1413.  

 

• After that using the encryption and decryption transformation given above calculate the 

cipher text and the plaintext in digitalized form.  

 

• Convert the plaintext into alphabets, which is the original: parallel encryption. 

 

3. ARCHITECTURE OVERVIEW[4] 
 

NVIDIA's Compute Unified Device Architecture (CUDA)   platform provides a set of tools to 

write programs that make use of NVIDIA's GPUs [3]. These massively-parallel hardware devices 

process large amounts of data simultaneously and allow significant speedups in programs with 

sections of parallelizable code making use of the Simultaneous Program, Multiple Data (SPMD) 

model.  
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Figure 1. CUDA System Model 
 

The platform allows   various arrangements of threads to perform work, according to the 

developer's   problem decomposition. In general, individual threads are grouped into up-to 3-

dimensional blocks to allow sharing of common memory between threads. These blocks can then 

further be organized into a 2-dimensional grid. The GPU breaks the total number of threads into 

groups called warps, which, on current GPU hardware, consist of 32 threads that will be executed 

simultaneously on a single streaming multiprocessor (SM). The GPU consists of several SMs 

which are each capable of executing a warp. Blocks are scheduled to SMs until all allocated 

threads have been executed. There is also a memory hierarchy on the GPU. Three of the various 

types of memory are relevant to this work: global memory is the slowest and largest; shared 

memory is much faster, but also significantly smaller; and a limited number of registers that each 

SM has access to. Each thread in a block can access the same section of shared memory. 

 

4. PARALLELIZATION  
 

The algorithm used to parallelize the RSA modulo function works as follows: 

 

• CPU accepts the values of the message and the key parameters. 

 

• CPU allocates memory on the CUDA enabled device and copies the values on  the device 

 

• CPU invokes the CUDA kernel on the GPU 

 

• GPU encrypts each message character with RSA algorithm with the number of threads 

equal to the message length. 

 

• The control is transferred back to CPU 

 

• CPU copies and displays the results from the GPU. 

 

As per the flow given above the kernel is so built to calculate the cipher text C = M
e
mod n. The 

kernel so designed works efficiently and uses the novel algorithm for calculating modulo value. 
The algorithm for calculating modulo value is implemented such that it can hold for very large 
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power of numbers which are not supported by built in data types. The modulus value is calculated 

using the following principle: 

 

• C = Me mod n 

 

• C = (Me-x mod n * Mx mod n) mod n 

 

 
Hence iterating over a suitable value of x gives the desired result. 

 

4.1. Kernel code 

 
As introduced in section 2, RSA  algorithm   divides the plaintext or cipher text into packets of 

same length and then apply encryption or decryption transformation on each packet. A question is 

how does a thread know which elements are assigned to it and are supposed to process them? 

CUDA user can get the thread and block index of the thread call it in the function running on 

device. In this level, the CUDA Multi-threaded programming model will dramatically enhanced 

the speed of RSA algorithm. The experimental results will be showed in section 5.  

 
The kernel code used in our experiment is shown below. First CUDA user assign the thread and 

block index, so as to let each thread know which elements they are supposed to process. It is 

shown in Figure 2. Then it call for another device function to calculate the most intense part of 

the RSA algorithm. Note in the below figure2 and figure3, it works for 3 elements. 

 

 
Figure 2. Kernel code 
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Figure 3. Kernel’s Device code 

 

5. VERIFICATION 
 

In this section we setup the test environment and design three tests. At first test, we develop a 

program running in traditional mode for small prime numbers (only use CPU for computing). 

And at the second test, we use CUDA framework to run the RSA algorithm for small prime 

numbers in multiple-thread mode. Comparison is done between the two test cases and speed up is 

calculated.  In the third test we run the GPU RSA for large prime numbers that is not supported 

by the built-in data types of CPU RSA. The test result will be showed in this section 

 
 

5.1. Test environment 

 
The code has been tested for : 

 
• Values of message between 0 and 800 which can accommodate the complete   ASCII 

table 

• 8 bit Key Values 

 

The computer we used for testing has an Intel(R) Core(TM) i3-2370M 2.4GHZ CPU, 4 GB 

RAM, Windows 7OS and a Nvidia GeForce GT 630M with 512MB memory, and a 2GHZ DDR2 

memory. At the first stage, we use Visual Studio 2010 for developing and testing the traditional 

RSA algorithm using C language for small prime numbers.  Series of  input data used for testing 

and  the result will be showed later.  
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At the second stage, we also use Visual Studio 2010 for developing and testing parallelized RSA 

developed using  CUDA v5.5 for small  prime numbers. After that the results of stage one and 

stage second are compared and hence calculating the respective speedup.  

 

In the third test we run the GPU RSA for large prime numbers that is not supported by the built-in 

data types of CPU RSA. The test result will be showed in this section. At present the calculation 

of Cipher text using an 8-bit key has been implemented parallel on an array of integers. 
 

5.2 Results 
 

In this part, we show the experiment results for GPU RSA and CPU RSA for small value of n.  
 

Table 1. Comparison of CPU RSA and GPU RSA for small prime numbers i.e (n=131*137) 
 

 

Table 1 shows the relationship between the amount of data   inputting to the RSA algorithm and 

the execution times (in seconds) in traditional mode and multiple thread mode. The first column 

shows the number of the data input to the algorithm, and the second column shows the number of 

blocks used to process the data input. In the above table 64 threads per block are used to execute 

RSA. The execution time is calculated in seconds. In the last column speed up is calculated. 

Above results are calculated by making average of the results so taken 20 times to have final 

more accurate and precise results. 
 

The enhancement of the execution performance using CUDA framework can be visually 

demonstrated by Fig 4.  

 

 
 

Figure 4. Graph showing effect of data input on CPU RSA and GPU RSA along with the Speedup 
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5.2.1 GPU RSA for large prime numbers 
 

In this part, we show the experiment results for GPU RSA and CPU RSA for small value of n. 

 

Table 2. GPU RSA for large prime numbers and large value of n (n = 1005 * 509) 
 

 

 
 

 

 

 

 

 

 

 

 

 

 
From Table 2, we can see the relationship between the execution time in seconds and the input 

data amount (data in bytes) is linear for certain amount of input. When we use 256 data size  to 

execute the RSA algorithm, the execution time is very short as compared to traditional mode 

which is clearly proved in the above section where the comparison is made for CPU RSA and 

GPU RSA for small prime numbers and hence for small value of n. So we can say when the data 

size increases, the running time will be significantly reduced depending upon the number of 

threads used. Furthermore, we also find that when the data size increases from 1024 to 8192, the 

execution time of 7168 threads almost no increase, which just proves our point of view, the more 

the data size  is, the higher the parallelism of the algorithm, and the shorter the time spent. 

Execution time varies according the number of threads and number of blocks used for data input. 

In the above table threads per block are constant i.e we use 32 threads per block and number of 

blocks used are adjusted according to the data input. 

 
The enhancement of the execution performance of data input in bytes using the large value of 

prime numbers (n=1009 * 509) and hence large value of n on  CUDA framework can be visually 

demonstrated by Figure 5. 

 

 
 

Figure 5. GPU RSA for large value of n (n=1009*509) 
 

5.2.2. Execution time comparison of GPU RSA for large value of n (1009*509) with CPU  

RSA for small value of n(137*131) 
 

In the third and final stage of test results analysis, we analyse our results between sequential RSA 

that is using small value of n (17947) and parallelized RSA that is making use of large prime 



240 Computer Science & Information Technology (CS & IT) 

numbers and large value of n (513581). The enhancement of the GPU execution performance of 

data input in bytes using the large value of prime numbers (n=1009 * 509) on CUDA framework 

and CPU RSA using small value of prime numbers (n=137*131) can be visually demonstrated by 

Figure 6. Hence, we can leverage massive-parallelism and the computational power that is 

granted by today's commodity hardware such as GPUs to make checks that would otherwise be 

impossible to perform, attainable. 

 
 

 
 

Figure 6. Comparison of  CPU RSA for small prime numbers with GPU RSA for large prime 

numbers. 

 

6. RSA DECRYPTION USING CUDA-C 
 
In this paper, we presented our experience of porting RSA encryption algorithm on to CUDA 

architecture. We analyzed the parallel RSA encryption algorithm. As explained above the 

encryption and decryption process is done as follows: 
 

                                         C = Me mod n, M = Cd mod n. 
 

The approach used for encryption process is same for decryption too. Same kernel code will work 

for decryption too. The only parameters that will change is the private key (d) and ciphertext in 

place of message bits used during encryption. 
 

7. CONCLUSIONS 
 

In this paper, we presented our experience of porting RSA algorithm on to CUDA architecture. 

We analyzed the parallel RSA algorithm. The bottleneck for RSA algorithm lies in the data size 

and key size i.e the use of large prime numbers. The use of small prime numbers make RSA 

vulnerable and the use of large prime numbers for calculating n makes it slower as computation 

expense increases. This paper design a method to computer the data bits parallel using the threads 

respectively based on CUDA. This is in order to realize performance improvements which lead to 

optimized  results. 

 
In the next work, we encourage ourselves to focus on implementation of GPU RSA for large key 

size including modular exponentiation algorithms. As it will drastically increase the security in 

the public-key  cryptography. GPU are becoming popular so deploying cryptography on new 

platforms will be very useful. 
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ABSTRACT 

 
Nowadays, the information processing system plays crucial part in the internet. Online 

information security has become the top priority in all sectors. Failing to provide online 

information security may cause loss of critical information or someone may use or distribute 

such information for malicious purpose. Recently QR barcodes have been used as an effective 

way to securely share information. This paper presents the survey on information hiding 

techniques which can share high security information over network using QR barcode. 
 

KEYWORDS 
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1. INTRODUCTION 

 
 Due to tremendous growth in communication technology, sharing the information through the 

communication network has never been so convenient. Nowadays information is processed 

electronically and conveyed through public networks. Such networks are unsecured and hence 

sensitive information needs to be protected by some means. Cryptography is the study of 

techniques that allows us to do this. In order to protect information from various computer attacks 

as well as network attacks various cryptographic protocols and firewalls are used. But no single 

measure can ensure complete security. 

 

Nowadays, the use of internet and sharing information are growing increasingly across the globe, 

security becomes a vital issue for the society. Security attacks are classified as passive attacks and 

active attacks [11, 12]. In passive attacks, attacker monitors network traffic and looks for 

sensitive information but does not affect system resources. Passive attacks include traffic 

analysis, eavesdropping, Release of message contents [11, 12]. In active attack, attacker breaks 

protection features to gain unauthorized access to steal or modify information. Active attacks 

include masquerade, replay, modification of messages, and denial of service [11, 12].Therefore, 

security threats (such as eavesdropping, data modification, phishing, website leaks etc.) force us 

to develop new methods to counter them. Considering QR barcodes as an effective media of 

sharing information, many researchers have proposed information/data hiding methods [6,7, 8, 9.] 

as well as online transaction systems [1,2,3,4,5] using QR barcode. In this paper, we describe 

different information hiding schemes using QR barcode.  
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This paper is organized as follows: Section 2 gives details about QR barcode and their features. 

Section 3 gives details of different information hiding methods using QR barcodes and section 4 

compares these methods. Section 5 presents our conclusion. 

 

2. BACKGROUND 

 
QR Code, also known as "Quick Response" [10] code, is a two dimensional matrix barcode that 

can store over 1800 characters of text information. QR Barcodes contain PDF 417 for its high 

data capacity, Data Matrix for its high density printing and MAXI Code for its high speed reading 

as shown in fig 1. 

 

 

 
Fig.1.The formation of QR Code 

 

QR Codes are capable of handling of data such as numbers, alphanumeric characters, Kanji, 

Kana, binary and control codes [10]. A QR code can store information [10] such as: 

 

         • Website URL 

         • SMS  

         • Text message 

         • Calendar event 

         • Contact Information 

         • Phone number 

         • Geographic location 

 

2.1. Structure of QR Barcode 

 
QR code consists of the functionality patterns for making it easily decodable. QR code has a 

position pattern for detecting the position of code, alignment pattern for correcting distortion, and 

timing pattern for identifying the central coordinate of each cell in the QR code. Quiet zone is the 

margin space for reading the QR code and the data area where the data is stored [10]. 
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Fig.2. the internal pattern Structure of QR code 

 
2.2. Features of QR Barcode 

 
2.2.1. High Encoding Capacity 

 
QR Barcode is capable of handling hundred times more data than conventional barcode. 

Conventional barcode has capacity to store maximum 20 digits [14]. While for QR code, up to 

7,089(Numeric),4,296(Alphanumeric),2,953(Binary/byte),1,817(kanji/kana)characters can be 

encoded in one symbol. 

 
2.2.2. Small Size 
 

 QR Barcode stores information in both horizontal and vertical fashion. QR Code is capable of 

storing the same amount of information in one-tenth the space of a conventional barcode [14]. 

 
2.2.3. Dirt and Damage resistant capability 

 
QR Code has four different error correction levels, detailed as follows [14]. 

 

• L - Allows recovery of up to 7% damage. 

• M - Allows recovery of up to 15% damage 

• Q - Allows recovery of up to 25% damage 

• H - Allows recovery of up to 30% damage 

 

The error correction level can be selected by the user when he/she creates the symbol 

depending on how much damage the QR code is expected to suffer in its usage environment. 

 
2.2.4. Structure linking functionality 

 

QR Code has a structure appending functionality which will enable a single QR code to be 

represented in several symbols by dividing it as presented in fig 3. A single symbol can be 

divided into up to 16 symbols [14]. 
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Fig 3.The association of the Symbols 

 
2.2.5. The Confidentiality of the QR Code 
 

The QR code can be easily encrypted and no one will be able to read the data until QR code is 

deciphered. 

 

3. INFORMATION HIDING METHODS USING QR BARCODE 

 
3.1. Using Hash function 

 
Authors of [6] proposed an information hiding method using QR barcode. In this Method, 

information which is to be transmitted is first encrypted by using hash function, with a secret key 

K. The key K is known in advance to both sender as well as receiver. After the encryption 

process; QR code for encrypted information is created and sent over the network for the receiver. 

If an intruder were to try to extract the information from QR code, he/she would only be able to 

read the code with a QR code decoder but would not be able to get the secret information from 

QR code. Only the authorized user with secret key K can retrieve the secret information from QR 

code. The scheme is able to encode large amounts of secret information into a QR code based on 
selection of the QR version and the error correction level. The main disadvantage is that the 

whole secrecy of this scheme depends on key K. If someone gets the key, this scheme can reveal 

the secret information by simply decoding the QR code. 

 
3.2. Using TTJSA symmetric key Algorithm 

 
Authors of [7] proposed an encrypted information hiding mechanism using QR barcode. In this 

method, information which is to be transmitted is first encrypted using TTJSA symmetric key 

algorithm. For encrypted information, QR code is generated by using QR generator [15]. If an 

intruder tries to extract the information from QR code then he cannot do that because the 

cryptographic key is unknown to him. The decryption process is exactly reverse of the encryption 

process. TTJSA algorithm is free from attacks such as differential attacks, plain-text attacks or 

brute force attacks. 

 
3.3. SD-EQR 

 
Author of [8] presents a new technique using QR barcode to transfer information securely 

through public network. In this method, the password is entered along with the information. The 

secret key generated from the password which acts as the key for encryption process. The process 

of generating secret key is: 
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• Choose password of any size, but should consist of only ASCII characters (0-255). 

• Find the length of the entered password denoted by “L”. 

• Multiply ‘L2’ with the sum of the ASCII values of each letter of the word entered in the 

password to get S. 

• Each digit of the S is added with each other. The ultimate sum is the secret key. 

 

This secret key will be added to each character in the text entered in the information and complete 

the first phase of encryption process. After doing the first level of encryption, many other several 

encryption techniques are used to encrypt the message further to increase the level of security. At 

last final encrypted information is encoded into QR code. QR code efficiently handles the 1,264 

characters of ASCII text in version 40 with Error correction level H. if encrypted information size 

is larger than capacity of QR code then other QR code is generated containing encrypted 

information after 1,264 characters. This method is continued until the whole encrypted 

information is converted into QR codes. Decryption is actually the reverse process of the 

encryption. 

 
3.4. Using reversible data hiding 

 
Authors of [9] propose a new algorithm in reversible data hiding, with the application associated 

with the QR code. Reversible data hiding is a new technique to hide data. During encoding 

process, data is hidden into original image. Hidden data and original image should be perfectly 

recovered during decoding process. The secret information which is to be conveyed is first 

encoded into QR code. At the lower portion of the original image, the pixels in this region are 

replaced by QR code. While decoding, the QR code is first removed from the image and original 

information can be recovered with reversible data hiding techniques from the rest of the image. 

During encoding process, the information in original image might be lost due to replacement of 

the corner portion of the original image with the QR code. The authors used reversible data hiding 

techniques to hide pixels in the corner portion of the original image into the rest of the original 

image in advance. The detailed process of information embedding and extraction by using 

reversible data hiding techniques is well explained in [10]. 

 

4. COMPARISON CHART 

 
Table1. Comparison between Different Information Hiding Methods 

 
Methods Using Hash 

function 

Using TTJSA 

symmetric key 

Algorithm 
 

SD-EQR Using reversible data 

hiding 

Basic 

Application 

Secret hiding Secret hiding Secret hiding Image hiding 

Computatio

nal 

Complexity 

Low Low High Low 

Processing 

On QR 

code 

No No No No 

Utilizing 

the error 

correction 

capability 

Yes Yes Yes No 
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Encryption 

on 

Data before 

embedding 

into QR 

code 

Yes Yes Yes No 

Hiding 

Mechanism 

Encrypted data embedded into QR Barcode QR barcode of data 

embedded into cover image 

 

5. CONCLUSION 

 
This paper describes QR barcode and its use in different information hiding techniques. Such 

techniques employ traditional information hiding mechanisms like hash functions, image 

steganography, symmetric key algorithms, etc. in conjunction with QR barcodes. SD-EQR makes 

use of user entered password to formulate a private key and generates a QR barcode of the 

encrypted information. Finally the paper compares these techniques. 
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ABSTRACT 

 
A system based on speech recognition is proposed for pilot assist decision-making. It is based 

on a HIL aircraft simulation platform and uses the microcontroller SPCE061A as the central 

processor to achieve better reliability and higher cost-effect performance. Technologies of 

LPCC (linear predictive cepstral coding) and DTW (Dynamic Time Warping) are applied for 

isolated-word speech recognition to gain a smaller amount of calculation and a better real-time 

performance. Besides, we adopt the PWM (Pulse Width Modulation) regulation technology to 

effectively regulate each control surface by speech, and thus to assist the pilot to make decisions. 

By trial and error, it is proved that we have a satisfactory accuracy rate of speech recognition 

and control effect. More importantly, our paper provides a creative idea for intelligent human-

computer interaction and applications of speech recognition in the field of aviation control. Our 

system is also very easy to be extended and applied. 
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1. INTRODUCTION 
 

Speech recognition is a technology which is used to implement an appropriate control through 

correctly identifying and judging the speech characteristics and connotation [1]. In recent years, 

the applications of speech recognition technology in the fields like human-computer interaction 

have become more and more popular and challenging. As a very important technological progress, 

the pilot assist decision-making based on speech recognition can reduce burden on pilot, lower 

operating risk, and improve cockpit human-machine interface [2]. However, domestic application 

of speech recognition is still in a big blank at present. It’s a great help to carry out pre-research in 

time, to understand and to master the technology, to overcome the application difficulties for 

improving the application level of our aviation control technologies. 

 

Currently, DSP (Digital Signal Processor) chips are mainly applied to speech recognition. But 

they are generally more expensive, more complex and harder to be extended and applied [3]. The 

system proposed in our paper is realized with the HIL aircraft simulation platform and the 16-bit 

microcontroller SPCE061A. SPCE061A acts as the central processor for digital speech 

recognition to achieve better reliability and higher cost-effect performance. Technologies of 

LPCC and DTW are applied for isolated-word speech recognition to gain a smaller amount of 
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calculation and a better real-time performance. Besides, we adopt the PWM regulation technology 

to effectively regulate each control surface by speech, and thus to assist the pilot to make 

decisions. 

 

The rest of the paper is organized as follows: algorithm of speech recognition is described in 

detail in the second part; hardware structure and software design of a pilot assist decision-making 

system based on speech recognition are respectively elaborated in Part III and Part IV; the 

performance of our whole system is evaluated in Part V; in the last part, we draw a summary and 

look forward to the future work. 

 

2. ALGORITHM OF SPEECH RECOGNITION 

 
As can be seen in Figure 1, speech recognition is essentially a kind of pattern recognition, which 

consists of basic units such as pretreatment, A/D conversion, endpoint detection, feature 

extraction and recognition judgment, [4] etc. According to the basic principle of pattern 

recognition, by comparing the pattern of the unknown speech with the reference pattern of the 

known, we can obtain the best matched reference pattern, namely, the result of recognition. 

 

 
 

Figure 1.  The basic structure of the speech recognition system 
 

2.1. Endpoint Detection 

 
Endpoint detection means using the digital processing technology to identify the start point and 

the end point among all kinds of paragraph (phonemes, morphemes, words, syllables, etc.) in the 

speech signal. The most commonly used method in endpoint detection is based on short-term 

energy and short-term zero-crossing rate [5, 6]. 

 

Short-term energy is defined as follows: 

( ) ( )
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n
m

E x m w n m
∞
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                                    (1) 

Here En reflects the law of the amplitude or energy of the voiced/unvoiced frames in the speech 

signal changing slowly over time [7]. According to the change of En, we can roughly judge the 

moment when voiced frames turn into unvoiced ones and the unvoiced frames turn into voiced 

ones. En is very sensitive to the high-level signal because the square of it was used when 

calculated formula (1). So in practice, we also use the following two types of definition: 
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Short-term zero-crossing rate is defined as follows: 



                                           Computer Science & Information Technology (CS & IT)                                253 

 

( ) ( ) ( )sgn sgn 1
n

m

Z x n x n w n m
∞

=−∞

   = − − ⋅ −   ∑
                (4) 

sgn[•] is the sign function: 
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Zn means the total number that the speech signal changes from positive to negative and from 

negative to positive per unit time [8]. According to Zn, we can roughly obtain the spectral 

characteristics of the speech signal to distinguish the voiced/unvoiced frames and whether there’s 

speech or not.  

 

A two-stage judgment method is usually adopted in endpoint detection based on En - Zn. As can 

be seen in Figure 2, firstly, select a relatively high threshold M1 according to the outline of En, in 

most cases, M1 is below En. In this way, we can do a rough judgment: the start point and the end 

point of the speech segment are located outside of the interval corresponding to the intersection 

points of envelops of M1 and En (namely, outside of segment AB). Then determine a relatively 

low threshold M2 based on the average energy of the background noise, and search from point A 

to the left, point B to the right, find out the first two intersection points C and D of the envelop of 

En and the threshold M2, so segment CD is the speech segment determined by the dual-threshold 

method according to En. From above we just finished the first stage of judgment, then turn to the 

second: use Zn as the standard, and search from point C to the left, point D to the right, then find 

out the first two points E and F which are lower than threshold M3, so they are the start point and 

the end point of the speech segment. 

 
Figure 2.  Endpoint detection based on En-Zn 

 

2.2. Feature Extraction 

 
Feature extraction is a crucial step in speech recognition. If the speech features were effectively 

extracted, it is easier for us to distinguish among different categories in the feature space. 

Compared to the other speech features, linear predictive cepstral coding (LPCC) can effectively 

represent the speech feature, including channel characteristics and auditory features. LPCC has an 

excellent distinguishability, speed and accuracy. Besides, LPCC can effectively guarantee the 

real-time performance of speech recognition. LPCC is calculated based on linear prediction 

coefficient (LPC) characteristics: 
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c(n) is the coefficient of LPCC, (n=1,2,…,p); p is the feature model order, most channel models 

of the speech signal can be sufficiently approximated when we take p=12; a(k) is the linear 

prediction coefficient (LPC) characteristics. 

 

2.3. Recognition Judgment 

 
We apply DTW algorithm, which is the commonly used identification method in speech 

recognition, to the recognition judgment part. 

 

The basic idea of DTW is to find out the phonological characteristics of the speech signal and 

compare the distance，that is, to find out the differences (characteristic differences) between the 

frame characteristics in chronological order; And then accumulate characteristic differences 

included in phonological features and divided by the whole characteristic difference of the entire 

pronunciation. At last, we get the relative cumulative characteristic difference. Thus, despite the 

different articulation rate, the relative cumulative characteristic differences of the phonological 

characteristics are basically the same. Specific algorithm is as follows: 

 

(I) normalize the feature data L(i, j) (the coefficient of LPCC) per frame, and get S(i, j), the 

characteristic difference between two adjacent frames is: 
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The average characteristic difference is: 
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                                                 (9) 
N is the number of speech frames. 

 

(II) Check t(j) from back to front, remove the ones that larger than the average characteristic 

difference, until it’s less than the average characteristic difference, so as to remove the end part 

that contains less semanteme. The number of data frames reduced to N’. Assume the cumulative 

characteristic difference threshold is: 
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'
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' 1

N

j

t i M N
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                                    (10) 

 

M is the number of reserved key frames. Usually we take M=8 for isolated character sound, and 

M=16 for double isolated words. 

 

(III) Pick out the key frames: the first frame must be chosen, then plus t(i) in turn, the frame 

greater than △ is another key frame, until M key frames are picked out. 

 

(IV) Piecewise linearization, and take the average of the characteristic differences between two 

key frames as the last speech eigenvector. In the process of training, save these feature vectors as 

templates. And in the process of recognition, match the speech signals and the templates, and 
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calculate the distances, the minimum one within the scope of the distance threshold is the final 

recognition result. 

 

3. HARDWARE STRUCTURE 

 
MIC

Power 

amplifier 

and 

speaker

the 16-bit 

microcontroller 

SPCE061A  

produced by 

Sunplus 

Company

expanded 

memory

power 

module

steering

aileron, horizontal 

tail of a HIL aircraft  
 

Figure 3.  Hardware block diagram of the system 
 

As can be seen in Figure 3, the hardware structure of the pilot assist decision-making system 

based on speech recognition mainly includes a microprocessor circuit module based on a 16-bit 

microcontroller SPCE061A produced by Sunplus Company, expanded memory, audio circuit 

module, power module, steering and executive components.  

 

SPCE061A contains multiple A/D converters, dual-channel 10-bit D/A converters and an online 

simulation circuit ICE interface. Besides, SPCE061A has the advantages of smaller size, higher 

integration, better reliability and cost-effective performance, easier to be expanded, stronger 

interrupt processing ability, more efficient instruction system and less power consumption, etc. 

than DSP chips [9]. In order to achieve real-time processing of speech signal, the whole hardware 

system is divided into the following several parts: 

 

(I) Extraction, training, and judgment of speech features: we use speech processing and DSP 

functions of SPCE061A to pre-emphasis on the input speech digital signals, then cache and 

extract feature vectors, create templates under the function of training, and make judgment under 

the function of recognition. 

 

(II) Acquisition of speech signals: SPCE061A has a microphone amplifier and single-channel 

speech A/D converters with the function of automatic gain control so that we could save much 

front-end processing hardware, simplify the circuit, and improve the stability. Connect the 

microphone to the anti-aliasing filter and access to the channel, and then complete sampling of the 

10-bit 8 kHz signal. 

 

(III) Expand memory: we need to expand a flash memory of 32 KB as the data memory because 

processing of speech signals requires a large amount of data storage. The storage space is divided 

into 4 parts: templates storage area is used to store isolated-word feature templates, and the 

number of stored templates (namely, the number of identifiable vocabulary) is determined by the 

size of the storage area; speech signal temporary storage area is used to store 62 frames of data of 

each speech signal to be identified; intermediate data storage area contains a 2 KB SRAM, and 

it’s used to store the intermediate computation, such as background noise characteristics and 

intermediate templates produced in the process of training, etc. the prompt speech information 

storage area is used to store function prompts speech and recognition response speech, etc. so as 

to facilitate human-computer interaction. Input of this part of speech signals can be achieved by 

the software wave_press provided by Sunplus Company. 
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(IV) Control input: consist of three keys, they are function switch key (recognition/study), 

function confirms and exit key, template revise and select key (select and modify a template). 

Through these three keys, we could realize the human-computer interaction of FS (Function 

Selection). 

 

(V) Output: include a speaker output part and a control output part. The speaker is connected to a 

dual-channel 10-bit D/A converter with the function of audio output, and is used to output 

prompts speech and recognition response speech. The control output part is used to output a 

control signal through I/O interface, and then adjust corresponding steering, change flight 

attitudes, to realize assistant decision-making after having recognized speech instructions. 

 

4. SOFTWARE DESIGN 

 
Our system’s software implement is developed in the integrated developing environment 

IDE3.0.4 of SPCE061A based on C language, which mainly includes three parts: main program, 

interrupt handling routine and function module subroutine. We will introduce the three parts in 

detail as follows. 

 

4.1. Main Program 

 
As can be seen in Figure 4, the processes of the main program are divided into initialization, 

training and recognition. The training and recognition of the speaker-dependent speech could be 

accomplished by calling related functions, and the corresponding operations could be performed 

according to the results of recognition. 

 

(I) Initialization: The system collects 10 frames of background noise data at first after power on 

reset, extracts features of En and Zn after pre-emphasis, and then determines the threshold value 

as the basis to identify the start point and the end point. 

 

(II) Training: enter by the function switch key, and prompt “now is the training function”. And 

then prompt “now modify the first template”, select the template to be modified by the template 

revise and select key, after per click it turns to the next template. And then prompt “speech input 

at the first time”, you are asked to input 4 times here in order to ensure the accuracy of the 

template. Extract the feature vectors and temporary store the template. Only after 4 times all 

succeeded would it prompt “successfully modified”. Otherwise, data won’t be retained, and 

template won’t be modified, neither. If one process lasted for more than 10s, it would prompt 

“Quit the training function” and do not make any changes. 

 

(III) Recognition: The microcontroller constantly sample the outside signal, and save 10 frames of 

speech data to judge the start point; and then sample 52 frames of speech data to determine the 

end point. Handle the error if there’s no end point. After that, calculate LPCC of each frame, and 

use LPCC and DTW to get the eigenvectors of isolated words in that speech segment. Compare 

them with the templates, if the distance is within the specified threshold, select the template with 

the minimum distance as the result. At the meantime, a corresponding response is made. However, 

if the distance is beyond that threshold, handle the error. 
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Figure 4.  Software flow of the main program 

 

4.2. Interrupt Handling Routine 

 
As can be seen in Figure 5, A/D conversion results are read by the interrupt handling routine 

periodically and deposited in the buffer. The speech signal of MIC channel is the input of A/D.  

Interrupts are generated by speech recognition and playback TMA_FIQ interrupt sources, and 

judged by the flag bit whether it’s speech playback or speech recognition [10, 11]. Functions 

written in the process of speech recognition are: start point judgment function, end point 

judgment function, LPC function, LPCC function, characteristic differences piecewise linear 

dynamic distribution function, judgment function, error function, and the upper functions, feature 

extraction functions constructed by these sub-functions. 

 

4.3. Function Module Subroutine 

 
The function module subroutine includes the functions of up, down, left roll, right roll, reset and 

output of PWM wave, etc. In each function, corresponding operation is realized by configuring 

I/O output to provide related signal to the circuit of steering. 



258 Computer Science & Information Technology (CS & IT) 

 
 

Figure 5.  Software flow of the interrupt handling routine 

 

The steering is a position servo actuator, and applies to those control systems in need of the ever-

changing and maintaining angle [12]. The control of steering usually needs a time-base pulse 

around 20ms, and the high level part of the pulse is generally 0.5ms-2.5ms. Take the servo of 180 

degrees angle for example, the corresponding control relationships are shown in Table 1. 
 

Table 1.  Control relationship between pulse and pivot angle of steering. 

 

Variables Negative Negative Zero Positive Positive 

High level  0.5ms 1.0ms 1.5ms 2.0ms 2.5ms 

Angle 0 45 90 135 180 

 

In the drive program of steering, we take the angle of 90 degrees corresponding to 1.5ms as the 

initial position of the system, and realize the zero declination of control surface through the reset 

function. By changing the duty ratio of the output PWM wave in the functions of up, down, left 

roll and right roll, to control the positive and negative angle of steering, and thus, to control the 

aircraft flight attitudes. Figure 6 shows the output of PWM wave when the high level part is 

1.5ms. 

 
 

Figure 6.  Output of PWM wave when the high level part is 1.5ms 
 

5. SYSTEM PERFORMANCE ANALYSIS 

 
For the same training template, let the speaker dependent and the speaker independent 

respectively test the system based on a HIL aircraft simulation platform, 20 times test for each 

command and 100 times test for each group. The results show that: the recognition rate of speaker 

dependent has reached more than 95.3%, the recognition rate of the speaker-independent A is 
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81.2%, the recognition rate of the speaker-independent B is 85.7%; then select male speech as the 

template, and use female speech test the system, the recognition rate is 54.5%. From the results 

we know that the recognition rate of speaker dependent is higher than speaker independent. 

Besides, a higher recognition rate could be obtained if a more precise algorithm was taken during 

template matching. 

 

In the aspect of aircraft flight attitudes control, we used SOLIDWORKS design and simulate the 

movements of the corresponding control surface. As can be seen in Figure 7, control parts move 

the front end of the aircraft horizontal tail upward after system recognized the instruction “down” 

of the pilot. 

 

 
 

Figure 7.  Aircraft down 
 

As can be seen in Figure 8, control parts move the trailing end of the aircraft left aileron upward 

and the right aileron downward after system recognized the instruction “left roll” of the pilot. 

 

 
 

Figure 8.  Aircraft left roll 
 

By trial and error, the movements of each control surface under the corresponding speech 

instructions are in line with expectations and the overall performance is better than that gained by 

other methods. 

 

6. CONCLUSIONS 

 
As a very important technological progress, the pilot assist decision-making based on speech 

recognition can reduce burden on pilot, lower operating risk, and improve cockpit human-

machine interface [13]. However, domestic application of speech recognition is still in a big blank 

at present. It’s a great help to carry out pre-research in time, to understand and to master the 

technology, to overcome the application difficulties for improving the application level of our 

aviation control technologies. 
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The system proposed in our paper is realized with the HIL aircraft simulation platform and the 

16-bit microcontroller SPCE061A. SPCE061A acts as the central processor for digital speech 

recognition to achieve better reliability and higher cost-effect performance. And an artificial 

intelligence system is introduced in the control system of aircraft to achieve more flexible control 

and better human-computer interaction. Besides, speech recognition is optimized by certain 

mechanical structures and algorithms. Speech features and recognition methods fit for speaker-

dependent isolated word are selected to achieve faster processing speed and higher recognition 

rate, so as to meet the needs of real-time speech recognition [14, 15]. Our system made the best 

advantages of speech control and realized a system for assisting the pilot to make decisions. By 

trial and error, it is proved that we have a satisfactory accuracy rate of speech recognition and 

control effect. 
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ABSTRACT 

 
Peptic ulcer disease is the most common ulcer of an area of the gastro- intestinal tract. The aim 

of this study is to utilize soft computing techniques to manage uncertainty and imprecision in 

measurements related to the size, shape of the abnormality. For this, we designed a fuzzy 

inference system (FIS) which emulates the process of human experts in detection and analysis of 

the peptic ulcer. The proposed approach models the vagueness and uncertainty associated to 

measurements of small objects in low resolution images In this study, for the first time, we 

applied soft computing technique based upon fuzzy inference system (FIS) for assessment of the 

severity of the peptic ulcer. Performance results reveal the FIS with maximum accuracy of 

98.1%, which reveals superiority of the approach. The intelligent FIS system can help medical 

experts as a second reader for detection of the peptic ulcer in the decision making process and 

consequently, improves the treatment process. 

 

KEYWORDS 

 
Soft computing, Fuzzy inference system (FIS), Peptic ulcer.  

 

 

1. INTRODUCTION 
 

The second common cause of death from malignant disease is gastric cancer around the world. 

Detection and treatment of this painful disease has become one of the challenging medical 

problems. 

 

Nowadays gastric ulcer is one of the most important concerns involves many factors especially 

widespread using of NSAIDs. Because of poorly understanding the pathophysiology of this 

disease [6], studies investigating new active compounds are needed. As well, various 

pharmaceutical products currently used for treatment of gastric ulcers are not completely efficient 

and cause many adverse side effects.  

 

Peptic ulcer disease encompassing gastric and duodenal ulcer is the most prevalent 

gastrointestinal disorder [1]. They are caused by various factors such as drugs, stress or alcohol, 

due to an imbalance between offensive acid- pepsin secretion and defensive mucosal factors like 

mucin secretion and cell shedding [2]. Gastric ulcer therapy faces a major drawback due to the 

unpredictable side effects of the long-term use of commercially available drugs. It is shown that 

toxic oxygen radicals plays an important role in the etiopathogenesis of gastric damage 
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[3].Currently, focus on plant research has increased all over the world and a large source of 

evidence has been collected to show immense potential of medicinal plants used in various 

traditional systems [4]. 

 

One of the main group of problems in medical science is related to diagnosing diseases based on 

different tests on patients. However, the final diagnosis of an expert is associated with difficulties. 

This matter led the physicians to apply computer aided detection and diagnosing tools in the 

recent decades. 

 

A prime target for such computerized tools is in the domain of cancer diagnosis. Specifically, 

where breast cancer is concerned, the treating physician is interested in ascertaining whether the 

patient under examination exhibits the symptoms of a benign case, or whether her case is a 

malignant one [16]. 

 

The uncertainty issues in decisions making and medical diagnosis are related to incompleteness of 

medical science. computer aided detection (CAD) tools are presented with the purpose of 

facilitating the diagnosis of different diseases and acceleration of the treatment process [18]-[20]. 

One of the current applications of the CAD systems is to analysis the severity diagnosis of peptic 

ulcer presented in [10]. 

 

This study is concerned with the severity diagnosis of peptic ulcer and uses fuzzy inference 

systems for automatic diagnosis of disease. The required medical knowledge are aided by fuzzy 

systems and achieved data are from tested stomachs. This method assorts patients according to 

the length of ulcer. 

 

The present study has been undertaken with the aim to assess the peptic ulcer severity using a 

fuzzy system. 

 

2. LITERATURE REVIEW 
 

In recent years, a major class of problems in medical science involves the diagnosis of disease, 

based upon various tests performed upon the patient. When several tests are involved, the ultimate 

diagnosis may be difficult to obtain, even for a medical expert. This has given rise, over the past 

few decades, to computerized diagnostic tools, intended to aid the physician in making sense out 

of the welter of data [16]. 

 

Soft Computing techniques based on the concept of the fuzzy logic or artificial neural networks 

for control problems has grown into a popular research area [11]-[13]. The reason is that classical 

control theory usually requires a mathematical model for designing controllers. The inaccuracy of 

mathematical modeling of plants usually degrades the performance of the controllers, especially 

for nonlinear and complex control problems. Fuzzy logic has the ability to express the ambiguity 

of human thinking and translate expert knowledge into computable numerical data.  

 

A fuzzy system consists of a set of fuzzy IF-THEN rules that describe the input-output mapping 

relationship of the networks. Obviously, it is difficult for human experts to examine all the input-

output data from a complex system to find proper rules for a fuzzy system. To cope with this 

difficulty, several approaches that are used to generate the fuzzy IF-THEN rules from numerical 

data have been proposed [11]-[13]. 

 

Today, medical endoscopy is a widely used procedure to inspect the inner cavities of the human 

body. The advent of endoscopic imaging techniques allow the acquisition of images or videos 

created the possibility for the development of the whole new branch of computer-aided decision 
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support systems. This section summarizes related works specifically targeted at computer-aided 

decision support in the gastrointestinal tract [10]. 

 

A symbiotic evolution-based fuzzy-neural diagnostic system for common acute abdominal pain 

presents a symbiotic evolution-based fuzzy-neural diagnostic system (SE-FNAAPDS) for 

diagnosis of common acute abdominal pain (AAP) without professional medical examination 

[11]. The computer-assisted diagnostic system is formatted a multiple-choice symptom 

questionnaire, with a prompt/help menu to assist user in obtaining accurate symptom data using 

nothing more technologically sophisticated than a medical-type thermometer and stethoscope. 

Compared to traditional methods, diagnostic decisions from SE-FNAAPDS shows 94% 

agreement with professional human medical diagnosis and less CPU time for system construction. 

The presented method is useful as a core module for more advanced computer-assisted diagnostic 

systems, and for direct application in AAP diagnosis [11]. 

 

Non-ulcer dyspepsia (NUD) has been attributed to gastritis and Helicobacter infection in A 

Quantitative analysis of symptoms of Non-Ulcer Dyspepsia as related to age, pathology, and 

Helicobacter Infection. The Sydney classification enables dyspepsia symptoms assessed 

quantitatively in relation to Helicobacter infection and topographic pathology in different gastric 

compartments. The method presented in this study for 348 patients with the NUD. It studied the 

unconfounded effects of age, pathology, and Helicobacter. It was concluded that age was the most 

important determinant of dyspeptic symptoms, but not pathology or Helicobacter [7]. 

Computer-aided capsule endoscopy images evaluation based on color. Rotation and texture 

features were used as  an educational tool to physicians. 

 

Wireless capsule endoscopy (WCE) is a revolutionary, patient-friendly imaging technique that 

enables non-invasive visual inspection of the patient’s digestive tract and, especially, small 

intestine. Experimental results demonstrated promising classification accuracy (91.1%) exhibiting 

high potential towards a complete computer-aided diagnosis system that will not only reduce the 

Wireless capsule endoscopy (WCE) data reviewing time, but also serve as an assisting tool for the 

training of inexperienced physicians [9]. 

 

3. MATERIALS AND METHODS 
 
Fuzzy set A in universe of discourse X can be defined as a set of ordered pairs of element x in X 

and the grade of membership of  x, µA (x), to fuzzy set A [15] as follows: 

 

 
 

where the two dimensional membership function µA (x) is a crisp value between 0 and 1 for all 

x∈X. Linguistic terms are modelled using fuzzy sets. One of the parameters in the design of a 

fuzzy logic is the number of fuzzy sets associated to a linguistic term. Fuzzy inference system as a 

soft computing method mimics cognitive reasoning of the human mind based on linguistic terms 

for performing tasks in a natural environments.  

 
Figure 1. Architecture of a Fuzzy Inference System 
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The fuzzy inference system is a rule-based system that uses fuzzy logic, rather than Boolean 

logic, to reason about data. Its basic structure includes four main components, as depicted in 

Figure 1: (1) a fuzzifier, which translates crisp (real-valued) inputs into fuzzy values; (2) an 

inference engine that applies a fuzzy reasoning mechanism to obtain a fuzzy output; (3) a 

defuzzifier, which translates this latter output into a crisp value; and (4) a knowledge base, which 

contains both an ensemble of fuzzy rules, known as the rule base, and an ensemble of 

membership functions, known as the database[16]. 

 

The fuzzy inference system is a popular computing framework based on the concepts of fuzzy set 

theory, fuzzy if-then rules, and fuzzy reasoning. It has found successful applications in a wide 

variety of field, such as automatic control, data classification, decision analysis, expert systems, 

and pattern recognition. 

 

This Mapping is accomplished by a number of fuzzy if-then rules, each of which describes the 

local behavior of the mapping. In particular, the antecedent of a rule defines a fuzzy region in the 

input space, while the consequent specifies the output in the fuzzy region. 

 

Fuzzy logic models can be developed from expert knowledge or from process (patient) input-

output data. In the first case, fuzzy models can be extracted from the expert knowledge of the 

process. The expert knowledge can be expressed in terms of linguistics, which is sometimes 

faulty and requires the model to be tuned. This process requires defining the model input 

variables and the determination of the fuzzy model system parameters.  

 

Sugeno, or Takagi-Sugeno-Kang, method of fuzzy inference. Introduced in 1985, it is similar to 

the Mamdani method in many respects. The first two parts of the fuzzy inference process, 

fuzzifying the inputs and applying the fuzzy operator, are exactly the same. The main difference 

between Mamdani and Sugeno is that the Sugeno output membership functions are either linear 

or constant [21]. This study applies the Sugeno fuzzy inference model in order to present a 

measure of the sevirity of the peptic ulcer in the output of the FIS. 

 

4. PEPTIC ULCER SPECIFICATION 
  
This section explains the chemical process and animals used in laboratory experiments. The 

features extracted in the experiments were considered as the input of the FIS. These features are 

explained in details in this section.           

 
The present study was tested on male Wistar rats for 15 days protected the gastric mucosa against 

the damage induced by indomethacin (25, 50 and 100 mg/kg) [17]. Male Wistar rats weighing 

175 - 220 g were used in the study. The animals were in 6 separate groups consisting of 5 rats. 

The quantitative evaluation of experimentally induced gastric lesions is a problematic and error-

prone task due to their predominantly multiple and irregularly shaped occurrence. The simplest 

type of lesion index for quantification of chemically induced ulcers were described as the 

cumulative length (mm) of all hemorrhagic erosions. The width of lesion has also been taken into 

account (ulcer index = length -width) [17]. Figure 2 shows Microscope views of  a sample 

stomach of a rat with ulcer. 

 

 
Figure 2. Microscope views of the rats stomach with ulcer 
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5.  FUZZY MODELING OF THE FEATURE CHARACTERIZATION OF 

PEPTIC ULCER 
 
In order to apply soft computing techniques based on the FIS for severity assessment of the peptic 

ulcer, we applied two methods as follows: 

 

1) FCM (Fuzzy C-Means Clustering): for scatter partitioning of the input space and 

automatic generation of the membership functions 

2) ANFIS (Adaptive Neuro-Fuzzy inference system) for learning the FIS rules and tuning of 

the membership functions  

 

The rest of this section explains the abovementioned processes in details. 

 

5.1. Scatter partitioning of the input space  

 
Fuzzy c-means (FCM) is a data clustering technique wherein each data point belongs to a cluster 

to some degree that is specified by a membership grade. This technique was originally introduced 

by Jim Bezdek in 1981 as an improvement on earlier clustering methods. It provides a method 

that shows how to group data points that populate some multidimensional space into a specific 

number of different clusters. 

 

In this study we used Fuzzy Logic Toolbox in Matlab to implement the FIS. The FCM starts with 

an initial guess for the cluster centers, which are intended to mark the mean location of each 

cluster. The initial guess for these cluster centers is most likely incorrect. Additionally, fcm 

assigns every data point a membership grade for each cluster. By iteratively updating the cluster 

centers and the membership grades for each data point, FCM iteratively moves the cluster centers 

to the right location within a data set. This iteration is based on minimizing an objective function 

that represents the distance from any given data point to a cluster center weighted by that data 

point's membership grade Input features for assessment of the peptic ulcer are as Follows: 

 

For each input and output variable of the FIS, three linguistic terms (Low, Medium and High) 

were considered. Table 1 shows all input variables of the peptic ulcer FIS. 

 

Table 1. The FIS input variables 

 

No. Feature Description 

1 Score 1  Each fifth petechia was calculated as 1 mm 

2 Score 2 lesion length between 1 and 2 mm 

3 Score 3 lesion length between 2 and 4 mm 

4 Score 4 lesion length between 4 and 6 mm 

5 Score 5 lesion length more than 6 mm 

6 Indomethacin Explained in Section IV 

7 Cimitidine Explained in Section IV 

 

The FIS output variable were considered ulcer index (UI) which represents severity of the peptic 

ulcer. The ulcer index (UI) was calculated using the following formula: 

 

UI =( 1*S1)+(2*S2)+(3*S3)+(4*S4)+(5*S5)                                         (1) 
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where S1, S2, S3, S4, S5  are related to the score 1 to score 5, respectively. 

 

5.2. ANFIS (Adaptive Neuro-Fuzzy Inference System) 

 
This syntax is the major training routine for Sugeno -type fuzzy inference systems. anfis uses a 

hybrid learning algorithm to identify parameters of Sugeno-type fuzzy inference systems. It 

applies a combination of the least-squares method and the backpropagation gradient descent 

method for training FIS membership function parameters to emulate a given training data set. 

ANFIS can also be invoked using an optional argument for model validation. We applied the 

ANFIS for learning rules in the FIS and tuning of the membership function parameters. 

 

The flowchart of the approach applied for learning and tuning of the FIS parameters using the 

ANFIS approach is shown in Figure 3. 

 

6. EXPERIMENTS RESULTS 
 

In the process of the FIS parameter specification using the ANFIS model, we have a dataset 

including 30 real patients diagnosed with peptic ulcer information. We partitioned the dataset into 

two parts: 

 

1) Training (70%) 

2)  Testing (30%) 

 

Figures 4 to 9 represent the performance results on training and testing datasets in terms of the 

root mean square error (RMSE) and the histogram of the errors. The performance results are 

summarized in Table 2.   

 

Table 2. System Performance on Train and Test datasets 
 

 Accuracy 

 

Average(train) 

 

99.65% 

 

Average(test) 

 

97.74% 

 

The rules and membership functions of the FIS for peptic ulcer risk assessment was designed 

using fuzzy c-means (FCM) clustering by extracting a set of rules that models the data behaviour 

using Fuzzy Logic Toolbox and ANFIS Toolbox in Matlab are shown in Figures 9 to 14. The rule 

extraction method first uses the FCM method to determine the number of rules and membership 

functions for the antecedents and consequents. Then ANFIS is applied to tune the FIS parameters. 

Table 3 shows the resulted FIS before training and after training process using the ANFIS 

approach. The RMSE was used as performance measure during evaluation process. The result of 

the RMSE and the histogram of the errors on train and test datasets are shown in Figures 3 to 8. 

 
                                            Table 3. Comparison of Results 

 

Methods Accuracy 

FCM 94.9% 

ANFIS 98.1% 
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Figure 3. This section shows the Train data.      Figure 4. RMSE: Shows the maximum and  

Almost coincides target and Output.                  minimum errors in the Train Data. 

 

 
 
Figure 5. The third part is the histogram of         Figure 6. This section shows the Test data. 

the errors,and shows the mean and standard       There is between Output and Target. 

deviation of the error. 

 

 
 
Figure 7. RMSE: Shows the maximum and       Figure 8. The third part is the histogram of 

minimum errors in the Test Data.                      the errors, and shows the mean and 

                                                                          standard deviation of the error. 

 

   
 
Figure 9. Membership functions related to             Figure 10. Membership functions related to 

the Score 3: lesion length between 2 and                the Score 4: lesion length between 4 and 6 mm 

4 mm 

 

7. CONCLUSION 

 
In this study, for the first time, a soft computing technique based upon fuzzy inference system 

(FIS) was proposed for the problem of peptic ulcer assessment. The FIS was generated using 

FCM and tuned using the ANFIS model. Performance results on a dataset including real patients 

reveal the FIS with maximum accuracy of 98.1%, which reveals superiority of the approach. The 
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intelligent FIS system can help medical experts as a second reader for detection of the peptic ulcer 

in the decision making process and consequently, improves the treatment process. 
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ABSTRACT 

 
The paper deals with distributed planning in a Multi-Agent System (MAS) constituted by several 

intelligent agents each one has to interact with the other autonomous agents. The problem faced 

is how to ensure a distributed planning through the cooperation in our multi-agent system. 

 
To do so, we propose the use of fuzzy logic to represent the response of the agent in case of 

interaction with the other.  Finally, we use JADE platform to create agents and ensure the 

communication between them. 

 

A Benchmark Production System is used as a running example to explain our contribution. 

 

KEYWORDS 
 
Multi-Agent System, Distributed Planning, Fuzzy Logic, JADE   

 
 

1. INTRODUCTION 
 
While  Multi-Agent System (MAS) is a concept mainly used in research [23], by adapting it we 
must face various problems, some of which are serious enough  to place the utility of MAS in the 
doubt. Since we wish to use the MAS in  large scales, concurrent systems, and since we wish to 
address not very frequent, but demanding problems [24], MAS can become arbitrarily complex if 
MAS can not  provide guarantees  which help to order the system and ensure the progression of 
the total application. 
 
We can not pretend the unicity nor the exactitude of an agent definition, however the most 
adapted one presented by [1]  where an agent is defined as a physical or virtual entity (i) which is 
capable of acting in an environment; (ii) which can communicate directly with other agents; (iii) 
which is driven by a set of tendencies (in the form of individual objectives or of a 
satisfaction/survival function which it tries to optimize); (iv) which possesses resources of its 
own; (v) which is capable of perceiving its environment (but to a limited extent); (vi) which has 
only a partial representation of its environment (and perhaps none at all); (vii) which possesses 
skills and can offer services; (iix) which may be able to reproduce itself; (ix) whose behaviour 
tends towards satisfying its objectives, taking account of the resources and skills available to it 
and depending on its perception, its representation and the communications it receives. 
 
In MAS, distributed planning is considered as a very complex task [3], [18]. In fact, distributed 
planning ensures how the agents should plan to work together,  to decompose the problems into 
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subproblems, to assign these subproblems,  to exchange the solutions of subproblem, and to 
synthesize the whole  solution  which itself is a problem that the agents must solve  [19, 20, 4].  
The actions of the other agents can induce a combinatorial explosion in the number of 
possibilities which the planner will have to consider, returning the space of research and the size 
of solution exponentially larger. 
 
There are several techniques to reduce data-processing complexity  of  planning interactions with 
other agents including [22]:  (i) dividing states in the classes of equivalence, (ii)  reducing   search 
space into states which are really required. (iii) planning on line, i.e., eliminating the possibilities 
which do not emerge during the execution of plan. 
 
Our contribution in this research work is the use of another solution what is Fuzzy Logic Control. 
The Fuzzy Logic Control is a methodology considered as  a bridge  on the artificial intelligence 
and the traditional control theory [17].  This methodology is usually applied in the only cases 
when exactitude  is not of the need or high importance [16]. Fuzzy Logic is a methodology  for 
expressing operational laws of a system in linguistic  terms instead of mathematical equations. 
Wide spread of the fuzzy control and high effectiveness of its applications in a great extend is 
determined by formalization  opportunities of necessary behavior of a controller as a ”fuzzy” 
(flexible) representation [14]. This representation usually is formulated in the form of logical 
(fuzzy) rules under linguistic variables of a type ”If A then B” [12]. The Fuzzy Logic 
methodology  comprises three phases: Fuzzyfication, Rule engine, Defuzzyfication [13]. 
 
This article is concerned with two important matters: how to define the MAS in a manner such 
that it has more utility to deploy it, and how  to use such a MAS for the advanced software. The 
MAS must discover the action to be taken by supervising the application and its environment and 
analyzing the data  obtained.   
 
With MAS, we face two important matters: (i) the detection of a need for action.  the need for 
action must be discovered by supervising the application and its environment and analyzing data  
obtained. (ii) the planning of the action.  It consists to envisage the action (by proposing which 
modifications need to be made) and by programming it.  In  practice, the opposite dependency 
also requires  consideration:  Only those situations which can be repaired by an action taken 
which can really be planned should be considered during the analysis. 
 
This paper introduces a simple Benchmark Production System that will be used  throughout this 
article to illustrate our contribution which is developped as agent-based application. We 
implement the Benchmark Production System in a free platform which is JADE (JavaTM Agent 
DEvelopment) Framework.  JADE is a platform to develop multi-agent systems in compliance 
with the FIPA specifications [5, 6, 2]. 
 
In the next section, we present the  Benchmark Production System. The third section introduces 
the Fuzzy Multi-Agent System. We present in section 4 the creation of JADE agents. 
 

2. BENCHMARK PRODUCTION SYSTEM 

 
As much as possible, we will illustrate our contribution with a simple current example called 
RARM  [11]. We begin with the description of it  informally, but it will serve as an example for 
various  formalism presented in  this article. The benchmark production system  RARM 
represented in the figure 1 is composed of two input and  one output conveyors, a servicing robot  
and a processing-assembling center. Workpieces to be treated come irregularly  one by one. The 
workpieces of  type A  are delivered via  conveyor C1 and workpieces of the type B via the  
conveyor C2. Only one workpiece can   be on the input conveyor. A robot R transfers workpieces 
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one after another to the processing center. The next workpiece can be put on the input conveyor  
when it has been emptied by the robot. The technology of production requires that first one  A-
workpiece is inserted into the center M and treated,  then a B-workpiece is added in the center,  
and  last the two workpieces are assembled. Afterwards, the assembled  product is taken by the 
robot and put above the C3 conveyer of output.  the assembled product can be transferred on C3 
only when the output conveyor  is empty and ready to receive the next one produced. 

A
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AB
C
on
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3
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Figure 1. The benchmark production system RARM 
 

Traditionally, the RARM systems are directly controlled by a central server. The server proposes 
the schedule for the system as a whole and dispatches commands to the robots. This results is 
reliable and predicable solutions. The central point of control also allows an easier diagnosis of 
the errors. However, a variation in user's needs leads to change the centralized architecture. 
Customers ask more and more for self-management system, i.e., systems that can adapt their 
behavior with changing circumstances  in an autonomous way. Self-management with regard to 
the dynamics of system needs two specific quality requirements: flexibility and openess.  
 
Flexibility refers to the capacity of the system to treat dynamic operating conditions. The openess 
refers to the capacity of the system to  treat robots leaving and entering system.To treat these new  
quality requirements, a radically new architecture was conceived based on multi-agent systems 
(Figure 2).  
 
Applying a situated multi-agent  system opens perspective to improve the flexibility and the 
openess from the system: the robots can adapt to the current situation in their vicinity,  order 
assignment is dynamic, the system can therefore treat in an autonomous way  the robots leaving 
and reentring the system, etc.  
 
However,  a decentralized architecture can lead to a certain number of implications, in particular 
distributed planning can  have an impact on the total efficiency of the system. In fact, this critical 
topic must be considered during the design and development of multi-agent system. 
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Figure 2. The distributed Production system  
  

3. FUZZY MULTI-AGENT SYSTEM 
 
Multi-agent planning problems can sometimes be translated into non deterministic single-agent 
planning problems by modifying the plan-execution agent's actions to incorporate the effects of 
the other agents' possible responses to those actions. For example, suppose an agent RARM1 is 
going to reduce the production. 
 
The another agent RARM2 may either decrease the production (in which case the agents can 
cooperate together) or increase the production (in which case neither agent can cooperate).  As 
shown in Figure 3, this two possible actions can be modeled as nondeterministic outcomes. 
 

 

Figure 3. Nondeterministic planning problem 
 
The basic form of a fuzzy logic agent consists of:  Input fuzzification, Fuzzy rule base,  Inference 
engine and  Output defuzzification (Figure 4). 
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Figure 4. The Agent structure  

 

3.1 Fuzzification 

 
In the classical logic set, its characteristic function assigns a value of either 1 or 0 to each 
individual in the universal set, there by discriminating between members and non-members of the 
crisp set under consideration. However, a fuzzy set is a set containing elements that have varied 
degrees of membership in the set. The fuzzification  can be defined as a conversion of a precise 
quantity to a fuzzy quantity. 
 
Running example 

 
The number of defected pieces is measured through a sensor related to the system. The range of 
number of defected pieces varies between 0 to 40, where zero indicates the rate of defected pieces 
of A  that is null (each piece is well) and 40 indicates the rate of defected pieces of A is very high.   
Now assume that the following domain meta-data values for these  variable, VF = very few, F = 
few, Md = medium, Mc = much,  VMc = very much. Assume that the linguistic terms describing 
the meta-data for the attributes of entities are: VF = [0,..,10], F = [5,..,15], Md = [10,..,20], Mc = 
[15,..,25] and VMc = [20,..,40].   
 
Based on the metadata value for each attribute the membership of that attribute to each data 
classification can be calculated. In the Figure 5 and 6, triangular and trapezoidal fuzzy set was 
used to represent the state of defected pieces from A classifications (i.e. state of defected pieces 
from A classification levels: VF , F,  Md, Mc, VMc whereas state of defected pieces from B 
classification levels:  F, Md, Mc). 
 
In the figure 7, state of production system classification levels: Null, Low, Medium and High. 
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Figure 5. Fuzzy State of defected pieces from A 
 

 

Figure 6. Fuzzy State of defected pieces from B 
 

 

Figure 7. Fuzzy Production  system 
 
The membership value  based on its meta-data can be calculated for all these classification using  
the formulas: 
 
Formulas for calculation triangular fuzzy memberships 
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Formulas for calculation trapezoidal fuzzy memberships 
 

(2) 
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Running example 

 
As an example, we consider the membership functions for the fuzzy variable defected pieces from 
A.  Figure 5 shows various shapes on the universe of defected pieces from A. Each curve is a 
membership function corresponding to various fuzzy variables, such as very few, few, medium, 
much and very much (Figure 8). 
 

 

Figure 8. Membership function representing imprecision in number of defected pieces from A 

 

3.2 Rule Engine 

 
In the inference method we use knowledge to perform deductive reasoning. That is, we wish to 
deduce or infer a conclusion, given a body of facts and knowledge. Now that the data can be 
classified and categorized into fuzzy sets (with membership value), a process for determining 
precise actions to be applied must be developed. This task involves writing a rule set that provides 
an action for any data classification that could possibly exist. The formation of the rule set is 
comparable to that of an expert system. Thus, behaviors is synthesized as fuzzy rule base i.e. a 
collection of fuzzy if-then rules. 
 
Each behavior is encoded with a distinct control policy goverened by fuzzy inference.  We write 
fuzzy rules as antecedent-consequent pairs of If-Then statements (Figure 9). 
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Figure 9. Fuzzy Rules of Production  system 
 

Running example 

 
We take as example, the first column from the Table 1: 
 
IF  number of defected pieces from A is Very Few and number of defected pieces from B is Few 
Then Production is High.   
IF  number of defected pieces from A is  Few and number of defected pieces from B is Few Then 
Production is High. 
IF  number of defected pieces from A is Medium and number of defected pieces from B is Few 
Then Production is High. 
IF  number of defected pieces from A is Much and number of defected pieces from B is Few 
Then Production is Medium. 
IF  number of defected pieces from A is Very Much and number of defected pieces from B is Few 
Then Production is Medium. 
 

Table 1. Fuzzy Control rules for the Agent 
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Table 2. Selection-based rules for the Agent 
 

 

Table 3. Final fuzzy values for the Agent 
 

 

FzSet  AddLeftShoulderSet(std::string name, 
                            double      minBound, 
                            double      peak, 
                            double      maxBound);   
 
FzSet  AddRightShoulderSet(std::string name, 
                             double      minBound, 
                             double      peak, 
                             double      maxBound);   
 
FzSet  AddTriangularSet(std::string name, 
                          double      minBound, 
                          double      peak, 
                          double      maxBound);   
 
 FzSet  AddSingletonSet(std::string name, 
                         double      minBound, 
                         double      peak, 
                         double      maxBound);   
  
 //fuzzify a value by calculating its DOM in each of this variable's subsets   
  void        Fuzzify(double val);   
   
//defuzzify the variable using the MaxAv method   
  double       DeFuzzifyMaxAv()const;   
   
//defuzzify the variable using the centroid method   
  double       DeFuzzifyCentroid(int NumSamples)const;   
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Running example 

 
  /* Add the rule set */   
  fm.AddRule(FzAND(A_VF, B_F), High);   
 fm.AddRule(FzAND(A_VF, B_Md), High);   
 fm.AddRule(FzAND(A_VF, B_Mc), Medium);   
 fm.AddRule(FzAND(A_F, B_F), High);   
  fm.AddRule(FzAND(A_F, B_Md), Medium);   
 fm.AddRule(FzAND(A_F, B_Mc), Medium);   
 fm.AddRule(FzAND(A_Md, B_F), High);   
 fm.AddRule(FzAND(A_Md, B_Md), Medium);   
  fm.AddRule(FzAND(A_Md, B_Mc), Low);   
 fm.AddRule(FzAND(A_Mc, B_F), Medium);   
 fm.AddRule(FzAND(A_Mc, B_Md), Low);   
 fm.AddRule(FzAND(A_Mc, B_Mc), Null);   
  fm.AddRule(FzAND(A_VMc, B_VF), Medium);   
 fm.AddRule(FzAND(A_VMc, B_VF), Low);   
 fm.AddRule(FzAND(A_VMc, B_VF), Null);   
  

3.3 Defuzzification 

 
Fuzzy set is mapped to a real membered value in the interval 0 to 1. 
 
If an element of universe, say x,  is a member of fuzzy set A, then the mapping is given by $\mu 
A \in [0,1]  
 
The output of a fuzzy process needs to be a single scalar quantity as opposed to a fuzzy set. 
Defuzzification is the conversion of a fuzzy quantity to a precise quantity. There are many 
methods to calculate it such as Max membership, Centroid method, Weighted average method, 
Mean max membership, Center of sums, Center of largest area and First (or last) of maxima. 
Obviously, the best defuzzification method is context-dependant [13]. 
 

4. CREATING JADE AGENTS 
 
JADE is a Java tool and therefore creating a JADE-based multi-agent system requires creating 
Java classes. For more details, we refer to [7, 8, 9, 10]. 
 
Creating a JADE agent is very easy through  defining a class that extends the jade.core.Agent 
class and implementing the setup() method. Each class  introduced in the Figure 10 will be 
presented  in the following paragraphs. 
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Figure 10. JADE agent 
 
Running example 

 
The  setup() method is invoked when agent starts running and  permits to initialize instance 
variables, register agent and attach one or more behaviors to the agent. 
 
import jade.core.Agent;   
public class Robot extends Agent {   

      protected void setup() {   
    System.out.println("Hello everybody! I am an agent");     

 }   
}   
 

4.1 Agent Identifier 

 
Each agent is identified by an “agent identifier” represented as an instance of the jade.core.AID 
class. The getAID() method of the Agent class allows retrieving the agent identifier.  An AID 
object includes a globally unique name plus a number of addresses.  The name in JADE has the 
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form <nickname>@<platform-name> so that an agent called Robot1  living on a platform called 
RARM will have Robot1@RARM as globally unique name.  The addresses included in the AID 
are the addresses of the platform the agent lives in.  These addresses are only used when an agent 
needs to communicate with another agent living on a different platform. 
 

4.2 Agent discovery 

 
The JADE platfrom allows the possibility to discover dynamically the available agents. To do so, 
a yellow pages service permits agents to describe one or more services they provide. An agent can 
register (publish) services and search to discover services. 
 
Running example 

 
In order to publish a service, an agent must create a proper description which is an instance of 
DFAgentDescription class and call the register() method of DFService class.   
 
  /// Register the Robot  in DFService 
    DFAgentDescription dfd = new DFAgentDescription();   
    dfd.setName(getAID());   
    ServiceDescription sd = new ServiceDescription();   
    sd.setType("Robot");   
    sd.setName("Robot-executing");   
    dfd.addServices(sd);   
    try {   
       DFService.register(this, dfd);   
    }   
    catch (FIPAException fe) {   
       fe.printStackTrace();   
    }   
 
 
It is possible to search some agents, if the agent provides  the DF with a template description. The 
result of the research is a list of all the descriptions matching the template.  
 
Running example 

 
The search() method of the DFService class ensures the result.   
DFAgentDescription template = new DFAgentDescription();   
        ServiceDescription   sd = new ServiceDescription();   
          sd.setType("Robot");   
          template.addServices(sd);   
   DFAgentDescription[] result ;   
          try {   
    do   
    {   
           result = DFService.search(myAgent, template);    
           robotAgents = new AID[result.length];   
            for (int i = 0; i < result.length; i++) {   
              robotAgents[i] = result[i].getName();   
          }   
     }   
   while (result.length <= 0);   
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           }   
          catch (FIPAException fe) {   
            fe.printStackTrace();   
          }   
nbRobots=robotAgents.length;    
 

4.3 Message exchanged between JADE Agents 

 
Agents never interact through method calls but by exchanging asynchronous messages. 
Obviously, inter-agent interaction will be very difficult until all agents adopt the same  
communication  language, and fortunately ACL standards ensure this requirement. All JADE 
agents communicate using messages that obey the FIPA ACL specification, which is described in 
: http//www.fipa.org.    
 
This format comprises a number of fields and in particular:  (1) the sender of the message, (2) the 
list of receivers,  (3) the communicative intention (also called “performative”) indicating what the 
sender intends to achieve by sending the message (for example the performative can be 
REQUEST,  INFORM,  QUERY_IF, CFP (call for proposal), PROPOSE, 
ACCEPT_PROPOSAL,  REJECT_PROPOSAL,  and so on). (4) The content i.e. the actual 
information included in the message which may be string in simple cases; otherwise we need a 
content language, a corresponding ontology, and a protocol. (5) The ontology i.e. the vocabulary 
of the symbols used in the content  and their meaning (both the sender and the receiver must be 
able to encode expressions using the same symbols  to be sure that the communication is 
effective) 
 
4.3.1. Sending a message 

 

Sending a message to another agent is as simple as filling the fields of an ACLMessage object 
and then call the send() method of the Agent class. The code below informs an agent whose 
nickname is Robot1 that the production must be decreased. 
 
Running example 

 
ACLMessage msg = new ACLMessage(ACLMessage.INFORM);   
msg.addReceiver(new AID("Robot1", AID.ISLOCALNAME));   
msg.setOntology("Production");   
msg.setContent("We must decrease in the production");   
send(msg); 
 

4.3.2. Receiving a message 

 
As mentioned above the JADE runtime automatically posts messages in the receiver’s private 
message queue  as soon as they arrive. An agent can pick up messages from its message queue by 
means of the receive() method.  
 
This method returns the first message in the message queue (removing it) or null if the message 
queue is empty and immediately returns. 
 
Running example 

 
ACLMessage msg = receive();   
if (msg != null) {   
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// Process the message   
} 
 
4.3.3. Blocking behavior waiting a message 

 
Some behaviors must be continuously running and at each execution  of their action() method, 
must check if a message is recceived and perform some action. 
 
Running example 

 

public void action() {   
ACLMessage msg = myAgent.receive();   
if (msg != null) {   
// Message received. Process it   
… 
}   
else {   
block();   
}   
}   
 
4.3.4. Selecting a message 

 

When a template is specified, the receive() method returns the first message (if any) matching it, 
while ignores all non-matching messages.  Such templates are implemented as instances of the 
jade.lang.acl.MessageTemplate class  that provides a number of factory methods to create 
templates in a very simple and flexible way. 
 
Running example 

 

The action() method  is modified so that the call to myAgent.receive() ignores all messages 
except those whose performative is REQUEST:   
 
  public void action() {   
MessageTemplate mt = MessageTemplate.MatchPerformative(ACLMessage.REQUEST);   
ACLMessage msg = myAgent.receive(mt);   
if (msg != null) {   
// REQUEST Message received. Process it   
...   
}   
else {   
block();   
}   
}   
 

4.4 Agent Behavior in JADE 

 
A behavior is a kind of control thread for the agent where the method action() is similar to 
Thread.run(). New beahviors can be added at any time during the agent life. A behavior 
represents a task that an agent can carry out and is implemented as an object of a class that 
extends jade.core.behaviours.Behaviour. To make an agent execute the task implemeted by a 
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behavior object, the behavior should be added to the agent by means of the addBehavior() method 
of the Agent class in the setup() method or inside other behavior (Figure 11). 
 

 

Figure 11. Behaviour class hierarchy in JADE 
 

� class Behaviour : Each class extending the abstract class Behavior must implement two 
abstract methods. The action() method defines the operation to be performed when the 
behavior is in execution. The done() method returns a boolean value to indicate whether 
or not a behavior has completed. The Behaviour class also provides two  methods, named 
onStart() and onEnd(). These methods can be overridden by user defined subclasses when 
some actions are to be executed before and after running behaviour execution. onEnd() 
returns an integer that represents a termination value for the behaviour. It should be noted 
that onEnd() is called after the behaviour has completed and has been removed from the 
pool of agent behaviours. 

� class SimpleBehaviour: The SimpleBehaviour class is an abstract class modeling simple 
atomic behaviours. Its reset() method does nothing by default, but it can be overridden by 
user defined subclasses. 

� class OneShotBehaviour: The OneShotBehaviour class models atomic behaviours that 
must be executed only once and cannot be blocked. So, its done() method always returns 
true.  The class WakerBehaviour implements a one-shot task that must be executed only 
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once just after a given timeout is elapsed.  The class TickerBehaviour  implements a 
cyclic task that must be executed periodically. 

� class CyclicBehaviour: The CyclicBehaviour class  models atomic behaviours that must 
be executed forever. So its done() method always returns false.  “Cyclic” behaviours that 
never complete and whose action() method executes the same operations each time it is 
called.  

� class CompositeBehaviour: This abstract class models behaviours that are made up by 
composing a number of other behaviours (children). So the actual operations performed 
by executing this behaviour are not defined in the behaviour itself, but inside its children 
while the composite behaviour takes only care of children scheduling according to a 
given policy  (sequentially for SequentialBehaviour class, concurrently for 
ParallelBehaviour class and finite state machine for FSMBehaviour class). 

 
 
Running example 

 
int   nbPositive = 0;   
                                                  
   protected void setup()   
   {   
   ACLMessage msg = newMsg( ACLMessage.QUERY\_REF );   
 
    MessageTemplate template = MessageTemplate.and(   
    MessageTemplate.MatchPerformative( ACLMessage.INFORM ),   
    MessageTemplate.MatchConversationId( msg.getConversationId() ));   
         
    SequentialBehaviour seq = new SequentialBehaviour();   
    addBehaviour( seq );   
          
    ParallelBehaviour par = new \textbf{ParallelBehaviour}( ParallelBehaviour.WHEN_ALL );   
   seq.addSubBehaviour( par );   
       
   for (int i = 1; i<= nbRobots; i++)   
    {   

      msg.addReceiver( new AID( "Robot" + i,  AID.ISLOCALNAME ));   
              
      par.addSubBehaviour( new myReceiver( this, 1000, template)   
        {   
         public void handle( ACLMessage msg)   
         {     
            if (msg != null){   
  if (msg.getPerformative() == ACLMessage.ACCEPT) {   
        nbPositive = nbPositive+1;   
             } }  }   

                  });   
      }   
      seq.addSubBehaviour( new OneShotBehaviour()   
        {   

        public void action()   
        {     
        if (nbPositive = nbRobots)   
            System.out.println("All agents accept to change the production");   
          else    
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             System.out.println("Some agents refuse to change the production");    
           }   
});   

 

5. CONCLUSION 
 
Distributed planning is narrowly interlaced with the distributed resolution of the problems, being 
a problem in itself and means to solve a problem. The main aim of this paper is how to ensure a 
distributed planning in Multi-Agent System (MAS) composed of several intelligent autonomous 
agents able to take the initiative instead of simply reacting in response to its environment. Our 
solution to this problem is the use of fuzzy logic which is based on three steps: fuzzyfication, rule 
engine and defuzzyfication. We create the MAS through JADE platform and show the interaction 
between the different agents through exchanging messages. All our contributions are applied on 
the benchmark production system (RARM system). 
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ABSTRACT 

 
In today’s changing world huge amount of data is generated and transferred frequently. 

Although the data is sometimes static but most commonly it is dynamic and transactional. New 

data that is being generated is getting constantly added to the old/existing data. To discover the 

knowledge from this incremental data, one approach is to run the algorithm repeatedly for the 

modified data sets which is time consuming. The paper proposes a dimension reduction 

algorithm that can be applied in dynamic environment for generation of reduced attribute set as 

dynamic reduct. The method analyzes the new dataset, when it becomes available, and modifies 

the reduct accordingly to fit the entire dataset. The concepts of discernibility relation, attribute 

dependency and attribute significance of Rough Set Theory are integrated for the generation of 

dynamic reduct set, which not only reduces the complexity but also helps to achieve higher 

accuracy of the decision system. The proposed method has been applied on few benchmark 

dataset collected from the UCI repository and a dynamic reduct is computed. Experimental 

result shows the efficiency of the proposed method.   

   

KEYWORDS 

 
Dimension Reduction, Incremental Data, Dynamic Reduct, Rough Set Theory.  

 

 

1. INTRODUCTION 

 
In today’s e-governance age, everything is being done through electronic media. So huge data is 

generated and collected from various areas for which proper data management is necessary. 

Retrieval of some interesting information from stored data as well as time variant data is 

also a very challenging task. Extraction of meaningful and useful data pattern from these large 

data is the main objective of data mining technique [1]. Data mining techniques basically uses the 

concept of database technology [2] and pattern recognition [3] principles. Feature selection [4] 

and reduct generation [5] are frequently used as a pre-processing step to data mining and 

knowledge discovery [6, 7]. For static data, it selects an optimal subset of features from the 

feature space according to a certain evaluation criterion. In recent years, dimension of datasets are 

growing rapidly in many applications which bring great difficulty to data mining and pattern 

recognition. As datasets changes with time, it is very time consuming or even infeasible to run 
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repeatedly a knowledge acquisition algorithm. Rough Set Theory (RST) [8, 9, and 10], a new 

mathematical approach to imperfect knowledge, helps to find the static as well as dynamic reduct. 

Dynamic reducts can put up better performance in very large datasets as well as enhance 

effectively the ability to accommodate noise data. The problem of attribute reduction for 

incremental data falls under the class of Online Algorithms and hence demands a dynamic 

solution to reduce re-computation. Liu [11] developed an algorithm for finding the smallest 

attribute set of dynamic reducts with increase data. Wang and Wang [12] proposed a distributed 

algorithm of attribute reduction based on discernibility matrix and function. Zheng et al. [13] 

presented an incremental algorithm based on positive region for generation of dynamic reduct. 

Deng [14] presented a method of attribute reduction by voting in a series of decision subsystems 

for generation of dynamic reduct. Jan G. Bazan et al. [15] presented the concept of dynamic 

reducts to solve the problem of large amount of data or incremental data.  

 

In the proposed method, a novel heuristic approach is proposed to find out a dynamic reduct of 

the incremental dataset using the concept of Rough Set Theory. To understand the concepts of 

dynamic data, a sample dataset is divided into two sub sets considering one as old dataset and 

other as new dataset. Using the concept of discernibility matrix and attribute dependency of 

Rough Set Theory reduct is computed from old dataset. Then to handle the new data or 

incremental data, previously computed reduct is modified wherever changes are necessary and 

generates dynamic reduct for the entire system. The details of the algorithm are provided in 

subsequent section.  

 

The rest of the paper is organized as follows: Basic Concepts of Rough Set Theory is described in 

section 2. Section 3 demonstrated the process of generation of dynamic reduct and Section 4 

shows the experimental result of the proposed method. Finally conclusion of the paper is stated in 

section 5. 

 

2. BASIC CONCEPTS OF ROUGH SET THEORY 
 
The rough set theory is based on indiscernibility relations and approximations. Indiscernibility 

relation is usually assumed to be equivalence relation, interpreted so that two objects are 

equivalent if they are not distinguishable by their properties. Given a decision system DS = (U, A, 

C, D), where U is the universe of discourse and A is the total number of attributes, the system 

consists of two types of attributes namely conditional attributes (C) and decision attributes (D) so 

that A = C ∪ D. Let the universe U = {x1, x2... xn}, then with any P ⊆ A, there is an associated P-

indiscernibility relation IND(P) defined by equation (1). 

 

 

  
 

If (x, y) ∈ IND (P), then x and y are indiscernible with respect to attribute set P. These 

indistinguishable sets of objects, therefore define an indiscernibilty relation referred to as the P-

indiscernibility relation and the class of objects are denoted by [x]P.  

 
The lower approximation of a target set X with respect to P is the set of all objects which 

certainly belongs to X, as defined by equation (2). 

 

  
 
The upper approximation of the target set X with respect to P is the set of all objects which can 

possibly belong to X, as defined by equation (3) 
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As rough set theory models dissimilarities of objects based on the notions of discernibility, a 

discernibility matrix is constructed to represent the family of discernibility relations. Each cell in 

a discernibility matrix consists of all the attributes on which the two objects have the different 

values. Two objects are discernible with respect to a set of attributes if the set is a subset of the 

corresponding cell of the discernibility matrix. 

 

(a) Discernibility Matrix and Core 
 

Given a decision system DS = (U, A, C, D), where U is the universe of discourse and A is the 

total number of attributes. The system consists of two types of attributes namely conditional 

attributes (C) and decision attributes (D) so that A = C ∪ D. Let the universe U = {x1, x2... xn}, 

then discernibility matrix M = (mij) is a |U| × |U| matrix, in which the element mij for an object 

pair (xi, xj) is defined by (4). 

 

 

  
 

where, i, j = 1, 2, 3... n 
 

Thus, each entry (i, j) in the matrix S contains the attributes which distinguish the objects i and j. 

So, if an entry contains a single attribute say, As, it implies that the attribute is self sufficient to 

distinguish two objects and thus it is considered as the most important attribute, or core attribute. 

But in reality, several entries may contain single attribute, union of which is known as core CR of 

the dataset, as defined in (5). 

 

 

  
 

(b) Attribute Dependency and Reduct 
 
One of the most important aspects of database analysis or data acquisition is the discovery of 

attribute dependencies; that establishes a relationship by finding which variables are strongly 

related to which other variables. In rough set theory, the notion of dependency is defined very 

simply. Assume two (disjoint) sets of attributes, P and Q, and inquire what degree of dependency 

is present between them. Each attribute set induces an (indiscernibility) equivalence class 

structure. Say, the equivalence classes induced by P is [x]P, and the equivalence classes induced 

by Q is [x]Q. Then, the dependency of attribute set Q on attribute set P is denoted by γP(Q) and is 

given by equation (6). 

 

 

Where, Qi is a class of objects in [x]Q ; ∀ i = 1, 2, …, N. 

 

A reduct can be thought of as a sufficient set of attributes to represent the category structure and 

the decision system. Projected on just these attributes, the decision system possesses the same 

equivalence class structure as that expressed by the full attribute set. Taking the partition induced 
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by decision attribute D as the target class and R as the minimal attribute set, R is called the reduct 

if it satisfies (7). In other words, R is a reduct if the dependency of decision attribute D on R is 

exactly equal to that of D on whole conditional attribute set C. 

 

  
 
The reduct of an information system is not unique. There may be many subsets of attributes 

which preserve the equivalence-class structure (i.e., the knowledge) expressed in the decision 

system. 

 

(c) Attribute Significance: Significance of an attribute a in a decision table A= (U, CUD) (with 

the decision set D) can be evaluated by measuring the effect of removing of an attribute a C from 

the attribute set C on the positive region. The number γ(C, D) expresses the degree of dependency 

between attributes C and D. If attribute ‘a’ is removed from the attribute set C then the value of 

(γ(C, D)) will be changed. 

 

 

So the significance of an attribute a is defined as 

 

 
 

(d) Dynamic Reduct: The purpose of dynamic reducts is to get the stable reducts from decision 

subsystems. Dynamic reduct can be defined in the following direction. 

 

Definition 1: If DS = (U, A, d) is a decision system, then any system DT = (Uʹ, A, d) such that Uʹ 

⊆ U is called a subsystem of DS. By P (DS) we denote the set of all subsystems of DS. Let DS = 

(U, A, d) be a decision system and F ⊆ P (DS). By DR (DS, F) we denote the set RED (DS) 

∩  RED (DT).Any elements of DR (DS, F) are called an F-dynamic reduct of DS. 

So from the definition of dynamic reducts it follows that a relative reduct of DS is dynamic if it is 

also a reduct of all sub tables from a given family of F. 

 

Definition 2: Let DS = (U, A, d) be a decision system and F ⊆ P (DS). By GDR (DS, F) we 

denote the set 

 

  
 

Any elements of GDR (DS, F) are called an F generalized dynamic reduct of DS. From the above 

definitions of generalized dynamic reduct it follows that any subset of A is a generalized dynamic 

reduct if it is also a reduct of all sub tables from a given family F.  

 

Time complexity of computation of all reducts is NP-Complete. Also, the intersection of all 

reducts of subsystems may be empty. This idea can be sometimes too much restrictive, so more 

general notion of dynamic reducts are described. They are called (F, ɛ) dynamic reducts, where ɛ 

> 0. The set DR (DS, F) of all (F, ɛ) dynamic reducts is defined by 
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3. DYNAMIC REDUCT GENERATION USING ROUGH SET THEORY 
 
Various concepts of rough set theory like discernibility matrix, attribute significance and attribute 

dependency are applied together to compute dynamic reducts of a decision system. The term 

dynamic reduct is used in the sense that the method computes a set of reducts for the incremental 

data very quickly without unnecessarily increasing the complexity since they are sufficient to 

represent the system and subsystems of it. Based on the discernibility matrix M and the frequency 

value of the attributes, the attributes are divided [16 ] into the core set CR and noncore set NC for 

old subsystem DSold. Next, highest ranked element of NC is added to the core CR in each iteration 

provided the dependency of the decision attribute D on the resultant set increases for the old 

subsystem ; otherwise it is ignored and next iteration with the remaining elements in NC is 

performed. The process terminates when the resultant set satisfies the condition of equation (7) 

for the old subsystem and is considered as an initial reduct RED_OLD. Then backward attribute 

removal process is applied for each noncore attribute x in the generated reduct RED_OLD, it is 

checked whether (7) is satisfied using RED_OLD – {x}, instead of R. Now if it is satisfied, then x 

is redundant and must be removed. Thus, all redundant attributes are removed and final reduct 

RED_OLD is obtained.  

 

To generate the dynamic reduct, discernibility matrix is constructed for the new subsystem DSnew 

and frequency values of all conditional attributes are calculated. Now the previously computed 

reduct (RED_OLD) from the old dataset is applied to new dataset for checking whether it can 

preserve the positive region in the new data set i.e., whether the dependency value of the decision 

attribute on that reduct set is equal to that of the decision attribute on the whole conditional 

attribute set. If the condition is satisfied, then that reduct set is considered as dynamic reduct 

(DRED). Otherwise; according to the frequency values obtained using [16] of the conditional 

attributes, higher ranked attribute is added to the most important attribute set in each iteration 

provided attribute dependency of the resultant set increases and subsequently a reduct is formed 

after certain iteration when dependency of the decision attribute on the resultant set is equal to 

that of the decision attribute on the whole condition attribute set for the new subsystem. Then 

backward attribute removal process is applied for generation of final dynamic reduct of the 

system. In this process, significance value of each individual attribute is calculated using equation 

(8) except that most important attribute set in a reduct. If the significance value of a particular 

attribute is zero, then that attribute is deleted from the reduct. In this way, all redundant attributes 

are removed and finally dynamic reduct is generated by modifying the old reducts for the entire 

data.  

 

The proposed method describes the attribute selection method for the computation of reducts 

from old data and dynamic reduct set DRED for entire data considering incremental data. 

 

Algorithm1 generates initial reduct for the old decision system DSold = (U, A, C, D) and 

Algorithm2 generates dynamic reduct for the entire data, by considering the old data as 

well as incremental data. 
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Algorithm1: Initial_Reduct_Formation (DSold, CR, NC)  

 

Input: DSold, the decision system with C conditional attributes and D decisions with objects x, CR, 

the core and NC, the non-core attributes 

 

Output: RED_OLD, initial reduct 

 

Begin 

         RED_OLD = CR   /* core is considered as initial reduct*/ 

         NC_OLD = NC /* take a copy of initial elements of NC*/ 

        /*Repeat-until below forward selection to give one reduct*/  

         Repeat 

              x = highest ranked element of NC_OLD 

              If (x = φ) break   /*if no element found in NC*/ 

              If (γRED_OLD ∪ {x} (D) > γRED_OLD (D)) 

                  { 

                     RED_OLD = RED_OLD ∪ {x} 

           NC_OLD = NC_OLD - {x} 

                  } 

         Until (γRED_OLD(D) = γC(D)) 

            // apply backward removal 

         For each x in (RED_OLD – CR) 

                If (γRED_OLD  - {x}(D) = = γC(D)) 

                      RED_OLD = RED_OLD - {x} 

        Return (RED_OLD); 

End 

 

Algorithm2: Dynamic_Reduct_Formation (DS, C, D) 

 

   //An algorithm for computation of dynamic reducts for incremental data 

 

Input: DS = {DSnew}, the new decision system with C conditional attributes and D decisions   

attribute and reduct RED_OLD obtained from ‘Reduct Formation’ algorithm for the old 

dataset (DSold). 

 

Output: Dynamic reduct (DRED), reduct of DSold∪ DSnew 

 

Begin 

     If ((γ(RED_OLD) (D) = γ(C) (D)) 

   {  

   DRED = RED_OLD 

   Return DRED 

  } 

 

  Else {      

        NC = C - RED_OLD 

           CR = DRED  /*initial reduct is considered as core reduct of new system */ 

           Repeat 

              DRED = RED_OLD   /* Old reduct is considered as core */ 

            x = highest frequency attribute of NC 
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  If (γDRED∪{x}(D) > γDRED(D)) 

                 { 

                   DRED = DRED ∪ {x} 

             NC = NC - {x} 

                 } 

 

          Until (γDRED(D) = γC(D)) 

 

          // apply backward removal 

       

For each highest ranked attribute x in (DRED – CR) using (8) 

 

            If (γDRED  - {x}(D) = = γC(D)) 

                 DRED = DRED - {x} 

        Return (DRED); 

   }  /* end of else*/ 

End 

 

 

4. EXPERIMENTAL RESULTS 

 
The method is applied on some benchmark datasets obtained from UCI repository ‘http: 

//www.ics.uci.edu/mlearn/MLRepository’. The wine dataset contains 178 instances and 13 

conditional attributes. The attributes are abbreviated by letters A, B, and so on, starting from their 

column position in the dataset. In our method, for computation of dynamic reduct the wine dataset 

is divided into 2 sub tables considering  randomly 80% of data as old data and other 20% of data 

is new data. Reduct is calculated for the old data using Algorithm1.Then based on previous 

reducts, the proposed algorithm worked on new data and generates two dynamic reducts 

{{ABCGJLM}, {ABIJKLM}} for the whole dataset. Similarly dynamic reducts are calculated for 

the heart and Zoo dataset. Reducts are also calculated for the modified data set using static data 

approach. All results are given in Table 1. Accuracies of the reduct of our proposed algorithm 

(PRP) are calculated and compared with existing attribute reduction techniques like ‘Correlation-

based Feature Selection’ (CFS) and ‘Consistency-based Subset Evaluation’ (CSE), from the 

‘weka’ tool [17] as shown in Table 2.  The proposed method, on average, contains lesser number 

of attributes compared to CFS and CSE and at the same time achieves higher accuracy, which 

shows the effectiveness of the method. 

 

Table 1. Dynamic reducts of datasets 
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Table 2. Classification accuracy of reducts obtained by proposed and existing method 

 

 
 

 

5. CONCLUSION 

 
The paper describes a new method of attribute reduction for incremental data by using the 

concepts of Rough Set theory. Even if the data is not completely available at a time, i.e it keeps 

arriving or increasing, the algorithm can find the reduct of such data without recomputing the data 

that has already arrived. The proposed dimension reduction method used only the concepts of 

rough set theory which does not require any additional information except the decision system 

itself. Since, reduct generation is a NP-complete problem, so different researchers’ use different 

heuristics to compute reducts used for developing classifiers. Dynamic reducts are very important 

for construction of a strong classifier. A future enhancement to this work is to formation of 

classifiers from dynamic reduct sets and finally ensemble them to generate an efficient classifier. 
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ABSTRACT 
 
Classification and Prediction is an important research area of data mining. Construction of 

classifier model for any decision system is an important job for many data mining applications. 

The objective of developing such a classifier is to classify unlabeled dataset into classes. Here 

we have applied a discrete Particle Swarm Optimization (PSO) algorithm for selecting optimal 

classification rule sets from huge number of rules possibly exist in a dataset. In the proposed 

DPSO algorithm, decision matrix approach was used for generation of initial possible 

classification rules from a dataset. Then the proposed algorithm discovers important or 

significant rules from all possible classification rules without sacrificing predictive accuracy. 

The proposed algorithm deals with discrete valued data, and its initial population of candidate 

solutions contains particles of different sizes. The experiment has been done on the task of 

optimal rule selection in the data sets collected from UCI repository. Experimental results show 

that the proposed algorithm can automatically evolve on average the small number of 

conditions per rule and a few rules per rule set, and achieved better classification performance 

of predictive accuracy for few classes. 

   

KEYWORDS 
 
Particle swarm optimization, Data Mining, Classifiers. 

 

1. INTRODUCTION 

 
Many particle swarm algorithms have been developed that deals only with continuous variables 

[1, 5, 10]. This is a significant limitation because many optimization problems are there which 

featuring discrete variables in the problem domain. Typical problems are there in the space which 

deals with the ordering, grouping or arranging of discrete variables such as scheduling or routing 

problems. Therefore, the developing of particle swarm algorithms that deals with discrete 

variables is important for such kind of problem. We propose a variant of Particle Swarm 

Optimization (PSO) algorithm applied to dicerete data for rule selection in Data Mining. We will 

refer to this algorithm as the discrete Particle Swarm Optimization (DPSO) algorithm. The DPSO 

deals with discrete valued data, and its population of candidate solutions contains particles of 

different sizes. Although the algorithm has been specifically designed for optimized rule selection 

task, it is by no means limited to this kind of application. The DPSO algorithm may be applied to 
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other optimization problems with little modification. Construction of classifier model for any 

decision system is an important job for many data mining applications. The objective of 

developing such a classifier is to classify unlabeled dataset (object belongs to test set) into 

classes. Here we propose a discrete Particle Swarm Optimization (PSO) algorithm for selection of 

optimal or near optimal classification rules from huge number of rules possibly exists in a dataset. 

Primarily, all exhaustive rules are generated from the dataset using decision matrix approach [11, 

12] which is based on rough set theory. Then the DPSO method identifies important or significant 

rules from all possible classification rules without sacrificing predictive accuracy. For the larger 

dataset, if all decision rules are considered for data analysis then time complexity will be very 

high. For this reason a minimum set of rules are generated.    
The paper is organized as follows. Section 2 briefly introduces PSO algorithm. Section 3 

introduces the DPSO algorithm proposed in this paper for the task of optimal rule selection. 

Section 4 and 5 reports experimental methodology, experiments and results respectively and 

finally Section 6 presents conclusions of the work.  

 

2. A BRIEF INTRODUCTION TO PARTICLE SWARM OPTIMIZATION 
 

PSO [5, 6, 7] is an evolutionary optimization algorithm proposed by Kennedy and Eberhart in 

1995. In PSO, a population, called a swarm, of candidate solutions are encoded as particles in the 

search space. PSO starts with the random initialization of a population of particles. The whole 

swarm move in the search space to search for the best solution by updating the position of each 

particle based on the experience of its own and its neighbouring particles. In PSO a potential 

solution to a problem is represented by a particle X(i) = (x(i,1), x(i,2), …,x(i,n)) in an n-dimensional 

search space. The coordinates x(i,d) of these particles have a rate of change(velocity) v(i,d) , d = 1, 

2, ..., n. Every particle keeps a record of the best position that it has ever visited. Such a record is 

called the particle's previous best position and denoted by Bi. The global best position attained by 

any particle so far is also recorded and stored in a particle denoted by G. Iteration comprises 

evaluation of each particle with the adjustment of v (i, d) in the direction of particle X(i)'s previous 

best position and the previous best position of any particle in the neighbourhood.  

 

Generally speaking, the set of rules that govern PSO are: evaluate, compare and evolve. The 

evaluation phase measures how well each particle (candidate solution) solves the problem. The 

comparison phase identifies the best particles. The evolve phase produces new particles based on 

some of the best particles previously found. These three phases are repeated until a given 

stopping criterion is matched. The objective is to find the best particle which solves the target 

problem. Important concepts in PSO are velocity and neighbourhood topology. Each particle, 

X(i), is associated with a velocity vector. This velocity vector is updated at every generation. The 

updated velocity vector is then used to generate a new particle X(i). The neighbourhood 

topology defines how other particles in the swarm, such as B (i) and G, interact with X (i) to 

modify its respective velocity vector and, consequently, its position as well. 

 

3. THE PROPOSED DISCRETE PSO ALGORITHM 
 
The algorithm presented here is based on DPSO algorithm [6]. The proposed algorithm deals 

with generation of optimized classification rules from discrete valued dataset, which is typically 

a rule mining problem. Primarily, all exhaustive rules are generated from the dataset using 

decision matrix approach [11, 12] which is based on rough set theory. Every rule has two parts, 

conditional part and decision part, conditional part comprises of some conditional attributes with 

their values and decision part has decision attribute with the corresponding decision value or 

class. In a rule, each conditional attribute with the corresponding value is termed as rule 

component. So a rule is formed by some rule components. In PSO, population of candidate 

solutions contains particles of different sizes. Here population of candidate solutions is generated 
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from initial rule set. Each particle represents the antecedent part of a rule by considering the 

conclusion part is fixed at the beginning of the execution and represents a target attribute value. 

In this case to discover the optimal rule set, predicting different target/decision values, the 

algorithm has to run several times, one for each decision value. There are N (No of initial rules) 

particles in a swarm. The length of each particle may vary from 1 to n, where n is the number of 

unique rule component present in the initial rule set, which is made by considering only the 

antecedent part of each rule. Each particle Ri keeps a record of the best position it has ever 

attained.  This information is kept in a distinguished particle labeled as Bi. The swarm also keeps 

the information of the global best position ever attained by any particle in the swarm. This 

information is also kept in a separated particle labeled G. G is equal to the best Bi present in the 

swarm. 

 
3.1 ENCODING OF THE PARTICLES FOR THE PROPOSED DPSO ALGORITHM  

 

Each rule is formed by some rule components and each rule component is identified by a unique 

positive integer number or index. These indices, vary from 1 to n, where n is the number of 

unique rule components present in the initial rule set. Each particle is subsets of indices without 

repetition. For example, corresponding to the rules R1, R2 and R3 given below, the rule 

components are (A=1), (A=2), (B=3), (B=4) and (C=5) which are indexed as 1, 2, 3, 4 and 5 

respectively. 

R1= {A=1, B=3, C=5} 

R2= {A=2, B=4} 

R3= {A=2, C=5} 

Where, A, B, C are the conditional attributes, N (Number of initial rules) = 3. Here initial swarm 

representing candidate solution could looks as follows: 

R1= {1, 3, 5} 

R2= {2, 4} 

R3= {2, 5}. 

 
3.2 THE INITIAL POPULATION FOR THE PROPOSED DPSO ALGORITHM  

 
The initial population of particles is generated as follows.  

 

Population of candidate solutions is generated from initial rule set. Each particle represents the 

antecedent part of a rule by considering the conclusion part as fixed at the beginning of the 

execution and represents a target attribute value. Rule encoding process is described in section 

3.1. By considering the rule encoding process the particles are formed for each rule generated 

using decision matrix based classification method.  

 
3.3 VELOCITIES 

 

The DPSO algorithm does not use a vector of velocities. It works with proportional likelihoods. 

Basically, the idea of proportional likelihood used in the DPSO algorithm is almost similar with 

the idea of velocity used in the standard PSO algorithm. Each particle is associated with a 2 × n 

array of proportional likelihoods, where 2 and n represents number of rows and number of 

columns respectively. In this standard proportional likelihood array, each element in the first row 

of Vi represents the proportional likelihood based on which a rule component be selected. The 

second row of Vi has the indices of the rule components which is associated with the respective 

proportional likelihoods of the first row of the vector Vi. There is a one-to-one correspondence 

between the columns of this array. At the beginning, all elements in the first row of Vi are set to 

1, e.g., Vi = {{1, 1, 1, 1, 1 }, {1,2,3,4,5}}. 
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After the initial population of particles is generated, this array is always updated before a new 

configuration for the particle associated to it is made. The updating process is based on Ri, Bi 

(particle's previous best position) and G (global best position) and works as follows. 

 

In addition to Ri, Bi and G, three constant updating factors, namely, a, b and c are used to update 

the proportional likelihoods v(i,d). These factors determine the strength of the contribution of Ri, Bi 

and G to the adjustment of every coordinate v(i,d) € Vi.  Parameter values of a, b and c is chosen 

experimentally.  
 
3.4 GENERATING NEW PARTICLES FOR THE PROPOSED DPSO ALGORITHM  

 

The proportional likelihood array Vi is then used to sample a new configuration of particle Ri that 

is, the particle associated to it. First, for a particle with Vi, all indices present in Ri have their 

corresponding proportional likelihood increased by ‘a’. Similarly, all indices present in Bi and G 

have their corresponding proportional likelihood increased by ‘b’ and ‘c’ respectively. Now each 

element of the first row of the array Vi is then multiplied by a uniform random number between 0 

and 1. A new random number is generated for every single multiplication performed. The new 

particle is then defined by ranking the columns in Vi by the values in its first row. That is, the 

elements in the first row of the array are ranked in a decreasing order of value and the indices of 

the rule components (in the second row of Vi) follow their respective proportional likelihoods.  

 

Thus for example, after all the steps if particle i has length 3, and the particle associated to the 

array 

     V i = 

0.74 0.57 0.50 0.42 0.20  

  

 

5 4 3 1 2  

 

Then first 3 indices from the second row of Vi would be selected to compose the new particle. 

That is, Ri = {*, *, *} the indices (rule components) 5, 4 and 3 would be selected to compose the 

new particle, i.e., Ri = {5, 4, 3}. Note that indices that have a higher proportional likelihood are, 

on average, more likely to be selected. If indices are the rule components with same attribute are 

selected, then higher confidence rule component is selected. In that case new particle size is also 

changes in the generation. The updating of Ri, Bi and G is identical to what is described earlier. In 

this way new particles are formed generation by generation.  

 

4. EXPERIMENTAL METHODOLOGY  
 

The purpose of this experiment was to evaluate the classification accuracy and comprehensibility 

by the number of rules in the data set, and the average number of rule conditions per rule. The 

fitness function f (Ri) of any particle i is computed as follows. Optimized rule selection process 

can be performed by DPSO as a multi objective problem to maximize the confidence (association 

rule mining concept) of a rule to achieve higher classification accuracy as well as minimizing the 

length of a rule. The goal is to see whether DPSO can select optimized set of rules to achieve a 

higher classification accuracy rate from initial set of rules.  

 

In this regard following fitness function is considered. 

Fi=α*rulei_confidence+ (1-α)*1/ (rulei_length) 

rulei _confidence: A rule   like, Ri → (  = a) (  = b)  → (D =di) has the 

condition  part Ci where conditional attributes are associated with value, and the decision part D 

has the decision values di. So here the rule maps   Ci→ di. 

 



Computer Science & Information Technology (CS & IT)                                 305 

 

Then the confidence of the rule is conf (Ri) = number of rows in dataset that match Ci and have 

class label di / number of rows in dataset that match only Ci.        

    

Here relative importance of the rule confidence and the length of the rule are considered. Rule 

confidence is set larger than length of a rule because the classification performance is assumed 

more important than  the number of conditional attributes present in a rule i.e. rule length. The 

objective  is  to find the fittest rules with which it is possible to classify the data set as belonging 

to one of the classes with an acceptable accuracy. Here α=0.8 is considered. 

 

5. EXPERIMENTS AND RESULT 
 

The computational experiments involved a 10-fold cross-validation method [13].To illustrates the 

method, wine dataset from UCI repository [14] of Machine Learning databases [10] is considered. 

First, the 178 records with 3 distinct classes (0, 1, 2) in the wine data set were divided into 10 

almost equally sized folds. The folds were randomly generated but under the following 

regulation. The proportion of different classes in every single fold was similar to the one found in 

the original data set containing all the 178 records. Each of the 10 folds is used once as test set 

and the remaining of the data set is used as training set. The purpose of the experiment was to 

evaluate the generalization ability, measured as the classification accuracy on test set. Each 

training set was used for generation of initial classification rules. For each initial rule set, DPSO 

algorithm generates optimized set of classification rules according to their fitness which is used to 

classify the test set (each 10 test folds) accordingly. DPSO selects only the best particle in each 

run as the rule.  

 

As the DPSO algorithm is stochastic algorithm, 20 independent runs for the algorithm were 

performed for every single fold and for every decision classes. The average number of rules by 

the rule selection algorithms has always been rounded to the nearest integer. The population size 

(initial rule set) used for the algorithm is on average 300 and the search stops in one run after 100 

iterations. Other choices of parameter values were a = 0.10, b = 0.12 and c = 0.14. The results of 

experiment were as follows. For Wine on average 95 rules are selected as optimized rules from 

300 rules. And using these 95 rules on test set 99.32% of average classification accuracy is 

achieved.Using fewer rules, DPSO algorithm obtained on average, a better predictive accuracy 

than the classification performed using all the initial classification rules for few classes. For the 

initial rule set average accuracy values on test set for 3 classes (0, 1, 2)were 99.05, 99.48, 99.77, 

while using optimized rule set corresponding accuracy values on test set were 98.38, 99.59, 100. 

The results also indicate that not only the predictive accuracy is good, but also the number of rule 

conditions or rule length is relatively short like 2- 4 rule components in a rule where the same was 

3-5 in the initial rule set and there are a small number of rules in the rule set. 

 

6. CONCLUSION 
 

We proposed an efficient method for rule discovery using DPSO algorithm. The discovered rules 

are with of high accuracy and comprehensibility. Using fewer rules, DPSO algorithm obtained on 

average, a better predictive accuracy than the classification performed using all the initial 

classification rules for few classes. The results on the Wine data set show that our approach has 

good performance for rule discovery on discrete data. Few less coverage rules were also selected. 

Rule Coverage is an important parameter for selection of good quality rule. In the future by 

applying some rule pruning technique better quality rule set can be generated.  
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ABSTRACT 

 
Segmentation of a video into its constituent shots is a fundamental task for indexing and 

analysis in content based video retrieval systems. In this paper, a novel approach is presented 

for accurately detecting the shot boundaries in real time video streams, without any a priori 

knowledge about the content or type of the video. The edges of objects in a video frame are 

detected using a spatio-temporal fuzzy hostility index. These edges are treated as features of the 

frame. The correlation between the features is computed for successive incoming frames of the 

video. The mean and standard deviation of the correlation values obtained are updated as new 

video frames are streamed in. This is done to dynamically set the threshold value using the 

three-sigma rule for detecting the shot boundary (abrupt transition). A look back mechanism 

forms an important part of the proposed algorithm to detect any missed hard cuts, especially 

during the start of the video. The proposed method is shown to be applicable for online video 

analysis and summarization systems. In an experimental evaluation on a heterogeneous test set, 

consisting of videos from sports, movie songs and music albums, the proposed method achieves 

99.24% recall and 99.35% precision on the average. 
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Real time video segmentation, spatio-temporal fuzzy hostility index, image correlation, three-

sigma rule    

 

1. INTRODUCTION 
 

There has been a spectacular increase in the amount of multimedia content transmitted and shared 

over the internet. The number of users for video-on-demand and Internet Protocol Television (IP-

TV) services are growing at an exponential rate. According to 2012 statistics, there were more 

than one million IP-TV streams per month on the Zatoo platform. Textual annotation i.e. 

associating a set of keywords for indexing multimedia content was performed to facilitate 

searching of relevant information in existing video repositories (e.g. YouTube, DailyMotion etc.). 

However, manual annotation of the millions of videos available in such repositories is a 

cumbersome task. Content based video analysis techniques [1, 3, 4, 5, 6, 7, 8, 9] do away with 

manual annotation of the video data and results in saving time and human effort, with increase in 

accuracy. Video segmentation is the preliminary step for analysis of digital video. These 

segmentation algorithms can be classified according to the features used, such as pixel-wise 
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difference [10], histograms [11], standard deviation of pixel intensities [12], edge change ratio 

[13] etc. A more daunting task arises for online analysis and indexing of live streaming videos 

such as telecast of matches or live performances. Generation of highlights or summarization of 

such events is a challenging task as it involves development of algorithms which have good 

performance and are adapted to work in real time. Although video edits can be     classified into 

hard cuts, fades, wipes etc. [9], the live streams mainly contain hard cuts, which is the main focus 

of the proposed approach. Several methods for video segmentation [8, 10, 11, 13, 14] exist in the 

literature, which have been applied for non-real time videos. However, shot boundary detection 

for streaming videos is hard to find in the literature. The difficulties and problems related to 

setting thresholds and the necessity of automatic threshold have been discussed in [1]. Hence, the 

motivation behind this work was to develop a technique for video segmentation, which is able to 

detect with high accuracy, the hard cuts present in live streaming videos. Video segmentation is 

performed on the fly, as new video frames are streamed in. Also, in this work, the problem of 

setting an automatic threshold has been addressed. The threshold is set dynamically without any a 

priori knowledge about the type, content or length of the video. The algorithm incorporates a look 

back mechanism to detect any missed hard cuts particularly during the start of the video when the 

statistical measures used to set the threshold are unstable. The novelty of the proposed work lies 

in its applicability in video summarization tasks of real time events, such as producing highlights 

of sports videos.  

 

The reminder of the paper is organized as follows. In section 2, the basic concepts and definitions 

are presented. The proposed method for real time video segmentation is described in section 3. 

The experimental results and analysis are presented in section 4. The comparison with other 

existing approaches is also given in the same section. Finally, the concluding remarks are 

mentioned in section 5. 

 

2. BASIC CONCEPTS AND DEFINITIONS 

 
2.1. Application of fuzzy set theory to image processing 

 
A colour image may be considered as a 3D matrix of values where each pixel colour depends on 

the combination of RGB intensities. Conversion of the colour image to a gray scale image 

involves mapping of the values in the 3D matrix to a 2D matrix, where each pixel value is in the 

range [0, 255]. This 2D matrix of values may be scaled to the range [0, 1] by dividing each 

element of the matrix by 255. The scaled value represents the membership value of each pixel to 

the fuzzy sets labelled as WHITE and BLACK. The number of elements in each fuzzy set is equal 

to the number of elements in the said 2D matrix. If a value 0 represents a completely black pixel 

and 1 a completely white one, then value of each element depicts the degree of membership

)( iW pµ of the 
thi  pixel ip  to the fuzzy set WHITE. The degree of membership )( iB pµ of the 

pixel ip  to the set BLACK can be represented as   )(1)( iWiB pp µµ −= . Incorporating the 

fuzzy set theory, Bhattacharyya et al. [2] have proposed the fuzzy hostility index for detecting the 

point of interest in an image, which is useful for high speed target tracking. As an extension of 

this concept, a new index is proposed for obtaining the edge map of a video frame as explained in 

the next sub-section. 

 

2.2. Edge Map using Spatio-Temporal Fuzzy Hostility Index (STFHI) 

 
Fuzzy hostility index [2] indicates the amount of variation in the pixel neighbourhood with 

respect to itself. The pixel hostility has high value if the surrounding pixels have greater 
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difference of values as compared to the candidate pixel i.e. heterogeneity in its neighbourhood is 

more. In an n-order neighbourhood the hostility index )(ζ of a pixel is defined as:- 

∑
+

=
+

+++

−
=

1
2

1
1

112

3
n

i qip

qip

n µµ

µµ
ζ          (1) 

where pµ  is the membership value of the candidate pixel and qiµ ; i =1, 2, 3, . . . , 
12 +n
 are the 

membership values of its fuzzy neighbours in a second-order neighbourhood fuzzy subset. The 

value of the fuzzy hostility index ζ  lies in [0, 1], with 1=ζ  signifying maximum 

heterogeneity and 0=ζ
 
indicating total homogeneity in the neighbourhood. The concept of 

fuzzy hostility index can be effectively extended to accommodate temporal changes in the time 

sequenced frames of a video.  

 

                              
(a)                      (b)                      (c) 

                Figure 1.  (a) Pre-frame (
1−if )    (b) Present frame (

if )   (c) Post-frame (
1+if ) 

 

The STFHI ( λ ) of a pixel in the 
thi image frame if of a video is a function ω  of the fuzzy 

hostility index of the candidate pixel in if (marked red in figure 1(b)) and the corresponding 

pixels in the previous 1−if and post 1+if  frames (marked blue in figures 1(a) and 1(c)), can be 

expressed as follows:-  ),,(
11 +−

=
iiii ffff ζζζωλ          (2) 

 

In other words, λ of a pixel is a function of the second order neighbourhood of its corresponding 

pixels (marked yellow in figures 1(a) and 1(c)) and itself (marked green in figure 1(b)).
ifλ is 

computed as the average of 
1−ifζ , 

ifζ and 
1+ifζ except for the first and last frames of a video 

where 
1−ifζ and 

1+ifζ are not present respectively. The 2D matrix thus formed by computing the 

λ of each pixel will represent the edge map of an image with profound edges of all objects 

present in the original image as depicted in figure 3(b). 

 

2.3. Pixel Intensification Function 

 
Pixel intensity scaling is performed to make the edges more prominent compared to other portions 

of the image as shown in figure 3(c). The intensity scaling function )(φ used in this work is 

shown in figure 2 and mathematically represented as:- 

 
2)( ijλφ = , if 5.0<ijλ  

    
2/1)( ijλ= , if 5.0≥ijλ  

where ijλ is the STFHI of the pixel at 
th

i  row and 
th

j column.  
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2.4. Edge Dilation 

 
Edge dilation is a technique which is used to enlarge the boundaries of the objects in a graysca

image as depicted in figure 3(d). This may be used to compensate for camera and 

movement. A 3× 3 square structuring element is used to dilate the edges of the grayscale image so 

generated from the fuzzy hostility map. The value of correlation between the similar images is 

increased as a result of edge dilation. 

 

                     
(a) 

   (c) 

Figure 3.  (a) Original image frame

 

2.5. Computing Edge Map Similarity

 
The similarity between two edge maps can be considered as computing the similarity of two 2D 

matrices. Therefore, computing the edge map similarity can be achieved by finding the 

correlation between the matrices of the edge maps. 

coefficient ( YX ,ρ ) between two matrices 
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  Figure 2. Pixel Intensity Function 

 

Edge dilation is a technique which is used to enlarge the boundaries of the objects in a graysca

(d). This may be used to compensate for camera and 

3 square structuring element is used to dilate the edges of the grayscale image so 

generated from the fuzzy hostility map. The value of correlation between the similar images is 

increased as a result of edge dilation.  

                           
                                                          

(b) 

 

                         
                                             (d) 

.  (a) Original image frame (b) Edge map using STFHI  (c) Pixel intensified frame   

(d) Edge dilated frame 

Computing Edge Map Similarity 

The similarity between two edge maps can be considered as computing the similarity of two 2D 

matrices. Therefore, computing the edge map similarity can be achieved by finding the 

correlation between the matrices of the edge maps. Computing the Pearson’s co

) between two matrices X and Y of same dimensions, may be represented as:

Edge dilation is a technique which is used to enlarge the boundaries of the objects in a grayscale 

(d). This may be used to compensate for camera and object 

3 square structuring element is used to dilate the edges of the grayscale image so 

generated from the fuzzy hostility map. The value of correlation between the similar images is 

 
                                                          

 

(c) Pixel intensified frame   

The similarity between two edge maps can be considered as computing the similarity of two 2D 

matrices. Therefore, computing the edge map similarity can be achieved by finding the 

Computing the Pearson’s correlation 

may be represented as: 



Computer Science & Information Technology (CS & IT)                                 311 

 

}
)(

}{
)(

{
})((})({

))((

2

2

2

2

22
,

n

y
y

n

x
x

n

yx
yx

yyxx

yyxx

ij

ij

ij

ij

ijij

ijij

ijij

ijij

YX

∑∑

∑
∑ ∑

∑∑

∑

−−

−

=
−−

−−
=ρ

     (3) 

where ijx and ijy  are the elements in the 
thi  row and 

th
j column of matrices X and Y

respectively, x  is the mean value of elements of X , y  is the mean value of elements of Y and 

n  is the total number of elements in the matrix under consideration. The correlation is defined 

only if both of the standard deviations are finite and both of them are nonzero. The correlation is 

1 in the case of an increasing linear relationship, -1 in the case of a decreasing linear relationship, 

and some value in between in all other cases, indicating the degree of linear dependence between 

the matrices. It is appropriate to mention here that a high value of correlation value indicates high 

similarity between the image frames.  

 

2.6. Three Sigma Rule  

 
The standard deviation )(σ  of a dataset or probability distribution denotes the variation or 

deviation from the arithmetic mean )(M or expected value. The three-sigma rule in statistics is 

used to signify the range in which the values of a normal distribution will lie. According to this 

rule (refer figure 4), 68.2% values in a normal distribution lie in the range ],[ σσ +− MM , 95.4% 

values in ]2,2[ σσ +− MM and 99.6% in the range ]3,3[ σσ +− MM . Hence, this empirical rule may 

be reliably used to compute a threshold to detect values which represent abrupt changes. In the 

proposed method, three-sigma rule has been used to detect the hard cuts at shot boundaries.           

 

 
 

Figure 4. Normal Distribution with three standard deviations from mean 

 

2.7. Real time updating of parameters used for dynamic threshold 

 
The correlation between the edge maps of consecutive image frames provides an indication about 

the similarity of the video frames. However, for detection of a video segment, the correlation 

gradient is computed from the stream of consecutive correlation values obtained. As mentioned in 

the previous sub-section, the threshold is computed from the correlation gradient values using the 

three sigma rule. The parameters involved in calculating the threshold are mean )(M  and standard 

deviation )(σ of the correlation gradient values. It must be noted that these parameters are to be 

updated in real time as new video frames are streamed in.  The new mean )( newM  and )( newσ

standard deviation may be obtained as follows:- 
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iC  is the correlation gradient and N is the number of correlation gradient 
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The new value of standard deviation )( newσ  may be calculated as follows:- 
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Thus, equations (4) and (5) may be used to update the parameters required for calculating the new 

threshold. The two equations are significant because the new values of mean and standard 

deviation can be calculated in real time from the new correlation value computed and earlier 

values of the two parameters, without having to recalculate the parameters over the whole span.  

 

3. PROPOSED METHOD FOR REAL TIME VIDEO SEGMENTATION 

 
The proposed detection mechanism for real time video shot segmentation is shown as a flow 

diagram in figure 5. The steps are described in the following subsections. 

 
 

Figure 5. Flow diagram of the video segment detection process in real time 

 

3.1 Extraction of time sequenced image frames from a video 

 
The streamed video frames are decomposed into its constituent image frames in a time sequenced 

manner by a standard codec corresponding to the file type i.e. AVI, MPEG, MP4 etc. The 

extracted images are in uncompressed format and are stored as bitmaps for further processing. 
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3.2 Feature extraction from the image frames 

 
The feature extraction process consists of generating a fuzzy hostility map using the STFHI for 

each image frame, as explained in section 2.2. The fuzzy hostility map indicates the amount of 

coherence/incoherence in the movement of the objects and is a 2D matrix which is used to 

generate the edges of the objects of the gray scale image. Thereafter, an intensity scaling function 

is used to make the edges more prominent as explained in section 2.3. To compensate for the 

rapid object or camera movement, edge dilation is performed as explained in section 2.4.  

 

3.3 Feature matching based on similarity metric 

 
In this step, the Pearson’s correlation between successive fuzzy hostility maps is used as the 

similarity metric as explained in section 2.5. The correlation values thus computed are stored in a 

row matrix
MC . The shot boundaries occur at points of abrupt change in the correlation values. In 

order to detect a shot boundary, the gradient of the correlation values (which is a row vector) is 

computed. The correlation gradient plot is depicted in figure 6, consists of steep spikes at the 

points of shot boundary.  

 

3.4 Calculation of threshold and updating of threshold parameters 

 
Segments in the streaming video are detected by using the three-sigma rule as explained in 

section 2.6. If the correlation gradient exceeds the upper or lower threshold, a video segment is 

detected.  Since threshold is a function of mean and standard deviation, it has to be updated as 

new frames are streamed in real time. The new threshold is calculated using equations (4) and (5) 

explained in section 2.7.  

 

  
 

Figure 6. Plot of Correlation gradient values. 

 
3.5 Look back N frames to detect missed shot boundaries 

 
In the proposed video shot detection mechanism, the threshold for detection of shot boundary is 

set dynamically without any prior knowledge about the type or content of the video. At the initial 

stage, the threshold fluctuates due to smaller number of data points owing to the lesser number of 
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arrived video frames as shown in figure 6.  However, the threshold becomes more stable as more 

frames arrive in real time. Although the threshold is updated with the arrival of each frame, but 

the system looks back only after the passage of N frames, to check if any shot boundaries have 

been missed due to the unstable threshold. In this work, N=300 has been taken, i.e. look back will 

occur every 12 seconds in a video with frame rate 25 fps or every 10 seconds for 30 fps video.  

4. EXPERIMENTAL RESULTS AND ANALYSIS 

The proposed method for shot segmentation in real time videos has been tested on a video data set 

consisting of eleven videos with varied features (Table I and Table II). All the videos in the test 

set have a resolution of 640× 360 at 25 fps and are in MP4 format. The performance of the 

proposed method is evaluated by taking into consideration two parameters, recall (R) and 

precision (P) defined as follows:- 

 

Recall
tfd BBB /)( −=

 

Precision
dfd BBB /)( −=

 

where, 
dB : Shot boundaries detected by algorithm; 

fB : False shot boundaries detected and     tB : 

Actual shot boundaries present in the video 

4.1 The Video Dataset 

The proposed method has been tested on a dataset consisting of two subsets. The first subset 

comprised five videos which were of long duration of average length of more than one hour 

(Table 1). The four videos V1 to V4 are documentaries taken from different TV channels. The 

video V5 is a highlights video taken from the Cricket World Cup 2011 final match between India 

and Sri Lanka. 

 

The second subset composed of short videos (Table 2). The videos V6 and V7 are sports videos 

from cricket and tennis. The reason for including this in the dataset was because of the rapid 

object movement and small length shots. In contrast, V8 and V9 are movie songs from Hindi 

films. V8 has shots taken mostly outdoors in daylight whereas V9 has real life shots are mixed 

with some computer generated frames. The average shot duration in V9 is the least among all 

videos of the dataset. The video V10 is based on a violin track by Lindsey Stirling which is 

characterized by simultaneous movement of the performer as well as camera. The motivation for 

including this video is the rapid zoom-in and zoom-out sequences. The video V11 is the official 

song of the 2010 FIFA World Cup called “Waka Waka”. The video comprises of varied 

background and illumination, intermixed with match sequences taken from FIFA World Cup 

history.  

Table 1. Test Video Dataset-I 

  

 

 

 

 

 

 

 

Video V1 V2 V3 V4 V5 

Duration (mm:ss) 51:20 28:40 58:06 59:29 111:19 

No. of Frames 74020 43018 87150 89225 166990 

No. of Hard Cuts 941 406 807 1271 2807 

Average no. of frames 

in each shot 

78.57 105.69 107.85 70.14 59.46 
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Table 2. Test Video Dataset-II 

 

 

 

 

 

 

 

4.2 Experimental Results 

 
The proposed method for video shot segmentation is found to work accurately on video frames 

streamed in at real time. The results obtained by performing the experiments on the video data set 

are summarized in Table 3. The shot boundaries obtained are the summation of two phases. Video 

segments are detected using the threshold and method as explained in sections 3.2, 3.3 and 3.4. 

However some shot boundaries may be missed due to unstable mean and standard deviation. 

These missed shot segments are detected by updating the threshold and looking back after every 

N frames have elapsed. The methodology has been discussed in section 3.5. Effectiveness of the 

proposed method is seen from the high recall and precision values obtained for each of the videos 

in the test set.  

Table 3. Experimental Results of Test Video Dataset 

 

4.3 Comparison with other existing methods 

Several existing methods for video segmentation like Mutual Information (MI) [8], Edge Change 

Ratio (ECR) [13] and Color Histogram Differences (CHD) [14] have been applied for non-real 

time videos. Shot boundary detection for streaming videos is hard to find in the literature. The 

problem of automatic computation of a threshold has been addressed in the literature [1, 15] and 

strength of the proposed method lies in the fact that the threshold is computed and updated 

automatically without manual intervention, unlike the other existing methods. Hence, this method 

can be applied for on-the-fly detection of shot boundaries in real time videos. The comparative 

results of the proposed method with its non-real time counterparts are shown in Table 4. 

 

 

 

 

Video V6 V7 V8 V9 V10 V11 

Duration (mm:ss) 02:33 02:58 02:42 04:10 03:27 03:31 

No. of Frames 3833 4468 4057 6265 4965 5053 

No. of Hard Cuts 46 43 70 172 77 138 

Average no. of 

frames in each shot 

81.55 101.54 57.14 36.21 63.65 36.35 

Video V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 

 Hard Cuts 

present 

941 406 807 1271 2807 46 43 70 172 77 138 

Hard Cuts  

detected 

940 406 806 1269 2796 45 43 67 165 75 136 

Detected by 

Lookback  

1 0 1 2 5 2 0 2 5 1 3 

False detection  0 0 0 0 1 2 0 1 1 0 1 

Recall (%) 100 100 100 100 99.75 97.82 100 97.14 98.25 98.70 100 

Precision (%) 100 100 100 100 99.96 95.74 100 98.55 99.41 100 99.28 
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Table 4. Comparison with Existing Methods 

 

5. CONCLUSIONS AND REMARKS 
 
The proposed method for real time video segmentation was tested on a diverse video test set. It is 

seen to outperform the existing methods in terms of both the recall and precision. As compared to 

the state-of-the-art techniques, the proposed method achieves nearly 100% accuracy in terms of 

both recall and precision. Also, the number of false detections is very less. The problem of 

automatically setting the threshold, without any human interference, has been addressed and 

results are very encouraging. The number of false hits is almost negligible as compared to the 

other existing methods. A major challenge would be to detect dissolve edits in streaming videos.  
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ABSTRACT 

 
The Optical Character Recognition (OCR) is becoming popular areas of research under pattern 

recognition and smart device applications. It requires the intelligence like human brain to 

recognize the various handwritten characters. Artificial Neural Network (ANN) is used to 

gather the information required to recognize the characters adaptively. This paper presents a 

performance analysis of character recognition by two different methods (1) compressed Lower 

Dimension Feature(LDF) matrix with a perceptron network, (2) Scale Invariant Feature (SIF) 

matrix with a Back Propagation Neural network (BPN). A GUI based OCR system is developed 

using Matlab. The results are shown for the English alphabets and numeric. This is observed 

that the perceptron network converges faster, where as the BPN can handle the complex script 

recognition when the training set is enriched.  

  

KEYWORDS 

 
Character recognition,  perceptron network, back-propagation neural network, scale invariant 

feature, low dimensional feature. 

 

 

1. INTRODUCTION 
 

Automatic  character recognition is a well-accepted area of research under pattern recognition. In 

handwritten character recognition, characters are written by different individuals that vary 

drastically from person to person due to variation in the writing style, its size and orientation of 

characters[1]. This makes the system difficult to recognize the characters. Artificial Neural 

Network (ANN) helps to solve the problem of identifying handwritten characters in an automated 

manner. ANN is an adaptive   computational model which is activated by set of pixels of a 

specific character as features, processing of the similar and divergence information available in 

the features used to recognize the character. 
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Various methods have been developed for the recognition of handwritten characters, such as the 

compressed Column-wise Segmentation of Image Matrix (CSIM) [2] using Neural Network. In 

this method, the image matrix is compressed and segmented column-wise then training and 

testing using a neural network for different character is performed. The Multi-scale Technique 

(MST)[2][3] used for high resolution character sets. 

 

In case of feature based method, Scale Invariant features of characters such as height, width, 

centroid, number of bounded regions and textual features such as histogram information are used 

for character recognition. The features are feed to a Neural Network [4] for training and testing 

purpose. Hand written character recognition using Row-wise Segmentation Technique (RST) 

approach used to find out common features along the rows of same characters written in different 

hand writing styles and segmenting the matrix into separate rows and finding common rows 

among different hand writing styles[5]. Block-wise segmentation technique is also used for the 

character recognition [6] by matching the similarity among blocks of the characters. 

 

The complex character such as Hindi, Oriya and Bangla character recognition [7][8] is more 

challenging at it produces very alike feature matrices for different characters due to their 

structural complexity. Hybrid methods are also applied to recognize the hand written characters. 

One such method is a prototype learning/matching method that can be combined with support 

vector machines (SVM) in pattern recognition [9]. 

 

It is observed that the finding the ideal feature set for particular language and normalizing the 

feature matrix is not easy, it requires substantial amount of processor time. In this work we have 

done a comparative study on character recognition using feature matrix with a Back Propagation 

Neural network (BPN) verses the character recognition using reduced dimensional block 

matrix(8x8) with a Perceptron Neural network for English hand written characters i.e. the upper 

case, lower case alphabet as well as digits.       

 

2. METHODOLOGY 

 
The sample handwritten characters are collected form ten different persons using black gel pen 

i.e. 10 samples of each letter each having different style. These blocks of characters were 

digitized using a scanner. Then each character is extracted from the scanned image automatically 

and saved with an appropriate name.  
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Figure 1: 

 
2.1. Image Pre-processing 

 
The individual character image is

character. These involve various tasks such as (1) Binarization to reproduce the image with 0

(black) or 1(white), (2) Thinning to remove the thickness artefact of the pen used for writing 

characters, (3) image dilation to restore the continuity of the image pixels. Figure

inverted binarized data sheet of the set of handwritten characters.

 

2.2. Approach-1: Low dimensional feature based recognition 

 

The images are resized into uniq

dimension.  They are converted to a reduced dimensional image matrix of size 8x8. It preserves 

only the highly significant features of the character that are used for the character recognition. 

The input vector i,e. a [64x1] matrix is prepared from the 8x8 image. It is

and testing of perceptron neural network. 
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Figure 1: The Proposed Model for Analysis 

e individual character image is pre-processed to produce a skeletal template of the handwritten 

character. These involve various tasks such as (1) Binarization to reproduce the image with 0

(black) or 1(white), (2) Thinning to remove the thickness artefact of the pen used for writing 

aracters, (3) image dilation to restore the continuity of the image pixels. Figure

inverted binarized data sheet of the set of handwritten characters. 

1: Low dimensional feature based recognition  

The images are resized into unique standard since the sample character images are different in 

hey are converted to a reduced dimensional image matrix of size 8x8. It preserves 

only the highly significant features of the character that are used for the character recognition. 

The input vector i,e. a [64x1] matrix is prepared from the 8x8 image. It is used for the training 

and testing of perceptron neural network.  

                                 321 

processed to produce a skeletal template of the handwritten 

character. These involve various tasks such as (1) Binarization to reproduce the image with 0 

(black) or 1(white), (2) Thinning to remove the thickness artefact of the pen used for writing 

aracters, (3) image dilation to restore the continuity of the image pixels. Figure-2 show the 

images are different in 

hey are converted to a reduced dimensional image matrix of size 8x8. It preserves 

only the highly significant features of the character that are used for the character recognition. 

used for the training 
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Figure 2: Processed image with bounding box 

 
2.3. Rescaling of image matrix 

 
Case-1: When the original image matrix is a multiple of 8.  

 

i) Input image matrix 

ii) Dimension of the original image is divided by 8 i.e. 64 x 32 will be 8 x 4 

iii) Original matrix is split into ‘n’ uniform blocks of new dimension 

iv) A uniform block is assigned to ‘1’ if the number of 1’s is greater than or equal to the number 

of 0’s. Otherwise, a uniform block is assigned to ‘0’. 

 
Case-2: When the original image matrix is not a multiple of 8.  

 

i) Input image matrix 

ii) Dimension of the original image is first converted to the nearest multiple of 8 by appending 

dummy (zeros) rows and columns i.e. 60 x 50 will be 64 x 56 

iii) Dimension of the revised image is divided by 8 

iv) Revised matrix is split into ‘n’ uniform blocks of new dimension 

v) A uniform block is assigned to ‘1’ if the number of 1’s is greater than or equal to the 

number of 0’s. Otherwise, a uniform block is assigned to ‘0’. 
 

In this way images of different dimensions are resized into an 8 x 8 binary matrix. The columns 

of 8 x 8 matrixes are stored in a single column matrix one after other. Likewise, 10 samples of 

each 26 characters are considered and transformed it into column of size 64 each. As a result of  a 

training set of 64 x 260 matrix is obtained. Accordingly the target set of 5 x 260 is generated.  
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2.4. Perceptron based ANN training 

 
An Artificial Neural Network (ANN) is an adaptive computational system, it follows perceptron 

learning technique.  The input layer consists of 64 neurons that represent one character as input, 

the hidden layer consists of  32 neuron, where as the output consists of  7 neurons that represents 

pattern of  0 and 1  which maps to an individual character. Each neuron is connected to other 

neurons by a link associated with weights. The weight contains information about the input, 

which is updated during each epoch.  

 
2.5. Approach-2: Scale Invariant feature based recognition 

 

Aspect Ratio: Height and width of character is obtained. The ratio of height and width remain 

approximately same for same person for the different characters. 

�� =
�

�
 

                                               Where, AR=Aspect Ratio 

L=Length of Character 

W=Width of Character 

 

Occupancy Ratio: This feature is the ratio of number of pixels which belong to the character to 

the total pixels in the character image. This feature provides information about character density. 

 
Number of Horizontal Lines: It’s the number of horizontal lines in a character. It’s found out 

using a 3x3 horizontal template matrix. 

 
Number of Vertical Lines: It’s the number of vertical lines in a character. It’s found out using a 

3x3 vertical template matrix. 

 
Number of Diagonal Lines: It’s the number of diagonal-1 lines in a character. It’s found out 

using a 3x3 diagonal-1 and diagonal-2 template matrix. 

 

Number of Bounded Regions: It’s the number of bounded areas found within a character image.  

 

Number of End Points: End points are defined as those pixels, which have only one neighbor in 

its eight way neighborhood. Figure-3 the two end points of the image. 

 
Figure 3: End point in an image 

 
Vertical Center of Gravity: Vertical centre of gravity  shows the vertical location of the 

character image. Vertical centre of gravity  of image is calculated as follow 

 

���	
� =
∑.�

∑�
 

 

Where, Ny: the number of black pixels in each horizontal line Ly with vertical coordinate y, 

Horizontal Center of Gravity: Horizontal centre of gravity shows the horizontal location of the 

character image. Horizontal centre of gravity  of image calculated as follow: 
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���	ℎ� =
∑�.��

∑��
 

 

Where, Nx: the number of black pixels in each vertical line Lx with horizontal coordinate x 

 

2.6. BPN based ANN Training 

 
Back-propagation neural network is mostly used for the handwritten character recognition since it 

support the real values as input to the network. It is a multi-layer feed-forward network which 

consists of an input layer, hidden layer and output layer. The normalized values of the scale-

invariant feature matrix are given as the input for the training, the output is pattern of 0’s and 1’s 

which maps to an individual character. 

 

2.7. Testing and Recognition 

 
Separate test sets are prepared for testing purpose.  After the training process is completed, the 

test pattern is fed to the neural network to check the learning ability of the trained net. The output 

of the simulation is compared with the specified target set. The character is recognized by 

selective thresholding technique.  

 

3. RESULT ANALYSIS 
 

The OCR system is developed using MATLAB. The experimental results are shown below which 

is carried out to recognize the “A” and “5” as the inputs. The Figure-4 represents the normalized 

values of the scale invariant features of the English Alpha-numerics.  Figure-5 indicates the 

performance analysis of BPN network as trained with normalized feature values.  The Figure-6 

shows the interface to load the test image and to select the training type such as BPN based 

training. Figure-7 indicates the recognition of “A”, The Figure-8 shows the LDF matrix, Figure-9 

represents the perceptron based training and testing. The recognition of “5” is shown in Figure-

10. 

 

 
 

Figure 4: Scale Invariant normalized feature matrix for ‘A’-‘z’ & ‘0’-‘9’ 
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Figure 5: BPN based training scale invariant features 

 

 
 

Figure 6: User Interface for Load Image 
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Figure 7: Recognition of character ‘A’ using BPN 

 

 
 

Figure 8: Reduced dimensional feature matrix[64x1] for ‘A’-‘z’ & ‘0’-‘9’ 
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The target matrix of 

‘A’ is                

 [     0 

       0 

       0 

       0 

1 ] 

The output matrix of ‘A’ is        

 

 
Figure 9: Perception based training & testing 

 

 
 

Figure 10: Recognition of character ‘5’ using perceptron network 

 

4. CONCLUSION  

 
In this work it has been observed that finding the reduced dimensional feature matrix of an image 

is easy in comparison with the scale invariant feature matrix. The training performance of the SIF 

matrix is much faster and reliable. The performance of the network depends upon selection of the 

features into the SIF matrix. The feature selection is more challenging in case of structurally 

complex scripts such as Bangla, Hindi and Oriya. It has been observed that using the SIF features, 

the English alphabets and numeric’s matches with an accuracy of 95% on average matching while 

the LDF match accuracy varies from 78% to 96% for different characters.  

 

The work may be further extended to test the regional language scripts. It can be tested with 

different reduced dimensional matrix of different dimensions. 
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ABSTRACT 

 
Rapid Fluctuations and variations of signal strength at higher frequency range in Near Field 

zone, is a common difficulty to achieve higher data rate. As signal varies continuously, it starts 

decaying by the interference of the atmospheric obstructions and the electric field intensity 

gradually decreases with the distance. This effect is observed by AWAS Electromagnetic Code 

which predicts the rapid variations in electric field intensity irrespective of environment, 

whereas statistical models do not capture the fundamental physics and variations as per 

Environment. An Adequate and optimum values of these external parameters is essential for 

controlled and efficient transmission. 

 

KEYWORDS 

 
WiMAX, Propagation Modelling, Near Field Zone, Electric Field Intensity, Electromagnetic 

Code  
 

1. INTRODUCTION 

 
Worldwide Interoperability for Microwave-Access (WiMAX) has emerged as wireless access 

technology that is capable of providing fixed and mobile broadband connectivity.  Fixed WiMAX 

is targeted for fixed and nomadic broadband services while mobile WiMAX are designed to 

provide high mobility services. Operators do drive-tests on a continuous basis, collect signal 

levels, network quality and performance which are then used to refine empirical propagation 

models for system-planning and/or existing network optimization. The fast evolution of wireless 

communications has led to the use of higher frequency bands, smaller cell sizes, and smart 

antenna systems, making the propagation prediction issues more challenging since wireless 

communication channels are inherently frequency dispersive, time varying, and space selective. 

These data rates can be further increased by employing multiple antennas both at the transmitter 

and receiver. 

 

In India, WiMAX is operating at 2300 MHz frequency band which is tends to provides an access 

to operate the wireless devices at very higher data rates and ubiquitous access in a large coverage 
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area [1, 2].  Propagation Models are developed to estimate various parameters viz field strength, 

path loss etc. in different environments. Propagation Models are for telecommunication providers 

to improve their services for better signal coverage and capacity for mobile user satisfaction in the 

area. Prasad etal. [3] reported that the AWAS Electromagnetic Code did not require any building 

information and was able to compete with other empirical methods. An attempt has been made by 

the authors to realize the objective by interpreting available experimental data to get a better 

understanding of the propagation conditions models for different environments to provide 

guidelines for cell planning of WiMAX transmissions in the Indian urban zones in general. The 

experimental data utilized in this study corresponds to 2300 MHz WiMAX radio measurements in 

different environments, carried out in Western India. AWAS Electromagnetic code, which is 

based on Sommerfield’s approach for ground, is used to compute the near field signal strength of 

propagation link and significant changes with height of transmitting antenna is identified to 

radiate efficient signal for WiMAX. 

 

In Section II, the details of AWAS Electromagnetic code and Environmental details are provided. 

In section III, we have analysed AWAS Electromagnetic code with Existing Prediction Methods. 

Conclusions are presented in Section IV.  

 

2. EXPERIMENTAL DETAILS 
 
2.1. The AWAS Numerical Electromagnetic Code 

 

AWAS Numerical Electromagnetic Code [4] is a computer program which evaluates the current 

distribution of a conductor by analysing the polynomial coefficients. This program is based on a 

two potential equations which is solved numerically using method of moments with polynomial 

approximation for the current distribution. The influence of the ground is taken into account using 

Sommerfield’s approach, with numerical integration algorithm developed for this program. It was 

utilized to compute the path-loss values for different values of dielectric constant and a 

conductivity of 2 x 1 0-4 over real ground. This commercially available computer program is 

capable of analyzing wire antennas operating in transmitting and receiving modes, as well as 

analyzing wire scatterers. Different values of dielectric constant for dense urban, urban, and 

suburban regions were incorporated into the computation of the A WAS simulation. Reference 

[5] gave relative dielectric constants for various types of ground and environments. It gave values 

of 3 to 5 for city industrial areas. Hence, a value of 4 was used in the A WAS simulation. In the 

AWAS simulation, the computation of the electric field was carried out by taking a vertical dipole 

located over an imperfect ground plane, whereas in the measurements, a high transmitting- gain 

antenna was employed. 

 

2.2. Environmental Details 

 

The experimental sites AAC, AHT, BTW, KTB, GRJ, JVD,and OLK [6] are situated in the dense 

urban area of Mumbai, India, except AAC, JVD, and OLK, which are located in an urban area 

[Fig. 1(a) and (b)]. The clutter environments of these sites are shown in different colors in the 

legend of Fig. 1(a) and (b). Since AAC [Fig. 1(a)] and OLK [Fig. 1(b)] are surrounded by 

skyscraper buildings, they represent a typical dense urban environment. AHT [Fig. 1(a)] shows 

the presence of skyscrapers at north, east, and west sides, while the remaining other areas BTW 

and GRJ are fully surrounded by dense environment. They are surrounded by industrial 

environments at eastern side of 0.7 km and at eastern side after 0.9 km respectively [6]. The 

parameters of these base stations are shown in Table I and Table II.  
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Fig. 1. Clutter environment for experimental sites (a) AAC, AHT, KTB, BTW, and GRJ and (b) 

OLK and JVD. 
 

TABLE I 

Base Station details 
 

Sr. 

No. 

Name of Base 

Stations 

Height of 

Transmitti

ng 

Antenna 

Near Field 

Distance 

(in Km) 

1. Ajay-Amar (AAC) 37m 1.70 

2. Arihant (AHT) 32m 1.47 

3. Bootwala Bldg 

(BTW) 

46m 2.11 

4. Khethan Bhabhan 

(KTB) 

31m 1.42 

5. Giriraj (GRJ) 28m 1.28 

6. Jeevan Dhara 

(JVD) 

27m 1.24 

7. Obelisk (OLK) 30m 1.38 
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TABLE III 

        Other  details of experimental site 
 

Sr. 

No. 

Other Details 

1. Height of Receiving 

Antenna  

1.5m 

2. Transmitted Power 43.8 dBm 

3. Average Height of 

Building 

25m 

4. Average Street Width 15m 

5. Average Separation 

Between Buildings 

30m 

 

2.3. Electric Field Distribution Analysis 

 
Electric Field is an important factor in analysing the path loss and its effects in WiMAX. AWAS 

Electromagnetic code is implemented to calculate the electric field density (V/m) and then further 

sustained path loss of the Base Stations in this environment can be calculated. The Near Field 

distribution of base stations is determined for near field distance (in Km) (Table I) for various 

base stations and are substituted in AWAS Electromagnetic Code in order to estimate the Electric 

Field Distribution. 

 

Near Field distance is calculated by : 

                                         

                                       D = 4 *ht* hr / λ                                                                        (1)  

 
where D is the near field distance and ht, hr is the height of transmitting and receiving antennas 

respectively. Fig. 1(a) and 1(b) shows the rapid fluctuations in near field at distance of 100 m to 

200m and at 200m to 400m of GRJ Base Station. A Base Station like GRJ base station is 

assumed, so the environmental parameters of both the base stations are considered same and 

treated as a fully dense environment, whose height is considered as 20 meters. Fig 2(a) and 2(b) 

are near field variations of this base station. By Comparing Fig 1(a), 1(b) and 2(a), 2(b), it was 

observed that the Field intensity in the Figure 2(a) and 2(b) has less variations as consider to GRJ 

Base Station.  

 

 
 

Fig 1(a) : Near Field Distribution of GRJ Base Station from 100m to 200m 
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Fig 1(b) : Near Field Variation of GRJ Base Station from 200m to 400m 

 

 
 

Fig 2(a) : Near Field Distribution of Base Station Antenna of height 20 meters from  

100m to 200m 

 

 
 

Fig 2(b) : Near Field Distribution of Base Station Antenna of height 20 meters from  

200m to 400m 
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2.4. Analysis of Variations in Electric Field 

 
As observed from figure 1(a) and 1(b), there is a rapid variations in Electric Field Distribution 

and can be represented by ∆ which is defined as : 

 

                             ∆ =  (Emax – Emin) /d                                                                               (2)  

 

where d is the distance in a single division. Table III shows the variation in electric field which is 

numerically decreasing with the distance. 

 

TABLE IIIII 

RAPID VARIATION IN THE NEAR FIELD OF GRJ BASE STATION AT 2300 MHZ OPERATING FRQUENCY 
 

Sr. 

No. 

Near Field distance 

(meters) 

Electric field 

Variations(mV/m) 

Ht = 28m Ht = 20m 

1. 100-110 2 0.8 

2. 120-130 1.5 0.6 

3. 150-160 1.1 0.3 

4. 170-180 1.0 0.13 

5. 200-220 0.8 0.1 

6. 240-260 0.65 0.08 

7. 300-320 0.58 0.03 

8. 400-500 0.14 0.015 

 

Basically there are various conventional methods are used to predict the path loss and electric 

field distribution. But they are unable to predict the variation due to increasing height of the 

Transmitting Antenna. The reason behind rapid variation in Electric Field in Near Field zone is 

the atmospheric fluctuation and environmental obstruction. The reduction in variations in Electric 

field intensity with reduction in height of Transmitting Antenna can be explained as shown in Fig 

3. Several repeaters with reduced transmitting antenna height of Transmitting Stations can play a 

vital role in this situation to remove the rapid fluctuations. 

 

   

 
 

Fig 3 : Variations in Near Field Distribution with change in height of Base Station antenna 
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3. CONCLUSIONS 
 

The near field distribution for WiMAX at 2300MHz is analyzed for dense urban region of 

Western India by AWAS Numerical Electromagnetic Code. The advantage of using AWAS 

electromagnetic code is that it predicts the fundamental atmospheric variations in the field 

strength as per the environmental parameters of that region. It has been found that in near field 

region, signal fluctuations are very high, and as the height of the transmitting antenna increases, 

near field distance will be larger and the signal remain stable in far field. Hence, it is advisable to 

keep the antenna closed to the ground and employee more repeater stations. Thus, the reduction in 

transmitting antenna height will ultimately reduces variation in near field distribution and is 

achieved to produced efficient radiated signal. Also AWAS numerical Electromagnetic Code 

predicts all the variations of path loss irrespective of environment whether it is urban, suburban or 

rural whereas statistical models do not capture the fundamental physics and it has separate models 

for urban, suburban or rural environment.  
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ABSTRACT 

 
Tagging documents with relevant and comprehensive keywords offer invaluable assistance to 

the readers to quickly overview any document. With the ever increasing volume and variety of 

the documents published on the internet, the interest in developing newer and successful 

techniques for annotating (tagging) documents is also increasing. However, an interesting 

challenge in document tagging occurs when the full content of the document is not readily 

accessible. In such a scenario, techniques which use “short text”, e.g., a document title, a news 

article headline, to annotate the entire article are particularly useful. In this paper, we pro- 

pose a novel approach to automatically tag documents with relevant tags or key-phrases using 

only “short text” information from the documents. We employ crowd-sourced knowledge from 

Wikipedia, Dbpedia, Freebase, Yago and similar open source knowledge bases to generate 

semantically relevant tags for the document. Using the intelligence from the open web, we prune 

out tags that create ambiguity in or “topic drift” from the main topic of our query document. 

We have used real world dataset from a corpus of research articles to annotate 50 research 

articles. As a baseline, we used the full text information from the document to generate tags. The 

proposed and the baseline approach were compared using the author assigned keywords for the 

documents as the ground truth information. We found that the tags generated using proposed 

approach are better than using the baseline in terms of overlap with the ground truth tags 

measured via Jaccard index (0.058 vs. 0.044). In terms of computational efficiency, the 

proposed approach is at least 3 times faster than the baseline approach. Finally, we 

qualitatively analyse the quality of the predicted tags for a few samples in the test corpus. The 

evaluation shows the effectiveness of the proposed approach both in terms of quality of tags 

generated and the computational time. 

 

KEYWORDS 

 
Semantic annotation,  open source knowledge, wisdom of crowds, tagging. 

 

 

1. INTRODUCTION 

 
Tagging documents with relevant and comprehensive keywords offer an invaluable assistance to 

the readers to quickly overview any document [20]. With the ever increasing volume and variety 

of the documents published on the internet [12], the interest in developing newer and successful 

techniques for tagging documents is also increasing. Tagging documents with minimum 

words/key-phrases have become important for several practical applications like search engines, 

indexing of databases of research documents, comparing the similarity of documents, ontology 

creation and mapping and in several other stages of important applications [4]. Although 
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document tagging is a well-studied problem in the field of text mining, but there are several 

scenarios that have not drawn sufficient attention from the scientific community. 

 

Table 1: A few examples of document titles which do not try to capture  

the essence of the document's content. 

 

 
 

A few of the challenges regarding document tagging, which is not well addressed in the literature 

are: (1) entire content of the document is not accessible due to privacy or protection issues (2) 

document heading does not summarize the content of the document (3) reading entire document 

is time consuming. The first challenge requires techniques to generate tags using only a short 

description of the document (document heading/title, snippet). The second challenge requires 

’intelligence’ to figure out the context represented by the heading or title. As an example, 

consider the examples shown in table 1. This table shows a few examples of ‘catchy’ titles used 

in scientific research articles to provide headings of the articles. Only using such title information 

it would be hard to delve into the subject matter of these articles. The third challenge is 

particularly relevant in situations when the document itself is quite large and thus, requires 

tagging using only partial information from the document for quick annotation. The third 

challenge is particularly relevant in the case of real-time response systems. 

 

To the best of our knowledge, the above mentioned challenges have not been well addressed in 

the literature. Most of the current literature provide efficient techniques for key- word extraction 

using the text content from single or multiple documents [17, 8]. Such techniques are not suitable 

if the text content of the document is very short or unavailable. Another class of problems which 

is of increasing interest is that of key-phrase abstraction. While these techniques do not extract 

keywords directly from the text content, the text content is required to build models for keyword 

abstraction [7]. However, the area of keyword extraction is still in the developing stage. 

Eventually, the overall goal of these research directions is to automate the annotation of 

documents with key phrases that are very close to what a human could generate. We further 

elaborate upon the specific research works and milestones in section 7. 

 

In this work we propose a novel approach to address the above mentioned challenges. We 

propose a novel approach that takes as input only a ’short text’ from the query document and 

leverages intelligence from the Web2.0 to expand the context of the ’short text’. We have used 

academic search engines to expand the context of the ’short text’. The expanded context utilizes 

the intelligence of the web to find relevant documents to overcome the ’catchiness’ of the title. 

The tags are generated using the world knowledge from DBpedia, Freebase, Yago and other 

similar open source crowd-sourced databases. Moreover, using the crowd- sourced knowledge 

bases ensures that the tags are up-to-date as well as popular. Finally, we propose an unsupervised 

algorithm to automatically eliminate the ’noisy’ tags. The un- supervised approach uses web-

based distances (also famous as ’wisdom of crowd’ [10]) to detect outlier tags. The overall 

framework is fully unsupervised and therefore, suitable for real-time applications for any kind of 

documents. 
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In order to demonstrate the effectiveness of the proposed approach in real-world applications, we 

have used a sample of the dataset from the DBLP digital archive of computer science research 

articles [15]. We evaluate the performance of the proposed approach using 50 test documents. We 

also compare the performance of the proposed approach with a baseline approach which uses the 

full content of the documents in order to generate tags. Surprisingly, we find that the tags 

generated by the proposed approach, which uses only the title/heading information of the 

document to predict tags, has a greater overlap (measured via the Jaccard index) with the ground 

truth tags (0.058 vs. 0.044) in comparison to the baseline. We also find that the proposed 

approach is computationally at least 3 times faster than the baseline approach. A qualitative 

analysis of the generated tags for a few sample test documents further reveal the effectiveness of 

the proposed approach for semantic tagging using only ’short text’ information from the 

document. Although the proposed approach is tested only on the DBLP dataset, the approach, 

however, is generic enough to be used for various types of documents like news articles, patents 

and other large content documents. 

 

We have made the following contributions in this work: 

 

• A novel approach for using ’short text’ for context expansion using web intelligence. 

• A novel approach for tag generation using crowd-sourced knowledge. 

• A novel approach to eliminate ’noisy’ tags using web- based distance clustering. 

• We provide a quantitative and a qualitative validation on a real world dataset. 

 

The rest of the paper is organized in the following manner. In Section 2, we define the problem 

statement. In section 3, we mention some of the important features of crowd-sourced knowledge 

bases. The details of the proposed approach are discussed in Section 4. Experimental design and 

the results are discussed in Section 5 and 6. Section 7 describes the related literature. Finally, the 

summary of the work and a few directions for future research are presented in Section 8. 

 

2. PROBLEM FORMULATION 

 
The  problem  of  document  tagging  is formulated  in the following manner. Given a document’s 

text  content S,  the research problem  is  to identify k keywords/phrases based on the content S of 

the given document. In this case k ≪ size (S). 

 

In the present work, we are studying a slightly different problem from the one describe above. We 

consider the title of the document as the only available text content (S’). We call this information 

about the document as the ’short text’ since it is only a short description of the document. Also 

the size (S’) ≪ size (S). The research problem is to find k keywords/phrases to describe the main 

topics/themes of the document. The keywords/phrases may not be directly present in the content 

of the document. Here, k is not known a priori. 

 

3. BACKGROUND OF OPEN SOURCE KNOWLEDGE BASES 

 
3.1 Crowd-sourced knowledge 

 
Wikipedia is currently the most popular free-content, online encyclopedia containing over 4 

million English articles since 2001. At present Wikipedia has a base of about 19 million 

registered users, including over 1400 administrators. Wikipedia is written collaboratively by 

largely anonymous internet volunteers. There are about 77,000 active contributors working on the 

articles in Wikipedia. Thus the knowledge presented in the articles over the Wiki are convinced 

upon by editors of similar interest. 
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Figure 1. A systematic framework of the proposed approach. An example is illustrated to explain 

the proposed approach 
 

DBpedia is another crowd-sourced community effort to extract structured information from 

Wikipedia and to make this information available on the Web. DBpedia allows you to ask 

sophisticated queries against Wikipedia, and to link the different data sets on the Web to 

Wikipedia data. The English version of the DBpedia knowledge base currently describes 4.0 

million things, out of which 3.22 million are classified in a consistent ontology. For example 

DBpedia knowledge base allows you to ask quite surprising queries against Wikipedia, for 

instance “Give me all cities in New Jersey with more than 10,000 inhabitants” or “Give me all 

Italian musicians from the 18th century”. 

 

Yago is similar to DBpedia. In addition to Wikipedia, Yago combines the clean taxonomy of 

WordNet. Currently, YAGO2s has knowledge of more than 10 million entities (like persons, 

organizations, cities, etc.) and contains more than 120 million facts about these entities. 

Moreover, YAGO is an ontology that is anchored in time and space as it attaches a temporal 

dimension and a spatial dimension to many of its facts and entities proving a confirmed accuracy 

of 95%. 

 

Freebase is another online collection of structured data collected from various sources such as 

Wikipedia, ChefMoz, and MusicBrainz, as well as individually contributed user information. Its 

database infrastructure uses a graph model to represent the knowledge. This means that instead of 

using tables and keys to define data structures, its data structure is defined as a set of nodes and a 

set of links that establish relationships between the nodes. Due to its non-hierarchical data 

structure, complex relationships can be modeled be- tween individual entities. 

 

3.2 Academic search engines  

 
Academic search engines provide a universal collection of research documents. Search engines 

such as Google scholar and similar other academic search engines have made the task of finding 

relevant documents for a topic of interest very fast and efficient. We use the capacity of search 

engines to find relevant documents for a given query document. We have used the Google search 

engine for this purpose. 
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4. PROPOSED APPROACH 

 
In this section, we discuss the framework of the proposed approach. The approach consists of 

three main components which will be discussed in detail in this section. The overall framework is 

summarized in the schematic (figure 1). As shown in this figure, the proposed approach for 

semantic annotation of a document is a three step procedure: (1) Context expansion using 

academic search engine, (2) candidate tag generation using crowd-sourced knowledge and (3) de-

noising tags using web-based distance (a.ka. ’wisdom of crowd’) clustering technique. Given a 

document as a short text S’, the final results are k semantic tags, where k is not fixed apriori. 

 

4.1 Context expansion  

 
As mentioned earlier, the problem of reading the entire text content of the document or the lack of 

availability of the full text content restricts the task of tagging based on the document’s text 

content. Moreover, techniques utilizing the text content of the document generate tags or 

keywords only from within the document’s text content. While such key- word extraction 

approaches are necessary, but this might often restrict the keyword usage for the document. In 

such a scenario, it is helpful to generate keywords that are more popular and widely accepted for 

reference. To accomplish this goal, we propose a web-based approach to generate an expanded 

context of a document. 

 

Given the ’short text’ S information of a document, the expanded context is generated by mining 

intelligence from the web using an academic search engine. As shown in figure 1, the context of 

the ’short text’ (S’) is expanded using the results obtained by querying the web corpus with an 

academic search engine. The ’short text’ is used as a query for the search engine. The new context 

of the ’short text’ include the titles/heading (h) of the top-k results returned by the search engine. 

It is also possible to use other contents of the results like the snippets, author names, URLs to 

create an extended context. However, for this work, the approach is kept generic such that it is 

applicable to all sorts of search engines. The value of k is not fixed and can be a parameter to the 

approach. In the later section, the results are evaluated by varying the value of k. 

 

The extracted results headings (h) that form the expanded context of the ’short text’ are 

transformed into a bag of words representation. As a basic step in text mining, the bag of words is 

pre-processed by applying stop-word removal, non-alphabetic character removal and length-2 

word removal techniques. In the rest of the paper, the expanded context of S is referred as C (S’) 

for the sake of convenience and consistency. The final context created using the search engine is 

expected to contain a wider variety. 

 

4.2 Tag generation  

 
In this section, we describe the procedure to utilize crowd- sourced knowledge to generate tags 

from the expanded context C (S’). As described earlier, the crowd-sourced knowledge is available 

in well-structured format unlike the un- structured web. The structured nature of knowledge from 

sources such as DBpedia, Freebase, Yago, Cyc provides opportunity to tap in the world 

knowledge from these sources. The knowledge of these sources is used in the form of concepts 

and named entity information present in them, since the concepts and named entities consists of 

generic terms useful for tagging. We have used the AlchemyAPI [1] to access these knowledge 

bases. A tool such as this provide a one-stroke access to all these knowledge bases at once and 

returns a union of the results from all the various sources. 

 

Given the expanded context (C (S’)) as the input to the AlchemyAPI, which matches the C (S’) 

against the indices of these knowledge sources to match C (S’), using the word frequency 
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distribution, with concepts and named entities stored in the knowledge bases. The output for an 

API query C (S’) is a list of concepts and named entities. Using the open source knowledge bases 

and the word frequency information from the input, the API returns a list of concepts related to 

the content. The named entity list returned from a query C (S’) consist of only those named 

entities of type ’field terminologies’. There are other types of named entities such as ’person's 

name’, ’job title’, ’institution’ and a few other categories but those are not generic enough to be 

used as tags. The concepts and named entities for C (S’) together form a tag cloud T. 

 

Figure 1 highlights a tag cloud consisting of tags generated using the above described technique. 

As shown in the figure, the tags are weighted based on the word distribution in C (S’). This 

example also shows a few tags like ’cerebral’, ’cortex’, ’genomic’ that appear to be inconsistent 

with the overall theme of the tag cloud for C (S). The next step describes an algorithm to handle 

such situations in the tagging process. 

 

4.3 Tag cloud de-noising 

 
As described in the previous step, the tag cloud T for C (S’) may contain some inconsistent or 

’noise’ tags in it. In this section, we describe an algorithmic approach to automatically identify 

and prune ’noisy’ tags in the tag/keyword cloud. This step is therefore termed as tag cloud de-

noising. 

 

Given the tag cloud T for C (S’), noisy tags are pruned in the following manner. The tags in T are 

clustered using a pairwise semantic distance measure. Between any two tags in T, the semantic 

distance is computed using the unstructured web in the following way. For any two tags t1 and t2 

in T, dis (t1, t2) is defined as the normalized Google distance (NGD) [2]: 

 

 
 

where M is the total number of web pages indexed by the search engine: f(t1) and f(t2) are the 

number of hits for search terms t1 and t2, respectively; and f(t1,t2) is the number of web pages on 

which both t1 and t2 occur simultaneously. 

 

Using the NGD metric, a pairwise distance matrix (M) is generated for the tag cloud T. The 

pairwise matrix M is used to identify clusters in the tag cloud. Finally, the tag cloud is partitioned 

into two clusters using hierarchical clustering techniques. Here, we assume that there is at least 

one ’noise’ tag in the tag cloud T. Out of the two clusters identified from the tag cloud T, the one 

cluster with majority tags is called a normal cluster, whereas the other cluster is called as an 

outlier cluster (or noisy cluster). In case of no clear majority the tie is broken randomly. 

 

The algorithm is illustrated through an example shown in figure 1 step 4. This step shows that the 

tags in the tag cloud T generated in step 3 are partitioned into two clusters as described above. 

The tags in one cluster are semantically closer than the tags in the other clusters, as per the 

’wisdom of crowd’ semantics. As shown in this example, the outlier tags ’cerebral’, ’cortex’, 

’genomic’ are clustered together while the remaining normal tags cluster together. Since the 

former is a smaller cluster, it is pruned out from the tag cloud. Lastly, the final tag cloud 

consisting only the larger cluster of tags is returned as the output. 
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5. EXPERIMENT ANALYSIS 

 
This section describes the experimental design used to evaluate the performance of the proposed 

approach. In this section, we discuss the test dataset used for evaluation, the ground truth for 

evaluation, the baseline and the evaluation metrics used for evaluation of the proposed approach. 

 

5.1 Test dataset description 

 
For the purpose of evaluating our approach we use a test set consisting of 50 research documents 

from top tier computer science conferences constructed from the DBLP corpus [15]. The 50 

papers were selected to capture the variety of documents in computer science research. Several of 

the documents had catchy titles (examples given in Table 1). The test data are accessible here 

(https://www.dropbox.com/sh/iqnynrixsh2oouz/8dWnbXhh7B?n=62599451). 

 

5.2 Ground truth  

 
In the absence of any gold standard annotations for the test documents, the ground truth of the 

documents was collected by the author assigned keywords to these documents. We collected this 

information by parsing these documents. We assume that the keywords assign by the authors are 

representative of the annotations for the document. The proposed approach and the baseline were 

evaluated on this ground truth. 

 

5.3 Baseline approach 

 
 We have compared the performance of the proposed approach with a baseline, which uses the 

full text content of the test documents. In order to evaluate the claim that the ’short text’ 

information in combination with web intelligence is sufficient to semantically tag a document, it 

is important to consider a baseline which takes the full text content of the document for tagging. 

The full text information is generated from the pdf versions of the test documents. The PDF 

documents were converted to text files using PDF conversion tools. As a basic pre-processing 

step, stop-words, non- alphabetical characters and special symbols were removed from the text to 

generate a bag of word representation of the full text. 

 

For the purpose of comparison, the full text context was used to generate tags using the proposed 

approach and at the final step, de-noising of tags was done using the proposed algorithm. The 

purpose of this baseline is to see the effectiveness of the ’short-text’ expansion approach for 

semantic tagging in comparison to full-text approach. 

 

5.4 Evaluation metrics 

 
Given that the topics/keywords for a document are assigned in natural language, evaluating 

accuracy of any algorithm for tagging is a challenging task. Though, solutions such as expert’s 

evaluation exist, but for this project expert assistance was a challenge. In the absence of expert 

evaluation, we evaluated the results of our approach in the following ways. We evaluated the 

effectiveness of the proposed approach in the following three ways. 

 

5.4.1 Jaccard similarity with baseline 

 

The Jaccard similarity between two sets A and B is defined as the ratio of the size of the 

intersection of these sets to the size of the union of the sets. It can be mathematically stated as: 
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Figure 1. Boxplots showing the distribution of Jaccard Index ( Overlap of tags generated from 

expanded context vs the full content ) for 50 documents . The following hierarchical clustering 

criterion are used : (a) single (b) complete (c) average . 

 

 
We used the Jaccard similarity to quantify the similarity between the tags, predicted by the 

proposed approach versus the baseline approach. This metric represents the magnitude of overlap 

between the tags generated by the two approaches. 

 

5.4.2 Jaccard index  

 

The Jaccard index is same as the Jaccard similarity except that it is used for a different purpose. 

Instead of computing the Jaccard index between the results of the proposed approach and the 

baseline, the Jaccard index for both the approaches is computed with the ground truth tags. This 

metric gives us the overlap of predicted tags using proposed approach and the baseline with the 

ground truth tags for each of the test documents. The Jaccard index is averaged over the total 

number of documents in the test dataset. 

 

5.4.3 Execution time  

 
The final metric for comparing the proposed approach with the baseline is the execution times. 

Since the main overhead of the approach is in the first step of tag generation due to differences in 

the sizes of the input context. The execution time is computed as the time taken in seconds to 

generate tags for the 50 test documents given their input context. For the proposed approach the 

context is derived using web intelligence whereas for the baseline the context is the full text of the 

test document. Pre-processing overheads are not taken into account while computing execution 

timings. 

 

6. RESULTS AND DISCUSSION 

 
This section is sub-categorized into two sections. The first section discusses the quantitative 

evaluation of the proposed work. In the next section we present a qualitative discussion about the 

results of the proposed algorithm for some of the documents in the test corpus.  

 

6.1 Quantitative evaluations 

 
In this section, we describe three experiments conducted to quantitatively evaluate the proposed  

 

approach. The first experiment compares the similarity of the results from the pro- posed and the 

baseline approaches. The second experiment gives insights about the differences between the 
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proposed approach and the baseline using the ground truth information. The last experiment 

compares the proposed approach and the baseline based on the execution time performances. 

These experiments are described as follows. 

 

6.1.1 Experiment 1 

 

Figure 2 shows the distribution of Jaccard similarity for 50 documents for different clustering 

algorithms. Figure 2 (a), (b) and (c) corresponds to the results of single, complete and average 

hierarchical clustering based de-noising algorithms. The x-axis of these plots show the variation 

over k (the top-k headings incorporated in the expanded context). The value of k varies from 10 

to 50 in steps of 10. A context made of top-50 web search results are referred as ’top-50’ in the 

plots. The y-axis shows the Jaccard similarity value. The box in the plots are distribution of the 

Jaccard similarity values for the 50 test documents. The red bar in the box corresponds to the 

median of the similarity value, the edges of the box are the 25th and 75th percentiles, the 

whiskers extend to the most extreme data points not considered outliers, and outliers are plotted 

individually as ’+’. As shown in these figures, the value of Jaccard similarity is not very high. 

On an average this value is lesser than 0.10 which signifies a low order of similarity between the 

tags generated using expanded context versus the tags generated using the full text. However, for 

the sake of comparison, we find that the Jaccard similarity between the expanded context tagging 

and full text tagging is higher when the value of k is low. There are very few test documents 

which have a high Jaccard similarity as shown by the outliers. The maximum similarity is 0.5 for 

almost all the values of k. We also see that using different clustering algorithms do not make a 

significant difference in the Jaccard similarity.  

 

Table 2: Table showing Jaccard Index measure for the pro-posed approach  

( varying k in context expansion ) and the full content baseline 
 

 
 

6.1.2 Experiment 2 

 
Based on the Experiment 1, we can say that the tags generated using expanded context and the 

tags generated using the full text do not overlap significantly. However, this experiment does not 

conclude about the quality of the tags generated by both the approaches. In order to compare the 

quality of tags generated by both the approaches, we evaluate the results of the proposed 

approach and the baseline approach using the ground truth tags for the test documents. 

 

The results of this experiment are shown in table 2. As described earlier, we use the Jaccard index 

to compare between the qualities of the results. The rows in this table correspond to the results 

obtained by using different clustering algorithms. The first five columns correspond to the 

expanded context extracted using k as 10, 20, 30, 40 and 50. The last column contains the results 

for the baseline referred as Full Text since the context consists of the full text of the document. 

For the first row (unpruned), tags are not de-noised using any algorithm. The Jaccard index of the 

baseline (Fulltext) with the ground truth is 0.044 whereas the Jaccard index for all the expanded 

context (proposed approach) over all values of k is greater than 0.50. The highest Jaccard index is 

0.059 at k=20. 
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When we use the single hierarchical clustering algorithm for de-noising, the Jaccard index is only 

reduced to 0.040 for Fulltext baseline. The Jaccard index in the expanded context with k=20, 40 is 

0.057 which is clearly higher to the baseline results. Similarly for the complete hierarchical 

clustering based de-noising, the Jaccard index is 0.058 for k=10 whereas it is only 0.034 for the 

full text baseline. The same scenario is found for average hierarchical clustering based de-noising. 

The Jaccard index is 0.059 for k=20, 40 while it is only 0.034 for Fulltext baseline. 

 

The above described experiment shows a quantitative approach for comparing the quality of 

resultant tags from the proposed and the baseline approaches. The results shows above, 

surprisingly, favor the tags generated by the proposed approach which uses only the title/heading 

information about the document and web intelligence to annotate the document with relevant 

tags. The baseline approach uses the full text of the document in order to generate annotations. 

Although the degree of overlap between the predicted tags with the ground truth tags is low (due 

to the inherent challenge of natural language), the results are useful to show the difference in the 

quality of predicted tags by the proposed and baseline approaches. An explanation for the 

observed results can be attributed to the fact that context derived from the web contains a wide 

spectrum of terms useful for generating generalized tags for the document. While on the other 

hand, the full text approach uses only the terms local to the specific document which might not be 

diverse enough to generate generalized tags. 

 

Since an exact match evaluation (as done above) might not fully account for the quality of tags, 

we demonstrate the results of a few sample documents from the test dataset in the qualitative 

evaluation section. 

 
 

Figure 3: Figure showing execution time comparison for the tag generation step using the 

expanded context ( varying k ) vs the full text for 50 documents . 

 

6.1.3 Experiment 3  

 
One of the challenges described about using the full text approach for tagging is the issue of time 

consumption for reading the full text in case the document is large. In Figure 3, we show the 

results of an experiment conducted to compare the execution time of the tag generation step for 

the pro- posed and the baseline approaches. The x-axis in the figure shows the expanded context 

(using different values of k) and the baseline (Full text). The y-axis corresponds to the total 

execution time (in seconds) for 50 documents. AS shown in the figure, the execution time for the 

baseline is approximately 90 seconds for 50 documents, whereas the maximum execution time is 

only 30 seconds for the expanded context where k=50. As shown earlier, that the quality of tags 

generated using expanded context with k=10 or k=20 is as good as higher values of k. This 

implies that good quality tags for a document can be generated 4.5 times faster using the proposed 

approach than using the full text of the document. This shows the effectiveness of the proposed 

approach to be useful in real time systems. 
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6.2 Qualitative evaluation 

 
 In this section, we discuss the results of the proposed approach by qualitatively analyzing the 

results of the proposed algorithm. The last section highlighted the performance of the proposed 

algorithm and quantitatively compared the results with the baseline using the Jaccard index. 

However, using a quantitative measure like Jaccard fails to account for the subjective accuracy of 

the tags other than those which do not match the ground truth exactly. Here we analyze the results 

in a subjective manner. 

 

Table 3 shows the tags, predicted by the proposed approach and the ground truth tags for a few 

sample documents from the test dataset. The titles shown in this table (in column 1) in general 

capture the core ingredients of the document. The second column captures the results of the 

proposed approach and the column 3 captures the ground truth tags.  

 

Table 3: Table showing results for a few of the sample documents. This table shows that several 

of the topics in the second column ( our approach ) are very closely related to the keywords in the 

ground truth  

( column 3 ). 

 

 
 

 

For the first document in the table (’iTag: A Personalized Bog Tagger’), the keywords (our 

ground truth) assigned by the used contains terms like ’tagging’, ’blogs’ and ’Machine learning’. 

The tags generated by the proposed approach are shown in the middle column. Although there are 

no exact match between the proposed tags and the ground truth tags yet the relevance of the 

proposed tags is striking. Tags such as ’semantic meta data’, ’social bookmarking’, ’tag’, 

’computational linguistics’ are similar others in this list are clearly good tags in this document. 

Another example is shown in the next row. The ground truth tag ’speech recognition’ exactly 

match the tag in the proposed list. However, most of the other tags in the list of proposed tags are 

quite relevant. For example, tags such as ’linguistics’, ’natural language processing’ are closely 

related to this document. A few tags such as ’mobile phones’, ’consonant, ’hand writing 

recognition’ may not be directly related. The third example shown in this table also confirms the 

effectiveness of the proposed approach. The ground truth consists of only two tags: ’opinion 

mining’ and ’document classification’ while the proposed tag list consists several relevant tags 

though there is no exact match. 

 

The last two examples shown in this table demonstrate the effectiveness of the approach to 

expand the annotation with meaningful tags. The fourth example is originally tagged with tags 
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like ’semantic web’, ’search’, ’meta-data’, ’rank’ and ’crawler’. But the proposed tag list consists 

of highly relevant tags like ’ontology’, ’search optimization’ which capture even the technique 

used in the particular research document. Similarly, for the last example the not overlapping tags 

are relevant for annotating the research document. 

 

From the above qualitative analysis, we get a better understanding about the quality of tags 

generated using the proposed approach. Although it is an interesting challenge to quantitatively 

describe the quality of the proposed tags, this problem is not addressed in the current version of 

the work. 

 

7. RELATED WORK 

 
 As described earlier, the literature under document annotation can be divided into two broad 

classes. The first class of approaches studies the problem of annotation using extraction 

techniques [5, 6]. The main objective of such techniques is to identify important words or phrases 

from within the content of the document to summarize the document. This class of problem is 

studied in the literature by several names such as “topic identification” [3],”categorization” [19, 

13], “topic finding” [14],”cluster labelling” [18, 16, 21, 24] and as well as “keyword extraction” 

[5, 6]. 

 

Researchers working on these problems have used both supervised and unsupervised machine 

learning algorithms to extract summary words for documents. Witten et al. [23] and Turney [22] 

are two key works in the area of supervised key phrase extraction. In the area of unsupervised 

algorithms for key phrase extraction, Mihalcea and Tarau [17] gave a textRank algorithm which 

exploits the structure of the text within the document to find key-phrases. Hasan and Ng [8] give 

an overview of the unsupervised techniques used in the literature. 

 

In the class of key phrase abstraction based approaches. There can be two approaches for 

document annotation or document classification: single document annotation and multiple 

document annotation. In the single document summarization, several deep natural language 

analysis methods are applied. These strategies of document summarization use ontology 

knowledge based summarization [9, 11]. The ontology sources commonly used are WordNet, 

UMLS. The second approach widely used in single document summarization is feature appraisal 

based summarization. In this approach, static and dynamic features are constructed from the given 

document. Features such as sentence location, named entities, semantic similarity are used for 

finding documents similarity. 

 

In the case of multi-document strategies, the techniques in- corporate diversity in the summary 

words by using words from other documents. However, these techniques are limited when the 

relevant set of documents is not available. Gabrilovich et. al [7] proposed an innovative approach 

for document categorization which uses of Wikipedia knowledge base to overcome the limitation 

of generating category terms which are not present in the documents. However, this approach 

uses the entire content of the document and extend the context using Wikipedia. 

 

8. CONCLUSIONS 

 
In summary, there are three main conclusions in this work. Firstly, we showed an automated 

approach for tag generation using only a short text information from the document and 

intelligence from the web. Secondly, we quantitatively evaluated and compared the results of the 

proposed approach against the baseline approach which uses the full text of the document. We 

used different metrics to compare and contrast the results. We found that the proposed approach 
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performs better than the baseline approach in terms of the Jaccard index with the ground truth 

tags. We also found that the proposed approach is at least 3 times faster than the baseline 

approach and thus, useful for real time system. Thirdly, we evaluated the quality of the proposed 

tags for documents against the ground truth tags in a qualitative fashion. This analysis reveals the 

qualitative effectiveness of the proposed approach for meaningful tag generation using only ’short 

text’ information from the document. 

 

There are several areas in this work which we would extend in the near future. One of the areas of 

improvement in the current work is the de-noising algorithm which uses hierarchical clustering to 

pruning. However, hierarchical clustering has its limitations and it is worth to explore other 

algorithms such as density based clustering or some novel anomaly detection algorithm. We 

would also test the pro- posed approach for other document corpus like news, patents etc. Finally, 

we also plan to quantitatively validate the accuracy of the results in the case when the results do 

not exactly match the ground truth. 
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