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Preface 
 

The International Conference on Computer Science and Information Technology (CSTY 2015) was 

held in Bangalore, India, during April 25~26, 2015. The International Conference on Signal and 

Image Processing (SIGI 2015), The International Conference on Artificial Intelligence and 

Applications (AI 2015), and The International Conference of Managing Value and Supply Chains 

(MaVaS 2015) were collocated with the CSTY-2015. The conferences attracted many local and 

international delegates, presenting a balanced mixture of intellect from the East and from the West.  

 

The goal of this conference series is to bring together researchers and practitioners from academia and 

industry to focus on understanding computer science and information technology and to establish new 

collaborations in these areas. Authors are invited to contribute to the conference by submitting articles 

that illustrate research results, projects, survey work and industrial experiences describing significant 

advances in all areas of computer science and information technology. 

 

The CSTY-2015, SIGI-2015, AI-2015, MaVaS-2015 Committees rigorously invited submissions for 

many months from researchers, scientists, engineers, students and practitioners related to the relevant 

themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number 

of internationally recognized top-level researchers. All the submissions underwent a strenuous peer 

review process which comprised expert reviewers. These reviewers were selected from a talented pool 

of Technical Committee members and external reviewers on the basis of their expertise. The papers 

were then reviewed based on their contributions, technical content, originality and clarity. The entire 

process, which includes the submission, review and acceptance processes, was done electronically. All 

these efforts undertaken by the Organizing and Technical Committees led to an exciting, rich and a 

high quality technical conference program, which featured high-impact presentations for all attendees 

to enjoy, appreciate and expand their expertise in the latest developments in computer network and 

communications research. 

In closing, CSTY-2015, SIGI-2015, AI-2015, MaVaS-2015 brought together researchers, scientists, 

engineers, students and practitioners to exchange and share their experiences, new ideas and research 

results in all aspects of the main workshop themes and tracks, and to discuss the practical challenges 

encountered and the solutions adopted. The book is organized as a collection of papers from the  

CSTY-2015, SIGI-2015, AI-2015, MaVaS-2015 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond the 

event and that the friendships and collaborations forged will linger and prosper for many years to 

come.  

                                               

Dhinaharan Nagamalai 

           Sundarapandian Vaidyanathan 
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ABSTRACT 

 
The high-level contributions of this paper are as follows: We modify an existing branch-and-

bound based exact algorithm (for maximum clique size of an entire graph) to determine the 

maximal clique size that the individual vertices in the graph are part of. We then run this 

algorithm on six real-world network graphs (ranging from random networks to scale-free 

networks) and analyze the distribution of the maximal clique size of the vertices in these graphs. 

We observe five of the six real-world network graphs to exhibit a Poisson-style distribution for 

the maximal clique size of the vertices. We analyze the correlation between the maximal clique 

size and the clustering coefficient of the vertices, and find these two metrics to be poorly 

correlated for the real-world network graphs. Finally, we analyze the Assortativity index of the 

vertices of the real-world network graphs and observe the graphs to exhibit positive 

assortativity with respect to maximal clique size and negative assortativity with respect to node 

degree; nevertheless, we observe the Assortativity index of the real-world network graphs with 

respect to both the maximal clique size and node degree to increase with decrease in the 

spectral radius ratio for node degree, indicating a positive correlation between the maximal 

clique size and node degree.  

 

KEYWORDS 

 
Maximal Clique Size, Node Degree, Correlation, Assortativity Index, Distribution, Network 

Graphs, Clustering Coefficient  

 

1. INTRODUCTION 

 
Network Science is an emerging area of research interest to study complex real-world networks 

from a graph theoretic point of view. We abstract the complex network as a graph with the nodes 

representing the vertices and the connections between any two nodes in the network modeled as 

edges in the graph. It is imperative that the algorithms run on these large scale graphs be as 

efficient as possible and do not take significant time to determine the metrics of interest. Though 

there exists efficient polynomial-time algorithms to determine widely studied metrics [1] like 

centrality, diameter, clustering coefficient, etc on these graphs, there still exists certain metrics 

like clique such that the problem of determining a maximum size clique is NP-hard [2]. A clique 

on a graph is a subset of the vertices such that there exists an edge between any two vertices in 

this subset; an algorithm to find cliques of various sizes could be used to identify closely-knit 

communities [3-5] of various sizes (constituent nodes) in real-world network graphs.  



2 Computer Science & Information Technology (CS & IT) 

 

The "maximum size clique" for a graph of n vertices is a clique of the largest size k (k ≤ n) such 

that there does not exist a clique of size k + 1 in the graph. A "maximal size clique for a vertex i" 

in a graph is the clique of the largest size that involves vertex i as one of the constituent vertices. 

While the maximum size clique for a graph is the maximal size clique for its constituent vertices, 

there could exist several other vertices in the graph for which the maximal size clique is smaller 

than the maximum size clique. Most of the research focus in the literature is to develop exact 

algorithms that could determine the maximum size clique for the entire graph as efficiently as 

possible with respect to both time and space complexity. Very little attention has been made to 

determine the maximal size cliques for the individual vertices in the graph. Specifically, to the 

best of our knowledge, no attempt has been made to analyze the distribution of the maximal 

clique sizes of the individual vertices in the real-world complex network graphs. In this paper, we 

choose a recently proposed exact algorithm [6] to determine the size of the maximum clique for 

large-scale complex network graphs and extend it to determine the size of the maximal clique that 

a particular node is part of. Using the exact algorithm to determine maximal clique size for the 

individual vertices of the graphs, we determine the distribution of the maximal clique size for all 

the six real-world network graphs considered in this study. We observe that five of the six real-

world network graphs (irrespective of their number of nodes and degree distribution) exhibit a 

Poisson-style distribution for the maximal clique size; this is a significant observation that has not 

been hitherto reported in the literature.  

 

The second half of our paper focuses on identifying a computationally-light metric for the 

individual nodes of a graph that correlates well (either positively or negatively) to that of the 

maximal clique size (which we categorize as a computationally-hard metric, owing to the NP-

hard nature of the problem to determine this metric and the significant time complexity involved 

in the exact algorithms for this metric). Once we identify such a computationally-light metric that 

correlates well with the maximal clique size of the vertices in complex network graphs, we could 

infer a ranking of the vertices based on this computationally-light metric as a ranking of the 

vertices based on the maximal clique size. To the best of our knowledge, we have not come 

across any such study to identify a computationally-light metric that correlates well with the 

maximal clique size for real-world network graphs. Ours is the first attempt in this direction. The 

two candidate computationally-light metrics that we consider are the clustering coefficient and 

the node degree. The clustering coefficient of a vertex is the ratio of the number of edges between 

the neighbors of the vertex to that of the maximum number of edges possible between the 

neighbors of the vertex. Our conjecture is that nodes that are part of a larger clique are more 

likely to have a larger clustering coefficient and vice-versa. Similarly, we conjecture that nodes 

that have a larger degree (number of neighbors) are likely to be part of cliques of larger size and 

vice-versa. Results of our correlation studies on real-world network graphs reveal that the 

maximal clique size has good correlation with node degree (especially as the variation in the node 

degree increases), whereas the maximal clique size correlates poorly with the clustering 

coefficient. We further confirm the positive correlation between the maximal clique size and node 

degree through an analysis of the Assortativity index of the vertices [1] in the real-world network 

graphs with respect to these two metrics. We observe the real-world network graphs could be 

ranked in a similar order in the decreasing order of the Assortativity index of the vertices with 

respect to both the maximal clique size and the node degree. 

 

The rest of the paper is organized as follows: Section 2 describes related work on analysis of 

complex network graphs using cliques. Section 3 describes an efficient exact algorithm to 

determine the maximum clique size for an entire graph and our extension to determine the 

maximal clique size for the individual vertices of the graph. Section 4 presents the real-world 

network graphs studied in this paper and an analysis of their degree distribution and distribution 

of the maximal clique size of the vertices. Section 5 presents the results of the correlation studies 

between the maximal clique size and clustering coefficient. Section 6 presents the results of the 
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correlation studies between the maximal clique size and the node degree. Section 7 presents the 

results of Assortativity index-based analysis of the real-world network graphs with respect to 

maximal clique size and node degree. Section 8 concludes the paper. Throughout the paper, we 

use the terms 'node' and 'vertex', 'link' and 'edge' interchangeably. They mean the same. 

 

2. RELATED WORK 

 
The research focus with regards to cliques in the context of complex networks is to come up with 

efficient heuristics to reduce the run-time complexity in determining the maximum size clique for 

the entire network graph. Though branch-and-bound has been the common theme among these 

works, the variation is in the approach used to arrive at the bounds and enforce them in the search 

space. Strategies used for pruning the search space are typically based on node degree (e.g., [6]), 

vertex ordering (e.g., [7]) and vertex coloring (e.g., [8]). Recently, a parallelized approach [9] for 

branch and bound has also been proposed for determining cliques in real-world networks ranging 

from 1000 to 100 million nodes. Nevertheless, none of the research so far has focused on 

identifying correlation between the maximal clique size for an individual vertex (the size of the 

largest clique that a particular vertex is part of) with any of the commonly studied metrics (like 

node degree, clustering coefficient) for network analysis. Ours is the first step in this direction. 

With the problem of determining maximum size clique for the entire network graph and maximal 

size cliques for the individual vertices being NP-hard and computationally time-consuming for 

complex real-world networks of larger size, it becomes imperative to analyze the correlations of 

the maximal clique size values of the individual vertices with that of the network metrics that can 

be easily computed so that meaningful inferences about maximal clique size values can be made. 

  

3. CLIQUE 

 
A clique is a sub graph of a graph in which all the vertices are adjacent to each other. The 

problems of finding maximum size clique for the entire graph as well as the maximal size cliques 

for the individual nodes are NP-hard problems [2]. Several exact algorithms (that at the worst 

case incur exponential time for a NP-hard problem) have been proposed to determine maximum 

size cliques for sparse graphs. Recently, with the surge in interest to analyze large real-world 

networks from a graph theoretic point of view, researchers have proposed efficient exact 

algorithms (e.g., [6-9]) to determine maximum size cliques for large/dense graphs. The common 

theme [10] behind these algorithms is a branch and bound approach of searching through all 

possible candidate cliques and limiting the search to only viable candidate sets of vertices whose 

agglomeration has scope of being a clique of size larger than the currently known clique found as 

part of the search; the variation among these exact algorithms is the pruning strategy (the 

approach taken to compute the bounds and use them) to limit the search. In this section, we will 

describe one such branch and bound-technique based exact algorithm that has been recently 

proposed in the literature [6] to determine maximum size clique in large network graphs and 

explain our modification to the algorithm so that it can be used to determine the maximal cliques 

that each vertex in the graph is part of; the largest among these cliques is the maximum size 

clique for the entire graph. 

 

Figure 1 outlines the pseudo code of the algorithm (proposed originally in [6]) to determine the 

maximum size clique for an entire graph. The algorithm starts with an estimate of 0 for the 

maximum size clique (variable max) in the entire graph; the value for max is updated as and when 

a clique of size larger than the latest value of max is found. The procedure MAXCLIQUE 

proceeds in iterations, with each iteration designed to determine the maximum size clique for the 

entire graph that could also include vertex vi (considered in the increasing order of the IDs). In a 

particular iteration, vertex vi is considered worthy of exploration for presence in a maximum size 
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clique only if its degree is at least the value of max at that time (i.e., only vertices that could be 

part of a clique of size larger than the currently known maximum size clique are considered - a 

pruning strategy). For each such vertex vi, a candidate set U of neighbor vertices vj (whose degree 

is at least the latest value for max) is constructed and passed to the sub routine CLIQUE to find a 

clique among these vertices; the initial size of the clique is 1 - accounting for vi.  

-------------------------------------------------------------------------------------------------------------------- 

                                                                                  Subroutine CLIQUE(G = (V, E), U, size) 

                                                                                     // size is the size of clique found so far 

                                                                                     if U = ϕ then 

Procedure MAXCLIQUE (G = (V, E))                          if size > max then 

      max ← 0                                                                         max ← size 

      for i : 1 to |V| do                                                        return 

            if degree(vi) ≥ max then                                   while |U| > 0 do 

                   U ← ϕ                                                           if size + |U| ≤ max then 

                   for each vj ∈Neighbor(vi) do                            return 

                         if degree(vj) ≥ max then                         select any vertex u from U 

                                U ← U ∪ {vj}                                      U ← U \{u} 

                   CLIQUE(G, U, 1)                                     N'(u) := {w | w ∈Neighbor(u) ∧                                                                                              

         degree(u) ≥ max} 

         Clique(G, U ∩ N'(u), size + 1) 

------------------------------------------------------------------------------------------------------------------- 
Figure 1. Exact Algorithm to Determine Maximum Size Clique for a Graph (adapted from [6]) 

 
The sub routine CLIQUE called with vertex vi as the first constituent vertex of the largest possible 

clique involving vi, expands with one vertex at a time through a combination of iterations and 

recursions; the sub routine runs as long as the size of the set U is greater than zero or if the current 

value of max is less than the sum of the sizes of the set U and the current clique found so far (a 

pruning strategy). In each such iteration, a vertex u (that is also a neighbor of the starting vertex vi 

and the other vertices in the clique determined so far) is randomly removed from the set U and the 

neighbors of u that are also present in U (and hence are neighbors of the starting vertex vi and the 

other vertices that are part of the clique found so far) are only further considered to be candidates 

that could be part of the clique, and a recursive call to the CLIQUE sub routine is made with the 

value of variable size (the size of the largest clique found so far involving vertex vi) incremented 

by 1 - accounting for u as the latest entrant in the clique determined so far. Each recursive call to 

CLIQUE is accompanied by an iteration where a vertex u (that is also a neighbor of the vertices 

already part of the clique) is removed from the set U passed to the sub routine and only the 

neighbors of u that are also neighbors of the vertices already in the clique are considered. During 

any such recursive call, if the size of the set U passed to the sub routine CLIQUE reaches zero, 

the algorithm terminates the sequence of recursions and updates the value of max if the size of the 

clique determined so far involving vertex vi is larger than the current value of max. During the 

sequence of returns from the recursive calls, it is possible that a new sequence of recursions and 

iterations is triggered due to the presence of a neighbor u of vi that has scope for being in a clique 

(involving vi) of size larger than the clique found so far for the entire graph. The algorithm 

explores all such possible cliques involving vertex vi that have scope for exceeding the currently 

known maximum size clique for the entire graph.  

 

At the end, the algorithm returns the maximum size clique for the entire graph that also happens 

to be the maximal size clique involving some vertex vi such that there is no other vertex vj (i > j) 

that is also part of the clique. Since the algorithm proceeds with vertices in the increasing order of 

their IDs, if the maximum size clique for the entire graph involves at least one vertex vi with a 

smaller ID, the presence of the maximum size clique is detected much earlier and the subsequent 
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iterations (with vertices whose IDs are greater than vi, but could be part of only cliques of size 

smaller or equal to the maximum size clique of the entire graph involving vi) are merely pruned, 

contributing to the time-efficiency of the algorithm. Hence, the labeling of the vertices with their 

IDs plays a significant role in the run-time complexity of the algorithm; the algorithm is capable 

of quickly determining the maximum size clique if the latter comprises of at least one vertex with 

a smaller ID. 

 

Figure 2 illustrates our modifications (to determine the size of the maximal clique that each vertex 

is part of) to the pseudo code of the algorithm presented in Figure 1. The tradeoff is an increase in 

the run-time of the algorithm: we cannot just prune our search based on the vertex IDs; we have 

to explore the neighborhood of each of the vertices to determine the maximal size clique that each 

vertex is part of. Since to start with, the maximal size clique known for vertex vi is 0, there is no 

need to filter the neighbors of vi in procedure MAXIMALCLIQUE based on the degree of the 

neighbors; all neighbors of vi are included in the set U and passed onto the sub routine CLIQUE. 

However, we could retain all of the pruning steps in sub routine CLIQUE (called to find the 

maximal size clique for each of the vertices vi) and recursive calls to the same: there is no need to 

explore the neighbors of vertex u whose degree is less than that of the currently known maximal 

clique size for vertex vi.  

------------------------------------------------------------------------------------------------------------------- 

Procedure MAXIMALCLIQUE (G = (V, E)) 

      for i : 1 to |V| do 

            maximalCliqueSize[vi] ← 0 

            U ← ϕ 
           for each vj ∈Neighbor(vi) do 

                 U ← U ∪ {vj} 

            CLIQUE(G, vi, U, 1) 

 

Subroutine CLIQUE(G = (V, E), vi, U, size)   // size is the size of clique found so far for vertex vi 

    if U = ϕ then 

       if size > maximalCliqueSize[vi] then 

           maximalCliqueSize[vi] ← size   
       return 
    while |U| > 0 do 

         if size + |U| ≤ maximalCliqueSize[vi] then 

  return 

        select any vertex u from U 

        U ← U \{u} 

        N'(u) := {w | w ∈Neighbor(u) ∧  degree(u) ≥ maximalCliqueSize[vi]} 

        Clique(G, vi, U ∩ N'(u), size + 1) 

-------------------------------------------------------------------------------------------------------------------- 
Figure 2.Exact Algorithm to Determine the Maximal Clique Size for each Vertex in a Graph  

(adapted from [6] ) 

 

4. REAL-WORLD NETWORK GRAPHS AND THEIR ANALYSIS 

 
In this section, we describe the network graphs analyzed and illustrate the degree distribution and 

the distribution of the maximal clique size of the vertices in the network graphs. We do so to 

understand the topological structure of the real-world network graphs as well as to elucidate the 

impact of the degree and maximal clique size distribution of the vertices on the correlation 

between the centrality values and the maximal clique size observed for the vertices. The network 

graphs analyzed are briefly described as follows: (i) Zachary's Karate Club [11]: Social network 

of friendships (78 edges) between 34 members of a karate club at a US university in the 1970s; 



6 Computer Science & Information Technology (CS & IT) 

 

(ii) Dolphins' Social Network [12]: An undirected social network of frequent associations (159 

edges) between 62 dolphins in a community living off Doubtful Sound, New Zealand; (iii) US 

Politics Books Network [13]: Nodes represent a total of 105 books about US politics sold by the 

online bookseller Amazon.com. A total of 441 edges represent frequent co-purchasing of books 

by the same buyers, as indicated by the "customers who bought this book also bought these other 

books" feature on Amazon; (iv) Word Adjacencies Network [14]: This is a word co-appearance 

network representing adjacencies of common adjective and noun in the novel "David 

Copperfield" by Charles Dickens. A total of 112 nodes represent the most commonly occurring 

adjectives and nouns in the book. A total of 425 edges connect any pair of words that occur in 

adjacent position in the text of the book; (v) US College Football Network [15]: Network 

represents the teams that played in the Fall 2000 season of the American Football games and their 

previous rivalry - nodes (115 nodes) are college teams and there is an edge (613 edges) between 

two nodes if and only if the corresponding teams have competed against each other earlier; (vi) 

US Airports 1997 Network: A network of 332 airports in the United States (as of year 1997) 

wherein the vertices are the airports and two airports are connected with an edge (a total of 2126 

edges) if there is at least one direct flight between them in both the directions. Data for networks 

(i) through (v) can be obtained from http://www-personal.umich.edu/~mejn/netdata/. Data for 

network (vi) can be obtained from: http://vlado.fmf.uni-lj.si/pub/networks/pajek/data/gphs.htm.  

 

      
 

US College Football Network (115 nodes, 613 edges)     Dolphins' Social Network (62 nodes, 159 edges) 

 
 

       
 
US Politics Books Network (105 nodes, 441 edges)          Karate Club Network (34 nodes, 78 edges) 

 
 

       
 
Word Adjacencies Network (112 nodes, 425 edges)     US Airports'97 Network (332 nodes, 2126 edges) 

 
 

 

Figure 3. Distribution of Node Degrees (Probability Mass Function and Cumulative Distribution) 
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4.1. Degree Distribution of the Real-World Network Graphs 

 
Figure 3 presents the degree distribution of the vertices in the six network graphs in the form of 

both the Probability Mass Function (the fraction of the vertices with a particular degree) and the 

Cumulative Distribution Function (the sum of the fractions of the vertices with degrees less than 

or equal to a certain value). We also compute the average node degree and the spectral radius 

degree ratio (ratio of the spectral radius and the average node degree); the spectral radius 

(bounded below by the average node degree and bounded above by the maximum node degree) is 

the largest eigen value of the adjacency matrix of the network graph, obtained as a result of 

computing the eigenvector centrality of the network graphs. The spectral radius degree ratio is a 

measure of the variation in the node degree with respect to the average node degree; the closer the 

ratio is to 1, the smaller the variations in the node degree and the degrees of the vertices are closer 

to the average node degree (characteristic of random graph networks). The farther is the ratio 

from 1, the larger the variations in the node degree (characteristic of scale-free networks). Figure 

3 presents the degree distribution of the network graphs in the increasing order of their spectral 

radius ratio for node degree (1.01 to 3.23). The US College Football network exhibits minimal 

variations in the degree of its vertices (each team has more or less played against an equal number 

of other teams). The US Airports network exhibits maximum variation in the degree of its 

vertices (there are some hub airports from which there are flights to several other airports; 

whereas there are several airports with only fewer connections to other airports). In between these 

two extremes of networks, we have the other four network graphs, all of which have a spectral 

radius ratio for node degree around 1.4-1.7, indicating a moderate variation in the node degree 

(compared to the spectral radius ratios observed for the US College Football network and the US 

Airports network). 

 

      
          

   Karate Club Network                 Word Adjacencies Network               Dolphins' Social Network 

             (34 nodes, 78 edges)                      (112 nodes, 425 edges)                     (62 nodes, 159 edges) 

 
 
 

      
       

 US Politics Books Network             US Airports 1997 Network          US College Football Network 

          (105 nodes, 441 edges)                   (332 nodes, 2126 edges)                 (115 nodes, 613 edges) 
 

Figure 4. Distribution of Maximal Clique Size of the Vertices in Real-World Network Graphs 

   

4.2. Maximal Clique Size Distribution of the Real-World Network Graphs 

 
Figure 4 presents the distribution of the maximal clique size of the vertices for the six real-world 

network graphs, in the increasing order of the average value for the maximal clique size of the 

vertices. An interesting observation is that five of the six real-world network graphs exhibit a 
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Poisson-style distribution for the maximal clique size and the average value of the maximal clique 

size for the nodes is very close to the maximum value. The only real-world network that does not 

exhibit a Poisson-style distribution for the maximal clique size is the US Airports network whose 

distribution of the maximal clique size appears to be more of a scale-free (power-law) pattern 

with a long tail (wherein the average maximal clique size is 5.56, but there exists a significant 

number of nodes whose maximal clique size values are 21 and 22). We can also notice that the 

average value of the maximal clique size of the nodes is not proportional to the number of nodes 

in the network nor to the spectral radius ratio for node degree. This is evident from three of the 

six real-world networks with comparable number of nodes (Word Adjacency Network - 112 

nodes, US Politics Books Network - 112 nodes and the US Football Network - 105 nodes) 

incurring significantly different average values for the maximal clique size (3.56, 4.57 and 6.38 

respectively). Similarly, though the spectral radius ratio for node degree increases with increase in 

the scale-free nature of the networks, we do not observe any such pattern of increase or decrease 

for the maximal clique size; for example: the US Football Network, Word Adjacency Network 

and the US Airports Network have spectral radius ratio for node degree values of 1.01, 1.73 and 

3.22 respectively; whereas, their average maximal clique size values are 6.38, 3.56 and 5.56 

respectively (no pattern of increase or decrease with increase in the spectral radius ratio for node 

degree). 

 

5. CORRELATION COEFFICIENT ANALYSIS: MAXIMAL CLIQUE SIZE 

VS. CLUSTERING COEFFICIENT 

 
The clustering coefficient of a node is the ratio of the number of links between the neighbors of 

the node to that of the maximum possible number of links between the neighbors of the node [1]. 

If a node i has ki neighbors and there are Li links among these ki neighbors, then the clustering 

coefficient for node i is: 
2/)1( −

=

ii

i
i

kk

L
C . In this section, we examine whether the clustering 

coefficient of the nodes in the six real world network graphs is positively correlated to the 

maximal clique size of the nodes in these graphs. Our reasoning is that a clique comprises of links 

between any two of its constituent nodes; thus, the neighbors of a node in a clique are also 

connected with links among themselves. We wanted to examine whether or not this corresponds 

to links between any two neighbors of a node in the real world network graph itself.  

 

If X and Y are the average values of the two metrics (say X and Y) observed for the vertices (IDs 

1 to n, where n is the number of vertices) in the network, the formula used to compute the 

Correlation Coefficient between two metrics X and Y is given in equation (1), as follows: 
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Table 1. Correlation Coefficient between Maximal Clique Size and Clustering Coefficient 

 

Network 

Index 
Network Name 

Spectral Radius 

Ratio for Node 

Degree 

Correlation Coefficient:  

Maximal Clique Size vs. 

Clustering Coefficient 

(vi) US Airports 1997 Network 3.22 -0.47 

(i) Karate Club Network 1.46 -0.22 

(ii) Dolphins' Social Network 1.40 -0.17 

(iv) Word Adjacencies Network 1.73 -0.09 

(iii) US Politics Books Network 1.41  0.07 

(v) US College Football Network 1.01  0.69 

 
Table 1 lists the correlation coefficient observed for the clustering coefficient and the maximal 

clique size of the nodes for the six real world network graphs (in the order of increasing values of 

the correlation coefficient), along with the spectral radius ratio for node degree observed for these 

networks. Contrary to our hypothesis, we observe the clustering coefficient of the nodes in four of 

the six real world network graphs to be poorly correlated to the maximal clique size of the nodes; 

the exceptions being the US College Football network (a random network graph) and the US 

Airports' 97 network (a scale-free network graph) exhibiting respectively moderate levels of 

positive and negative correlations between the clustering coefficient and the maximal clique size 

of the nodes. Hence, if at all a positive correlation is observed between the clustering coefficient 

and maximal clique size, it is most likely by chance. On the other hand, the correlation between 

the clustering coefficient and maximal clique size turns more negative with increase in the scale-

free nature of the networks. For networks that have moderate values of the spectral radius ratio 

for node degree (that is the networks are neither scale-free nor random), there is pretty much no 

correlation between the clustering coefficient and maximal clique size of the nodes. 

 

6. CORRELATION COEFFICIENT ANALYSIS: MAXIMAL CLIQUE SIZE 

VS. NODE DEGREE 

 
In this section, we present the results of correlation coefficient analysis conducted between node 

degree vis-a-vis the maximal size clique that each vertex is part of. The analysis has been 

conducted on the six real-world network graphs (mentioned in Section 4) with respect to the node 

degree and the maximal clique size measured for the vertices in these graphs. We implemented 

the exact algorithm to determine the maximal clique size for each of the vertices in a graph (see 

Figure 2). The visualization figures presented in the paper were obtained by porting the network 

data as well as the node degree/maximal clique size results to Gephi [16] and making appropriate 

changes to the settings in the latter. The layout algorithm chosen in Gephi for visualization is the 

Fruchterman Reingold algorithm [17] that presents the network in a circular format (like a globe).  

 
Table 2. Correlation Coefficient between Maximal Clique Size and Node Degree 

 

Network 

Index 
Network Name 

Spectral Radius 

Ratio for Node 

Degree 

Correlation Coefficient:  

Maximal Clique Size vs. Node 

Degree 

(vi) US Airports 1997 Network 3.22 0.87 

(i) Karate Club Network 1.46 0.64 

(ii) Dolphins' Social Network 1.40 0.78 

(iv) Word Adjacencies Network 1.73 0.71 

(iii) US Politics Books Network 1.41 0.70 

(v) US College Football Network 1.01 0.32 
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Table 2 presents a correlation coefficient analysis of node degree and the maximal clique size 

observed for the vertices in each of the six real-world network graphs (in the decreasing order of 

the spectral radius ratio for node degree). As we can see in Table 2, in general, the correlation 

between the node degree and the maximal clique size increases as the spectral radius ratio for 

node degree increases. This implies, the more scale-free a real-world network is, the higher the 

correlation between the centrality value and the maximal clique size observed for a node. With 

several of the real-world networks being mostly scale-free, we expect these networks to exhibit a 

similar correlation to that observed in this paper. Also, since the correlation between the maximal 

clique size and node degree is the lowest (correlation coefficient of 0.31) for the US College 

Football Network (a random network), we conjecture that the stronger correlation (correlation 

coefficient of 0.7 or above) observed between these two metrics in the other five real-world 

network graphs is not merely by chance. 

 

Figure 5 depicts the correlation observed for the node degree with that of the maximal clique size 

for the vertices in the real-world network graphs. In these figures, the node size is a measure of 

the node degree (the larger a node is, the larger is its degree); the node color is a measure of the 

maximal size clique the vertex is part of (the darker a node is, the larger is the size of the maximal 

clique for the node). We observe a high correlation between maximal clique size of nodes and 

nodes with a higher degree as well as located in a neighborhood of high degree nodes. That is, a 

node with high degree as well as located in a neighborhood of high degree vertices is more likely 

to be part of a maximal clique of larger size. In addition, as the networks get increasingly scale-

free, nodes with high degree are more likely connected to other similar nodes with high degree (to 

facilitate an average path length that is almost independent of network size: characteristic of 

scale-free networks [1]) contributing to a positive correlation between degree-based centrality 

metrics and maximal clique size. We anticipate that as the networks become increasingly scale-

free, the hubs (that facilitate shortest-path communication between any two nodes) are more 

likely to form the maximum clique for the entire network graph - contributing to higher levels of 

positive correlation between node degree and maximal clique size. 

 
               US Airports 1997 Network             Karate Club Network           Dolphins' Social Network 

                    (332 nodes, 2126 edges)                (34 nodes, 78 edges)            (62 nodes, 159 edges) 

 

 
         Word Adjacencies Network       US Politics Books Network            US College Football Network 

               (112 nodes, 425 edges)           (105 nodes, 441 edges)                      (115 nodes, 613 edges) 

 

Figure 5. Correlation of Maximal Clique Size of the Vertices and Node Degree in the Real-World  

Network Graphs 
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7. ASSORTATIVITY INDEX-BASED ANALYSIS: MAXIMAL CLIQUE SIZE 

     AND NODE DEGREE 

 
The assortativity index for a network graph with respect to a particular node-related metric is a 

measure of the association of nodes with similar values for the metric [1]. For example, the 

assortativity index of a graph with respect to node degree is a measure of the association of higher 

degree nodes with other high degree nodes as well as the association of nodes of lower degree 

nodes with other lower degree nodes. In this section, we analyze the assortativity index of the six 

real-world network graphs with respect to the maximal clique size and node degree, and examine 

the nature of association between nodes having higher values for each of these two metrics. If m 

is the node-related metric of interest, then the assortativity index of the network graph with 

respect to m is evaluated as the correlation coefficient of the values (with respect to metric m) for 

the end nodes of the edges in the graph. Consider a network graph of n nodes and set of 

undirected (bi-directional) edges E; let m[1], m[2], ...., m[n] be the values for nodes 1, 2, ...,n with 

respect to metric m and m be the average value of the metric, the assortativity index with respect 

to metric m is given by equation (2).  
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Positive values for the assortativity index with respect to a metric indicates that the network 

exhibits assortativity with respect to the metric (nodes with higher values for the metric are more 

likely to be connected to nodes with higher values for the metric and vice-versa); negative values 

for the assortativity index indicates the network exhibits disassortativity (nodes with lower values 

for the metric are more likely to be connected to nodes with higher values for the metric and vice-

versa); assortativity index values close to 0 indicates the network is more neutral with respect to 

the metric (i.e., the values for the end nodes of the edges with respect to the metric do not exhibit 

any correlation). 

 

Table 3 lists the assortativity index values for the maximal clique size and degree of the vertices 

for the six real-world network graphs, along with their spectral radius ratio for node degree. We 

observe the assortativity index (with respect to the maximal clique size) for all the six network 

graphs to be positive and the assortativity index value for the maximal clique size increases with 

increase in the level of randomness in the network, indicating that the association of nodes of a 

particular maximal clique size with other nodes that are also of the same maximal clique size is 

more by chance. On the other hand, we observe the assortativity index (with respect to the node 

degree) for five of the six network graphs (i.e., all network graphs, except the US Football 

Network that exhibits the characteristic of random graphs) to be negative and the assortativity 

index values for the node degree gets more negative with increase in the scale-free nature of the 

network, indicating high degree nodes are more likely to be associated with low degree nodes 

(especially with increase in the spectral radius ratio for node degree). Finally, to confirm our 

earlier observation of a positive correlation between maximal clique size of the vertices and node 

degree, we observe in Table 3 that the six-real world networks could be listed in an identical 

order, in the increasing order of the Assortativity Index of the network graphs with respect to both 

maximal clique size of the vertices and node degree. 
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Table 3. Assortativity Index of the Real-World Network Graphs based on Maximal Clique Size of the 

Vertices and Node Degree 

 

Network 

Index 
Network Name 

Spectral 

Radius Ratio 

for Node 

Degree 

Assortativity 

Index for 

Maximal 

Clique Size 

Assortativity 

Index for Node 

Degree 

(i) Zachary's Karate Network 1.46 0.13 -0.48 

(vi) US Airports 1997 Network 3.22 0.17 -0.21 

(iv) Word Adjacencies Network 1.73 0.20 -0.09 

(iii) US Politics Books Network 1.41 0.20 -0.04 

(ii) Dolphins' Social Network 1.40 0.23 -0.02 

(v) US College Football Network 1.01 0.59  0.19 

 

8. CONCLUSIONS 

 
The observation of Poisson-style distribution for maximal clique size of the vertices in real-world 

network graphs irrespective of the number of nodes and the degree distribution of the vertices is 

an interesting observation that has not been hitherto reported in the literature. We conjecture the 

distribution for the maximal clique size of the vertices to transform from Poisson to Power-law 

distribution in networks that are highly scale-free (as observed in the case of the US Airports'97 

Network). With the problem of determining maximal clique sizes for individual vertices being 

computationally time consuming, our approach taken in this paper to study the correlation 

between maximal clique sizes vis-a-vis node degree and clustering coefficient could be the first 

step in identifying correlation between cliques/clique size in real-world network graphs and one 

or more computationally-light node-based network metrics that can be quickly determined and 

henceforth appropriate inferences can be made about a ranking of the vertices with respect to 

maximal clique size. The approach taken to first to find the correlation coefficient between the 

two metrics of interest (like node degree and maximal clique size of the vertices) in the individual 

network graphs and then ranking the network graphs in the increasing order of the Assortativity 

Index of the graphs with respect to each of the two metrics (an identical or close to identical 

listing of the network graphs with respect to the each of the two metrics vindicates the positive 

correlation observed between the two metrics based on correlation coefficient analysis). Such an 

approach for correlation study between two node-based metrics is a unique approach that has 

been so far not presented in the literature. We observe node degree to show promising positive 

correlations to that of maximal clique sizes of the individual vertices, especially as the networks 

get increasingly scale-free; this observation could form the basis of future research for analysis of 

maximal clique size of the vertices in complex real-world network graphs and the correlations of 

the maximal clique size of the vertices with other computationally-light metrics for complex 

network analysis.  
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ABSTRACT 

 
This paper proposes the usage of Live Tiles Usability Experience in Mainframes. The UI 

experience was brought into the mainframe CICS maps. The map related parameters and 

attributes are used for achieving the live tiles display and enhancing the user experience. The 

dynamic tiles UI is provided with location based interfacing on the CICS map. The concept of 

Temporary storage Queue (TSQ) is implemented in order to display the information and the 

concept of cursor positioning is also used to make the application user friendly. This paper also 

addresses how Live Tiles will improve the user interface in Mainframes. Live tile is implemented 

using COBOL, DB2, CICS in mainframe. 
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Live Tiles, Mainframes, Cursor positioning, CICS, TSQ. 

 

 

1. INTRODUCTION 

 
Mainframes is the oldest technology, which has been used mainly for high security based 

applications [1]. When we think of mainframes, the first thing that comes to our mind is the 

monotonous black screen and the not so user-friendly interface [2] so, over the years mainframes 

was seen as a back end application.  

 

Since there isn't any attractive interface like Windows in Mainframes, implementing a concept 

like Live Tiles [3] could be alien to many of us. Live Tiles, which became famous through 

Windows, are the colourful blocks which help us in launching applications. So they are called as 

the shortcuts to the applications and we can click on them to open any particular application. The 

tiles are so much more than simple icons. They give us an at-a-glance view of a range of useful 

information, weather and news headlines are the few which come to our mind.   

 

Live Tiles provides a dynamic compressed view of the information. The colour and presentation 

of tiles provides a user view of data in a different level. Different types of information are 

presented in a more user experience methodology providing a faster access to the important data 

for the user. The live tiles in mainframes define a new UX design in CICS maps which takes the 

mainframe maps to a different usability model. The important content for the user is personalized 

and brought on to the CICS mainframe screen with a dynamic information capability [4]. Live 

tiles uses CICS concepts such as cursor positioning, and pseudo conversational programming [6] 

[7].Detailed information of the data shown on the tile will be displayed with the help of 

Temporary Storage Queue (TSQ) [5].  
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2. IMPLEMENTATION 

 
Customer Information Control System (CICS) is the user interface used and in order to display 

data TSQ [4] is used. Temporary storage is the primary CICS facility for storing data that must be 

available to multiple transactions. Data items in temporary storage are kept in temporary storage 

queues. Temporary Storage Queue is a feature that is provided by the Temporary Storage Control 

Program (TSP). A TSQ [5] is a queue of records that can be created, read and deleted by different 

tasks or programs in the same CICS region. The items can be retrieved by the originating task, or 

by any other task, by using the symbolic name assigned to the temporary storage queue. 

 

A temporary storage queue containing multiple items can be thought of as a small data set. 

Specific items (logical records) in a queue are referred to by relative position numbers. 

 

The records in TSQ remains accessible until the entire TSQ is explicitly deleted. The records in 

TSQ can be read sequentially or directly. 

 

Next comes the cursor positioning [6], by clicking on the tile, the corresponding application 

should be opened. EIBCPOSN is used to achieve the same. 

 

Range = (No of rows - 1) * 80 + (no of columns -1)  

 

The above equation [7] is used to calculate the range for which the cursor positioning should 

work, thereby connecting the tile to its respective application. Combining the entire mainframe 

CICS, map and cursor positioning, live tiles is implemented with a drill down approach. Each tile 

has different data with dynamic content management. 

 

3. RESULTS 
 
On a daily basis, a TO-DO list along with a CALENDER and the LATEST NEWS update are the 

things we want to have a track of. We have implemented these features on Mainframes as LIVE 

TILES. (Figure 1) 

 
The back ground process is listed as follows  

  

•  Check the date and time condition.  

•  Use a Cursor to fetch data from DB2. 

•  Use TSQ to store the data. 

•  Display the required information on the tiles. 

• Cursor positioning 

 

Highlighted dates in the Calendar (figure 1) tells that certain events are scheduled on those dates. 

By clicking on that date, the entire day's schedule can be viewed. The current date in “RED” has 

its latest three scheduled events displayed on the TO-DO(What’s Next) tile (figure 2). 

 

In the NEWS update tile, the latest three news based on the login time can be viewed. By clicking 

anywhere on the tile the entire news headlines of that day are displayed. (Figure 3) 

 

Following is the statistical results of using the live tiles. 

 

1. Time taken to access the relevant data on the CICS map before and after live tiles.  

(Chart 1) 
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2. Average amount of information (maps) processed for getting the same information before 

and after using live tiles. (Chart 2) 

 

Here we tried accessing the TO-DO list map before implementing the live tiles which needed a 

transition through 4 maps to reach the relevant data but after the live tiles implementation the 

information was made available on the first map. 

 

Chart 1 

 

 

                                                       Chart 2 

 

 
 

 

Thus the results show that the implementation of live tiles improved the efficiency of the 

UI in mainframes and provides the relevant information much earlier to the user. 
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3. CONCLUSION 

 
Tiles are nothing but a small piece of colourful rectangular blocks, which can be incorporated in 

mainframes as seen above, with live updates on it. Live Tiles in mainframes will help in 

improving the user interface as updated information can be directly viewed from the start 

screen/Home screen in a colourful way. This provides mainframe a different user experience with 

faster access to the relevant information. 

 

Figures 

 

Figure 1: Live tiles home page 

 

Figure 2: TO-DO List Screen 

 

 

 

 

 



Computer Science & Information Technology (CS & IT)                                   19 

 

 

Figure 3: News update screen 
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ABSTRACT 

 

Content Delivery Networks have been widely used for many years to serve million of users. 

Lately, many of these networks are migrating to the cloud for its numerous advantages such as 

lower costs, availability and dynamism in resource provisioning for obtaining overall increased 

performance. This paper introduces a new approach towards load balancing as well as lower 

response time(limited latency) in cloud-based content delivery networks allowing for providing 

overall improved performance  within the tradeoff between power consumption and quality of 

experience (QoE). New proposed adaptive server activation/ deactivation model aims towards 

switching off  unutilized servers at the data center to reduce the power consumption and also to 

use available resources at maximum efficiency while maintaining its performance. Latency can 

be lowered by only shifting the load off a datacenter when it is almost fully loaded. 

 

KEYWORDS 

 

Cloud Computing, Content Delivery, Load Balancing, Power reduction, Resource Management,       

Adaptive Self Control,  Performance Modeling. 

 
 

1. INTRODUCTION 

 

This CDN is aimed towards serving end-users a large fraction of the Internet content like text, 

graphics and scripts, media files, software, documents, e-commerce, portals, live streaming 

media, on-demand streaming media, and social networks with good QoE. CDNs allow for limited 
latency by distributing content at servers across different region or worldwide and serving users 

by considering their geographical location, Origin of web page and type of requested data. Many 

distributed servers are doing jobs on behalf of original content server. Content is served by 

nearest sever with maintaining load balancing. Recently, many CDN providers started integrating 

their networks with the cloud as the cloud provides numerous advantages for both CDN users and 

providers. Using cloud CDN can be easily extended as resources could be rent from the cloud 

provider on demand. Also users will be benefited as they will no longer need to install physical 

storage devices to be part of the CDN, and will only pay for the content usage and content 

transfer which reduces the operating costs rapidly. However , there are two issues needed to be 

considered in cloud based CDN: 1) load balancing    2) network latency. Load balancing among 
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different data centers in the cloud need to be done in parallel with locality awareness. This 

provides least delay in transferring content. A good performance metric should be considered 

while communication is latency which can be minimized by caching contents at different servers 

instead of serving from origin server. This study introduces an approach to load balancing in 

cloud based CDNs by offloading data centers when it is loaded beyond certain threshold and also 

maintaining delay bounds instead of equally distributing workload among servers so that data can 

be stored on data centers nearest to users who usually request it. In previous work a new 
algorithm was introduced to adapt the number of active servers in any datacenter accordingly the 

amount of offered network load at any time by using multi-level, parallel hysteresis threshold 

algorithm[1][2]. Results have shown that by applying this algorithm to any multiple server data 

center, the delay experienced by users observe an almost constant behavior over a vast range of 

offered load. This implies that if the Load increases up to a certain limit at a data center, the 

latency of content delivery can be limited and adapted to the users’ SLA accordingly. By using 

this property provided by the algorithm, user requests will always be routed to the nearest data 
center storing the requested data until the load on the data center reaches a certain threshold, 

afterward requests are routed to the nearest under-loaded data center. 

 

2. ADAPTIVE SERVER ACTIVATION/DEACTIVATION MODEL 

 

A. Model without considering Server Activation Overhead 

 

A load balancing method used in this paper is called “Multiple Parallel Hysteresis Model”. This 

method adjusts the number of active servers according to offered load by switching off and on 

only at a certain threshold. There are two different thresholds for activation and deactivation to 

take place. Consider  M/M/n/s queue model. In this extended notation C/B/n/s; C=M indicates the 
arrival rate of requests as Markovian (i.e., negative-exponentially distributed inter arrivals times), 

B=M indicates negative-exponentially distributed service times, n denotes the total number of 

servers, and  denotes the finite number of buffers for requests (frames). The parameters λ and µ 

indicate the arrival and service rates, respectively. The load factor   

 
indicates the average number of occupied servers as A<n. In a finite buffer system further request 

arriving is to be rejected when buffers are full. Each system state is represented by a 

pair(x,z)where x is the number of active servers and z is the number of buffered frames. Now, 
instead of activating server at each arrival of request, requests are buffered until certain threshold 

has reached, then only activation is done. Activation thresholds are determined by the number of 

buffered frames, namely w(1), w(2) , w(3), …w(n-1), where w(i) is the width of the ith hysteresis and wi 

= w
(i)

- w
(i-1)

 ≥ 0 indicates the increase in buffered units for x=i until the next server is activated, 

i=1,2,…,n-1 where w
(i)

=w
1
+…+w

i
 and w

(0)
=0.These hysteresis widths can be adjusted in a such 

way to meet the SLA’s within the power reduction/performance tradeoff scenario.  Deactivation 

policy works similar to any M/M/n queue where deactivations take place only when a server 
becomes idle and no buffered requests remain. The stationary state probabilities P(x,z) which can 

be determined by selecting activation and deactivation threshold is discussed in [3]. Applying this 

model increases probability of selecting hysteresis state where amount of load is like X or X+1 

servers are active, and reduces probability of all other states. Average delay experienced by 

delayed customers in this model is measured using Little’s Theorem according to  the following 

relations: 

 

• Average number of delayed arrivals                                          
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• Probability of buffering an arrival         

                          

where arrivals to the system at state (0,0) are served immediately and at state (n,s) are 

dropped. 

• Mean waiting time of buffered arrivals   

                        

• Probability of lost arrivals  

                                 

 

B. Model with Server Activation Overhead  
 

Practically, deactivated servers take some time to become activate depending on their current 

deactivation mode. If  node is switched off (disabled power supply) so it has to be booted from 

starting, which takes more time. If server is set in a sleep mode then it takes lower time to be 

activated. If we consider this time in estimating average delay in above discussed scenario then 

calculation is as follows: when the sum of  activate servers and number of buffered frames in all 

the states with lower number of busy servers, a server is triggered to become activate. The rate at 

which a server is triggered to be activated is α, then average overhead time for an idle server to 

become active is   add this delay factor in mean waiting time. 

 

3. LOAD BALANCING STRATEGY 

 

Implementation of the load balancing strategy explained in this paper shows that, the load 

adaptive model applied on each datacenter of CDN allows the data center to have almost fixed 

delays over a vast range of loads. This allows for increasing the load on the data center up to 

utilization factor of 95% and more, so requests are always routed to the nearest data center 
without lowering the quality of offered service even if the data center is highly loaded. Certain 

assumptions are as follows: 

 

• Total  N number of data centres are there  

• Each data center has ni servers 

• Each data centre has offered load  

 

                              
 

The algorithm steps are as follows: 

 

1. Determine the maximum load that could be handled by each data center  

 

                  

where  is a function of the number of servers  in each data center i and the maximum 

tolerable delay according to the users’ SLA  
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2. Determine the load margin 

 

                              
 

If ∆A(i) > 0: Data center i is overloaded and the extra load ∆A(i) needs to be shifted to another 

data center. If ∆A(i) ≤ 0: Data center i can still handle extra load equal to ∆A(i) without affecting 

its performance. 

 

3. For DCs whose ∆A(i) >0, shift this amount of load to the nearest DC who can accommodate 
this load shift, fully or partially. 

 

4. Repeat the above three steps until no more load shifting is necessary. 

 

The question is how to select the nearest datacenter which can handle the load shift fully or 

partially two approaches are there: 

 
1. Centralized: Each datacenter sends calculated ∆A to the center entity(cloud manager) and 

this entity decides where to shift the load. 

 

2. Decenterlized: Each datacenter broadcast their ∆A to other datacenters and   overloaded 

datacenter decides where to shift the load. Here, as long as the load is within the stable 

delay region, all the datacenters works in a self-controlled manner and needs no longer 

external control mechanism. The activation-deactivation model is sufficient to handle 

stable delay within the performance and power reduction tread off.  

 

4. CONCLUSION 

 

Paper introduced a new model for load balancing  in cloud based CDN. Model employs following 

approaches: 

 

1. Apply multiple parallel hysteresis model on each datacenter for providing limited delay.  

 

2. Model attempts to adapt number of active servers accordingly the offered load which 

causes delay to be constant over a vast range of load. This allows routing users' requests 

to the nearest data center while maintaining the maximum load it can handle. 

 

3. It also does load balancing by shifting any extra load from overloaded datacenter to the 

nearest neighbors which can handle this load coming from other data center without 

affecting the SLA's of users. 

 

The model forces the data center to adapt the number of active servers to the offered load which 

causes the delay value to be constant over a vast range of values. This allows routing users’ 
requests to the nearest data center to guarantee limited delays even if the data center was highly 

loaded. Also shifting of any extra load from overloaded servers to other under-loaded ones could 

be done without affecting their performance or affecting the users’ service level agreements. The 

proposed approach balances the load between different cloud-based data centers while 

maintaining low delays. The model parameters can be adapted such that the additional delay 

resulting from buffering still meets SLA requirements. 
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ABSTRACT 

 
Eye disease identification techniques are highly important in the field of ophthalmology. A 

vertical Cup-to-Disc Ratio which is the ratio of the vertical diameter of the optic cup to that of 

the optic disc, of the fundus eye image is one of the important signs of glaucoma. This paper 

presents an automated method for the extraction of optic disc and optic cup using Fuzzy C 

Means clustering technique. The validity of this new method has been tested on 454 colour 

fundus images from three different publicly available databases DRION, DIARATDB0 and 

DIARETDB1 and, images from an ophthalmologist. The average success rate of optic disc and 

optic cup segmentation is 94.26percentage. The scatter plot depicts high positive correlation 

between clinical CDR and the CDR obtained using the new method. The result of the system 

seems to be promising and useful for clinical work. 

 

KEYWORDS 

Fundus image, optic disc, optic cup, Cup-to-Disc Ratio  

 

 

1. INTRODUCTION 
 

The fundus images are used for diagnosis by trained clinicians to check for any abnormalities or 

any change in the retina. Important anatomical structures captured in a fundus image are blood 

vessels, optic cup (OC), optic disc (OD) and macula for a normal retina. An image of a diseased 

retina may also contain many visible symptoms of the eye-disease. In a healthy retinal image the 

OD usually appears as a circular shaped bright yellowish object which is partly covered with 

vessels. The optic cup is the cupping of the optic nerve and that means the size of the depression 

in the middle of the nerve when viewed from the front of the eye. When there is damage to the 

optic nerve, the cupping increases. Changes in the OD and OC can indicate the presence, current 

state and progression of glaucoma [1][2]. An efficient segmentation of OD and OC is essential to 

diagnose various stages of certain diseases like glaucoma. The automatic computation of Cup-to-

Disc Ratio (CDR) helps the ophthalmologist to do the screening and detection of glaucoma easily. 

In this paper, the vertical CDR is calculated by using fundus photograph where vertical CDR, is 

an important indicator of glaucoma [3]. Since the colour fundus images provide early signs of 

certain diseases such as diabetes, glaucoma etc., colour fundus images are used to track the eye 
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diseases by the ophthalmologists.  Figure1 shows the important features of a retinal colour fundus 

image. 

 

 
                                  

Figure 1. Colour Fundus Image 

This paper is organized as follows: 

Section II presents a brief survey of existing literature. Section III describes the materials used for 

the present work. A new algorithm to efficiently extract optic disc and optic cup in ocular fundus 

images is given in Section IV. The results are presented in Section V, and Conclusions are given 

in the final Section VI. 

 

2. LITERATURE SURVEY 
 

The Active Shape Model (ASM) based optical disk detection is implemented by Huiqi et al.[4]. 

The initialization of the parameters for this model is based on Principal Component Analysis 

technique. The faster convergence rate and the robustness of the technique are proved by 

experimental results. Huajun Ying et al. [5] designed a fractal-based automatic localization and 

segmentation of optic disc in retinal images. K. Shekar [6] developed a method for OD 

segmentation using Hussain, A.R. et al. [7] proposed a method for optic nerve head segmentation 

using genetic active contours. Zhuo Zhang et al. [8] designed a convex hull based neuro-retinal 

optic cup ellipse optimization technique. Wong, D.W.K. et al. [9] developed SVM-based model 

optic cup detection for glaucoma detection using the cup to disc ratio in retinal fundus images. 

Joshi G.D. et al. [10] developed vessel bend-based cup segmentation in retinal images. Shijian Lu 

et al. [11] proposed a background elimination method for the automatic detection of OD. 

Morphological operations were used for locating the optic disc in retinal images by Angel Suero 

et al. [12]. 

 

In this paper, a new algorithm based on Fuzzy C-Means Clustering (FCM) technique combined 

with thresholding, is used for OD and OC extraction. This new method, firstly, extracts the OD 

and OC of the colour fundus image and computes the vertical CDR automatically. This is an 

efficient method for the automatic screening of colour fundus image for CDR computation.  

 

3. MATERIALS AND METHODS 
 

The fundus images used in these experiments are taken from publicly available databases 

DRION, DIARATDB0 and DIARETDB1 and, images from Giridhar Eye Institute, Kochi, 

Kerala. The CDRs obtained from an ophthalmologist is used as ground truth for the evaluation. 

 

4. DEVELOPED ALGORITHM 
 

The new approach is composed of four steps. The channels of the colour retinal are separated. 

The blood vessels are removed, applying the contrast adjustment to enhance the low contrast 
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image image. The Fuzzy C Means combined with thresholding is applied on the red channel of 

the input image for the extraction of the OD and the same technique is applied on the green 

channel of the input image for the extraction of OC. The CDR is computed using the ratio of 

vertical diameter of OC and OD.       

    

4.1 Preprocessing  
 

The preprocessing step excludes variations due to image acquisition, such as inhomogeneous 

illumination. In preprocessing, techniques such as morphological operations and contrast 

enhancement are applied on the input image [13]. The following sections include different 

preprocessing operations used in this paper. 

 

4.1.1 Preprocessing steps for Optic Disc Extraction 

 

4.1.1.1 Selection of Red Channel 

 

From the previous studies it is shown that even though the green component of an RGB 

retinography is the one with highest contrast, the OD is often present in the red field as a well-

defined white shape, brighter than the surrounding area [14]. Therefore the red channel of the RGB 

colour images is used for the extraction of OD regions in the retinal fundus images.  

 

4.1.1.2 Removal of Blood Vessels 
 

Since blood vessels within the OD are strong distracters, they should be erased from the image 

beforehand. In this method a morphological closing operation is performed on the red channel. 

The dilation operation first removes the blood vessels and then the erosion operation 

approximately restores the boundaries to their former position. 

  

Closing    :
)),,((),( BBADEBABAC −−=•=

     (1) 

 

where A is the red channel of the input image and B is a 10x10 symmetrical disc structuring 

element, to remove the blood vessels[15]. C is the resultant vessel free, smoothed output image. 

 

4.1.2 Preprocessing steps for Optic Cup Extraction 

 

4.1.2.1 Selection of Green Channel 
 

The green channel has low contrast variation which gives more differentiation between the blood 

vessel and OC. The green channel, therefore, is selected for the extraction of the OC of the retinal 

image.  

 

4.1.2.2 Removal of Blood Vessels 
 

Blood vessels in the green channel were removed using a morphological closing procedure, 

  

)),,((),(2 BBIDEBABII −−=•=              (2) 

 

where I is the green channel of the input image and B is an 8x8 symmetrical disc structuring 

element, to remove the blood vessels[13]. I2 is the smoothed, vessel free output image. Figure 2 

shows the preprocessing operations on the input image. 
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4.2. Feature Extraction 
 

Medical image segmentation is a difficult task due to the complexity of segmentation. Because of 

its simplicity and efficiency, threshold segmentation is wildly used in many fields. Assessment of 

OD and OC is important in discriminating between normal and pathological retinal images. The 

OD is a bright pattern of the fundus image. Recently, many studies on the use of fundus images in 

extracting OD and OC have been reported. Fuzzy C Means Clustering with thresholding is used in 

this work for the extraction of OD and OC.  

 

4.3. Fuzzy C Means Clustering with Thresholding 
 

The proposed method is a combination of fuzzy algorithm, C Means clustering and thresholding. 

Clustering involves the task of dividing data points into homogeneous classes or clusters so that 

items in the same class are as similar as possible and items in different classes are as dissimilar as 

possible. Clustering can also be thought of as a form of data compression, where a large number 

of samples are converted into a small number of representative prototypes or clusters. Different 

types of similarity measures may be used to identify classes depending on the data and the 

application, where the similarity measure controls the formation of the clusters. In the following 

new method intensity value is used as the similarity measure. Thresholding is one of the most 

powerful techniques for image segmentation, in which the pixels are partitioned depending on 

their intensity value.  

 

4.3.1. Fuzzy C-Means Clustering Algorithm 
 

Fuzzy C-Means (FCM) Clustering is a clustering technique and it employs fuzzy partitioning 

such that a data point can belong to all groups with different membership grades between 0 and 1. 

It is an iterative algorithm. The aim of FCM is to find cluster centers (centroids) that minimize a 

dissimilarity function. Corresponding to each cluster center, this algorithm works by assigning 

membership to each data point on the basis of the difference between the cluster center and the 

data point. The more the data is near to the cluster center, the more is its membership towards the 

particular cluster center. It is obvious that the summation of membership of each data point 

should be equal to one.  

 

∑
=

=∀=

c

i

ij nju
1

,...,1,1

                           (3) 

dik =    [ ∑m
j=1 [xkj - vj]

2]1/2 ,               (4) 
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where xkj is data element, dik is the distance matrix and vij is the element of the cluster center 

vector. 

 

The dissimilarity function which is used in FCM is given Equation (5) 
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uij is between 0 and 1; 

 

ci is the centroid of cluster  i; 

 

dij is the Euclidian distance between ith centroid(ci) and jth data point; 

 

m є [1,∞] is a weighting exponent.  

 

To reach a minimum of dissimilarity function there are two conditions. These are given in 
Equation (6) and Equation (7) 
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This algorithm determines the following steps [4]. 

 

Step1. Randomly initialize the membership matrix (U) that has constraints in Equation 7. 

 

Step2. Calculate centroids (Ci) by using Equation(6). 

 

Step3. Compute dissimilarity between centroids and data points using   equation (5). Stop if its 

improvement over previous iteration is   below a threshold. 

 
Step4. Compute a new U using Equation(7). Go to Step 2 [16][17]. 

 

By iteratively updating the cluster centers and the membership grades for each data point, FCM 
iteratively moves the cluster centers to the apt location within a data set. To accommodate the 

introduction of fuzzy partitioning, the membership matrix (U) is randomly initialized according to 

Equation (7). 

 

The Fuzzy Logic Toolbox command line function fcm is used for generating clusters, and in this 

paper three clusters are generated from the vessel free enhanced image. The fcm function 

iteratively moves the cluster centers to the right location within the data set. The outputs are 3 

cluster centers C1, C2 and C3 and membership function matrix M with membership-grades, 

which is the intensity value of each pixel. 
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4.4. Thresholding  
 

Thresholding is the operation of converting a multilevel image into a binary image i.e., it assigns 

the value of 0 (background) or 1 (objects or foreground) to each pixel of an image based on a 
comparison with some threshold value T (intensity or colour value) [13][14][15]. By applying the 

threshold T on an image, the image is converted to a binary image. The following formula (8) 

[13] is used for the binary image extraction. 
 

 

          IT(x, y) =     1, if   I (x, y) > T                                (8) 
     0, if   I (x, y) <= T, 

 

where I is the input image, T is the threshold and IT is the binary image after thresholding. 

 

4.5. Extraction of Optic Disc 
 

The main feature of the OD is that it is having the highest intensity. Therefore the highest 
intensity is used as the threshold for the OD extraction. The threshold T is computed using the 

following method. From the generated clusters, first the cluster with maximum membership grade 

is found, and the corresponding grades are assigned with the same identification label. From the 
smoothed image, pixels with this gray level value are accessed, the average of the maximum and 

minimum intensity values are computed to obtain the threshold value T1.  

 

    i.e.,   T1 = 
�

�
[Max (data (value)) + Min (data (value))]          (9) 

 

In the above equation, data represents the data points of the smoothed red channel image and 

label represents the cluster value with the highest membership grade. By applying the threshold 

T1 on the smoothed image IS the image is converted to a binary image. The formula (9) is used for 

the binary image extraction. 

 

Since the OD is of circular shape, the OD region selection process needs to be made specific to 

the circular region. So the largest connected component Ri whose shape is approximately circular 

is selected using the compactness measure  

 

                        C (Ri) =  
�(��)  

	π
(��)
                                               (10), 

 

where, P(Ri)  is the perimeter of the region Ri and A(Ri) is the area of  the region Ri. The binary 

image with the compactness smaller than the pre-specified value, (5 in the present study) is 

considered as the optic disc approximation. Thus using the condition C < 5, extraction of round 

objects is done, eliminating those objects that do not meet the criteria. In some cases the extracted 

image contains small unwanted objects. The erosion operation is used to remove these objects. 

The mean of the rows and columns form the centroid (Y1, X1) of the OD.  

 

Y1 = 
�

�
 ∑ row1i�

���                                     (11) 

 

X1 = 
�

�
∑ col1i�

���  ,                                      (12) 

 

where m is the number of rows and n is the number of columns.  
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From the above coordinates of the optic disc the minimum coordinates (ymin1, xmin1) is 

calculated. The distance between the centroid and (ymin1, xmin1) represents the radius of the 

disc. 

 

R�� � Y1 � ymin1    ,                       (13) 

 

    where ROD is the radius of the optic disc. 

 

4.6. Optic Disc Segmentation 
 

OD segmentation obtains a circular boundary approximation within a retinal image. A circle is 

plotted using the centroid (Y1, X1) and radius ROD, gives segmented OD on the colour fundus eye 

image. Figure 3 shows the segmented OD [18]. 

 

         

 

 

 

 

 

 

 

 

 

4.7. Extraction of Optic Cup 
 
The above mentioned FCM clustering with thresholding is applied on the smoothed green channel 

for the extraction of OC. 

 

The following algorithm includes four steps [4]. 

 

Step1. Randomly initialize the membership matrix (U) that has constraints in Equation (6). 

 

Step2. Calculate centroids (Ci) by using Equation (7). 

 

Step3. Compute dissimilarity between centroids and data points using   equation (5). Stop if its 

improvement over previous iteration is   below a threshold. 

 

Step4. Compute a new U using Equation (6). Go to Step 2[16][17]. 

 

The threshold values T2 is calculated using the following equation.  

 

T2  =  
�

�
[Max (data (value)) + Min (data (value))],          (14) 

 

where data represents the data points of the vessel free green channel and label represents the 

cluster value with the highest membership grade. 

 

Since the OC is the brightest portion in the green channel, thresholding with threshold T2 in 

im2bw function helps to extract OC. This function returns the binary image forming the object 

OC. 

 

 
i                                             ii                                           iii 

Figure 3 i. Extracted optic disc ii. Centre and radius of extracted disc 

iii. Optic disc segmentation 
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 The average of the rows and columns forms the centroid (Y2, X2) of the OC.   

 

Y2 = 
�

��
 ∑ row2i��

���                                            (15) 

 

X2 = 
�

��
∑ col2i��

���  ,                                            (16) 

 

where m2 is the number of rows and n2 is the number of columns.     

 

From the above coordinates of the optic cup the minimum coordinates (ymin2, xmin2) is 

calculated. The Euclidian distance between the centroid and (ymin1, xmin1) returns the radius of 

the cup.  

 

ROC = Y2 � ymin2,                                             (17) 

 

where ROC is the radius of the cup. 

 

4.8. Optic Cup Segmentation 
 

OC within OD usually appears in circular shape. Therefore the OC segmentation is a circular 

boundary approximation. Using the centroid (Y2, X2) and radius ROC a circle is drawn onto the 

current axes of the input image which would give the segmented OC on the colour fundus eye 

image.  

 

     

 

 

 

 

 

 

 

 

 

4.9. Computation of CDR 
 

The manual method uses the ratio of the vertical diameter of OC and OD for the computation of 

CDR. From the segmented OD the minimum row coordinate ymin1and maximum row coordinate 

ymax1 are calculated. The Euclidian distance between these coordinates is the vertical diameter of 

the OD, ODvdiam .  

ODvdiam   =   !"#1 �  !$%1                        (18) 

 

Similarly from the segmented OC the minimum row coordinate ymin2and maximum row 

coordinate ymax2 are calculated. The Euclidian distance between these coordinates is the vertical 

diameter of the OC, OCvdiam. 

           

OCvdiam  =   !"#2 �  !$%2                            (19) 

 

The CDR is calculated using the following formula 

 

                           CDR = OCvdiam / ODvdiam                            (20) 

    

 
i                                      ii                                  iii 

 

Figure 4  i. Extracted Optic cup  ii. Localization of centre and  

radius of optic cup iii. Optic cup segmentation 
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The following figure shows the OD vertical diameter ODvdiam and OC vertical diameter 
OCvdiam of the input image. 

 

 

 

 

 

 

 

 

       

 

 

 

5. RESULTS AND DISCUSSION 
 

The automatic detection and evaluation of OD and OC is required for automatic diagnosis using 

retinal images. This study thus brings to light simple but efficient methods for the extraction and 

segmentation of OD and OC in retinal images. The CDR values are also automatically calculated. 

The new method is evaluated on the basis of the ground truth data, where, vertical CDR values 

are obtained from an expert ophthalmologist. Four hundred and fifty four color retinal images, 

including thirty normal and four hundred and thirty three pathological images, are used in this 

test. The performance evaluation is done by making use of the scatter plot analysis.  

 

5.1 Image Data Sets 
 
4.1.1 The DIARETDB0 and DIARETDB1 Databases 
 

The DIARETDB0 and DIARETDB1 Database images were captured using an FOV of 50° and 

the size of each image is 1500 x 1152 x 3. Out of the 130 images of the DIARETDB0 database, 

20 have normal architecture and 110 have various types of pathology. Out of the 89 images of the 

DIARETDB1 database, 5 have normal architecture and 84 have various types of pathology. 

 

5.1.2 DRION Database 
 

It has 110 retinal images with each image having the resolution of 600 x 400 pixels and the optic 

disc annotated by two experts with 36 landmarks. The mean age of the patients was 53.0 years 

(standard Deviation 13.05), with 46.2% male and 53.8% female and all of them were Caucasian 

ethnicity 23.1% patients had chronic simple glaucoma and 76.9% eye hypertension. The images 

were acquired with a colour analogical fundus camera, approximately centered on the ONH and 

they were stored in slide format. In order to have the images in digital format, they were digitized 

using a HP-PhotoSmart-S20 high-resolution scanner, RGB format, resolution 600x400 and 8 

bits/pixel.  

 

5.1.3 Images from the  ophthalmologist 
 

125 images from Giridhar Eye Institute, Kochi was also used in this paper. All the images were 

obtained using Carlzeiss fundus camera. In total 5 are normal images and remaining 120 are 

diseased and the size of each image is 576 x 768 x 3.  
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5.2 Implementation  
 

The new algorithm was applied on 454 images obtained from the above mentioned databases and 

ophthalmologists. Seven of the input images from each data set, along with their OD and OD 

segmentation  on the input image, is shown in fig.6 (a) and  fig.6 (b) respectively. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

5.3 Performance Evaluation 
 

The performance evaluation is done using the following parameters. 

 

5.3.1 Success rate 
 

The decision for successful segmentation or failed segmentation is based on human eye 

observation. Table 1 shows the success rate of OD and OC segmentation using 454 images. 

                   
Table1. Success Rate Table 

 

Database Normal Pathological Total 

 

Success Rate 

(%) 

Drion  0 110 110 94.5 

Diaretdb0 20 110 130 95.4 

Diaretdb1 5  84  89 93.3 

Ophthalmologist  5  129  125 97.3 

Total 
     30            433     454        94.26 

(Average) 

 

5.3.2 Accuracy 

 

The accuracy of the technique was evaluated quantitatively by comparing the obtained vertical 

CDR values with ophthalmologists’ ground-truth vertical CDR values. Fifteen examples of 

 
 (a)        (b)        (c)         (d)           (e)          (f)          (g)           (h) 

Figure  6 Input Image and OD & OC segmentation using new method on 

images from (a) and(b) DIARATDB0 (e) and(f) DRION  (c) and(d) 

O
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detailed results of performance measurement using FCM clustering combined with thresholding 

are displayed in Table II using fifteen test images of DRION database and fifteen test images 

from the ophthalmologist.      

 
Table II CDR Comparison Table shows the comparison of clinical CDR values with CDR values obtained 

using the new method. 

 

Images 

 

Clinical 

CDR 

(1)  

 

 

Obtained  

CDR  
(2) 

 

 

Difference 

(1) –(2) 

Clinical  

CDR of 

DRION 

Database 

   (3) 

 

Obtained 

CDR  

 

   (4) 

 

 

Difference 

   (3)-(4) 

Image 1 0.5000 0.6082 0.1082 0.3333 0.4000 0.0667 

Image 2 0.5714 0.6231 0.0517 0.5734 0.5310 0.0424 

Image 3 0.6666 0.5505 0.1161 0.6666 0.6080 0.0586 

Image 4 0.8517 0.7871 0.0646 0.7000 0.7543 0.0543 

Image 5 0.7142 0.6412 0.073 0.6578 0.5816 0.0762 

Image 6 0.4864 0.4173 0.0691 0.5625 0.5045 0.0580 

Image 7 0.7060 0.6275 0.0785 0.4062 0.4995 0.0933 

Image 8 0.9000 0.8367 0.0633 0.5000 0.6020 0.1020 

Image 9 0.6801 0.7287 0.0486 0.6097 0.6696 0.0626 

Image 10 0.9026 0.8206 0.0820 0.6410 0.6610 0.0200 

Image 11 0.4631 0.4012 0.0619 0.5162 0.4011 0.1151 

Image 12 0.6267 0.5151 0.1116 0.5010 0.5362 0.0352 

Image 13 0.5147 0.4736 0.0411 0.6097 0.5215 0.0882 

Image 14 0.7318 0.7180 0.0138 0.7408 0.6943 0.0465 

Image 15 0.4265 0.3162 0.1103 0.6981 0.6208 0.0773 

Mean Difference 0.07292 Mean Difference 0.06643 

 
From the table it is shown that the mean differences between the clinical CDR values and 

obtained CDR values are very low. 

 

5.3.3 Scatter plot Analysis 

 
The statistical analysis is done using the scatter plot diagram. The clinical CDR vales and the 

obtained CDR values of the above mentioned data set are analysed using the scatter plot analysis. 

From the diagram it is shown that there exists highly positive linear relationship between both 

CDR values. Figure7 depicts the comparison between the clinical CDR and obtained CDR values. 
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Figure7. Scatter Plot Diagram (a) Diaretdb0 (b) Diaretdb1 (c) Drion  (d) Ophthalmologist 

 

6. CONCLUSION  

 
This paper presents a new fuzzy based approach for OD and OC extraction and segmentation 

together with CDR computation. The results presented in this paper show that the new 

methodology offers a reliable and robust solution for CDR computation. The scatter plot analysis 

results a high positive correlation between the clinical CDR and the obtained CDR. This 

automated method is very useful for the automatic screening of retinal images. However the 

present method has the following limitations.  It is assumed that the OD and OC are brighter than 

the surrounding pixels and therefore cannot handle retinal images with a relatively dark OD. 

Hence advanced extraction methods are required for future studies and research.  
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ABSTRACT 

 

The aim of this paper is to present a comparative study of two linear dimension reduction 

methods namely PCA (Principal Component Analysis) and LDA (Linear Discriminant Analysis). 

The main idea of PCA is to transform the high dimensional input space onto the feature space 

where the maximal variance is displayed. The feature selection in traditional LDA is obtained 

by maximizing the difference between classes and minimizing the distance within classes. PCA 

finds the axes with maximum variance for the whole data set where LDA tries to find the axes 

for best class seperability. The proposed method is experimented over a general image database 

using Matlab. The performance of these systems has been evaluated by Precision and Recall 

measures. Experimental results show that PCA based dimension reduction method gives the 

better performance in terms of higher precision and recall values with lesser computational 

complexity than the LDA based method. 
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Color histogram, Feature Extraction, Euclidean distance, Principal Component Analysis, 

Linear Discriminant Analysis, Eigen Values, Eigen Vectors. 

 

1. INTRODUCTION 
 

As we know human beings are predominantly visual creatures. The visualisation of the images 

which we see, in real or imaginary, make sense of the world around us to identify and 

differentiate the things which we see at a quick glance. We are bestowed with very precise visual 

skills to identify an image by size and also by differentiating the colors. We can process a large 

amount of visual information very quickly.  

 

An image processing task consists of acquiring the image, pre-processing, segmentation, 

representation and description and finally recognition and interpretation. There are four types of 

digital images, binary, grey scale, true color or RGB and indexed [1]. Binary representation 

images include text, fingerprints or architectural plans where each pixel is black or white. Grey 
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scale images consist of X-rays, images of printed works etc where each pixel is a shade of grey, 

normally from 0 to 255. True color or RGB images are the color images where each pixel is 

described by the amount of red, green and blue in it. Finally there are indexed images where the 

image has an associated color map which is a list of all the colors used in that image. Each pixel 

has a value which does not give its color, but an index to the color in the map. 

 

There has been a tremendous growth in the digital information over years. This trend has 

motivated research in image databases, which were nearly ignored by traditional computer 

systems due to the enormous amount of data necessary to represent images and the difficulty of 

automatically analyzing images. Currently, storage is less of an issue since huge storage capacity 

is available at low cost.  Large image databases are used in many application areas such as 

satellite imaging, and biometric databases, Crime prevention, military, Intellectual property, 

Architectural and engineering design, Fashion and interior design, Journalism and advertising, 

Medical diagnosis, Geographical information and remote sensing systems, Cultural heritage, 

Education and training, Home entertainment, Web searching, where it is important to maintain a 

high degree of precision [2]. Thus an important issue was the fast image retrieval from large 

databases. This trend led to the development of research area known as Content Based Image 

Retrieval. CBIR systems retrieves features from the raw images themselves and calculate an 

association measure between the query image and database images based on these features. We 

need to develop an efficient system for retrieving images since speed and precision are important.  

 

CBIR consists of different stages such as Image acquisition, image Pre-Processing, Feature 

Extraction, Similarity Matching and obtain the resultant images. Image Acquisition is the process 

of acquiring a digital image database which consists of n number of images. The Pre-processing 

stage involves filtering, normalization, segmentation, and object identification. The output of this 

stage is a set of significant regions and objects. In the Feature extraction stage, visual information 

such as color and texture is extracted from the images and saves them as feature vectors in a 

feature vector database. One of the major problems with Content Based image retrieval system is 

the large number of features extracted which requires large amount of memory and computation 

power. To overcome this problem we have to construct a combination of features which best 

describe the data with sufficient accuracy. So in this stage, we use dimension reduction 

algorithms which extract only essential features from the feature vector database and store them 

as reduced feature vector database. Thus the output of feature extraction stage is a reduced set of 

features which best describes the image. In the Similarity matching stage, the reduced feature 

vectors of query image calculated is matched with the feature vectors of reduced feature vector 

database using any of the Distance methods available such as Euclidean distance, City Block 

Distance, Canberra Distance [3]. 

 

The most popular among the Dimensionality Reduction Algorithms are Principal Component 

Analysis and Linear Discriminant Analysis. Principal Component Analysis defines new attributes 

(principal components or PCs) as mutually-orthogonal linear combinations of the original 

attributes. For many image datasets, it is sufficient to consider only the first few PCs, thus 

reducing the dimension. Linear Discriminant Analysis [4] easily handles the case where the 

within-class frequencies are unequal and their performances have been examined on randomly 

generated test data. This method maximizes the ratio of between-class variance to the within-class 

variance in any particular data set thereby guaranteeing maximal separability. In this paper, we 

compare the above two dimensionality reduction techniques by implementing the algorithms on a 

given image data set. Experimental results on database images shows that the feature set can be 

considerably reduced without significant degradation in performance. 
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The rest of this paper is organized as follows. Section 2 deals with Literature Review. In Section 

3, we explain Proposed Methodology. Section 4 consists of Comparative study of PCA and LDA, 

Conclusions are given in Section 5. 

 

2. LITERATURE REVIEW 
 

H.H. Pavan Kumar Bhuravarjula and VNS Vijayakumar proposed in their paper “A novel content 

based image retrieval using variance color moment” that color moments gives average high 

precision and recall [2]. In the paper of Manimala Singha and K. Hemachandran [5], they 

presented a novel approach for Content Based Image Retrieval by combining the color and 

texture features called Wavelet-Based Color Histogram Image Retrieval (WBCHIR). The 

experimental result shows that the proposed method outperforms the other retrieval methods in 

terms of Average Precision.  Pranali  Prakash Lokhande , P. A. Tijare [6]  concluded in their 

paper “ Feature Extraction Approach for Content Based Image Retrieval “that the combination of 

the color and texture features of an image in conjunction with the shape features will provide a 

robust feature set for image retrieval. S. Mangijao Singh and K. Hemachandran [7] in their paper 

“Content-Based Image Retrieval using Color Moment and Gabor Texture Feature” proposed an 

efficient image retrieval method based on color moments and Gabor texture features. To improve 

the discriminating power of color indexing techniques, they encoded a minimal amount of 

spatial information in the index.  Mohd. Danish, Ritika Rawat, Ratika Sharma [3] in their paper 

“A Survey: Content Based Image Retrieval Based On Color, Texture, Shape and Neuro Fuzzy”  

provides an overview of the functionality of content based image retrieval systems. Most systems 

use color and texture features, and some systems use shape features. 

 

A. Ramesh Kumar and D. Saravanan in their paper “Content Based Image Retrieval Using Color 

Histogram” [8], CBIR using color histograms technique is proposed with help of principal 

component analysis technique to improve the image retrieval performance. Swati V. Sakhare   

and Vrushali G. Nasre, [9] in their paper “Design of Feature Extraction in Content Based Image 

Retrieval (CBIR) using Color and Texture” designed an application which performs a simple 

color-based search in an image database for an input query image, using color, texture and shape 

to give the images which are similar to the input image as the output. The number of search 

results may vary depending on the number of similar images in the database. In the paper  “A 

Proposed Method for Image Retrieval using Histogram values and Texture Descriptor Analysis” 

[10], Wasim Khan, Shiv Kumar. Neetesh Gupta and Nilofar Khan proposed a method for image 

retrieval using histogram values and texture descriptor analysis of image. When a query image is 

submitted, its color and texture value is compared with the color and texture value of different 

images stored in database. The images having closest value compared to query image are 

retrieved from database are displayed on GUI as result.  

 

S. Meenachi Sundaresan and  Dr. K.G. Srinivasagan [11] proposed in their paper  “Design of 

Image Retrieval Efficacy System Based on CBIR” that the performance of a retrieval system can 

be measured in terms of its recall (or sensitivity) and precision (or specificity). Recall measures 

the ability of the system to retrieve all models that are relevant, while precision measures the 

ability of the system to retrieve only models that are relevant. In the paper “ An Enhancement on 

Content-Based Image Retrieval using Color and Texture Features”, [12] Tamer Mehyar,  Jalal 

Omer Atoum proposed an enhancement on the use of color and texture visual features in Content-

Based Image Retrieval (CBIR) by adding a new color feature called Average Color Dominance 

which tries to enhance color description using the dominant colors of an image. 
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In the paper “Implementation of Principal Component Analysis with Fuzzy Annotation for CAD 

Jewellery Images”, Pinderjeet Kaur [13] proposed that Principal Component Analysis (PCA) can 

be used for dimension reduction to reduce the computation cost for the system of Content Based 

Image Retrieval (CBIR). Arunasakthi. K, KamatchiPriya. L [14] stated in their paper  “A Review 

On Linear And Non-Linear Dimensionality Reduction Techniques” that Principal Component 

Analysis (PCA) and Linear Discriminant Analysis (LDA) are regarded as the most fundamental 

and powerful tools of dimensionality reduction for extracting effective features of high-

dimensional vectors in input data. According to Julie M. David and Kannan Balakrishanan, 

principal components are new set of variables which are generated by the application of 

dimensionality reduction  method [15]. The basic procedures behind PCA are (i) the inputs data 

are normalized, so that each attribute falls within the same range. This helps ensure that attributes 

with large domains will not dominate attributes with smaller domains, (ii) PCA computes k 

orthonormal vectors that provides a basis for the normalized input data. These are unit vectors 

that each point in a direction perpendicular to the others. These vectors are referred to as the 

principal components and (iii) The principal components are sorted in order of decreasing 

strength. [16] 

 

Kresimir Delac, Mislav Grgic and Sonja Grgic [17] in their paper “Independent Comparative 

Study of PCA, ICA, and LDA on the FERET Data Set” proposed that PCA finds a set of the most 

representative projection vectors such that the projected samples retain most information about 

original samples whereas LDA uses the class information and finds a set of vectors that maximize 

the between-class scatter while minimizing the within-class scatter. In the paper “CBIR Feature 

Vector Dimension Reduction with Eigenvectors of Covariance Matrix using Row, Column and 

Diagonal Mean Sequences” [18], Dr. H.B. Kekre, Sudeep D. Thepade and Akshay Maloo stated 

that PCA can be used to transform each original image from database into its corresponding eigen 

image. 

 

In the paper  “Linear Discriminant Analysis bit by bit” Sebastian Raschka [19] stated that PCA 

can be described as an unsupervised algorithm, since it ignores class labels and its goal is to find 

the directions (the so-called principal components) that maximize the variance in a dataset. In 

contrast to PCA, LDA is supervised and computes the linear discriminants that will represent the 

axes that maximize the separation between multiple classes.  

 

The main motivation of this work is to compare two dimension reduction techniques PCA and 

LDA to find out which of them selects the best features from the feature set to reduce the 

dimensions of the dataset with minimal loss of information. Principal Component Analysis (PCA) 

is a mathematical tool used to extract principal components of original image data. These 

principal components may also be referred as Eigen images. Linear Discriminant Analysis seeks 

to reduce dimensionality while preserving as much of the class discriminatory information as 

possible. In LDA, we compute eigenvectors from our dataset and collect them in scatter matrices. 

 

3. PROPOSED METHODOLOGY 
 

3.1 Prepare input data. 
 

In this paper, a general image database consisting of 500 images is used for testing the 

comparative study of PCA and LDA. Principal Component Analysis defines new attributes as 

mutually-orthogonal linear combinations of the original attributes. Linear Discriminant Analysis 
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computes the linear discriminants that will represent the axes that maximize the separation 

between multiple classes. In order to obtain better search results and to express more image 

information, we consider the dominant color and texture features combined. These low level 

features are extracted using color moments, color histogram, color auto correlogram and wavelet. 

The basis of color moments is that the distribution of color in an image can be considered as a 

probability distribution which can be characterized by various moments [20]. The color histogram 

for an image is constructed by quantizing the colors within the image and counting the number of 

pixels of each color. The color correlogram was proposed to characterize not only the color 

distributions of pixels, but also the spatial correlation of pairs of colors. Wavelet Analysis is a 

popular method for extracting texture from an image. The discreet wavelet transform (DWT) of a 

signal is calculated by passing it through a series of filters (high and low pass filters) and then 

down-sampled [21]. 

 

3.1.1 Color Moments  

 

The first order color moment(Mean), Second order color moment(Standard deviation) and the 

third order color moment(Skewness) have been used for color feature extraction [20]. Since only 

9 (three moments for each of the three color components R, G, B) numbers are used to represent 

the color content of each image, color moments are a very compact representation compared to 

other color features. 

 
 

Where Pij is the value of the i- the color channel of image pixel j and N is the number of pixels in 

the image. 

 

When a query image is submitted for image retrieval, its color moments are extracted and added 

to feature set for matching the image with the images stored in the database. The following are 

the steps for extracting color moments from an image. 

 

1. Extract the values of each plane R, G, B corresponding to the image. 

2. Find the mean , standard deviation and skewness of each plane 

3. Convert to column vector output of the moments. 

 

The following table gives the color moments of 5 images where M corresponds to mean, Std 

corresponds to standard deviation, Skew corresponds to Skewness and R for Red, G for Green 

and B for Blue plane respectively. 
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Table 1. Color Moments Table 

 

M(R) Std(R)  Skew(R) M(G)  Std(G) Skew(G) M(B) Std(B) Skew(B) 

0.4372 0.3659 0.2132 0.1925 0.1821 0.3083 0.0014 0.0013 0.0009 

0.4385 0.3409 0.2389 0.2018 0.1928 0.3131 0.0011 0.0015 0.0010 

0.4351 0.3572 0.2582 0.2521 0.2349 0.3069 0.0019 0.0033 0.0030 

0.5061 0.4364 0.2362 0.2355 0.2283 0.4019 0.0008 0.0015 0.0011 

0.3765 0.4012 0.2818 0.2850 0.2844 0.3319 0.0054 0.0064 0.0046 

 

3.1.2 Color Histogram  

 

A histogram is a graph that represents all the colors and the level of their occurrence in an image 

irrespective of the type of the image [8]. This technique describes the proportion of pixels of each 

color in an image. It has been used as one of the feature extraction attributes with the advantage 

like robustness with respect to geometric changes of the objects in the image. The color histogram 

is obtained by quantizing image colors into discrete levels and then counting the number of times 

each discrete color occurs in the image. In a CBIR system, a query image is compared with the 

histograms of all the images in database [22]. 

 
A color histogram H for a given image is defined as a vector  

 
 

where i represent a color in the color histogram, H[i] is the number of pixels in color i in that 

image, and N is the number of bins in the color histogram, i.e., the number of colors in the 

adopted color model. 

 

In order to compare images of different sizes, color histograms should be normalized. The 

normalized color histogram H ′ is defined as 

 

 

 

where  XY is the total number of pixels in an image. 

 

From the query image submitted for image retrieval, its color histogram features are extracted and 

added to feature set for matching the image with database images. The following steps give a 

method to calculate color histogram. 

 

1. Convert the image from RGB color space to HSV color space. 

2. Define number of clusters for each HSV plane. 

3. Find the maximum value of each plane. 

4. Cluster each values after normalisation. 

5. Add each color to any one of the appropriate cluster. 

6. Find the probabilistic values and convert the values to the column vector. 
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3.1.3 Color autocorrelogram 
 

A color correlogram is a table indexed by color pairs, where the k-th entry for (i, j) specifies the 

probability of finding a pixel of color j at a distance k from a pixel of color i in the image [20]. 

Let I represent the entire set of image pixels and Ic(i) represent the set of pixels whose colors are 

c(i).Then, the color correlogram is defined as:  

 

 

 

Where i, j ∈ {1, 2, …, N}, k∈ {1, 2, …, d}, and | p1 – p2 | is the distance between pixels p1 and 

p2. 

 

The color auto correlogram of the query image is extracted and added to feature vector for the 

extraction of similar database images. The following are the steps for extracting correlogram 

features from an image. 

 

1. Reduce the number of colors in the RGB image. 

2. Correlate each pixel with the neighbourhood pixels for getting the correlogram vector. 

 

3.1.4 Texture 

 

Like color, the texture is a powerful low-level feature for image search and retrieval applications. 

The texture measures try to retrieve the image or image parts characteristics with reference to the 

changes in certain directions and the scale of the images. This is most useful for images with 

homogeneous texture [3]. Wavelet analysis is an exciting new method for solving difficult 

problems in mathematics, physics, and engineering, with modern applications as wave 

propagation, data compression, signal processing, image processing, pattern recognition, 

computer graphics, the detection of aircraft and submarines and other medical image technology. 

A wavelet is a mathematical function used to divide a given function into different frequency 

components [21]. A wavelet transform is the representation of a function by wavelets, which 

represent scaled and translated copies of a finite length or fast-decaying oscillating waveform 

(known as the "mother wavelet"). The Wavelet transform of a function is the improved version of 

Fourier transform. Wavelet transforms have advantages over traditional Fourier transforms 

because local features can be described better with wavelets that have local extent. Some mother 

wavelet families implemented in Matlab are Daubechies, Symlet, Coiflet, Biortogonal and 

Reverse biorthogonal wavelets) and the fractional B-spline functions are used to compute 

different feature vectors. Orthogonal wavelets with FIR filters can be defined through a scaling 

filter. Predefined families of such wavelets include Haar, Daubechies, Symlets and Coiflets. In 

this paper, Coiflet wavelet function is used to extract texture features. The following steps give a 

method to calculate Texture of an image. 
 

1. Convert the image to grayscale. 

2. Find the 4 stage Coif wavelet coefficients. 

3. Find the mean and standard deviation of the above coefficients and output to a column 

vector  

 

The following table gives the 4 stage coiflet texture values of 5 images. 
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Table 2. Coiflet Texture values Table 

 

5.9048 2.6054 0.1637 0.0979 

5.5827 2.9509 0.2472 0.0167 

6.2997 3.7201 0.2554 0.0405 

7.1697 3.6297 0.2840 0.0528 

6.5487 4.3823 0.0779 0.2445 

 

The following table gives the first 10 features of 5 images in the database before applying 

dimension reduction algorithms. 

 
Table3. Table of features before Dimension Reduction 

 
1 2 3 4 5 6 7 8 9 10 

0.4372 0.3659 0.2132 0.1925 0.1821 0.3083 0.0014 0.0013 0.0009 5.9048 

0.4385 0.3409 0.2389 0.2018 0.1928 0.3131 0.0011 0.0015 0.0010 5.5827 

0.4351 0.3572 0.2582 0.2521 0.2349 0.3069 0.0019 0.0033 0.0030 6.2997 

0.5061 0.4364 0.2362 0.2355 0.2283 0.4019 0.0008 0.0015 0.0011 7.1697 

0.3765 0.4012 0.2818 0.2850 0.2844 0.3319 0.0054 0.0064 0.0046 6.5487 

 

3.2 Principal Component Analysis (PCA) Vs Linear Discriminant Analysis (LDA) 
 

Principal Component Analysis is a technique which uses sophisticated underlying mathematical 

principles to transform a number of possibly correlated variables into a smaller number of 

variables called principal components [13]. It is one of the most important results from applied 

linear algebra. The advantage of PCA is finding the patterns in the data and compressing data by 

reducing the number of dimensions without loss of information. The mathematical concepts that 

are used for PCA are Standard Deviation, Variance, Co–variance and Eigenvectors [23]. The 

database images belonging to same category may differ in lighting conditions, noise etc., but are 

not completely random and in spite of their differences there may present some patterns. Such 

patterns could be referred as principal components. PCA is a mathematical tool used to extract 

principal components of original image data. These principal components may also be referred as 

Eigen images [18]. An important feature of PCA is that any original image from the image 

database can be reconstructed by combining the eigen images. The algorithm to calculate 

Principal Components is as follows. 

 
 

1. Represent the image as one dimensional vector of size N x N. 

Suppose we have M vectors of size N (= rows of image × columns of image) representing 

a set of sampled images. Then the training set becomes: Γ1, Γ2, Γ3.....ΓM. 

 

2. The Mean value of the pixels intensities in each image is calculated and subtracted from 

the corresponding image. The process is continued for all images in the database. 

 

3. The covariance matrix which is of the order N
2
 x N

2
 is calculated as given by C = AA

T 
. 

 

4. Find the Eigen values of the covariance matrix C by solving the equation (Cλ - I) = 0 .To 

find the eigenvector X repeat the procedure where Xi indicates corresponding Eigen 

values. 
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5. The Eigen vectors are sorted according to the corresponding Eigen values in descending 

order. 

 

6. Choose the First ‘K’ Eigen vectors and Eigen Values. 

 
 

The following table gives the first 10 features of 5 images after applying the dimension reduction 

algorithm PCA and reducing the feature database. 

 
Table 4. Table of features after Dimension Reduction 

 

1 2 3 4 5 6 7 8 9 10 

62.189 7.105e- 

15 

-1.776e- 

15 

1.154e- 

14 

4.024e- 

15 

-1.318e- 

15 

-2.088e- 

15 

-3.344e- 

15 

9.992e- 

16 

-1.089e- 

15 

63.286 -2.442e- 

14 

2.220e- 

15 

3.996e- 

15 

-1.554e- 

15 

-3.885e- 

16 

-2.396e- 

16 

-1.707e- 

15 

1.498e- 

15 

9.436e- 

16 

60.849 -3.497e- 

15 

-1.065e- 

14 

7.771e- 

16 

2.220e- 

15 

-2.657e- 

15 

-5.568e- 

16 

1.020e- 

15 

-2.636e- 

15 

3.677e- 

16 

64.930 -1.776e- 

14 

-5.329e- 

15 

4.218e- 

15 

1.110e- 

16 

-1.845e- 

15 

7.216e- 

16 

-3.486e- 

16 

-2.713e- 

15 

-3.747e- 

15 

51.539 8.882e- 

16 

8.881e- 

15 

-7.549e- 

15 

-4.218e- 

15 

5.343e- 

16 

-2.331e- 

15 

-2.307e- 

15 

1.332e- 

15 

1.637e- 

15 

 

Linear Discriminant Analysis (LDA) [24] is most commonly used as dimensionality reduction 

technique in the pre-processing step for pattern-classification and machine learning applications. 

The feature selection in traditional LDA [14] is obtained by maximizing the difference between 

classes and minimizing the distance within classes. LDA finds the vectors in the underlying space 

that best discriminate among classes. The prime difference between LDA and PCA is that PCA 

does more of feature classification and LDA does data classification [4]. 

 

1. Compute the d-dimensional mean vectors for the different classes from the dataset. 

2. Compute the scatter matrices (between-class and within-class scatter matrix). 

3. Compute the eigenvectors (e1, e2, ..., ed) and corresponding eigen values (λ1, λ2, ..., λd) for 

the scatter matrices. 

4. Sort the eigenvectors by decreasing eigenvalues and choose k eigenvectors with the 

largest eigenvalues to form a d×k-dimensional matrix W (where every column represents 

an eigenvector). 

5. Use this d×k eigenvector matrix to transform the samples onto the new subspace. This 

can be summarized by the mathematical equation: y = W
T
 × x (where x is a d×1-

dimensional vector representing one sample, and y is the transformed k×1-dimensional 

sample in the new subspace). 

 

3.3 Similarity Matching 
 

If R' be the dimensionality reduced feature database and R'' is the feature vector obtained from 

query image, then the retrieval system is based on a similarity measure defined between R' and R'' 

[25]. In this paper, Euclidean distance is used to measure the similarity between the feature 

vectors of reduced query image and reduced database images. The formula for Euclidean distance 

[26] is given as  
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Where Q and D are feature vectors of the Query image and database image. After finding the 

Euclidean Distance, the distances are sorted and the top six images closer to the query image are 

retrieved. 

 

 

3.4 Performance Evaluation 
 

The performance of retrieval of the system can be measured in terms of its Recall and Precision. 

Recall measures the ability of the system to retrieve all the models that are relevant, while 

Precision measures the ability of the system to retrieve only the models that are relevant [20]. 

 

 
  

The number of relevant items retrieved is the number of the returned images that are similar to 

the query image in this case. The total number of images retrieved is the total number of images 

that are returned by the retrieval system. In precision and recall, crossover is the point on the 

graph where the both precision and recall curves meet. The higher the number of crossover points 

better will be the performance of the system. 

 

4. COMPARATIVE STUDY OF PCA AND LDA 
 

The proposed method has been implemented using Matlab 13 and tested on a general-purpose 

database containing 500 images, in JPG format of size 256X384 resized to 286x340. The 

database includes 500 color images categorized into five classes and each class includes 100 

images as follows: African people, Beach, Building, Bus, Dinosaurs. The search is based on the 

similarity of feature vectors. We have followed the image retrieval technique, as described in the 

section 3 on different feature extraction schemes such as color and texture. This scheme 

calculated 110 features by means of histogram, moments, correlogram and Coif wavelet. Further, 

Principal Component Analysis technique and Linear Discriminant Analysis technique is used to 

extract the best features from the images. By means of PCA and LDA, the feature set is reduced 

to 75.Then the reduced query image is compared with the reduced database feature set using 

Euclidean Distance and the top 6 nearer images are displayed. The quality of the image retrieval, 

with different feature extraction schemes has been evaluated by randomly selecting query images, 

of each category, from test image database. Each query returns the top 6 images from database. 

To measure retrieval effectiveness for the image retrieval system, Precision and Recall values are 

used.  The Precision Recall rates and plots for PCA, LDA and without dimension reduction 

methods are shown in figure1. The graphical user interface for the retrieval of images using 

dimension reduction with PCA and LDA are shown in the figure 2 and figure3 respectively. From 

the GUI, the database is to be selected first using Select Database button, i.e., the database of 500 
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images. Then the query image is selected from a set of test images using Select Query button. The 

query can be processed under 3 options- without dimension reduction, Dimension Reduction 

using PCA and Dimension Reduction using LDA. The images are retrieved based on the option 

selected and top 6 images are displayed in the Returned images frame. The Precision-Recall Plot 

gives the Precision and Recall rates of the selected option. The Performance Comparison button 

shows the Precision-Recall plots of all the three methods of the selected query image.  From the 

Table 5 of Precision and Recall, it is found that the rates are higher for dimension reduction using 

Principal Component Analysis when compared to Linear Discriminant Analysis. This shows that 

PCA is a better dimension reduction tool when compared to LDA. 
 

 

Table 5. Table of Precision Recall Rates 

 

Class 

Without Dimension 

Reduction 

 

LDA 

 

PCA 

Precision Recall Precision  Recall Precision Recall 

Tribal 0.6110 0.5 0.6667 0.35 0.667 0.47 

Beach 0.8330 0.46 0.5 0.25 0.778 0.37 

Towers 0.6666 0.39 0.6667 0.37 0.667 0.37 

Bus 0.722 0.4 0.333 0.27 0.667 0.31 

Dinosaur 1 0.97 1 0.77 1 0.97 

 

 

 
 

Figure1. Precision –Recall Plot 
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Figure 2.Dimension Reduction using PCA 

 
 

Figure 3. Dimension Reduction using LDA 

5. CONCLUSION 
 

In this paper, we presented a comparative study of two dimension reduction methods namely 

Principal Component Analysis and Linear Discriminant Analysis. Dimensionality reduction 

methods aim at revealing meaningful structures and unexpected relationships in multivariate data. 

PCA projects correlated variables into a lower number of uncorrelated variables called principal 

components. By using only the first few principal components or eigen vectors, PCA makes it 

possible to reduce the number of significant dimensions of the data, while maintaining the 

maximum possible variance. The objective of LDA is to perform dimensionality reduction while 

preserving as much of the class discriminatory information as possible. In LDA, we will compute 

eigenvectors from our dataset and collect them in scatter-matrices, the between-class scatter 

matrix and within-class scatter matrix. From the Precision and Recall rates of PCA and LDA 

calculated in the table in the above section, it can be found that the rates are high for all the cases 

of PCA when compared to LDA. Thus it is concluded that PCA tends to outperform LDA in 

almost all cases and hence PCA can be adopted as an effective tool for dimension reduction. 
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ABSTRACT 

 

The aim of this paper is to use data mining technique and opinion mining(OM) concepts to the 

field of health informatics. The decision making in health informatics involves number of 

opinions given by the group of medical experts for specific disease in the form of decision based 

opinions which will be presented in medical database in the form of text. These decision based 

opinions are then mined from database with the help of mining technique. Text document 

clustering plays major role in the fast developing information Explosion. It is considered as tool 

for performing information based operations. Text document clustering generates clusters from 

whole document collection automatically, normally K-means clustering technique used for text 

document clustering. In this paper we use Bisecting K-means clustering technique and it is 

better compared to traditional K-means technique. The objective is to study the revealed 

groupings of similar opinion-types associated with the likelihood of physicians and medical 

experts.  

 

KEYWORDS 

 

Opinion Mining (OM),Sentimental Analysis(SA),Data Mining(DM). 

 

 
1. INTRODUCTION 
 
We live in data-rich times and each day, more data are collected and stored in databases. 

Increasing the use of data toward answering and understating important questions has driven the 

development of data mining techniques. The purpose of these techniques is to find information 

within the large collection of data. Although data mining is a new field of study of medical 

informatics, the application of analytical techniques to discover patterns has a rich history. 

Perhaps it was one of the most successful uses of data analysis for discovering and understanding 

of the medical science, especially infectious disease. 

 

Medical diagnosis is known to be subjective and depends not only on the available data but also 

on the experience of the physician and even on the psycho-physiological condition of the 

physician. A number of studies have shown that the diagnosis of one patient can differ 

significantly if the patient is examined by different physicians or even by the same physician at 

various times .  Data mining techniques applied on these databases discover relationships and 

patterns which are helpful in studying the progression and the management of disease. Prediction 
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or early diagnosis of a disease can be kinds of evaluation. About diseases like skin cancer, breast 

cancer or lung cancer early detection is vital because it can help in saving a patient’s life [1]. 

 

Healthcare related data mining(DM) is one of the most rewarding and challenging areas of 

application in data mining and knowledge discovery. The challenges are due to the datasets which 

are large, complex, heterogeneous, hierarchical, time series and varying of quality. As the 

available healthcare datasets are fragmented and distributed in nature, thereby making the process 

of data integration is a highly challenging task.[2] 

 

2. RELATED WORK 
 

Opinion mining (or sentiment analysis(SA)) is the computational study of people's opinions, 

appraisals, attitudes and emotions toward entities, individuals, issues, events, topics and their 

attributes. It has become a very active research area in the past few years due to challenging 

research problems and a wide arrange of applications. There are now at least 40 companies in 

abroad alone that provide some kinds of opinion mining services. Opinions are important because 

they are key influences on our behaviors. It is well known that our beliefs and perceptions of 

reality are to a considerable degree conditioned on how others see the world. For this reason, 

when we need to make a decision we often seek out the opinions of others. This is true not only 

for individuals, organizations and also for the doctors in medical field. With the explosive growth 

of social media (i.e., reviews, forum discussions, blogs and social networks, etc) in the past 10 

years, individuals and organizations are increasingly using these media for their decision making 

[3]. For efficiency by reducing system wide costs linked to under treatment, over treatment, by 

reducing errors, cost and duplication in diagnosis. Nowadays, in medical domain doctors take 

decision for critical diagnosis with multiple opinion [op]. The literature of U.S healthcare and 

other sectors tells that 61 % of public and doctors seek for multiple opinions before taking 

decisions for diagnosis of these diseases [4]. 

 

Now days in medical domain, it is difficult to make a decision for complex diseases henceforth 

doctors seek multiple opinions of different experts in order to achieve the accurate diagnosis 

process for the diseases [5]. 

 

The objective of successful diagnosis is by experts past experience or the knowledge gained from 

those experience. Experts can make prediction from previous observations (solved cases) and 

produce diagnosis for new cases. Using these experience experts can suggest good opinions about 

the diseases. Similarly different experts having different background knowledge (experience) can 

suggest different opinions, which leads for multiple opinions [6]. 

 

3. PROPOSED WORK 
 

The proposed system uses Bisecting K-means algorithm for clustering the common types of 

opinion decisions given by a set of experts for particular case, where this algorithm will 

effectively cope up with outliers. In order to retrieve decisions the Best Position algorithm is 

used. 

 

3.1 Advantages of the Proposed work: 
 

• Bisecting K-means tends to produce clusters of relatively uniform size whereas K-means 

produce clusters of non-uniform size. 

• If the number of clusters is large, then bisecting K-means is more efficient than the 

             Regular K-means algorithm. 
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• Bisecting K-means is an excellent algorithm for clustering a large number of    

documents. 

• The Bisecting K-means algorithm for document clustering which effectively cope up 

with outliers. 

• Bisecting K-means produces uniform cluster irrespective of centroid selected. 

• Best Position algorithm stops early than threshold algorithm and its execution cost 

            Never higher than threshold algorithm. 

 

The Figure (1) below shows flowchart for pre-processing and clustering of documents of 

opinions. First opinion decisions in the form of text documents are taken as input. In this paper 

three clusters are used for storing documents. If the number of documents less than number of 

cluster then the system not going to pre-process and cluster the documents. If the number of 

documents more than the number of clusters then, the system going to pre-process the documents. 

  

 
 

Figure (1). 

 

4. IMPLEMENTATION 
 

The algorithm is implemented in Java and proposed algorithm is based on the clustering of 

opinion decisions given by the experts for particular case, which is stored in the form of text 

documents. 
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4.1. List of Modules 
 

1. Documents pre-processing module. 

 

2. Documents clustering module. 

 

3. Gateway module. 

 

4. User interface module. 

 

4.1.1. Documents pre-processing module: 
 

Document pre-processing is the process of introducing a new document to the information 

retrieval system in which each document introduced is represented by a set of index terms. The 

goal of document pre-processing is to represent the documents in such a way that their storage in 

the system and retrieval from the system are very efficient. Document pre-processing includes the 

following stages. 

 

Stop word removal: 
 

Stop words are very common words in the natural language. This stop words increase the time of 

searching particular phrases. Example the, and, who, what, are, was, then etc. Stop words are 

specific to particular language. It is very difficult to identifying all stop words in a language. We 

have to identify those stop words manually. 
 

Steps involved in identifying and eliminating stop words: 
 

1. Store the documents contents in the file stream. 

 

2. Manually specify the stop words to remove. 

 

3. Copy the content from file stream to another document. 

 

4. If any stop word encounters don’t copy those words to document. 

 

Stemming: 
 

Stemming is to reduce the variant form of words to the normal form. Example connection, 

connections, connectives, connected, connecting are variant form of the word connect. 
 

Steps involved in identifying and eliminating stem words: 
 

1. Store the documents contents in the file stream. 

 

2. Manually specify the required stemming word. 

 

3. Copy the content from file stream to another document. 

 

4. If any stem word appears before the space character stems those words and copy  

remaining part to document. 
 

Weighting: 
 

Weighting for the documents done using term frequency inverse document frequency (TF-IDF) 

weighting function. Number of terms in entire document is document frequency. Number of 

times the particular word repeated is the term frequency. Weighting is calculated by dividing both 
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measures. Example if document having 1000 words, then the document frequency (DF) is 1000. 

If a particular word repeated 10 times in document, then the term frequency (TF) is 10. Weight 

for the particular word is calculated using dividing  

 

                                                 (TF) / (DF) that is 10/1000=0.01. 

 

 4.1.2. Documents clustering module: 
 

After document pre-processed, all these documents are grouped in three clusters using Bisecting 

k-means algorithm with the use of two measures mean weight age of all document and mean  

number of words in all documents. 
 

Bisecting K-means algorithm: 
 

Bisecting K-means tends to produce clusters of relatively uniform size whereas K-means produce 

clusters of non-uniform size. If the number of clusters is large, then bisecting K-means is more 

efficient than the regular K-means algorithm. Bisecting K-means is an excellent algorithm for 

clustering a large number of documents. The Bisecting K-means algorithm for document 

clustering is effectively coping up with outliers. Bisecting K-means produces uniform cluster 

irrespective of centroid selected. 

  

Steps followed to clustering documents using Bisecting K-means: 
 

1. Initially put all the documents in a single cluster. 

 

2. Calculate number of words in document and mean weight for documents for all the  

documents. 

 

3. Calculate the initial centroid by mean number of words in all documents and mean 

weight age documents. 

 

4. Select the random document and calculate the symmetric point for random documents by 

considering initial centroid as a midpoint.   

 

5. Find 2 sub-clusters using the basic K-means algorithm. 

 

6. Repeat step 2, the bisecting step, for a fixed number of times and take the split that 

Produces the clustering with the highest overall similarity. (For each cluster, it similarity 

is the average pair wise document similarity, and we seek to minimize that  sum over all 

clusters.) 

 

7. Repeat steps 3, 4 and 5 until the desired number of clusters is reached. 

4.1.3 Gateway module: 

 

After grouping the documents, Documents action words and weights are transfer to tables. 

Information extraction is done by gateway module by using the best position algorithm for 

stopping condition. 
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Gateway module responsible for the following steps: 

 

1. Receiving the user request. 

 

2. Finding the cluster regarding the request word. 

 

3. Finding the files in cluster belong to the word  based on weight age. 

 

4. Sending the request to respective storage node. 

5. Receiving the files from storage node. 

 

6. Transfer the file to user system. 
 

Best Position Algorithm (BPA): 
 

Main idea:  
 

Take into account the positions (and  scores) of the seen items for stopping Condition and    

Enables BPA to stop much sooner  than Threshold Algorithm (TA). 

 

Best position: 
 

The greatest seen position in a list such that any position before it is also seen. Thus, we are  

sure that all positions between 1 and best position have been seen.  

Stopping condition: 
 

Based on best positions overall score, i.e. the overall score computed based on the best positions 

in all lists 

 

How the algorithm works: 
 

• Do sorted access in parallel to each list Li, For each data item seen in Li,  Do random    

             access to the other lists to retrieve the item’s  score and position. 

 

• Maintain the positions and scores of the seen data item, Compute best position in Li 

and Compute best positions overall score. 

 

• Stop when there are at least k data items whose overall score ≥ best positions 

              overall score 
 

4.1.4 User interface module: 
 

First user has to register and login with those registration details. The user has to enter keyword 

for retrieving documents. The requested keyword passes into Gateway module to retrieve the 

documents. If documents having the keyword the user searched then documents are retrieved 

based on highest weight age. 
 

User responsible for the following action: 
 

• User has to register and login with registered details. 

 

• Input search word. 

 

• View the Received file name. 

 



Computer Science & Information Technology (CS & IT)                                   63 

 

• Open the file content and view. 

 

5. TEST CASES : 
  

5.1. Test Cases for Unit Testing: 
 

Serial # Test Case UTC-1 

Name of Test Pre-process button in User 

Interface Window 

Items being tested Pre-Process Button 

Sample Input Click on Pre-process Button 

Expected Output Files in the input folder 

should be weighted and 

stemmed. 

Actual output Files in the input folder are 

processed according to the 

expectation. 

Remarks Pass 

 

5.2. Efficient Top-k opinion decision retrieval Testing and validation: 
 

Serial # Test Case UTC-2 

Name of Test Bisecting K-means Button in 

User Interface window. 

Items being tested Bisecting K-Means Button 

Sample Input Click on Bisecting K-Means 

Button. 

Expected Output After clicking the button 

clustering operation should 

performed on those files. 

Actual output Clustering operation is 

happened after clicking the 

button. 

Remarks Pass 

 

5.3. Efficient Top-k opinion decision retrieval Testing and validation: 
 

Serial # Test Case UTC-3 

Name of Test User Home-Submit 

Items being tested One word in text field with 

submit button 

Sample Input Click on submit Button 

Expected Output It will check the files which 

are found with the worked 

what you are typing. If found 

then it should display the file 

downloaded message. In 

Gateway frame should 

display the selected files with 

highest weight. 

Actual output It is displaying. 

Remarks Pass 
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5.4. Test Cases for Integration Testing: 
 

Serial # Test Case IT 

Name of Test Clustering Documents 

Description It should cluster the 

documents and stores in 

respective cluster 

Sample Input Pre-Processed Documents. 

Expected Output Documents should be stored 

in respective cluster. 

Actual output Documents are stored in 

respective cluster based on 

Bisecting K-Means. 

Remarks Pass 

 

5.5. Checking the overall working of system: 
 

Serial # Test Case ST 

Name of Test Checking the overall 

working of system 

Description It will retrieve the highest 

weighted documents. 

Sample Input Text documents. 

Expected Output Documents having requested 

keyword with highest 

weight. 

Actual output It is retrieving documents 

having requested keyword 

with highest weight. 

Remarks Pass 

 

6. CONCLUSION 
 

In this work, propose a novel approach that carefully uses text mining techniques in order to pre-

process and clustering text documents. Documents pre-processing is done order to reduce the 

time of information extraction. Normally K-means clustering technique used for text document 

clustering. In this work uses Bisecting K-means clustering technique and it is better compared to 

traditional K-means technique. Further this clustered document used for performing information 

based operations. This paper  concentrates on finding Top-K file retrieval based on keyword 

weight in document. The best position algorithm (BPA) which executes top-k queries more 

efficiently than Threshold Algorithm (TA). BPA stops as early as TA, and that its execution cost 

is never higher than TA. 

 

7. FUTURE ENHANCEMENT 
 

The future work is pursuing in the following direction: The paper can be extended to deal with 

still more formats of documents.   
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ABSTRACT 

 

In today’s highly competitive business environment, evaluation of suppliers is the prime function 

of the purchasing department of the organization. It is due to the fact that high percentage of the 

material cost for manufacturing of a product is involved. Identification of decision criteria and 

methods for supplier evaluation are appearing to be the important research area in the 

literature. In this paper, hybrid methodology of Fuzzy positive Ideal rating /Fuzzy Negative 

Ideal rating and Membership Degree Transformation- M (1, 2, 3) is proposed for evaluation of 

supplier’s performance. A wide literature review is made and six selection criteria namely: 

Cost, Quality, Service, Business performance, Technical Capability and Delivery performance 

are considered for evaluation. A detailed application of the proposed methodology is illustrated. 

The proposed methodology is useful not only to judge the overall performance of the supplier 

but also to know which criteria/sub-criteria need to be improved. 

 

KEYWORDS 

 

Membership Degree transformation; Fuzzy positive Ideal Rating; Fuzzy Negative Ideal Rating; 

Supplier performance;  

 

1. INTRODUCTION 
 

The traditional business functions need to be coordinated to achieve customer satisfaction, value, 

profitability, and competitive advantage for individual companies and the entire supply chain. 

One of the functions that have been singled out as important in the coordination processes of the 

individual firms and supply chain is purchasing. 

 

Cheraghi et al (2002) presented the critical success factors (CSFs) for supplier selection reported 

in the literature emanating from the seminal work of Dickson (1966) and provide an update based 

on reviewing more than 110 research papers. The authors indicated significant change in the 

relative importance of various critical success factors in the research reported during 1966-1990 

versus 1990-2001. Supplier selection and their performance evaluation is one of the important 
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drivers of supply chain performance. Uses of suitable criteria with appropriate methodologies are 

necessary for performance evaluation of a supplier. In the literature, it is observed that supplier 

selection and evaluation methods were based on quoted price, quality, business relations, lead 

time etc., constitute a multi-criteria or multi-objective decision making problem. The overall 

objective of the supplier selection process is to identify, evaluate, contract with the suppliers and 

optimum quota allocation to the suppliers.  Boer et al (2001) made a review on decision methods 

on supplier selection based on academic literature. Byun (2001) presented Analytical Hierarch 

Process (AHP) approach for vendor selection and identified supplier reliability, product quality 

and supplier experiences are the critical factors for effective supplier selection in Korean 

automobiles. Muralidharan et al (2002) suggested guidelines for comparing supplier attributes 

using a five-point rating scale and developed aggregation technique for combining group 

member’s preferences into one consensus for supplier rating. In the supplier selection process, 

organizations judge the supplier’s ability to meet the requirements of the organization to survive 

in the intensely competitive global economy. Dulmin and Mininno (2003) used multi-criteria 

decision analysis method in supplier selection problem using PROMETHEE and GAIA 

methodology.  Rajkumar and Ray (2004) identified attributes and factors relevant for 

performance evaluation of suppliers through fuzzy inference system of the MATLAB fuzzy logic 

tool box. Venkatasubbaiah and Narayana Rao (2004) considered thirty three sub-criteria under six 

main criteria reported in the literature in four decision hierarchy levels for supplier selection using 

AHP.  Very often, experts opinion is the prominent characteristic of  multi-criteria decision 

making problems and this impreciseness of human’s judgments can be handled through the fuzzy 

sets theory developed by Zadeh  (1965). Fuzzy set theory effectively incorporates imprecision 

and subjectivity into the model formulation and solution process. Chen et al (2006) adopted 

TOPSIS concept in fuzzy environment to incorporate imprecision and subjectivity into the model 

formulation and solution process to determine the ranking order of the suppliers. The author 

considered the factors such as quality, price, and flexibility and delivery performance.  Lee et al 

(2007) adopted Fuzzy Analytic Hierarchy Process (FAHP) to analyze the importance of multiple 

factors by incorporating the experts’ opinions to select Thin Film Transistor Liquid Crystal 

Display (TFT-LCD) suppliers. Narayana Rao et al (2007) illustrated   fuzzy outranking technique 

for selection of supplier using minimum and gamma operators for aggregating the concordance 

and discordance indices of the alternative suppliers to arrive the ranking of suppliers with 

credibility values. Shouhua Yuan et al (2008) proposed DEA, AHP and fuzzy set theory   to 

evaluate the overall performance of suppliers of a manufacturing company. Enyinda et al (2010) 

adopted analytic hierarchy process (AHP) model and implemented using Expert Choice Software 

for a supplier selection problem   in a generic pharmaceutical organization. Elanchezhian et al 

(2010) adopted analytical network process (ANP) and TOPSIS method for select the best vendor. 

Jitendra Kumar and Nirjhar Roy (2010), adopted a hybrid model using analytic hierarchy process 

(AHP) and neural networks (NNs) theory to assess vendor performance. Yucel and Guneri (2011) 

assessed the supplier selection factors through fuzzy positive ideal rating and negative ideal rating 

to handle ambiguity and fuzziness in supplier selection problem and developed a new weighted 

additive fuzzy programming approach. Yang and Jiang (2012) proposed AHM (Analytic 

Hierarchy Method) and M(1,2,3) methodology to evaluate the supply chains’ overall 

performance. Durga Prasad et al (2012) proposed and illustrated the methodology for evaluating 

the efficiency and performance of the suppliers using Data Envelopment Analysis (DEA) 

technique. Amindoust (2012) proposed and illustrated ranking methodology in fuzzy environment 

with sustainable supplier selection criteria/sub-criteria. Abbasi et al (2013) proposed a framework 

and applied QFD/ANP to rank the relative importance of the key attributes in selection of 

suppliers. Galankashi  et al (2013) presented supplier Selection for Electrical Manufacturing 

Companies Based on Different Supply Chain Strategies using AHP. Eshtehardian et al (2013), 
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presented a decision support system to the supplier selection in the construction and civil 

engineering companies using AHP and ANP simultaneously. Om pal et al (2013) presented 

review on supplier selection criteria and methods basing on research reported in the supply chain 

management area. Deshmukh and Vasudevan (2014) explored criteria that are important for green 

supplier selection, as evident in literature and gathered from discussions with experts. Ergün and 

Atalay (2014) proposed FAHP and FTOPSIS for evaluation of suppliers of an electronic 

company.  
 

From the review of literature, it is observed that there is limited research in group decision 

approach for prioritizing the supplier selection criteria in fuzzy environment. Further, 

classification of a supplier belongs to a particular class basing on the data mining technology is 

also limited. In lieu of this, a hybrid methodology is proposed for evaluation of supplier’s 

performance and illustrated by considering the supplier of a pharmaceutical company. In the 

methodology, Fuzzy positive Ideal Rating and Fuzzy Negative Ideal rating approach is adopted to 

find out the importance weights of criteria/sub-criteria.  Then, Membership transformation 

method – M(1,2,3) is adopted to find out the grade of overall performance of a supplier. Proposed 

methodology is explained in section two. Numerical Illustration is presented in section three. 

Results and discussion is made in section four.  Finally, the conclusions are summarized with 

future scope in section five. 

 
 

2. METHODOLOGY 

 
 

Step 1: Establish Evaluation Index System of Supplier Performance 

 
An Organization has to identify criteria for supplier selection to evaluate whether the supplier fits 

its competitive strategy and supply chain strategy .The total performance of the supplier depends 

on the capabilities in each criteria/sub criteria and the relative importance given to them.  

 

Step 2: Determine importance weights of the criteria/sub criteria 

 
Fuzzy Positive Ideal Rating (FPIR) and Fuzzy Negative Ideal Rating (FNIR) are used to compute 

the weights of the criteria/sub criteria (Yucel and Guneri, 2011). 

 

Step 3: Membership Transformation through “Effective, Comparison and 

Composition”  
 

Membership transformation method – M(1,2,3) proposed by Hua and Ruan (2009) as discussed in 

the following steps   is adopted to determine the evaluation matrix of the alternative. 

 

Step 3.1: Determine Evaluation Membership ( )
jk

Qµ  

 

Percentage of satisfaction among the domain experts under each class is considered as evaluation 

matrix of each criterion.  

( )
jk

Qµ =membership of j
th sub-criteria of the criteria group ‘Q’ belonging to the k

th
 fuzzy 

membership class. 
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Step 3.2: Determine Distinguishable Weights ( ( )
j

Qα ) 

 
Distinguishable weight represents the normalized and quantized value obtained from the 

following relation. 

 

1
( ) ( ) / ( ) ( 1.. )

=
= =∑

m

j j jj
Q v Q v Q j mα  

             Where 

( ) 1 (1/ log( ))* ( )= −
j j

v Q p H Q  

1

( ) ( )*log ( )
=

= −∑
p

j jk jk

k

H Q Q Qµ µ  

( )
j

v Q = weight of the jth  sub criteria of the evaluation criteria object ‘Q’ obtained from 

uncertainty in the payoff information of the  sub criteria  

 

( )
j

H Q = Measure of uncertainty in the payoff information of the jth sub criteria of the evaluation 

criteria object ‘Q’ 

Step 3.3: Determine Comparable sum Vector ( )
k

M Q  

Comparable value of the sub criteria under the given criteria is determined from the following 

relation 

 

( )
k

M Q =
1

( )* ( )* ( )
=∑

m

j j jkj
Q Q Qβ α µ  

( )
j

Qβ = Importance Weight Vector of sub-criteria 

Step 3.4: Determine Membership Vector ( )
k

Qµ  

Membership vector of the object ‘Q’ belonging to class ‘k’ is determined from the following 

relation. 

 

( )
k

Qµ =
1

( ) / ( )
=

∑
p

k k

k

M Q M Q  

Step 3.5: Determine Evaluation Matrix of the alternative U(S) 

Membership matrix of all the criteria of the object ‘Q’ is determined and evaluation matrix is 

formed as shown below. 
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U(S)= 

( 1)

( 2)

( 3)

( 4)

..

..

 
 
 
 
 
 
 
  
 

C

C

C

C

µ

µ

µ

µ
 

Step 4: Determine Final membership Vector ( )Sµ  

 
Once the evaluation matrix of the goal and the weights of the each criterion are known the 

procedure is repeated from the step 3.1 to 3.5 is repeated to obtain the final membership vector of 

the goal. 

 

Step 5: Determine the grade of overall Performance (KO) 

 
Overall performance of the alternative is determined by applying confidence recognition rule 

(Confidence degree: λ >0.7) 

KO = min {k|
1

( )
=

≥∑
k

k

k

Sµ λ } 

3. NUMERICAL ILLUSTRATION 
 

In this paper, supplier performance evaluation using proposed methodology is illustrated with a 

numerical example. Supplier’s performance metrics taken from the literature (Venkatasubbaiah et 

al., 2004; Lee et al., 2007; Narayana rao et al., 2007) are considered for performance evaluation 

of supplier. The evaluation hierarchy is organized into three layers namely, Goal, Criterion layer 

and sub-criterion layer as shown in fig 1. 

 
 

Figure 1: Hierarchy of Evaluation Index System of Supplier performance 
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Evaluation of supplier performance is considered as goal. Supplier evaluation criteria namely, 

Quality (Q), Cost (C), Service (S), Business performance (BP), Technical Capability (TC) and 

Delivery are considered at criterion level. Sub-criteria under each criterion are given below.  

Sub-criteria under Quality (Q): Product durability and Reliability (PDR); Quality systems (QS); 

Percent Rejection (PR); Reputation and Position in the market (RP); 

 

Sub-criteria under Cost (C): Competitive Pricing (CP); Unit Price (UP); Quantity Discount (QD); 

Payment Terms (PT); 

 

Sub-criteria under Service (S): Handling of Complaints (HC); Availability of product/service 

(APS); Training equipment (TE); Flexibility (FL);  
 
Sub-criteria under Business Performance (BP): Financial Stability (FS); IT usage (IT); 

Management Capability (MC); Personnel Capability (PC);  

 

Sub-criteria under Technical Capability (TC): Technical Support (TS); Technology Know How 

(TKH); Understanding of Technology (UT); Performance History (PH);  
 
3.6 Sub-criteria under Delivery Performance (DP): Delivery of Lead Time (DLT); Expeditation 

of Orders (EO); Flexible Transportation Modes (FTM); Safety and Security of Components (SS);  

Necessary data on the relative importance of criteria/sub-criteria gathered from discussions with 

the managers of Purchasing, Logistics, Quality Control and Production departments of a 

pharmaceutical company. These industries need to improve their supply chain performance by 

concentrating on supplier issues to face with the uncertainty within the business environment. 

 

3.1 Relative weights of the criteria/sub-criteria 

 
 Relative weights of criteria/sub-criteria are determined as discussed in step 2 of the methodology 

section. Data is collected by discussion with the managers of Purchasing, Logistics, Quality 

Control and Production departments to assess the relative importance of the criteria on the 

supplier performance.  Degree of relative importance of criteria is presented with the linguistic 

variables: Nill-NL;Very Low- VL; Low-L;  Medium Low- ML; M- Medium; Medium High- 

MH; High- H;Very High- VH; Full- F; Aggregated responses of the importance of criteria and 

sub-criteria in terms of the linguistic variables by the employees of different departments are 

shown in the table 1. 

  
The study considered the above criteria/sub-criteria from the literature and these are prioritized. 

Relative weights of criteria and sub-criteria are determined from the aggregated responses shown 

table 1 and table 2 respectively through Fuzzy Positive Ideal Rating (FPIR) and Fuzzy Negative 

Ideal Rating (FNIR) approach as discussed in step 2 of the methodology section. Relative weights 

of criteria and sub-criteria are shown in table 3.From table 3 it is observed that  Quality criterion 

is highly prioritized followed by Technical capability, Delivery Performance, Cost, Service and 

Business Performance. This is due to the fact that the pharmaceutical company considers Quality 

is the most important criterion that must be evaluated for successful selection of the supplier. 

Technical Capability criterion is ranked second since it is an obvious consideration for any 

pharmaceutical company. Relative weights of the criteria/sub-criteria are shown in fig 2 
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Table 1: Aggregated Responses on Criteria 

 

 

 

Table 2: Aggregated Responses of   Sub-criteria 
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Table 3: Relative weights of the criteria/sub criteria 

 
Table 4: Evaluation Responses and Memberships 
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Figure 2: Relative weights of the criteria/sub-criteria 

 

3.2 Evaluation Membership 
 

Data on the given supplier performance sub-criteria is obtained from 75 employees of production, 

Logistics, Quality control and Marketing & sales departments of the pharmaceutical company. No 

of employees responded regarding the satisfaction levels in five classes and the membership 

values are shown in table 4. 

 

3.3 Evaluation matrix 
 

Evaluation Matrix is determined as discussed in step 3 of methodology section. Evaluation matrix 

of supplier’s performance is shown below.  

 

U(S) = 

( ) 0.1530 0.1400 0.3896 0.2093 0.1081

( ) 0.1632 0.1583 0.3779 0.1576 0.1429

( ) 0.2365 0.2420 0.2606 0.1422 0.1187

( ) 0.3324 0.2039 0.1825 0.1503 0.1309

( ) 0.2581 0.1901 0.2357 0.1751 0.1411

( ) 0.

 
 
 
 

= 
 
 
  
 

C

S

BP

TC

Q

DP

µ

µ

µ

µ

µ

µ 2458 0.1234 0.3459 0.1566 0.1283

 
 
 
 
 
 
 
  
 

 

3.4 Final membership Vector 

 
Final membership vector of the supplier’s performance is determined as discussed in step 4 of the 

methodology section. The Final membership vector of the supplier’s performance is shown 

below. 

( )( ) 0.2218 0.1639 0.3182 0.1699 0.1262=Sµ  
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3.5 Grade of Overall Performance of the supplier 

 
 From the numerical illustration, according to the final membership vector, it is observed that the 

overall performance of the supplier belongs to the ‘General’ level with the confidence level of 

70.39% (22.18%+16.39%+31.82%). 

 

4. RESULTS AND DISCUSSION 
 

Evaluation membership of supplier’s performance is shown in fig 2. From the figure, it is 

understood that Technical Capability (TC) of the supplier is showing relatively high confidence 

level of performances of 33.24% in ‘Very Satisfied’ level. Cost (C), Service (S), Supplier 

performance in respect of Business performance (BP), Technical Capability (TC), Quality (Q), 

and Delivery Performance (DP) are showing confidence levels of 38.96%, 37.79%, 26.06%, 

18.25%, 23.57% and 34.59% respectively in ‘General’ level.  

 

 

Figure 2: Evaluation memberships of supplier’s performance criteria 

 

From the results of the final membership values, it can be judged that the performance of the 

supplier is considered as ‘General’ level as the obtained confidence level (70.39%) is more than 

the minimum confidence level of 70%. Overall confidence level with ‘Very Satisfied’ is only 

22.18% indicates that the supplier should improve the performance from every criteria. In the 

context of supplier evaluation for a pharmaceutical company, the suppliers need to improve 

quality, technical capability and delivery performance such that the purchasing company will be 

capable of rapidly responding to changes to their customer demands. Implementing continuous 

quality improvement methods, making use of latest equipments and machines, implementing new 

thoughts in business processes will be useful to improve the supplier’s performance 

 

5. CONCLUSIONS 
 

The proposed methodology is a hybrid methodology that combined the FPIR/FNIR approach with 

Membership transformation method – M (1,2,3) to evaluate the performance of supplier. The 

proposed methodology is useful not only to judge the overall performance of the supplier but also 

to know which criteria/sub-criteria need to be increased. The proposed hybrid method is useful to 

evaluate the supplier’s performance as it is affected by the subjective judgment involved in 
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measuring of the criteria/sub-criteria by the stake holders. The methodology maybe extended for 

the supplier evaluation and selection basing on the supply chain strategy (Lean, Agile and 

Leagile). To this effect, it requires critical judgment to assess the relative weights among the 

criteria basing on lean, agile and leagile supply chain strategies. Also, the study can be extended 

to other areas of decision making in evaluation and ranking of alternatives. Also, the performance 

of the proposed method can be improved by reducing the subjective judgment in prioritizing the 

factors/sub-factors.     
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