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Preface 
 

The Fifth International Conference on Computational Science, Engineering and Information 

Technology (CCSEIT-2015) was held in Vienna, Austria, during May 23~24, 2015. The Fourth 

International Conference on Mobile & Wireless Networks (MoWiN-2015), The Fourth International 

Conference on Information Theory (IT-2015), The Second International Conference on Artificial 

Intelligence and Applications (AIAP-2015) and The Second International Conference on 

Bioinformatics and Bioscience (ICBB-2015) were collocated with the CCSEIT-2015. The conferences 

attracted many local and international delegates, presenting a balanced mixture of intellect from the 

East and from the West.  

 

The goal of this conference series is to bring together researchers and practitioners from academia and 

industry to focus on understanding computer science and information technology and to establish new 

collaborations in these areas. Authors are invited to contribute to the conference by submitting articles 

that illustrate research results, projects, survey work and industrial experiences describing significant 

advances in all areas of computer science and information technology. 

 

The CCSEIT-2015, MoWiN-2015, IT-2015, AIAP-2015, ICBB-2015 Committees rigorously invited 

submissions for many months from researchers, scientists, engineers, students and practitioners related 

to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an 

unparalleled number of internationally recognized top-level researchers. All the submissions 

underwent a strenuous peer review process which comprised expert reviewers. These reviewers were 

selected from a talented pool of Technical Committee members and external reviewers on the basis of 

their expertise. The papers were then reviewed based on their contributions, technical content, 

originality and clarity. The entire process, which includes the submission, review and acceptance 

processes, was done electronically. All these efforts undertaken by the Organizing and Technical 

Committees led to an exciting, rich and a high quality technical conference program, which featured 

high-impact presentations for all attendees to enjoy, appreciate and expand their expertise in the latest 

developments in computer network and communications research. 

In closing, CCSEIT-2015, MoWiN-2015, IT-2015, AIAP-2015, ICBB-2015 brought together 

researchers, scientists, engineers, students and practitioners to exchange and share their experiences, 

new ideas and research results in all aspects of the main workshop themes and tracks, and to discuss 

the practical challenges encountered and the solutions adopted. The book is organized as a collection 

of papers from the CCSEIT-2015, MoWiN-2015, IT-2015, AIAP-2015, ICBB-2015 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond the 

event and that the friendships and collaborations forged will linger and prosper for many years to 

come.  

                                                             

Jan Zizka 

                                       Dhinaharan Nagamalai 
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ABSTRACT 
 

The number of transistors on a chip plays the main role in increasing the speed and performance of a 

microprocessor; more transistors, more speed. Increasing the number of transistors will be limited due to 

the design complexity and density of transistors. This article aims to introduce a new approach to 

increasing the number of transistors on a chip. The basic idea is to construct two-layer crystal square for 

transistors; this allows to increase the number of transistors two additional times (four times as many) if 

the number of transistors incorporated in a one layer of crystal square will approximately double every 24 

months according to Moore’s Law without changing rapidly the design complexity and density in a crystal 

square and without changing the size of a chip (length and width), in this case the height of a chip must be 

changed for the two layers. 

 

KEYWORDS 

 

Crystal square, Number of transistors, Feature size, Die size, Design complexity, Density of transistors. 

 

 

1. INTRODUCTION 
 

Different types of a microprocessor, is also known as a central processing unit (CPU), such as 

i80x86, Pentium (Intel), PowerPC (IBM), SPARC (Sun), Motorola and many other types perform 

the same thing in approximately the same way [1].  

 

Moore’s Law states that the number of transistors on a chip would double every two years [2, 3]. 

The designers of CPU are interested to increase the speed and performance of CPU with each 

new CPU-generation according to the Moore’s law by doubling the number of transistors 

according to the design rule by reducing the size of the transistors, which allows to fit more 

transistors on a chip without changing rapidly the size of the chip; in general the size of the chip 

increases slowly over time. Increasing the number of transistors is one of the main factors used to 

increase the speed and performance of the CPU; more transistors, more clock cycles [4, 5]. 

 

2. PHYSICAL LIMITATION OF INCREASING THE NUMBER OF 

THRANSISTORS 
 

Increasing the number of transistors will be limited due to the following limitation [6, 7, 8, 9]: 
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2.1 DESIGN RULE, DENSITY AND DESIGN COMPLEXITY [10,11,12,13] 
 

Since the wires and transistors are drawn photographically on the chips, the size of the transistors 

and the width of the wires are determined by the pixel size of the imaging process. The number of 

transistors that can be fitted on a given chip size is determined by the size of the transistors. As 

the feature size on the chip goes down, the number of transistors rises, which means the smaller 

the transistors, the more transistors can be fitted on the chip. Feature sizes have decreased from 

10 micron in 1971 to  0.022 micron in 2012; the semiconductor manufacturing processes have 

decreased from 10 µm in 1971 to 22 nm in 2012 [4, 13, 14] (see Table 1). 

 

Since the surface area of a transistor determines the transistor count per square millimeter of 

silicon, the transistors density increases quadratically with a linear decrease in feature size [1]. 

The increase in transistor performance is more complicated. As the feature sizes shrink, devices 

shrink quadratically in the horizontal and vertical dimensions. A reduction in operating voltage to 

maintain correct operation and reliability of the transistor is required in the vertical dimension 

shrink. This combination of scaling factors leads to a complex interrelationship between the 

transistor performance and the process feature size. 

 

Due to the shrinking of the pixel size and the increasing of the density, the design complexity 

increases. If the pixel size shrinks double and the density increases double every two years 

according to Moore’s Law, the physical limitation will definitely appear in few years, which 

means that it will be very difficult to apply Moore’s Law in future. Some studies have shown that 

physical limitations could be reached by 2018 [6] or 2020-2022 [15, 16, 17, 18]. 

 

2.2 NUMBER OF TRANSISTORS AND DIE SIZE [5, 11, 19] 
 

The die size is a size of a chip; the chip size depends on the chip manufacturing processes. As 

mentioned above, the smaller feature size, the larger number of transistors on a chip, this allows 

increasing the die size slowly over time. Owing to increasing of the number of transistors the chip 

size should be increased. The number of transistors of Intel microprocessors has increased  from 

2300 in 1971 to 3.1 billion in 2012 (1.35 million times during 40 years) and the die size has 

increased from 12 mm2 in 1971 to 544 mm2 in 2012 (45.34 times during 40 years). The number 

of transistors of MIPS microprocessors has increased from 110,000 (R2000) in 1986 to 7.15 

million (R12000) in 1998 (65 times during 12 years) and the die size has increased from 80 mm2 

in 1986 to 229.22 mm2 in 1998 (2.86 times during 12 years). The number of transistors of IBM 

microprocessors has increased from 1.5 million (Power3) in 1998 to 2.1 billion (Power7+) in 

2012 (1400 times during 14 years) and the die size has increased from 270 mm2 in 1998 to 567 

mm2 in 2012 (2.1 times during 14 years) (see Table 1). 

 

2.3 PIXEL SIZE AND POWER CONSUMPTION [1,20] 
 

The transistor’s switching speed is determined by the pixel size, the smaller transistors switch 

faster, so they require less power to be switched. Small pixel size allows the battery life of 

portable devices to be saved for a long time. The energy consumption required for switching 

transistors is known as dynamic power consumption, which can be increased due to charging and 

discharging the capacitive output load. Increasing the amount of power requires more hot 

generation, which can cause an interference of transistors with each other. 
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Table 1. Evolution of Microprocessors: 1991 to 2012 
 

Manufacturer Processor Date of 

introduction 

Number of 

transistors 

Process Area [mm
2
] 

Intel 

Intel4004 1971 2,300 10 µm 12 

Intel8008 1972 3,500 10 µm 14 

Intel8080 1974 4,400 6 µm 20 

Intel8085 1976 6,500 3 µm 20 

Intel8086 1978 29,000 3 µm 33 

Intel80286 1982 134,000 1.5 µm 44 

Intel80386 1985 275,000 1.5 µm 104 

Intel80486 1989 1,180,235 1 µm 173 

Pentium 1993 3,100,000 0.8 µm 294 

Pentium Pro 1995 5,500,000 0.5 µm 307 

Pentium II 1997 7,500,000 0.35 µm 195 

Pentium III 1999 9,500,000 0.25 µm 128 

Pentium 4 2000 42,00,000 180 nm 217 

Itanium 2 McKinely 2002 220,000,000 180 nm 421 

Core 2 Duo 2006 291,000,000 65 nm 143 

Core i7 (Quad) 2008 731,000,000 45 nm 263 

Six-Core Core i7 2010 1,170,000,000 32 nm 240 

Six-Core Core i7/8-
Core Xeon E5 

2011 2,270,000,000 32 nm 434 

8-Core Itanium 
Poulson 

2012 3.100,000,000 32 nm 544 

MIPS 

R2000 1986 110,000 2.0 µm 80 

R3000 1988 150,000 1.2 µm 56 

R4000 1991 1,200,000 0.8 µm 213 

R10000 1994 2,600,000 0.5 µm 299 

R10000 1996 6,800,000 0.35 µm 299 

R12000 1998 7,1500,000 0.25 µm 229 

IBM 

POWER3 1998 15,000,000 0.35 µm 270 

POWER4 2001 174,000,000 180 nm 412 

POWER4+ 2002 184,000,000 130 nm 267 

POWER5 2004 276,000,000 130 nm 389 

POWER5+ 2005 276,000,000 90 nm 243 

POWER6+ 2009 790,000,000 65 nm 341 

POWER7 2010 1.200,000,000 45 nm 567 

POWER7+ 2012 2.100,000,000 32 nm 567 
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3. TWO-LAYER CRYSTAL SQUARE 

 
This article suggests as a solution for avoiding the physical limitations mentioned above and for 

applying Moore’s Law more years a new approach of constructing a crystal square contained 

transistors on a chip. This approach is called two-layer crystal square of transistors. 

 

Assume a microprocessor (let’s say X) has the following specifications: date of introduction – 

2015, one-layer crystal square of transistors, transistor count (number of transistors) – 3 billion, 

pixel size (feature size) – 0.038 micron, die size (area) – 600 mm2 (see Figure 1).  

 

 
Figure 1. Crystal Square of Transistors 

 

A crystal square of transistors can be constructed using two layers that are equal in size and 

transistor count, this allows to increase the number of transistors twice (Moore’s Law) without 

touching the feature size and die size (see Figure 2). 
 

 
Figure 2. Two-Layer Crystal Square of Transistors 

 

The two-layer crystal square of transistors shown in Figure 2 contains double transistor count 

without changing feature size and die size. Double number of transistors allows increasing a 

microprocessor’s speed approximately twice. In this case the voltage of transistors must be 

decreased in order to reduce the dynamic power and energy. 

 

Assume the second generation of the microprocessor (X1) has the following specifications: date 

of introduction – 2017, Two-layer crystal square, and each layer with the following 

characteristics: number of transistors – 3 billion (6 billion both), pixel size – 0.038 micron, die 

size – 600 mm2 (see Figure 3). 
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Figure 3. Second Generation 

 

Applying this approach would double transistor count and speed of the microprocessors every 
two years with slowly increasing the density and area, and decreasing feature size and voltage, so 
the physical limitations will be reduced and Moore’s Law will be continued for many years (may 
be till 2037 or more). 

Assume the third generation of the microprocessor (X2) has the following specifications: date of 

introduction – 2019, Two-layer crystal square, and each layer with the following characteristics: 

transistor count – 6 billion (12 billion both), pixel size – 0.035 micron, die size – 688 mm2 (see 

Figure 4). 

 
Figure 4. Third Generation 

The third generation doubles the transistor count with small decreasing of the feature size (from 

0.038 micron to 0.035 micron) and small increasing of the area (from 600 mm2 to 688 mm2), of 

course, with more density, which allows to fit more transistors in small area.  

 

All the assuming characteristics of the microprocessors (X, X1, X2) and others (XN-1 and XN) 

are shown in Table 2. This table shows some of the assuming microprocessors from 2015 till the 

year 2037. The number of transistors will have doubled every two years. The feature size will 

have increased 3 nm (from 38 to 35) every two years (from the year 2019 – after applying a two-

layer crystal technology in the year 2017), which means that the feature size would be reached 0.8 

nm by the year 2037, which increases the design complexity and causes reaching the physical 

limitation. The area will also have increased about 12-15% every two years (from the year 2019); 

the small increasing of area can be applied if and only if the density of transistors increases with 

each generation. The increasing of the density would also be reached the physical limitation by 

the year 2037, as more density needs more power, which requires more hot generation. 
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Table 2. Assuming Evolution of Microprocessors: 2015 to 2037 

 

Processor Date of 

introduction 

Number of 

transistors 

(billion) 

Feature 

size (nm) 

Area [mm
2
]

 

X 2015 3 38 600 

X1 (Two-layer crystal) 2017 6 38 600 (each layer) 

X2 (Two-layer crystal) 2019 12 35 688 (each layer) 

X3 (Two-layer crystal) 2021 24 32 770 (each layer) 

X4 (Two-layer crystal) 2023 48 29 882 (each layer) 

-- -- -- -- --- 

XN-1 (Two-layer crystal) 2035 3072 11 --- 

XN (Two-layer crystal) 2037 6144 0.8 --- 

 

As shown in the table below, several measures of microprocessors technology, such as transistor 

count, is improving at exponential rate based on Moore’s Law (see Figure 5). 

 

 

 
 

Figure 5.  Number of transistors related to Moore’s Law 
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4. CONCLUSION 

 
The problem of applying Moore’s law in microprocessor technology as much as possible is still 

topical research field although it has been studied by the research community for many decades. 

The main objective of this article is to find as much as possible a complete and logical solution 

for avoiding physical limitation in manufacturing of microprocessors technology and applying 

Moore’s Law for a long time. 

 

As mentioned above, some studies have shown that physical limitations could be reached by 2018 

or 2022. Applying the new approach in microprocessor technology will delay the physical 

limitation for few more years, because it doubles the transistor count every two years based on 

Moore’s Law, which approximately double the microprocessor’s speed, with small decreasing of 

the feature size and small increasing of the area. 
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ABSTRACT 

 
In this paper a new logical operation method called “

presented. It is used to calculate the difference, but also the complement of a function as well as 

the EXOR and EXNOR of two minterms respectively two ternary

respectively two ternary-vector

logical operation method called “orthogonal OR

advantages of both methods are their results, which are already available

form that has an essential advantage for continuing calculations. Since it applies, an orthogonal 

disjunctive normal form is equal to orthogonal antivalence normal form, subsequent Boolean 

differential calculus will be simplified.

 

KEYWORDS 
 

Difference-Building, Orthogonality, TVL, Data Memory Request, Computing Time

 
 

 

1. INTRODUCTION 
 

Orthogonality is a special property of Boolean functions because an orthogonal function can be 

transformed in another form and so it simplifies the handling for further calculations in 

applications of electrical engineering. For example, the orthogonal for

equal to the orthogonal form of an antivalent form, 

orthogonalizing methods, which means a new method of OR

the difference of minterms respec

vector-lists (TVL) of disjunctive normal form which result in orthogonal form. On the one hand, 
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2. THEORETICAL FOUNDATIONS 
 

2.1. Isomorphism: Set Theory as Basis for Switching Algebra 
 

In Figure1a), the set difference from the set theory is shown. If the set difference is called�\�, 

the remaining set of these two sets is the set of all elements belonging to set �, but not to set � 

(�without �). In Figure1b), the union of set �� and ��, that is�� ∪ ��, is illustrated [2][3]. 

 

 
Figure 1: a) Set Difference �\�; b) Set Union �� ∪ �� 

 

Due to the isomorphism the set difference and the set union out of the set theory are expressed in 

the propositional logic as follows: 

 

 

 �� 	 �\� 	 � ∩ �̅      ↣     � ∧ �̅ (1) 

  �� 	 �� ∪ ��                    ↣     �� ∨ �� (2) 

 

Thus, an Equation (3) to build the difference of two minterms in the switching algebra is defined 

out of (1). The minuend minterm is indentified with�� ≔ ⋀ �������� ! , the subtrahend minterm 

is indentified with �" ≔ ⋀ ���#���# !  and with $ ∈ ℕfollows: 

 

 

��\�" 	 '( �������
� ! )\'(���#���

# ! ) ≔ '( �������
� ! ) ∧ '(���#���

# ! )*************** 	 

 

 	 '( �������
� ! ) ∧ '+�̅������

# ! ) 	 ,�� ⋅ ���� ⋅. .⋅ ��/�  ∧ ,�� ⋅ ���� ⋅. .⋅ ��/" 

 

(3) 

 

An Equation (4) building the disjunction of two minterms where the first summand minterm is  
identified with �"0 ≔ ⋀ ���#0���#0 !  and the second summand minterm is identified with �"1 ≔⋀ ���#1���#1 ! is defined out of (2). And with $ ∈ ℕ follows: 

 

�"0 ∨ �"1 	 2( �������
#0 ! 3 ∨ 2( ���#���

#1 ! 3 	 ,�� ⋅ ���� ⋅. .⋅ ��/"0 ∨ ,�� ⋅ ���� ⋅. .⋅ ��/"1  

(4) 

 

Equation (3) and (4) only indicate the value of the variable at the corresponding position in terms 

of its index. That means �̅4is the complement value of variable at thei-th place, whereas�4 hows 

the value of the variable at the i-th place. The general validity is proved by the method of 

mathematical induction. 
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2.2. Ternary-Vector-List (TVL) 

 
Ternary-Vector-Lists are representations of Boolean functions which can take one of three 

possible values for each point. A non-negated variable is characterized by ‘1’, a negated by ‘0’ 

and not included by ‘-‘. Boolean equations represented by TVL can be treated computationally 

easier [5][10]. A TVL consists of m-rows (number of conjunctions or disjunctions contained in 

the function) and n-columns (number of independent variables) and is characterized with$ ∈ℕand 5 ∈ {0, 1, −}. Any form of a function, that means disjunctive form (DF), conjunctiveform 

(KF), equivalent form (EF) and antivalence form (AF), can be represented as a TVL. As no 

operators (∨, ∧,⨀,⨁ ) in the TVL presentation are given, the designations of the matrix by D(f), 

K(f), E(f) and A(f) show the type of the TVL [5][10][12]. 

                                  ��   …   ���� 

?@A 	 B?@�?@�∶?@�D ≔
1. EFG2. EFG∶�. EFG B

5��5��∶5��
……∶…
5��5��∶  5��

5��5��∶5��D 	 [5��] 
 

 

(5) 

The rule for AND-ing (∧) of two TVs (?@4,K) which represent an average TV (?@L), is defined by 

Table 1: 
 

Table 1. Rule for AND-ing of two TVs 

 ∧ 0 1 - 

0 0 × 0 

1 × 1 1 

- 0 1 - 
 

 if × ≥ 1 

 else 

×: empty set ?@L 	×  
 ?@L 	  ?@4 ∧ ?@K 

 

The rule for OR-ing (∨) of two TVs (?@4,K), which represent the union of both TVs, is defined as 

follows: ?@4 ∨  ?@K 	 Y?@4?@KZ (6) 

 

The difference-building of two TVs with ?@� 	 [5�, 5���, . . , 5�]� and ?@" 	 [5�, 5���, . . , 5�]" is 

distinguished out of Equation (3): 

 ?@�\ ?@" 	 [5�, 5���, . . , 5�]�\ [5�, 5���, . . , 5�]" ≔ [5�, 5���, . . , 5�]� ∧ [5�, 5���, . . , 5�]"******************** 	 

	 [5�, 5���, . . , 5�]� ∧ B5�̅ −− 5���******⋮− ⋮−
… −… −⋮… ⋮5�̅D" 

  

(7) 

 

2.3. Orthogonality 

 
A function or TVL is orthogonal if its minterms respectively its TVs are disjoint to one another in 

pairs at least in one column. Consequently, these minterms (�4,K) or these TVs (?@4,K) then have 

no common covering after their logical conjunction. An orthogonal function has no redundant 

minterm. Thus, the following Equations in (8) can be formulated for the proof of orthogonality 

[17]: 
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3. ORTHOGONALIZING D

 
3.1. Method 

 

The method of orthogonalizing difference

corresponds to the removal of the intersection which is formed between the minuend 

subtrahend �", from the minuend 

several disjoint minterms, which cover all of the remaining 1s an

other. For this purpose, an example is shown in a K

group of 2 (subtrahend: �\����) is subtracted from group of 8 (minuend: 

of several blocks (1
st
 Block, 2

nd
 Block, 3

 �]̂_`abcad⊝ �\efbghijkcad
• The first literal of the subtrahend, here 

minterm of the minuend, here 

• Then the second literal, here

minuend and to the first literal �]�\��***. 
• Following the next literal, hier 

the minuend and to the first literal 

third block of the difference is 

• This process is continued until all literals of the subtrahend are singly complemented and 

linked by AND-ing to the minuend in a separate minterm.

 

The Equation (9) is applied to calculate the orthogonalizing difference

In this case, the formula does not show the value of the individual literals, but it shows whether 

the associated literal exists complement or not. The indices declare only the order of literals 

which have to be calculated. In thi

formed from [18] is applied to describe the orthogonalizing difference

mathematically easier way: 
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DIFFERENCE-BUILDING ⊝  

The method of orthogonalizing difference-building ⊝ illustrated in the Karnaugh map (Fig

corresponds to the removal of the intersection which is formed between the minuend 

from the minuend ��, which means ��\ ,�� ∧ �"/. The result consists of 

several disjoint minterms, which cover all of the remaining 1s and are pairwise orthogonal to each 

other. For this purpose, an example is shown in a K-map with 4 variables (Fig. 2

) is subtracted from group of 8 (minuend: �]). The resu

Block, 3
rd

 Block) which are pairwise orthogonal to each other.

Figure 2: Example of ⊝ in a K-map 

�\����elmlnfbghijkcad 	 �]�\***o�pqrstuv  ∨  �]�\��***elmln�wxrstuv  ∨  �]�\����***ellmlln\yxrstuvelllllllllmlllllllllnz`{{cicauc
 

The first literal of the subtrahend, here �\, is taken complement and AND

minterm of the minuend, here �]. Consequently, the first block of the difference is 

Then the second literal, here��, is taken complement and AND-ing to the minterm of the 

minuend and to the first literal �\ of the subtrahend. Therefore, the second block is 

Following the next literal, hier ��, is taken complement and AND-ing to the minterm of 

the minuend and to the first literal �\ and second literal �� of the subtrahend. Thus, the 

of the difference is �]�\����***. 
This process is continued until all literals of the subtrahend are singly complemented and 

ing to the minuend in a separate minterm. 

is applied to calculate the orthogonalizing difference-building of two minterms. 

In this case, the formula does not show the value of the individual literals, but it shows whether 

the associated literal exists complement or not. The indices declare only the order of literals 

which have to be calculated. In this case, the formula ,⋁ �}~��4 � 	 ��*** ∨ ����*** ∨. .∨
formed from [18] is applied to describe the orthogonalizing difference-building in a 

 

illustrated in the Karnaugh map (Fig. 2) 

corresponds to the removal of the intersection which is formed between the minuend ��and the 

The result consists of 

d are pairwise orthogonal to each 

. 2),in which a 

). The result consists 

Block) which are pairwise orthogonal to each other. 

 

, is taken complement and AND-ing to the 

. Consequently, the first block of the difference is �]�\***. 
ing to the minterm of the 

of the subtrahend. Therefore, the second block is 

ing to the minterm of 

of the subtrahend. Thus, the 

This process is continued until all literals of the subtrahend are singly complemented and 

building of two minterms. 

In this case, the formula does not show the value of the individual literals, but it shows whether 

the associated literal exists complement or not. The indices declare only the order of literals * ∨ ���� ⋅. .⋅ ��***/ 
building in a 
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 ��⊝�" 	 '( �������
� ! )⊝ '(���#���

# ! ) ≔ '( �������
� ! ) ∧ 2+ �̅��#����

# ! 3 	   

 	 ,�� ⋅ ���� ⋅. .⋅ ��/�  ∧ ,�̅�  ∨ ���̅��� ∨. .∨ �� ⋅ ���� ⋅. .⋅ ��/" (9) 

The result may differ depending on the starting literal. There are many equivalent options. They 

only differ in the form of coverage. The minterms of the difference are pairwise disjoint to each 

other, so that the result is already availabe in an orthogonal form. The the result corresponds to 

the minuend if the subtrahend is already orthogonal to the minuend (�� ⊥ �"): 

 

 ��:�" ⊈ ������:��⊝�" 	 �� (10) 

The number of the minterms (blocks) in the result called $ corresponds to the number of the 

variables presented in the subtrahend and are not presented in the minuend at the same time. The 

number of the possible results can be defined by $! for $ > 0. The orthogonalizing difference-

building of two TVs (?@� , ?@"), is defined by a corresponding Equation (11): 

 ?@�⊝  ?@" 	 [5�, 5���, . . , 5�]�⊝ [5�, 5���, . . , 5�]" ≔  
 	  [5�, 5���, . . , 5�]� ∧ B5�̅ −5� 5���******⋮5� ⋮5$

… −… −⋮… ⋮5�̅D" 

 

(11) 

 

By the use of this new method, two calculation procedures - building the difference and the 

subsequent orthogonalization - can be performed in one step. That means that the orthogonalizing 

difference-building ⊝represents the composition of the difference-building \and the subsequent 

orthogonalization Orth [6]. 

 

3.2. Analysis 
 

3.2.1. Mathematical 
 

The general validity is proved by mathematical induction: 

 

Basis: n = 1 

 '( ���� ���
� ! ) ∧ '+�̅��# ���

# ! ) 	 ,��/� ∧ ,�̅�/" 

 

 ,��/� ∧ ,�̅�/" 	 ,��/� ∧ ,�̅�/"  

Statement is true: 

 

Inductive step: n =  n + 1 

 

 '( �,���/�� �
� ! ) ∧ 2+�̅,���/�# ��

# ! 3 	 ��,���/������. . ���� ∧ ��̅,���/ ∨ �,���/,�̅�  ∨ ���̅��� ∨. .∨ �� ⋅. .⋅ ��/�" 

 

 '�,���/(�������
� ! ) ∧ 2�̅,���/ ∨ �,���/ + �̅��#����

# ! 3 	 '�,���/(�������
� ! ) ∧ 2�̅,���/ ∨ �,���/ + �̅��#����

# ! 3 

 

The new Equation (3) is equated with the usual Equation (9) to show the equivalence. Since the 

term of the minuend (⋀ �������� ! ) is equal on both sides, it can be neglected: 
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 '+��# 
 �̅� ∨ �̅���
Due to the axiom of absorption with 

confirmed. They only differ in their form of coverage. The right side is the orthogonal form of the 

left side. This proves that the orthogonalizing difference

the difference-building derived out of the set theory.

 

3.2.2. Computing Time 

 
A study between usual and new method in computing time depe

(dimension���[�])  of the minuend and subtrahend indicates almost identical co

The new method (orth_Diff)  has a slightly longer computing time with increasing dimension than 

the method of difference-building (

shows a maximum difference of just 1.2

complexity.  The supplementation instruction per loop iteration results in a multiplicative 

constant which explains the minimal difference. Against it, the results are orthogonal. The 

comparison in Figure 3 illustrates that the method 

increasing dimension ���[�] as the composition of method 

orthogonalizing  Orth  [19]. 

Figure 3: Comparison of computing time of 

In Diagram (Fig. 4) the explanation for the higher computing time of the composition is provided. 

With increasing dimension the computing 

Diff decreases with respect to the composition. In dimension 

same percentage value of the whole computing time. Thereafter, the percentage value of 

low and at the same time the percentage value of 
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'+�̅��#��
 ! ) 	 2+ �̅��#����

# ! 3 

� ∨. .∨ �̅� 	 �̅� ∨ ���̅��� ∨. .∨ ������ ⋅. .⋅ ���̅� 

Due to the axiom of absorption with �}~ ∨ �4��~ 	 �}~ ∨ ��~ , the equivalence between two methods is 

confirmed. They only differ in their form of coverage. The right side is the orthogonal form of the 

proves that the orthogonalizing difference-building supplies equivalent results as 

building derived out of the set theory. 

A study between usual and new method in computing time depending on the length 

of the minuend and subtrahend indicates almost identical computing times. 

has a slightly longer computing time with increasing dimension than 

building (Diff).  The comparison of the average values of both methods 

shows a maximum difference of just 1.2µs, which can be explained by the consideration 

The supplementation instruction per loop iteration results in a multiplicative 

the minimal difference. Against it, the results are orthogonal. The 

illustrates that the method orth_Diff  has faster computing ] as the composition of method Diff  and the subsequent method of 

 

 
Figure 3: Comparison of computing time of orth_Diff⊝ and composition of Diff and 

 

) the explanation for the higher computing time of the composition is provided. 

With increasing dimension the computing time of the method Orth increases, whereas the method 

decreases with respect to the composition. In dimension ���[14] both functions have the 

same percentage value of the whole computing time. Thereafter, the percentage value of 

the same time the percentage value of Orthincreases. 
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same percentage value of the whole computing time. Thereafter, the percentage value of Diffruns 
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Figure 4: Percentage value of whole computing of 

 

At the dimension���[50]the share of computing time of 

percentage value of Diffis 6.7 %. Finally, 

the new method orth_Diff brings a significant advantage due to the orthogonal results [19].

 

3.2.3. Complexity 

 
The complexity of both methods is analyzed by the evaluation of their implemented functions.

The dimension of the inserted minterms respectively ternary

size �. Figure 5 shows the pseudocode of 

according to the rules of the 

accordingly comparisons and two inte

complexity is �,��/  [19]. The complexity of the function 

not required and may be replaced by three linear operations with the complexity of 

 

Figure 5

However, the additive and multiplicative constants have no influence on the

omitted for this reason. Although the total complexity of the usual method is minor but it 

increases in total by an additional code for orthogonalization.
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Percentage value of whole computing of Diff and Orth 

the share of computing time of Orth is already 93.7 

%. Finally, the measurement of computing time demonstrates that 

brings a significant advantage due to the orthogonal results [19].

The complexity of both methods is analyzed by the evaluation of their implemented functions.

The dimension of the inserted minterms respectively ternary-vectors is determined as the input 

shows the pseudocode of orth_Diff. For the function orth_Diff

according to the rules of the �-calculus many complexities of �,1/ for instructions and 

accordingly comparisons and two interleaved nested complexities of�,1/. As the result, the total 

[19]. The complexity of the function Diff is �,�/ because the inner loops are 

not required and may be replaced by three linear operations with the complexity of �

 

 

5: Pseudocode of orth_Diff with complexity 

 

However, the additive and multiplicative constants have no influence on the complexity and are 

omitted for this reason. Although the total complexity of the usual method is minor but it 

increases in total by an additional code for orthogonalization. 
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is already 93.7 % and the 

the measurement of computing time demonstrates that 

brings a significant advantage due to the orthogonal results [19]. 

The complexity of both methods is analyzed by the evaluation of their implemented functions. 

s determined as the input 

orth_Diff is obtained 

for instructions and 

esult, the total 

because the inner loops are �,1/ (Fig. 6). 

complexity and are 

omitted for this reason. Although the total complexity of the usual method is minor but it 



16 Computer Science & Information Technology (CS & IT) 

 

 
Figure 6: Pseudocode of Diff with complexity 

 

3.2.4. Data Memory Request 

 
First, the memory request of the data structures TV and TVL is determined for this comparison 

[19]. A TV consists of an array of � ⋅ byte elements. Each byte represents an element of the 

ternary variables. This means that the memory request of the data structures depends on the 

dimension of the ternary variables. In C# the data type Byte consists of 8Bits. For a 64 bit system 

a minimum memory request ����,�/for the data structure of TV with an addressing pointer is 

calculated by: 

 

 ����,�/ 	 � ⋅ 8 ��5�ellmlln�⋅������ �����# + 32 ��5�elmln£�4���� ¤� �� (12) 

 

Since a TVL consists of a list of TVs. The memory request of a TVL depends on the number of 

ternary variables and also the number of the consisting TVs called ¥. The easiest way to 

implement a list is the use of a linked list. Each entry in the list has a pointer at its follower. Thus, 

a minimal memory request ����¦,¥,�/is calculated by: 

 

 ����¦,¥,�/ 	 ¥ ⋅ ����,�/ + 32 ��5�elmln£�4���� ¤� ��¦ (13) 

 

For this reason, the minimal total memory request����� for the operation of two TVs, the 

difference-building and orthogonalizing difference-building in this case is: 

 

 ����� 	 2 ⋅ ����,�/elllmllln��§&��© + ����¦,¥,�/elllmlllnª�#« ����¦  (14) 

 

The theoretical memory request has to be calculated equally for both function. Because of that, 

they have the same minimal memory request. Addional memory request for a function for 

orthogonalization is not needed, because an orthogonal TVL of the orthogonalizing difference is 

already provided. That shows that the new method, which is the composition of two functions has  

the advantage of reducing the memory request in addition to faster computing time. The minimal 

theoretical memory request depending on the dimension ���[�]and the number of n which 

primarily affects the memory usage is illustrated in Figure 7. Thereby, ���[�] is varied at a 

constant n and afterwards in the reverse case and analyzed on memory request. For 

constant���[�]and changing $the memory usage is higher than in the reverse case. It 

applies∆�����,$/ 	 ∆�����,���[�]/. 
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Figure 7: Minimal theoretical memory request 

 

3.3. Applications of Orthogonalizing Difference

 
3.3.1. Orthogonalizing Difference

 
By Equation (14) (presented in TVL

it is possible to calculate an orthogonal difference of two functions respectively two TVLs. One 

of them is the minuend function 

subtrahend function ". The minuend is subducted the common set of subtrahend and minuend; 

the result is represented in an orthogonal form. The associated minterms (TVs) have the 

corresponding index-notation, which means 

subtrahend: 

 �������� ⊝  �,"/ 	 B?@��?@��∶?@��
 

 	 B ,?@�,?@�,?@��
 

In this case it is important to stress that any outcome of each individual 

considered. That means, if the combination of 

complete the appropriate row to 0

building has already been proved in general validity, there is no need proof for generel validity in 

this case, because all the single links are generally valid. Therefore, out of logical conclusion, 

Equation (14) is generally valid. If two functions are disjoint to each other (

difference cannot be formed and it follows:

 

 ��
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Difference-Building of two Functions 

(presented in TVL-arithmetic) based on the orthogonalizing difference

it is possible to calculate an orthogonal difference of two functions respectively two TVLs. One 

ion �����which has to be orthogonal and the other one is the 

. The minuend is subducted the common set of subtrahend and minuend; 

the result is represented in an orthogonal form. The associated minterms (TVs) have the 

notation, which means � stands for the minuend and � stands for the 

��
��
D ⊝ B?@�"?@�"∶?@�"D : 	 

 

 

, ��⊝?@�"/ ∧ ,?@��⊝?@�"/ ∧. .∧ ,?@��⊝?@�", ��⊝?@�"/ ∧ ,?@��⊝?@�"/ ∧. .∧ ,?@��⊝?@�"∶, ��⊝?@�"/ ∧ ,?@��⊝?@�"/ ∧. .∧ ,?@��⊝?@�"
In this case it is important to stress that any outcome of each individual ⊝-linkings has to be 

considered. That means, if the combination of ,?@��⊝?@�"/ 	 0 arises for example, this will 

omplete the appropriate row to 0 because of: �4 ∧ 0 	 0. Since the orthogonalizing difference

building has already been proved in general validity, there is no need proof for generel validity in 

ingle links are generally valid. Therefore, out of logical conclusion, 

is generally valid. If two functions are disjoint to each other (�
difference cannot be formed and it follows: 

��: " ⊈ �����: �⊝" 	 � 
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arithmetic) based on the orthogonalizing difference-building 

it is possible to calculate an orthogonal difference of two functions respectively two TVLs. One 

which has to be orthogonal and the other one is the 
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3.3.2. Orthogonal Complement of a Function 

 
A further application is the building of an orthogonal complement of a function of the disjunctive 

normal form. In the set theory the set difference of universal set ®and a set 
corresponds to set 
̅which is the complement of the given set 
: 

 

 
 

 ® \
 	 
̅     →     ® ∩ 
̅ 	 
̅ (16) 

Transferred to the switching (Boolean) algebra the complement of a function ,̅�/ can be 

determined from the difference of a unit function ��� 	 1 and the function ,�/: 
 

 ,1/ \,�/ 	 ̅,�/     →     ,1/ ∧ ,̅�/ 	 ,̅�/ (17) 

 

As both methods are equivalent, Equation (17) can be formulated with ⊝ to find out an 

orthogonal complement: 

 

 ,1/  ⊝ ,�/ 	 �̅������or    �,1/  ⊝ �,/ 	 �,̅����/ (18) 

 

3.3.3. Orthogonal EXOR of two Functions 
 

The EXOR-operation of two minterms �4,Kand also of two functions 4,Kcan be calculated as: 

 

 4⊕K 	 4K̅ ∨ 4̅K 	  

 	 ,4 ∨ K/ ∧ ,4̅ ∨ K̅/ 	  

 	 ,4 ∨ K/ ∧ ,} ∧ �/********** 	  

 	 ,4 ∨ K/\,4 ∧ K/ 	 (19) 

It may be formulated with ⊝ due to the equivalence to get orthogonal result: 

 

 4⊕K 	 ,4 ∨ K/⊝ ,4 ∧ K/ (20) 

By AND-ing and OR-ing of the functions 4,Kan inherent relation between these two functions is 

constructed.Thus, the minuend function does not need to be orthogonal. The advantage is the 

orthogonal result again. By using ⊝ the difficulties which arise with the building of the 

complement of a function are circumvented. The form of the function changes by building the 

complement and the transformation back to its original form requires a more sophisticated 

calculation. 

 

3.3.4. Orthogonal EXNOR of two Functions 

 

The EXNOR-operation of two minterms �4,Kor two function4,Kis basically the complement of the 

EXOR-operation of the same minterms or functions. The EXNOR can be expressed by the 

complement of EXOR, which also can be formulated by using ⊝. Accordingly, the result is 

orthogonal: 

 

 4  ⊙ K 	 }⊕�********* 	 ,1/ ⊝ �4⊕ K� 	 ,1/ ⊝ [,4 ∨ K/⊝ ,4 ∧ K/] (21) 
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3.3.5. Orthogonalizing OR-ing 

 
Another method, the orthogonalizing OR-ing, which is based on the orthogonalizing difference-

building, is formed in the following. The orthogonalizing OR-ing      is a variant of building the 

disjunction of two summand-minterms (��, ��) whereby the result is orthogonal. Orthogonalizing 

OR-ing is going to be explained by an example in a K-map with 4 variables (Fig. 8). Two 

summand-minterms (a group of 8 and a group of 4) are orthogonalizing OR-ed and a result 

consisting of several blocks appears; the several blocks are pairwise orthogonal to each other. 

 

 
Figure 8: Orthogonalizing OR-ing in K-map 

 
The idea out of the K-map is noted as propositional logic which a Boolean form is going to be 

derived. By the use of orthogonalizing OR-ing, the intersection set of first and second summand-

minterm (��, ��) is removed from the first summand-minterm ��and the second summand-

minterm �� is linked by a disjunction to that subtraction: 

 

 
 

 
 

The Boolean form of orthogonalizing OR-ing of two minterms �"0 	 ⋀ ���"0���"0 ! and �"0 	 ⋀ ���"1���"1 ! is defined by Equation (24), which does not give the value of separate literals, but it 

shows whether the value of the variable is complement or not. The indices only indicate the order 

of the variables to be calculated: 
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v 

 
 

By swapping the two summands in their position, the result changes. Both solutions, however, are 

equivalent because the same set is covered. They only differ in the form of coverage which also 

be seen in Figure 8, in which both possible solutions are presented. But in order to represent the 

orthogonal result with a minimum of minterms to work in the TVL-representation with low 

memory request, the summand-minterm with more literals has to be accepted as the first 

summand-minterm,because the commutativity applies for      and also for ⊝. The following 

Equation (25) is used for the orthogonalizing OR-ing of two ternary vectors  ?@"0 	  [5� , 5���, . . , 5�]"0and  ?@"1 	 [5�, 5���, . . , 5�]"1: 
 

 
 

The number of the minterms in the result called $ corresponds to the number of the variables 

presented in the second summand �"1 and are not presented in the first summand �"0at the same 

time; plus1 for the second summand �"1 as the last linked minterm. The number of the possible 

results can be charged by $!for $ > 0. Depending on the starting literal the result may differ. 

There are many equivalent options which only differ only in the form of coverage. If both 

minterms are disjoint (orthogonal) to each other, the result corresponds to the disjunction of both 

minterms: 

 
 

By the use of orthogonalizing OR-ing , two calculation procedures - OR-ing and subsequent 

orthogonalizing - can be performed in one step. That means that the orthogonalizing OR-ing  

is the composition of OR-ing (∨) and the subsequent orthogonalization Orth. 

 

It is not necessary to prove this method for general validity because it includes the already general 

method of orthogonalization difference-building. The Equations (23) and (2) are equalized to 

indicate the equivalence of orthogonalization OR-ing and usual OR-ing: 

 

 ����*** ∨ �� 	 �� ∨ �� (27) 

Due to the axiom of the absorption the equivalence is verified. The right side is the orthogonal 

form of the left side which means they only differ in the form of coverage. So, the results of both 

sides are equal. 
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4. CONCLUSION  
 
This work shows that the method of the orthogonalizing difference-building is generally valid and 

is also equivalent to the usual method of difference-building. In contrast to the composition, 

orthogonalizing difference-building has faster computing time with increasing dimension. In 

addition, the method does not require additional memory request for an additional function for 

orthogonalization because this method already provides orthogonal results. The orthogonalizing 

difference-building is used to calculate the orthogonal difference of two minterms respectively 

two TVs, two functions or two TVLs. It is also employed to determine the complement of a 

function as well as the EXOR and EXNOR of two functions to achieve an orthogonal result. 

Another method, the orthogonalizing OR-ing of two minterms or TVs, is developed out of the 

orthogonalizing difference-building. The application of ternary-vector-list is amplified by these 

new methods to implement simple and quick elementary functions. Due to the inner 

orthogonalization further processing steps in the TVL arithmetic are considerably simplified 

because the orthogonal form of disjunctive normal form has the advantage to consider it as 

antivalence normal form. Thus, additional calculation such as the differential calculus are 

remarkably facilitated. 
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ABSTRACT 

 
There is an expectation that the blood will always be there when it is really needed. Blood 

donor volunteers constitute the main supply source in an effective blood supply chain 

management. They feed blood stocks through their donation. In an emergency situation, if the 

stocks are insufficient, the only source of blood supply will be the people who come to the health 

center and donate the blood on a voluntary basis. It is certain that time is a very important 

component in such situation. For this reason, the health care center should call the nearest 

available donor in order to ensure to get the service as quickly as possible. A smart phone 

application is developed to facilitate the identification of  the nearest available blood donor 

volunteer and the communication with him/her in the emergency situations where the blood 

can’t be supplied through the blood banks’ stocks. In this paper this application will be 

presented. 
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1. INTRODUCTION 

 
Despite all the advances in medicine and technology, an alternative medical way to substitute 
blood, blood components or blood-derived products have not been found yet [2]. Blood can only 
be supplied by living donors. Blood transfusion has been responsible for saving millions of lives 
each year around the world. Yet the quantity and quality of blood pool available for transfusion is 
still a major concern across the globe, especially in the developing countries [3] 
 
According to Turkish Red Crescent Society (TürkKızılayı)[13], the estimated blood requirement 
for Turkey is about 2.100.000 unit per year and the organization can fulfill 85% of this 
requirement thanks to volunteer blood donors.  There are three types of blood donors in Turkey:  
a) voluntary donors, b) replacement donors, and c) professional donors [3]. Most donations are as 
a result of replacement donations provided by the relatives of patients. In case of operation or 
treatment, health care center employees asked to patient’s relatives to donate blood even they 
don’t have the same blood group. Professional donors are those who donate blood in exchange for 
money. Unfortunately these two types of blood donors don’t help maintaining a reliable stock of 
blood. Moreover, they do not provide rare blood groups. These points indicate the need and 
importance of voluntary blood donations [6]. Voluntary donors are non-remunerated donors and 
donate blood voluntarily without any inducements such as money or any other substitute of 
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money [10]. Such donations are providing adequate round the clock availability during 
emergency situations and they are the source of safe blood also. The sustainability of a safe and 
adequate blood supply is still provided by volunteer blood donors [9]. 
 
Almost all over the world, blood recruitment services are conducted in a systematic way.  
Compared to worldwide applications, Turkey has not been reached yet to a desired level.  There 
are 297 blood centers across Turkey [10].  They are mostly in big cities like İstanbul, Ankara and 
İzmir. In little cities and provinces, Turkish Red Crescent Society manages the blood recruitment. 
Unfortunately there isn’t any coordination between all these institutions and the blood recruitment 
and supply management keep still their unsteadiness between shortage and wastage. On the other 
hand, in an emergency situation or a chronic disease case, when the blood stocks are insufficient 
to fulfill the requirement, the blood is supplied via public announcement through the traditional or 
social media, which may not always result in a successful way [12].  
 
In order to maintain continuously blood recruitment, blood banks should implement different 
campaign for encouraging people to become a registered volunteer donor [5].  Also, they have to 
facilitate blood donation process with help of new technology in order to increase the volunteer 
donors’ willingness and accessibility [3]. Market research experts define the different generations 
found in the blood donor population.  The common characteristic of a large part of this population 
is to be digital natives whose smart phones are ubiquitous.  
 
Rh++ [1] is an integrated information system whose aim is to manage the blood donation and 
blood supply chain. The proposed system is used by the patients and/or relatives of the patients to 
notify their blood requirements and by the living donors to be aware of these requirements. When 
the blood request is defined into the system, the system checks the stock of the blood banks in the 
neighborhood. In this way, the system can declare quickly weather the blood needed can be 
supplied or not. If the blood needed cannot be supplied from the neighborhood blood banks, the 
system send request to living donors of the same region, via the mobile application installed in 
donors’ smart phones and interprets the response coming from the donors. If there is any 
affirmative answer from the living donors, the system informs the related health care provider. 
Rh++ seeks to provide services to different kind of user such as healthcare institutions, blood 
banks, volunteer donors, patients or their relatives. Therefore, its infrastructure is designed as 
flexible as possible, in order to ensure data exchange easily between the organizations, each of 
them has different infrastructure architecture.  For this reason, Service Oriented Architecture 
principles [13] are adopted directly in infrastructure architecture as well as process designs.  The 
system consists of a backbone which provides data exchanges between different kind of 
information systems, a web portal and mobile phone’s applications which ensure the user 
interaction. 
 

2. SMART PHONES’ APPLICATION FOR VOLUNTEER DONORS 

 
2.1. Operating System 

 
We chose to use the Android software stack produced by Google. Android is an open source 
framework designed for mobile devices that packages an operating system, middleware, and key 
applications [15]. The Android SDK provides libraries needed to interface with the hardware and 
make/deploy an Android application [16]. Applications are written in Java. Android uses a 
SQLite database to store persistent data. Unlike dedicated systems, our software is intended to 
integrate with the phone’s existing applications. Our application must share resources with the 
other application. To make for a pleasant integration, the application runs as inconspicuously as 
possible while using limited resources. We launch a background service that constantly listens to 
the web services. Only when the algorithm described in the following section receive a request, 
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will the service wake up and interrupt the user. By only waking up the activity when a request is 
defined, we allow applications to run on top of our application while we minimize our memory 
consumption and user interaction.
 
2.2. General Description 

 
The application is developed for the smart phones using Android operating system. The main 
duty of the application is to notify regularly the donor’s location to Rh++.  The process of being a 
registered donor of Rh++ consists of following tasks:  Volunteer
to be registered as donor into the system. Rh++ is a smart information system, and all users’ 
interventions are minimized. Nevertheless, following the registration, volunteer is called by blood 
recruitment center’s staff and required to pass the routine health checks. If his/her health 
condition is suitable to be a donor, blood center gives the username and password to the volunteer 
and s/he downloads the application into his/her smart phones. The following picture illustra
login screen of the Android application. 
 

Figure 1.Login Screen of Mobile Application

 
Once donor connects to the system, the application downloaded into his/her smarts phone starts to 
send his/her location information to the main system. Two of the common problems in mobile 
phones’ applications are the optimization of battery usage and mobi
control these two usages, the update frequency of volunteer donor’s location information is let 
under the control of the user. Donor may decrease the update frequency if s/he is idle in a specific 
location (work, home, theater etc.) or increase it, if s/he is on the move.  Also, volunteer donor 
may update his/her own location information using “Update My Location Now” button on the 
above mentioned screen whenever s/he wants.  Figure 2 illustrates the “Update Frequency” 
screen.  
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Figure 2.
 
When a blood request comes to the system and if it cannot be supplied from the stocks, the 
system checks the donors’ location, determines the nearest ones and sends them the alerts. Donors 
receive this alert and respond affirmatively or negatively via their application. Thanks to this 
rapid communication, the system may first dedicate if the blood can be supplied or not, and 
secondly calculate the acquisition time of the necessary blood. When the volunteer donor 
affirmatively, the requester health center’s information is sent to donor’s smart phones
 

2.3. Technical Details 

 
The application has been initially developed on Android Studio using ANT. Application has two 
major tasks: a) sending periodically don
from Rh++.  To determine the donor’s latitude and longitude values, we included maps feature to 
our applications and we chose to implement Google’s maps services. Figure 3 illustrates the map 
screen. 
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Figure 2.Update Frequency Period Screen 

When a blood request comes to the system and if it cannot be supplied from the stocks, the 
system checks the donors’ location, determines the nearest ones and sends them the alerts. Donors 

respond affirmatively or negatively via their application. Thanks to this 
rapid communication, the system may first dedicate if the blood can be supplied or not, and 
secondly calculate the acquisition time of the necessary blood. When the volunteer donor 
affirmatively, the requester health center’s information is sent to donor’s smart phones

The application has been initially developed on Android Studio using ANT. Application has two 
major tasks: a) sending periodically donor’s location information to Rh++ and b) receiving alerts 
from Rh++.  To determine the donor’s latitude and longitude values, we included maps feature to 
our applications and we chose to implement Google’s maps services. Figure 3 illustrates the map 

 

 
 

Figure 3.  Map Screen 

When a blood request comes to the system and if it cannot be supplied from the stocks, the 
system checks the donors’ location, determines the nearest ones and sends them the alerts. Donors 

respond affirmatively or negatively via their application. Thanks to this 
rapid communication, the system may first dedicate if the blood can be supplied or not, and 
secondly calculate the acquisition time of the necessary blood. When the volunteer donor answers 
affirmatively, the requester health center’s information is sent to donor’s smart phones 

The application has been initially developed on Android Studio using ANT. Application has two 
or’s location information to Rh++ and b) receiving alerts 

from Rh++.  To determine the donor’s latitude and longitude values, we included maps feature to 
our applications and we chose to implement Google’s maps services. Figure 3 illustrates the map 
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To find the nearest available donor to the requester health center, the system calculates the 
distance between the requester health center and the donor.   It is Euclidian distance calculation. 
The data exchange between the application and the main system is provided by the web services.  
 
Two web services are generated for this operation: 
 

• public String getNearestDonorsToHospital (intuserID, inthospitalID, int radius, 
intcheckedInLastNHours, String bloodGroup, String bloodType): This web service is 
responsible to determine the nearest donors to the requester healthcare center. In order to 
make this calculation, the web service gets the healthcare center location’s information, 
requested blood information and the radius value determined by the user.  With all this 
input, the web service determine the name, surname and location information of the donors 
who are suitable, close to the requester healthcare center andupdated his/her location at 
most  checkedInLastNHours  time period ago.  
 

• public StringgetNearestDonors (intuserID, double latitude, double longitude, int 

radius, intcheckedInLastNHours, String bloodGroup, String bloodRH): This web 
service realize  the same operation as the above one. The only difference between them is 
that in this web service the central point is not a registered healthcare center but it is a 
specific point of which the longitude and latitude value are defined by the users. 

 
It is important to specify that Android cannot support natively the communication established 
with web services. For this reason, we use a specific open source WSDL library, ksoap2-android, 
to call web service s from the Android applications.   
 

3. OPTIMIZATION 

 
3.1. Distance Calculation 

 
In the initial system, to find the nearest volunteer donor in order to send the call request, the 
system calculates the distance as crow flies using both the healthcare centers and the living 
donors’ coordinates. To determine the location of nearest donor, calculating the distance as crow 
flies was effectual on the paper, but some problems -such as traffic jam, physical conditions, or 
road conditions- appear when it is put into real life practice. Calculating the distance as crow flies 
isn’t sufficient for the system.  So an optimization in distance calculation is decided.  Previously, 
to calculate the distance, requester healthcare coordinates was taken as the coordinates of the 
circle drawn virtually on the map with the radius of which the length is determined by the user. 
Then, appropriate ones among the donors whose coordinates are in the area covered by this circle 
are selected.  As it can be easily understand from Figure 4, being in the area covered by the 
virtual circle does not mean that the donor can reach the hospital in real life. For this reason, an 
adjustment is made by taking actual road conditions into account and the Google maps functions 
are inserted into distance calculation. This calculation helps to determine not only nearest 
volunteer living donor but the most realistic one. It should be noticed that one of the most 
important constraints in this system is the time. Any optimization or improvement on nearest 
donor determination will be vital in emergency cases. 
 
3.2. Development Environment 

The second improvement on the system is made for Android’s users. As everyone agrees, many 
software and hardware products cannot meet the requirements of the new technologies because of 
its fast development. Even in the case they are sufficient to meet the requirements, ensuring the 
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integration between different kind of material and software requires really a hard work and the 
process takes time. 
 
The initial system has been developed on Android Studio using ANT[18]. It is one of the oldest 
Java library and command-line tool whose mission is to drive processes described in build files as 
targets and extension points dependent upon each other
ANT, Maven or Ivy. Each of them has its own strengths and weaknesses. ANT has
structure but it is the developer’s job to determine every development step. Also, it doesn’t have 
the library management. For example, if the project needs a library with .jar extension, finding 
these related .jar files and copying them t
responsibilities. Maven [19] enforces a standardized project layout. This saves time getting new 
people working on the projects. It provides automatic resolution of dependencies which are 
cached so that if there are multiple projects, there is no need to keep making local copies. Maven 
also promotes the concept of a resource repository and can create complex products with minimal 
direction. Also, the build environment is pretty portable but it has a very 
This causes a real problem if the project has an unusual type. It’s very easy to make the library 
management and move the project on Maven in case if the project complies totally with Maven's 
compelling structure. Gradle [17] is a bui
strengths of all above mentioned building tools. It offers both ANT’s flexibility and library 
management without Maven’s coercion. It easily allows the developer to create .jar and/or .war 
files using the project’s source code, run the test and integrate the add
uses Maven’s library management, it ensures simple organization of .jar files’ part. Another 
advantage provided by Gradle is the ability of managing multiple projects in a
a solid infrastructure to enable to integrate any existing project without structural changes. 
 
Therefore, in order to guarantee a successful result of the improvements made on the project, the 
system has been carried on integrated dev
evolves, many of old systems have been removed on Gradle which offers better performance.
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4. CONCLUSIONS 
 

In this study, we presented a smart phone’s application for the volunteer blood donor to increase 
the willingness and accessibility with the purpose of providing a continuous blood supply. This 
application helps health care centers to provide the blood as quick as possible when their stocks 
are insufficient. The application sends periodically actual location information of available donors 
to main system and the blood requests to the donors. In this way, it provides an uninterrupted 
communication between the health care centers and volunteer donors. The distance of the 
volunteer donors to the healthcare center is an important criterion in the determination of the 
donors. Therefore an optimization is also realized on this process. In the initial system, the 
distance calculation is made by taking the distance as crow flies. In the optimized system, it is 
converted to the actual distance. This optimization makes the system more realistic. The second 
improvement is performed on the system’s infrastructure. Especially, by taking into consideration 
the rapid development of mobile device technology which uses Android operating system, the 
system has been carried from the from ANT building environment onto Grade build automation 
platform. In further studies, we aim the add evaluation of traffic density between living donors’ 
locations and healthcare centers to the living donor selection criteria 
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ABSTRACT 

 
Sphere Decoding (SD) algorithm is an implement decoding algorithm based on Zero Forcing 

(ZF) algorithm in the real number field. The classical SD algorithm is famous for its 

outstanding Bit Error Rate (BER) performance and decoding strategy. The algorithm gets its 

maximum likelihood solution by recursive shrinking the searching radius gradually. However, it 

is too complicated to use the method of shrinking the searching radius in ground 

communication system. This paper proposed a Variable Radius Sphere Decoding (VR-SD) 

algorithm based on ZF algorithm in order to simplify the complex searching steps. We prove the 

advantages of VR-SD algorithm by analyzing from the derivation of mathematical formulas and 

the simulation of the BER performance between SD and VR-SD algorithm. 
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1. INTRODUCTION 

 
As the communication demand growing constantly, researchers have a stricter requirement for 

transform rate and BER performance of signal detection. Maximum Likelihood (ML) algorithm 

has the best BER performance among the MIMO signal detecting algorithms. The ML algorithm 

searches the feasible signal location in all possible areas, so it is seldom used in practical project. 

SD algorithm is an optimization algorithm of ML algorithm. The main strategy of SD algorithm 

is searching the feasible signal location within the super-sphere volume, when the radius is R. 

After finished one circulation, change the numerical value of R and do the same thing with the 

new super-sphere, whose radius is new R. Finally find the signal located nearer than any other 

signals. The classical SD algorithm has two categories. One is called the SD algorithm based on 

breadth first search, the other is based on depth first search. The results of both search algorithms 

make no differences. 

 

The main deficiency of classical SD algorithm is that the complexity is related to the original 

value of the convergence radius. If the original value of R is too small, there will be no signal 

location in the super-sphere area, and the system will have to re-choose the original value of R 

again. If we try to increase R in some algorithms, it is necessary to take the step size into 

consideration. If the original value of R is too large, the system will take all the possible signal 

location into consideration, which makes the algorithm complexity comparable with ML’s. In 
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addition, if the convergence algorithm of R does not suit the situation, the computational 

complexity will make no difference with ML’s. In that way, the SD algorithm may lose its 

significance of existence. In conclusion, whether the original value of the convergence radius is 

too large or too small, it will waste a lot of operands before it gets a suitable radius. 

 

Considering all the analysis above, it demonstrates that the original value of the convergence 

radius has a great influence on the performance of classical SD algorithm. An excellent 

convergence strategy can greatly decrease the computational complexity of classical SD 

algorithm. An algorithm is proposed in this paper to calculate the original value of convergence 

radius to avoid a too large or small original value of the convergence radius. Besides, this paper 

proposed the VR-SD algorithm to find the target signal location after calculating the original 

convergence radius. 

 

2. AN IMPROVED STRATEGY OF SD ALGORITHM 

 
In this paper, the Multiple Input Multiple Output (MIMO) system deploys M antennas to transmit 

the signal, and N antennas to receive the signal (M<N). Firstly, preprocess the channel state 

information (CSI) matrix H to a square matrix. If M=N, the CSI matrix H will be a square matrix 

without pre-processing. This paper only discuss the M=N system. 

 

In the assumption, the CSI matrix H can be transformed into real number by the functions below: 

 

Re( ), Im( )

Im( ), Re( )

H H
H

H H

− 
=  
   

The size of H  is 2N×2N. 

 

If X and Y are respectively transmit and receive matrix in complex number field, the transmit and 

receive matrix in real number field can be transformed in the following functions: 

 

Re( )

Im( )

X
X

X

 
=  
    

Re( )

Im( )

Y
Y

Y

 
=  
   

 

If Z is the noise matrix, and Z  is the noise matrix in real number field, the equation Y HX Z= +  

still exists. The target of SD algorithm is to find the maximum likelihood solution in the 

convergence sphere, which is expressed as follows.  

( ) ( )
2 2ˆ ˆˆ arg min

T
T

SD
x

x y Hx x x H H x x R
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= − = − − ≤                                 (1) 

 

SD
R  is the convergence radius. Let the center of the super-sphere be x̂  : 
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H H

x H H H y
−

=                                                            (2) 
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QR decomposes the matrix H , and the R matrix is an upper triangular matrix in real number field. 

The equation can be transformed as following: 

( ) ( ) ( )
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In the functions below, 0SD
R  stands for the original radius of convergence. In VR-SD algorithm, 

0SD
R is not set by empirical value but a serious of calculation. The function of 2 2 1 1( , , , )

N N
f x x x

−
L is 

set to be: 

2 2
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3. THE EXPERIMENTS OF VR-SD ALGORITHM 

 
This paper compares the performance between classical SD algorithm and VR-SD algorithm in 

2×2 MIMO system using QPSK modulation. Knowing from the aforementioned analysis, if the 

convergence circulation is free from loop times, the performance of classical SD algorithm will 

be the same as ML algorithm’s. The circulation of classical SD algorithm may not keep doing 

until it finds the final target signal, because the CSI keeps changing during the process of 

implementation. If the time overhead of signal detection algorithm is too large, its CSI may 

change before it finishes the calculation. Furthermore, since the signal is being transferred all the 

time, if the system wastes too much time in signal detection, the subsequent signal will jam 

together. Considering all the situation above, the times of convergence circulation of classical SD 

algorithm will be constant during the simulation in this paper. After the times of convergence 

circulation reach the setting number, the system will choose a signal in the super-sphere of the 

last circulation as the target signal randomly, and force the algorithm to exit the circulation. 

 

To get the convergence time of different convergence circulations of classical SD algorithm, this 

paper did the simulation of classical SD algorithm within the limited convergence times of 4, 5, 6 

and 7. On the condition of the same hardware and the same version of MATLAB software, 

compare the convergence time between the limited times classical SD algorithm and the unknown 

convergence times VR-SD algorithm. The simulation is done in 2×2 MIMO system using QPSK 

modulation with the 2
20

 code length. As the variance of each kind of simulation is small, we do 

each kind of simulation ten times and calculate the average time. The results are shown in table 1: 
 

Table 1.  Calculation time of VR-SD and classical SD 

 

Algorithm Calculation time (s) Convergence times 

VR-SD 136.2 N/A 

Classical SD 

120.7 4 

142.1 5 

148.5 6 

150.3 7 

 

By comparing the convergence time of classical SD algorithm, it is concluded that the calculation 

time rises with the rising convergence times. The calculating time difference between 4 and 5 

times is nearly 22 seconds, but the time difference between 5 and 6 times sharply decreases to just 

over 6 seconds. The time difference between 6 and 7 times is even less. This shows that with the 

increasing convergence times, the percent of classical SD algorithm finishes their calculation 

before reaching the limit convergence times is increasing. From Table 1, the calculating time of 

VR-SD algorithm is close to the classical SD algorithm when the convergence times is 5. In the 

following simulation, we compare the BER between VR-SD and the classical SD algorithm with 

5 convergence times. 
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Figure 1.  Comparison of BER between VR-SD, classical SD and ZF  

 

Figure 1 shows the BER performance of VR-SD compared with classical SD algorithm and ZF 

algorithm. The computational complexity of ZF is much lighter than VR-SD algorithm, while the 

BER of VR-SD and classical SD is much better than ZF’s. Because of the limitation of 

convergence times, the BER of classical SD algorithm doesn’t have the same performance as the 

one which without limitation. Though the limitation of convergence times decreases the 

computational complexity, it still has some bad influence on its BER. Considering this, it is not 

strange that the BER of classical SD is not as well as the VR-SD’s. We still cannot ignore the fact 

that if the times of convergence circulation keep rising, the BER of classical SD algorithm will be 

better than VR-SD.  

 

4. CONCLUSIONS 

 
This paper solve the problem of the algorithm complexity of convergence radius by designing a 

SD algorithm strategy—VR-SD algorithm. The VR-SD algorithm can avoid the unnecessary 

computational complexity caused by an unsuitable value of original convergence radius. 

Subjected to the same BER, both the classical SD and the VR-SD algorithm have a nearly 3 dB 

gain from the ZF algorithm. While the gain between the classical SD algorithm and the VR-SD 

algorithm is about 0.5dB. Considering the time overhead of classical SD algorithm, which 

convergence times is 5, is 4% more than the VR-SD algorithm’s. The gain of 0.5dB from 

classical SD to VR-SD is a really great improvement. It demonstrates that the use of variable 

radius strategy raises the BER of SD algorithm in a considerable degree.  
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ABSTRACT 

 

The topology of mobile ad hoc networks (MANETs) change dynamically with time. Connected 

dominating sets (CDS) are considered to be an effective topology for network-wide broadcasts 

in MANETs as only the nodes that are part of the CDS need to broadcast the message and the 

rest of the nodes merely receive the message. However, with node mobility, a CDS does not exist 

for the entire duration of the network session and has to be regularly refreshed (CDS 

transition). In an earlier work, we had proposed a benchmarking algorithm to determine a 

sequence of CDSs (Maximum Stable CDS) such that the number of transitions is the global 

minimum. In this research, we study the performance (CDS Lifetime and CDS Node Size) of the 

Maximum Stable CDS when a certain fraction of the nodes in the network are static and 

compare the performance with that of the degree-based CDSs. We observe the lifetime of the 

Maximum Stable CDS to only moderately increase (by a factor of 2.3) as we increase the 

percentage of the static nodes in the network; on the other hand, the lifetime of the degree-based 

CDS increases significantly (as large as 13 times) as we increase the percentage of static nodes 

from 0 to 80. 
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1. INTRODUCTION 
 

A mobile ad hoc network (MANET) is a dynamic distributed system of wireless nodes that move 

arbitrarily with time [1]. The wireless nodes operate in a limited transmission range and are 

battery-charged. Two nodes can communicate directly only if they are within the transmission 

range of each other. Hence, communication between any two nodes in a MANET is typically 

through one or more intermediate nodes (multi-hop paths). Several communication protocols 

have been proposed for unicast [2-3], multicast [4-5] and broadcast [6-7] communication in 

MANETs. In this paper, we focus on broadcast communication in MANETs. Specifically, our 

focus is on connected dominating sets (CDS), typically considered the graph-theoretic equivalent 

for a communication topology that can facilitate network-wide broadcasts. A CDS is a subset of 

the nodes in the network such that every node in the network is either in the CDS or is a neighbor 

(i.e., has a wireless link) of a node in the CDS. 

 

Broadcasts are considered to be resource-intensive operations in terms of both energy 

consumption at the nodes as well as the volume of traffic generated due to redundant 

retransmissions. If each node in the network broadcasts the message exactly once in its 
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neighborhood, then every node receives a copy of the message from each of its neighbors 

(referred to as flooding). Though flooding guarantees that the broadcast message reaches every 

node in the network, each node loses energy to receive message broadcast by each of its 

neighbors (in addition to the energy lost at each node to transmit/ broadcast the message once in 

its neighborhood). It is not required for every node in the network to broadcast the message in its 

neighborhood. Instead, if we use a CDS like communication topology for broadcast, then it would 

be sufficient if only the constituent nodes of the CDS broadcast (retransmit) and the rest of the 

nodes only spend energy to merely receive the message. The lower the number of nodes 

constituting the CDS (referred to as CDS Node Size), the lower the number of retransmissions. 

Unfortunately, the problem of determining a minimum node size CDS is NP-hard [8]. Several 

heuristics have been proposed to determine CDSs with approximation ratios for the CDS Node 

Size as low as possible. A common thread among all of these heuristics is to give preference to 

include nodes that have a larger degree as part of the CDS so that the CDS Node Size is as low as 

possible. Apparently, nodes with a larger degree (larger number of neighbors) were the preferred 

candidates for inclusion to the CDS.  

 

In [9], we observed that the degree-based heuristics are quite unstable in the presence of node 

mobility in MANETs. We had then proposed a benchmarking algorithm to determine a sequence 

of connected dominating sets over the duration of a network session such that the number CDS 

transitions is the global minimum. Referred to as the Maximum Stable CDS algorithm, the 

benchmarking algorithm assumes the entire sequence of future topology changes is known a 

priori and determines a sequence of long-living stable CDSs as follows: Whenever a CDS is 

required at time instant t, we determine a connected graph of the network (called a mobile graph) 

whose constituent edges exist for the longest possible time starting from time instant t; we then 

simply run a CDS algorithm/heuristic on the mobile graph and use the CDS for the duration of the 

mobile graph and repeat the above procedure for the entire network session. The algorithm can be 

used to arrive at a sequence of long-living stable CDSs such that the number of transitions (from 

one CDS to another) during a network session is the global minimum and the average CDS 

lifetime is the global maximum (benchmarks).  

 

As in many MANET simulation studies, the performance comparison of the Maximum Stable 

CDS proposed in [9] vis-a-vis the degree-based CDS was only conducted when all the nodes in 

the network are mobile and not conducted when a certain percentage of the nodes in the network 

are static. This formed the motivation for our research in this paper. Our hypothesis is that the 

stability of the degree-based CDS would significantly increase with increase in the percentage of 

static nodes in the network (compared to the CDS lifetime incurred when all nodes were mobile) 

as there are good chances that an appreciable fraction of the static nodes are also part of the 

degree-based CDS and contribute towards its stability and cover the non-CDS nodes that could be 

mobile; on the other hand, the lifetime of the Maximum Stable CDS would only marginally 

increase, as it would be difficult to find a connected mobile graph that exists for a longer time 

even in the presence of a certain fraction of static nodes.  

 

The rest of the paper is organized as follows: Section 2 presents a heuristic to determine degree-

based CDS and evaluates its run-time complexity. Section 3 presents the Maximum Stable CDS 

algorithm to determine a sequence of stable CDSs, explains its proof of correctness and illustrates 

its working with an example. Section 4 presents the simulation results evaluating the lifetime and 

node size of the Maximum Stable CDS vis-a-vis the degree-based CDS under an extensive set of 

mobility scenarios varying the maximum node velocity and the percentage of static nodes for 

each level of node mobility. Section 5 differentiates our work from related work. Section 6 

concludes the paper. Throughout the paper, the terms 'node' and 'vertex', 'link' and 'edge' are used 

interchangeably. They mean the same. 
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2. HEURISTIC FOR DEGREE-BASED CONNECTED DOMINATING SET 
 

In this section, we first describe a heuristic that could be used to determine the CDS for a network 

graph based on the degree (the number of neighbors of a vertex) in the graph. We then illustrate 

examples to show the execution of the CDS construction heuristic. We finally describe an 

algorithm that can be used to validate the existence of a CDS at any time instant. 
 

 

2.1. Generic Heuristic to Determine a CDS 
 

The overall idea is to give preference (for inclusion to the CDS) for vertices that have a larger 

degree. As indicated in the pseudo code of Figure 1, we maintain three lists: CDS Node List - 

vertices that are part of the CDS; Uncovered Node List - vertices that are yet to be covered by a 

node in the CDS Node List; Candidate Node List - vertices that are covered by a node in the CDS 

Node List, but not yet considered for inclusion to the CDS Node List. Initially, the CDS Node 

List is empty and the Uncovered Node List is the set of all the vertices in the graph; to start with, 

the Candidate Node List has a single entry corresponding to the vertex that has the largest degree. 

The Candidate Node List is implemented as a priority queue and the vertices in the Candidate 

Node List are stored in the decreasing order of their degree (the vertex with the largest degree is 

the first vertex to be removed from this list). In each iteration, we remove a vertex from the 

Candidate Node List and if it has one or more uncovered neighbor nodes, then the vertex is added 

to the CDS Node List and the newly covered neighbor nodes are removed from the Uncovered 

Node List and included in the Candidate Node List. If a vertex removed from the Candidate Node 

List has no uncovered neighbors, then the vertex is not included in the CDS Node List. We repeat 

the above procedure until the Uncovered Node List gets empty or there are no more vertices in 

the Candidate Node List. If the Candidate Node List gets empty while the Uncovered Node List is 

not yet empty, then it implies the underlying graph is not connected (i.e., all the vertices are not in 

one component). If the underlying graph is connected, the iterations stop when there are no more 

vertices in the Uncovered Node List (this implies, all the vertices in the graph are covered by at 

least one node in the CDS Node List).  

-------------------------------------------------------------------------------------------------------------------- 
Input: Graph G = (V, E); Degree Score Vector D(V) for all the vertices 

Output: CDS Node List 

Initialization: CDS Node List = ϕ; ∀ x∈V, Uncovered Node List = {x; D(x)}  

              Candidate Node List = {s; D(s)} where s ∈V and D(s) = )}({ iDMax
Vi∈

 

Begin CDS Construction 

 

 while (Candidate Node List ≠ ϕ AND Uncovered Node List ≠ ϕ) do 

  Vertex candidateNode = Dequeue(Candidate Node List) 

  uncoveredNodes = {x | x ∈Neighbors(candidateNode) AND     

   x ∈Uncovered Node List} 

  if (uncoveredNodes ≠ ϕ) then 

        CDS Node List = CDS Node List ∪ {candidateNode} 

        ∀ x ∈  uncoveredNodes,  

   Uncovered Node List = Uncovered Node List - {x; D(x)} 

   Candidate Node List = Candidate Node List ∪ {x; D(x)} 

  end if 

 end while 

 

 if (Uncovered Node List = ϕ) then 

  return CDS Node List 

 end if  

 

End CDS Construction 

-------------------------------------------------------------------------------------------------------------------- 
Figure 1. Pseudo Code for a CDS Construction Heuristic based on Node Degree 
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Note that the degree score for a node is determined offline (prior to the execution of the heuristic) 

and is not updated during the execution of the heuristic. In other words, the ordering of the nodes 

in the Candidate Node List in each iteration is based on the initial (static) degree values input to 

the heuristic. Thus, for example, if two nodes u and v with degree scores of 4 and 6 respectively 

are in the Candidate Node List, but node v has only two uncovered neighbors whereas node u has 

three uncovered neighbors, node v with a relatively larger degree score would still be ahead of 

node u in the Candidate Node List.  

 

The time complexity for the CDS construction heuristic is O(VlogV + ElogV), where V and E are 

respectively the number of vertices and edges in the network graph; O(logV) is the time 

complexity for a dequeue operation in a priority queue (Candidate Node List) maintained as a 

Max-Heap [8] as well as the time complexity to include a vertex in the Candidate Node List by 

visiting the neighbors of the vertex that is added to the CDS Node List. We could run the while 

loop at most V times, once for each vertex, and across all such iterations, the entire set of edges 

are traversed and the end vertices of the edges are considered for inclusion to the Candidate Node 

List. Hence, the overall time complexity of the generic heuristic to construct a degree-based CDS 

is O((V+E) logV). 

 

2.2. Example to Construct Degree-based CDS 
 

In this section, we show the execution of the degree heuristic on a sample network graph. For 

each vertex in Figure 2, the ID is indicated inside the circle and the degree of the vertex is 

indicated outside the circle. The last graph in each of these figures is a CDS graph comprising of 

only edges between two CDS nodes (indicated as solid lines) and edges between a non-CDS node 

and a CDS node (indicated as dotted lines).  

 

 
 

Figure 2. Example to Illustrate the Construction of a Degree-based CDS 

 

Figure 2 illustrates the execution of the heuristic to determine degree-based CDS: in iteration 3, 

even though vertices 3 and 7 have the same larger degree (3), vertex 3 is not considered for 

inclusion to the CDS because all of its three neighbors are already covered (i.e., none of the 

neighbors of vertex 3 are in the Uncovered Node List); on the other hand vertex 7 has one 

uncovered neighbor and is hence included to the CDS Node List. The sequence of vertices 

included in the Degree-based CDS are 2, 4, 7 and 6. One significant observation could be made in 

the toy example shown in Figure 2: Vertex 3 with a relatively higher degree (3) is connected to 

two high-degree vertices (vertices 2 and 7), but does not contribute much in terms of covering 

nodes that are yet in the Uncovered Nodes List once vertices 2 and 7 get into the CDS Node List. 

Thus, vertex 3 is a highly enclosed vertex that is not exposed much to vertices outside its own 
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community. On the other hand, even if vertex 2 gets into the CDS Node List, vertex 7 could also 

get into the CDS Node List, because they are connected to two different vertices/communities 

(vertices 8 and 6) that only either of them could cover, but not both.  

 

2.3. Algorithm to Validate the Existence of a CDS 
 

We now present the algorithm that we use to validate the existence of a CDS at any time instant. 

This algorithm would be very useful in discrete-event simulations when we tend to use a CDS 

that existed at an earlier time instant (say, t-1) at a later time instant (t). That is, given a CDS 

Node List that was connected (i.e., the CDS nodes are reachable from one another directly or 

through one or more intermediate CDS nodes) and covered the non-CDS nodes in the network 

graph at time instant t-1, we want to validate whether the same holds true at time instant t. We do 

so by first constructing a CDS graph based on the CDS Node List at time instant t. All the 

vertices in the network are part of the CDS graph and the edges in the CDS graph are those that 

exist between any two CDS nodes as well as between a CDS node and a non-CDS node at time 

instant t. We check if the CDS Node List is connected at time instant t by running the Breadth 

First Search (BFS) [8] algorithm, starting from an arbitrarily chosen CDS node and see if every 

other CDS node could be reached as part of the BFS traversal only on the CDS-CDS edges. If all 

the CDS nodes could be visited, the CDS Node List is considered to be connected. We then check 

whether every non-CDS node has an edge to at least one CDS node at time t. If both the 

validations (connectivity of the CDS Node List and coverage of every non-CDS node by at least 

one CDS node) are true, then we consider the CDS to exist at time instant t. 

 

3. BENCHMARKING ALGORITHM FOR MAXIMUM STABILITY CDS 
 

In this section, we describe a benchmarking algorithm [9] proposed to determine a sequence of 

longest-living connected dominating sets for MANETs such that the number of transitions is the 

global minimum and the average lifetime of the CDS is the maximum. We refer to the algorithm 

as the Maximum Stable CDS algorithm; it works on the basis of graph intersections and assumes 

the availability of information about topology changes for the entire duration of the network 

session. The algorithm introduces the notion of a mobile graph G(t, ...., t+k) = G(t) ∩ G(t+1) 

∩ G(t+2) ∩ ... ∩ G(t+k), wherein G(t), G(t+1), G(t+2), ..., G(t+k) are static graphs (snapshots) 

of the network at time instants t, t+1, t+2, ..., t+k respectively. A mobile graph G(t, ...., t+k) is thus 

a graph that essentially captures the vertices and edges that exist in the network for all the time 

instants t, t+1, t+2, ..., t+k. The Maximum Stable CDS algorithm works as follows: Whenever a 

CDS is required at time instant t, we determine a mobile graph G(t, ...., t+k) such that G(t, ...., t+k) 

is connected and G(t, ..., t+k+1) is not connected. We determine a CDS on such a longest-living 

connected mobile graph G(t, ...., t+k) and repeat the above procedure for the duration of the 

network session to obtain a sequence of longest-living CDSs such that the number of transitions 

needed to change from one CDS to another is the optimum (minimum). We say the optimum 

number of transitions incurred is the global minimum because the algorithm assumes the 

knowledge of the entire topology changes and always chooses the longest-living mobile graph 

since the time instant starting from which a CDS is needed. Later, we also prove that the number 

of transitions accomplished by any other CDS construction algorithm cannot be below the value 

obtained for the Maximum Stable CDS algorithm. Accordingly, the average of the lifetimes of the 

longest-living connected dominating sets in the sequence determined by the Maximum Stable 

CDS algorithm for the duration of the network session is the global maximum and can serve as a 

benchmark to compare the average lifetime incurred with any other sequence of connected 

dominating sets (like the degree-based CDSs) under identical conditions.  

 

As seen in the pseudo code for the Maximum Stable CDS algorithm (Figure 3), it does not matter 

what CDS construction heuristic we use to determine a CDS in each of the longest-living mobile 
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graphs G(i, ..., j), because the CDS would not exist in the mobile graph G(i, ..., j+1) as the latter 

would not be a connected graph. In this research, we determine the connected dominating sets in 

the longest-living mobile graph G(i, ..., j) based on the degree of the vertices in the mobile graph 

G(i, ..., j). The average lifetime of the Maximum Stable CDS would not be affected because of 

this; however, the size of the Maximum Stable CDS is likely to be affected. As degree-based 

CDSs are likely to incur a lower CDS Node Size, it would be only appropriate to determine the 

connected dominating sets in each of the longest-living mobile graphs G(i, ..., j) using the degree 

of the vertices in the mobile graph so that the Maximum Stable CDS would incur a lower CDS 

Node Size and at the same time incur the maximum lifetime. The time complexity of the 

Maximum Stable CDS algorithm depends on the time complexity of the underlying heuristic used 

to determine the CDSs in each of the mobile graphs. As one can see in the pseudo code (Figure 

3), there could be at most T mobile graphs (where T is the number of static graph snapshots, 

number of graph samples) on which a CDS heuristic needs to be run; if we use a Θ(V2) heuristic 

to determine degree-based CDSs, then the overall time complexity of the Maximum Stable CDS 

algorithm is O(V2
T). 

 

-------------------------------------------------------------------------------------------------------------------- 
Input: Static graphs G1, G2, ..., GT, where T is the duration of the network session 

Output: Maximum Stable CDS 

Auxiliary Variables: i, j 

Initialization: Maximum Stable CDS = ϕ; i = 1; j = 1 

 

Begin Maximum Stable CDS Construction 

 

 while (i ≤ T) do 

  while G(i, ..., j) is connected AND j ≤ T do 

   j ← j + 1 

  end while 
  if (i < j) then  

   j ← j - 1 

   Maximum Stable CDS = Maximum Stable CDS ∪ {CDS in G(i, ..., j) } 

   i ← j + 1 

  end if 

  else 

   i ← i + 1 

  end else 

  j ← i 

 end while 

 

return Maximum Stable CDS 

 

End Maximum Stable CDS Construction 

-------------------------------------------------------------------------------------------------------------------- 
 

Figure 3. Pseudo Code for the Benchmarking Algorithm to Determine Maximum Stable CDS 

 

3.1. Proof of Correctness 
 

We now present an informal proof of correctness of the Maximum Stable CDS algorithm. For a 

more formal proof, the interested reader is referred to [9]. To prove that the Maximum Stable 

CDS algorithm finds a sequence of long-living CDSs that incur the minimum number of 

transitions (say m), assume the contrary - i.e., there exists a hypothetical algorithm that 

determines a sequence of CDSs that undergo n transitions such that n < m. We will now explore 

whether this is possible. For n < m to exist, there has to be an epoch of time instants [p, ..., s] that 

is a superset of an epoch of time instants [q, .., r] such that p < q < r < s and that the hypothetical 

algorithm was able to find a CDS that existed during time instants [p, ..., s], but the Maximum 

Stable CDS algorithm can only find a CDS that existed during time instants [q, ..., r] and had to 
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go a transition at time instant r + 1. This implies the Maximum Stable CDS algorithm could not 

find a connected mobile graph G(q, ..., r+1) and could only find a connected mobile graph G(q, 

..., r). This means there existed no connected mobile graph from time instants [q, ..., s] and hence 

there is no connected mobile graph from time instants [p, ..., s]. If that is the case, it would not be 

possible to find a CDS that exists from time instants [p, ..., s]; thus, the sequence of connected 

dominating sets determined by the hypothetical algorithm has to undergo at least as many 

transitions as those determined by the Maximum Stable CDS algorithm, which is a contradiction 

to our initial assumption that n < m. Hence, the number of transitions (m) incurred by the 

sequence of long-living CDSs determined by the Maximum Stable CDS algorithm serves as a 

lower bound for the number of transitions (n) incurred by any other algorithm/heuristic to 

determine a sequence of CDSs. 

 

 

 
 

 
 

Figure 4. Example to Illustrate the Execution of the Maximum Stable CDS Benchmarking Algorithm and a 

Comparison of Maximum Stable CDS vs. Degree-based CDS 

 

3.2. Example 
 

Figure 4 presents an example to illustrate the execution of the Maximum Stable CDS algorithm 

on a sequence of five static graphs G1, ..., G5 and a comparison of the number of transitions 

(changes from one CDS to another) and CDS Node Size incurred for Maximum Stable CDS vis-

a-vis a degree-based CDS on the same sequence of static graphs. We see that there exists a 

connected mobile graph G(1, 2, 3) and a connected mobile graph G(4, 5). Hence, it would suffice 

to use one CDS determined on the mobile graph G(1, 2, 3) and another CDS determined on the 

mobile graph G(4, 5) - resulting in only one CDS transition across the five static graphs. On the 
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other hand, the degree-based CDS determined on an individual static graph does not exist in the 

subsequent static graph. Hence, we end up determining a new degree-based CDS on each of the 

five static graphs - resulting in a total of four CDS transitions across the five static graphs. In 

Figure 4, we use a degree-based heuristic to determine a CDS on each of the two mobile graphs.  

We do observe a tradeoff between CDS Node Size and the number of CDS transitions. The 

average CDS Node Size incurred for the Maximum Stable CDS is (3*5 + 2*7) / 5 = 5.8, whereas 

the average CDS Node Size incurred for degree-based CDS is (3*4 + 2*5) / 5 = 4.4. The mobile 

graphs G(1, 2, 3) and G(4, 5) have relatively fewer links than the individual static graphs. Hence, 

it is not possible to cover a larger number of nodes with the inclusion of few nodes in the CDS. 

As a result, the Maximum Stable CDS incurs a relatively larger CDS Node Size compared to that 

of the degree-based CDS. 

 

4. SIMULATIONS 
 

We conducted the simulations in a discrete-event simulator implemented in Java. We assume a 

network of dimensions 1000m x 1000m; the number of nodes is fixed as 100 and the transmission 

range of the nodes is fixed at 250m; for these values, on average, there are 

π*250*250*100/(1000*1000) = 20 neighbors per node. The overall connectivity of the network 

for the above conditions is observed to be more than 99.5%. Initially, the nodes are uniform-

randomly distributed throughout the network. The number of static nodes in the network is varied 

with values of 0, 20, 40, 60 and 80. Since the total number of nodes in the network is 100, the 

above values for the number of static nodes also represent the percentage of static nodes in the 

network. A node designated to be static in the beginning of the simulation does not move at all for 

the duration of the simulation; likewise, a node designated as mobile - keeps moving for the entire 

simulation.  

 

The node mobility model used is the Random Waypoint Model [10], wherein the maximum 

velocity of each mobile node is vmax and it is varied with values of 5 m/s (low mobility), 25 m/s 

(moderate mobility) and 50 m/s (high mobility). According to the Random Waypoint Model, each 

mobile node starts from its initial location and chooses to move to an arbitrary location (located 

within the network boundaries) with a velocity that is uniform-randomly selected from the range 

[0, ..., vmax]; after moving to the chosen location, the node chooses another arbitrary location 

(within the network) and moves to the chosen location with a new velocity that is uniform-

randomly chosen from the range [0, ..., vmax]. In other words, a node moves in a straight line from 

one location to another chosen location with a particular velocity and after reaching the targeted 

location, the node chooses another target location to move with a velocity that could be different 

from the one used before. A mobile node moves like this for the duration of the simulation 

session and generates a mobility profile for a particular combination of values for the number of 

static nodes and maximum node velocity. The collection of the mobility profiles of all the nodes 

is stored in a mobility profile file and is feed in to the heuristic/algorithm for determining a 

degree-based CDS and the Maximum Stable CDS. We generate 100 such mobility profile files for 

each of the combinations of the values for the number of static nodes (0, 20, 40, 60 and 80) and 

the maximum node velocity (5 m/s, 25 m/s and 50 m/s). The decision of whether a node will be 

static or mobile is made prior to creating each of the mobility profile files. 

 

We run the simulations for each mobility profile file and average the results observed for the CDS 

Lifetime and CDS Node Size for the degree-based CDS as well as the Maximum Stable CDS. We 

start the simulations at time 0 sec (based on the initial distribution of the nodes in a particular 

mobility profile file) and run the simulations for a period of 1000 seconds, sampling the network 

for every 0.25 seconds of the simulation. We take a snapshot of the network at each of these 

sampling time instants (referred to as the static graphs). We use the following approach to run the 

simulations for the degree-CDS: Whenever a CDS is needed at a particular time instant t, we 
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determine the degree scores of the nodes based on the static graph snapshot of the network at time 

instant t and feed in these scores to the CDS construction heuristic (described in Section 2.1). The 

CDS determined at time instant t is used for the subsequent sampling time instants as long as it 

exists (validated using the algorithm presented in Section 2.3). When the currently known CDS is 

observed to no longer exist at a particular time instant, we repeat the above procedure. We 

continue like this for the duration of the simulation and measure the lifetime and node size for the 

sequence of degree-based connected dominating sets used for the particular mobility profile file. 

We average the results for these two metrics (Figures 5-7) observed for all the mobility profile 

files generated for a particular combination of values for the number of static nodes and vmax. In 

the case of the Maximum Stable CDS algorithm, for a particular simulation run under a mobility 

profile file, we determine a sequence of connected mobile graphs for the duration of the 

simulation session and run the degree-based CDS construction heuristic to determine a sequence 

of connected dominating sets. We repeat this procedure for all the mobility profile files generated 

and determine the average of the lifetime and node size for the sequence of Maximum Stable 

CDSs for the particular combination of values of the number of static nodes and vmax. 

 

As expected, the Maximum Stable CDS incurred a larger CDS lifetime compared to that of the 

degree-based CDS. However, for any given level of node mobility (vmax), the difference in the 

CDS lifetimes between the Maximum Stable CDS and degree-based CDS significantly decreases 

with increase in the percentage of static nodes in the network. For vmax = 5 m/s, the ratio of the 

lifetime of the Maximum Stable CDS to that of the degree-based CDS decreases from a factor of 

about 10 to 2.5 as we increase the percentage of static nodes from 0 to 80. As the value of vmax 

increases, the reduction in the difference is even more prominent. For vmax = 25 m/s, the ratio of 

the lifetime of the Maximum Stable CDS to that of the degree-based CDS decreases from a factor 

of about 7.5 to 1.8; and for vmax = 50 m/s, the ratio of the lifetimes decreases from a factor of 

about 7 to 1.4. Thus, the lifetime of degree-based CDS becomes very comparable to that of the 

Maximum Stable CDS when 80% of the nodes in the network are static and only 20% are mobile. 

In general, when more than half of the nodes in the network are static, the lifetime of the degree-

based CDS starts to swiftly approach the lifetime of the Maximum Stable CDS. Thus, as 

predicted in our hypothesis, the presence of static nodes in the network has a very positive effect 

on the stability of the degree-based CDSs, but only a marginal effect on the lifetime of the 

Maximum Stable CDS.  

 

   
Figure 5. Average CDS Lifetime and Average CDS Node Size: Maximum Node Velocity, vmax = 5 m/s 

 

   
 

Figure 6. Average CDS Lifetime and Average CDS Node Size: Maximum Node Velocity, vmax = 25 m/s 
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Figure 7. Average CDS Lifetime and Average CDS Node Size: Maximum Node Velocity, vmax = 50 m/s 
 

The lifetime of the degree-based CDSs increases by a factor of 5 to 13 as we increase the 

percentage of static nodes from 0 to 80; the increase is substantial with increase in the level of 

node mobility. At vmax = 5 m/s, the increase in the lifetime of the degree-based CDSs is by a factor 

of 5 as we increase the percentage of static nodes from 0 to 80; however at vmax = 25 m/s and 50 

m/s, the lifetime of the degree-based CDSs increases by a factor of 10 to 13. At the same time, the 

node size for the degree-based CDSs remains slightly high when the percentage of static nodes is 

low (0, 20 or 40) and then again decreases by a factor of at most 20% when the percentage of 

static nodes increases to 60 and 80. Thus, we observe the presence of static nodes in the network 

to significantly increase the lifetime and even marginally reduce the node size for the degree-

based CDSs, thereby reducing the stability-tradeoff appreciably. We observe the lifetime of the 

Maximum Stable CDS to increase at most by a factor of 2.3 with increase in the percentage of 

static nodes. Like it was observed for the degree-based CDSs, the increase is only about 40% 

when vmax = 5 m/s and is higher for vmax = 25 m/s and 50 m/s; similarly, the node size for the 

Maximum Stable CDSs decreases by about 20% with increase in the percentage of static nodes. 

We observe the node size for the Maximum Stable CDS to converge towards the node size of the 

degree-based CDS with increase in the percentage of the static nodes. 

 

5. RELATED WORK 
 

MANET simulation studies have typically used the Random Waypoint model as the mobility 

model. As per this mobility model, a mobile node moving in a particular direction could pause for 

a certain time after reaching a targeted location and then continue to move. The pause time is one 

of the parameters of the Random Waypoint mobility model. The influence of static nodes on the 

performance of a communication protocol has been so far evaluated only on the basis of this 

pause time. Also, such studies have been typically conducted to analyze the performance of 

unicast routing protocols (e.g., [11]) and multicast routing protocols (e.g., [12]) for MANETs. 

Even in such works, the focus had been on the impact of pause time on metrics such as delay, 

throughput, energy consumption, etc, but not explicitly on the lifetime of the communication 

topologies like paths and trees. To the best of our knowledge, we have not come across any 

studies that consider the influence of static nodes of any form (including pause time) on the 

performance of network-wide communication topologies, like that of connected dominating sets 

for MANETs. In this paper, we chose to designate certain nodes as static throughout the 

simulation and let the other nodes to move (rather than letting all mobile nodes to move and pause 

alternately). We wanted to see if the presence of static nodes (nodes that do not move at all) could 

improve the overall stability of connected dominating sets (as it is seen in the simulations) so that 

we could henceforth come up with a network design strategy wherein even though certain nodes 

in a network are bound to be mobile all the time, one may deploy certain percentage of static 

nodes that could significantly increase the stability of network-wide communication topologies 

such as connected dominating sets.  
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6. CONCLUSIONS 
 

The simulation results confirm our hypothesis: We observe that for a given level of node 

mobility, the lifetime of the Maximum Stable CDS does not increase substantially with increase 

in the percentage of static nodes; on the other hand, the lifetime of the degree-based CDS 

increases significantly (and approaches the lifetime of the Maximum Stable CDS) with increase 

in the percentage of static nodes. As we increase vmax from 5 m/s to 50 m/s, the average lifetime 

incurred for the Maximum Stable CDS increases by a factor of 1.4-2.3 as we increase the 

percentage of static nodes from 0 to 80. This could be attributed to the fact that the mobility of 

certain percentage of nodes is sufficient to disrupt the connectivity of the mobile graphs spanning 

over several time instants. On the other hand, as we increase vmax from 5 m/s to 50 m/s, the 

lifetime of the degree-based CDS increases substantially (by factors as large as 13) with increase 

in the percentage of the static nodes from 0 to 80. Thus, even if a certain fraction of nodes move 

faster, the presence of a significant fraction of static nodes helps to boost the lifetime of the 

degree-based CDS. In this paper, the degree-based CDS heuristic did not take into account the 

presence of static nodes while considering nodes for inclusion in the CDS. With the results 

observed in this paper, we anticipate that if the heuristic is adapted to take into account both the 

node velocity (or some form of node mobility) and node degree while forming a CDS, the 

stability of such CDSs could be significantly higher than that incurred with CDSs determined 

using a degree-based heuristic without any appreciable increase in the CDS node size. We thus 

anticipate the results of this paper to open new avenues of research for improving the stability of 

degree-based heuristics for MANETs.  
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ABSTRACT 

 
Hyperspectral images provide detailed spectral information with more than several hundred 

channels. On the other hand, the high dimensionality in hyperspectral images also causes to 

classification problems due to the huge ratio between the number of training samples and the 

features. In this paper, Lyapunov Exponents (LEs) are used to determine chaotic-type structure 

of EO- 1 Hyperion hyperspectral image, a mixed forest site in Turkey. Experimental results 

demonstrate that EO-1 Hyperion image has a chaotic structure by checking distribution of 

Lyapunov Exponents  (LEs) and they can be used as discriminative features to improve 

classification accuracy for hyperspectral images. 
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1. INTRODUCTION 

 

Hyperspectral sensors collect the electromagnetic spectrum of reflected light from objects and 

combine spectral information for each pixel in the image of a scene. Every pixel in the image 

represents to a unique 'fingerprints' of the object, also known as a spectral signature and provides 

more spectral information to characterize different materials [1]. Therefore, hyperspectral images 

are much more functional to identify different objects than multispectral images. With the recent 

advances in sensor technology, hyperspectral images including AVIRIS and EO-1 HYPERION 

have become available and used in many application areas such as forestry, mining, oil industry, 

agriculture, ecology, environmental monitoring and geology etc [2, 3, 4, 5]. 

 

Hyperspectral images provide detailed spectral information with more than several hundred 

channels. On the other hand, the high dimensionality in hyperspectral images also causes to 

classification problems due to the huge ratio (the Hughes phenomenon) between the number of 

training samples and the features [6, 7].  Besides, high dimensionality of hyperspectral images 

causes the failures in common image classification algorithms and high computational complexity 

due to hundreds of bands. Therefore, dimension reduction is an important research topic for 

classification of hyperspectral images on remote sensing.       

 

The purpose of dimension reduction ideally is to preserve as much as possible the information of 

original hyperspectral data set. Thus, feature extraction is an important way to reduce the 
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dimension of the hyperspectral image without a subspace from the original data like feature 

selection method [8, 9]. In this context, the purpose of the study is to reduce the dimension of the 

hyperspectral data from hundreds of bands to only a few features using Lyapunov Exponents 

(LEs) of original reflectance curves. 

 

2. CHAOTIC STRUCTURE ANALYSIS USING LYAPUNOV EXPONENTS 

 

Phase spaces of spectral signals are crucial to identify relationship between spectral signals and 

chaotic structure of image. Phase spaces allow observing signal dynamics in a spectral band series 

and providing understandable important information related to the chaotic dynamics of the 

original signal. The hyperspectral reflectance curves for each class have similar patterns and they 

can be used as a time series depend on the number of spectral bands used in the imaging system. 

The constant spectral band difference between the neighboring elements of each reconstructed 

vector, which is the embedding dimension of the phase space, is represented by the spectral band 

for each pixel [10].  The phase-space vector of the spectral signal is reconstructed as follows: 

 

 

 
 
Where n denotes index of data point in 1-D spectral signal, x[n] is the nth sample of the spectral 

signal, k indicates the total number of spectral bands, b denotes index of the spectral band for 

selected pixel on hyperspectral image and p is number of pixel, as numbers between 0 and total 

number of samples.  

 

Lyapunov exponents provide a rapid effective method to determine chaotic structure in dynamic 

systems [11, 12]. Furthermore, Lyapunov exponents are a quantitative measure of the rate at 

nearby orbits converge and diverge. In the system, having more than one positive and negative 

Lyapunov exponents indicate chaotic behaviour [13, 14, 15]. There are many algorithms proposed 

in the literature for estimating the Lyapunov exponents.  The most popular from these algorithms 

is from Abarbanel et al [16]. 

 

 
 

where, s(n) denotes the reference point, s(m) is the nearest neighbour of s(n) on a nearby 

trajectory, d(s(n),s(m)) is the initial distance between the nearest neighbours, d(s(n+1),s(m+1)) is 

the distance between s(n+1) and s(m+1) which are the next pair of neighbours on their trajectories 

[17, 18]. 

 

3. TEST DATASET 

 

Earth Observing 1 (EO-1) HYPERION, launched on 21 November 2000 by NASA, is the first 

hyperspectral satellite. The Hyperion sensor detects a total of 242 channels from 356 to 2577 nm 

at approximately a 10-nm spectral resolution with a 30 m spatial resolution and scans a ground 

area approximately 7.7 km in the across-track direction, and 42 km in the along-track direction. 

Test image covers a portion of Sundiken Mountains, a mixed forest site, in Eskisehir province, 

Turkey. In the study, atmospheric absorption bands and low signal-to-noise ratio bands were 

eliminated from the dataset and remained 153 bands are used for analysis [19, 20]. In the study 

area, four object classes including pine and oak trees, grassland and water are selected to evaluate 

Lyapunov exponents as a feature tool. 
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4. RESULTS 

 

Lyapunov Exponents (LEs) are used to demonstrate the chaotic-type features for EO-1 Hyperion 

hyperspectral data set in the study. First, 1-D hyperspectral spectral vectors are created as a 

chaotic series and combined from manually selected pixels for each class in the image, remaining 

in 153 healthy channels of Hyperion data (Figure 1). 

 

 

Figure 1. Spectral series of pixels for class Oak trees 

 

Then, phase spaces of spectral signals are initially produced to explore the chaotic structure of 

hyperspectral image using 1-D spectral vectors (Figure 2). Next, Lyapunov Exponents (LEs) of 

the spectral signals are calculated for four objects including pine, oak, grassland and water and it 

is observed different negative or minus signs among them. 

 

 

Figure 2. Reconstructed phase space of the spectral signal in 3-D 

 

A  positive  and negative Lyapunov  exponents  are  computed  in  all  the  hyperspectral signals 

setting  total number of data  points (n=3060). Positive and negative Lyapunov exponents indicate 

the possible existence of chaotic behaviour in hyperspectral data (Table1). Kaplan-Yorke 

dimension (DKY) indicates the fractal dimension of the reconstructed signal corresponding 

Lyapunov spectrum and values of the embedding dimension (m) [13, 11]. 
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Table 1.  The Lyapunov exponents for 4738 trials each with embedding dimension 5 calculated for each 

object 

 

Type 

of 

Object 

Number 

 of Iteration 
m 

Lyapunov Exponents Average Absolute 

 Forecast Errors 

Average 

Neighborhood 

 Size 

DKY 

Ʌ1 Ʌ2 Ʌ3 Ʌ4 Ʌ5 

pine 4738 5 0.1632 -0.0272 -0.1756 -0.3697 -0.8537 106 117 2.77 

oak 4738 5 0.1851 -0.0155 -0.1831 -0.3611 -0.8469 177 185 2.93 

grassland 4738 5 0.1408 -0.0031 -0.1791 -0.3603 -0.7431 207 187 2.62 

water 4738 5 0.3241 0.0529 -0.1093 -0.3118 -0.7257 54 39 3.86 

 

5. CONCLUSION  

 

The experimental results demonstrate that EO-1 Hyperion image has a chaotic structure by 

checking distribution of Lyapunov Exponents (LEs) and they can be used as discriminative 

features to improve classification accuracy for hyperspectral images. Future work, therefore, 

includes the investigation and evaluation of the effects of chaotic features on hyperspectral image 

classification. 
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ABSTRACT 
 

We consider a bandwidth-efficient transmission scheme, where two signals are sent 

concurrently. The BER and the achievable minimum distances for the signals’ constellations at 

the receivers are derived as functions of the signals’ energies and their input probability 

distributions. Finally, trade-offs between bandwidth, signals’ energies and achievable 

performances are discussed. 
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1. INTRODUCTION 
 

The demand of bandwidth is largely increasing due to the explosion of smart devices and 

bandwidth-greedy applications. This has led to the development of several bandwidth efficient 

technologies such as Code Division Multiplexing Access, Multiple-Input, Multiple-Output 

(MIMO), ultra wideband (UWB), cognitive radio (CR) technologies. Nonetheless, a major 

limitation of bandwidth efficient technologies is the interference caused by simultaneous 

transmissions [1]-[5]. It is then important to analyze the impact of simultaneous signal 

transmissions on the system performance. In [6], symbol error probability is analyzed for a multi-

user detector using successive cancellation, when signals differentiated by their powers are 

transmitted simultaneously. 

 

In this paper, we consider simultaneous transmission of two signals and analyze the impact on the 

system performance. We present performance analysis and compare the resulting performance 

with the achievable performance if the signals were sent separately over different channels. We 

also discuss impact of interference and trade-offs between performance and bandwidth efficiency. 

 

2. SYSTEM MODEL & ASSUMPTIONS 

 

We consider a communication scheme, where two signals are transmitted concurrently and 

independently (i.e., without collaboration). For example, this scheme can model a cognitive 

transmission where the cognitive signal interferes with the primary signal, either in a controlled 

interference scenario or because the cognitive user sensed an idle channel while the primary user 

was actually transmitting, due for example to challenges related to sensing in cognitive 

transmissions [7]. It can also model a different transmission scheme whereby; users with no or 
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small cognition capabilities can transmit simultaneously without time, frequency or code division 

multiplexing, thus interfering with each other. 

 

The two signals, which may first be encoded using forward error correcting code, are modulated 

using BPSK modulation and sent concurrently over an AWGN channel. 

 

Under these assumptions, the received symbol can be written as follows: 

 

                                                Y = X1 + X2 + n,                                                                           (1) 

 

where X1 and X2 are the (encoded and) modulated symbols from the two sources and n is additive 

white Gaussian noise (AWGN) with zero mean and variance σ2  that corrupts the received 

information. Furthermore, we assume that X1 has energy E1 and takes values in the input 

alphabet  A = { -a, a } with probability P and ( 1-P ) and X2, has energy E2 and takes values in its 

input alphabet B = { -b, b } with probabilities P and (1-P). Finally, a, b are assumed non-negative 

valued constants known to the receivers with ( for simplicity )  a ≥ b, i.e., E1 ≥ E2. ( The results 

for the case where E1 < E2  can be derived from the considered case.) 

 

At the receiver, minimum-distance symbol-by-symbol detection is used, i.e., a received symbol is 

detected as the closest point in the signal constellation. Finally, the received symbol Y is used to 

make decisions on the sent symbols X1 and X2 at both receivers respectively. 

 

We refer to the minimum distance of a signal constellation at a given receiver, as the minimum of 

the distances between any two points of the signal constellation. 

Furthermore, throughout this paper,  and define the minimum distances for the signal 

constellations at the receivers 1 and 2 respectively, if each signal was sent separately (scenario 1). 

On the other hand, dmin1 and dmin2  represent the minimum distances for received constellations at 

receivers 1 and 2, when both symbols are sent concurrently (scenario 2). For both scenarios, we 

consider the same transmission conditions (symbols’ energies, channel conditions, SNR). 

 

Finally, since in AWGN channels, the performance strongly depends on the minimum distance of 

the received signal constellation, we next analyze the minimum distances dmin1 and dmin2  for the 

signals’ constellations at the receivers when the 2 symbols are transmitted concurrently. 

 

3. PROPOSITIONS & LEMMAS 

 

A. Proposition 1 

 

The achievable minimum distance for a transmission with two signals sent concurrently and 

independently is at most the difference of the achievable minimum distances of the constellations 

if the signals were sent separately under the same conditions. 

 

In particular, the minimum distance dmin1 and dmin2 of the received signals constellations, are 

respectively 

 

                                                   dmin1  =   -  , 

 

                                                    dmin2  = min ( ,  -  )                                            (2) 
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Proof 

 

We assume BPSK modulated symbols at the transmitters and minimum-distance detection at the 

receivers. Assuming that the first signal uses input alphabet  {-a, a} with probability P and (1-P) 

and the second signal uses {-b, b} with probability P and (1-P), the minimum distances of the 

received constellations are given by  = 2a, = 2b is each signal is transmitted separately 

(scenario 1). 

 

If the two signals were sent concurrently (scenario 2)  and assuming a minimum-distance 

detector, the decision regions are shown in Figure 1. (Note that the minimum distance detection is 

equivalent to the ML detection for AWGN channels.) 

 

Using the decision regions illustrated in Figure 1, the minimum distances of the signal 

constellations at the receivers are given by: 

 

 

 

                                                                                                         (3) 

 

B. Proposition 2 
 

1. If E1 ≠ E2,  then the minimum distance  dmin1  and  dmin2  of the signals’ constellations at 

receivers 1 and 2, are respectively 

 

        

                                                                                       (4)       

                 
 

2.   If the signals have the same energy ( E2 = E1 = E ), the minimum distance is zero for both 

constellations):                

 

Proof  
 

Part 1 of the proposition results from equation (3) using the average symbol energy given as 

follows:     

 

                                                                                      (5) 

 

Part 2 of the proposition follows from part 1 when E1=E2. 
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C. Proposition 3 

 

When 2 signals are sent concurrently as described in section II, the BER performance for the 

strongest signal can be determined as follows: 

 

                                                                         (6a) 

                                                           (6b) 

 

 
Signal space and decision region at the first receiver 

 

 
 

Signal space and decision regions for the second receiver 

 
Figure 1: Signal space and decision regions 

 

where [P, (1-P)] is the probability input distribution for the considered binary signaling, SNR1, 

SNR2 are the signal to noise ratios of the individual signals and Q(x) is the standard Q function 

defined by Q(x) = Pr(X>x) = Pr(X<-x) when X is zero mean, variance 1, Gaussian random 

variable. (Proof of Proposition 3 is outlined in Appendix.) 

 

D. Lemmas 
 

Lemma 1 

 

                                                                                      (7a) 

                                                                                  (7b) 

 

Lemma 2 

 

                                                                                      (8a) 
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                                                                                           (8b) 

 

Lemma 3 
 

For the cross points where E1=4E2 , the minimum distances satisfy the following equalities and 

inequality: 

 

                                                                                                                   (9a) 

                                                                                                          (9b) 

 

Lemma 4 

 
If E2 = α2E1, 

  for 0 ≤ α ≤1, the minimum distances of the signal constellations can be written as 

follow: 

 

First signal constellation: 
 

                                                                                       (10a) 

 

Second Signal constellation: 

 

                                                                     (10b) 

                                                           (10c) 

 
 

Lemma 5 

 
The BER for the strongest signal is given, when E2 = α2E1, for 0 ≤ α ≤1,by : 

 

 

                                                                     (11) 

 

4. RESULTS AND DISCUSSION 

 

Proposition 1 illustrates that when 2 signals are sent concurrently (scenario 2), the achievable 

minimum distance for any of the two signals’ constellations is at most the difference of the 

achievable minimum distances if the 2 signals were sent separately (scenario 1). Clearly, sending 

the two signals simultaneously results into a lost of performance for the strongest signal, whereas 

the benefit is a better (double) efficiency of the bandwidth utilization. 

 

From Proposition 2, if two signals with different energies are sent concurrently, the achievable 

minimum distances of the signals’ constellations at the receivers are non-zero. Therefore, 
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transmitting concurrent signals with different energies can allow multiplexing. Whereas when 

two signals with the same energy are sent concurrently, the signals’ constellations at the receivers 

will both have a zero minimum distance, thus a very poor performance. This is, for example, the 

case of a concurrent transmission of 2 symmetrical, iid (independent and identically distributed), 

equal-powered signals, without time, frequency or code division. 

 

Proposition 3 expressed the BER after the strongest signal detection as a function of the SNR. 

Since the first term in 6b is mostly predominant, the BER depends strongly on the difference of 

the square root of the 2 SNRs. This is consistent with results from Propositions 1 and 2. 

 

The result of lemma 1 shows that if the energies of two signals sent concurrently satisfies 

E2≤E1<4E2, the two signals will be detected with similar performance, which is lower than the 

achievable performances if they were transmitted separately. It can be seen as if each signal 

selflessly gives up part of its energy to combat the mutual interference so that both signals are 

detected with similar performance. However, signal 1 with higher energy has a higher 

contribution to fighting the mutual interference than the contribution of the weakest signal 2. 

 

From Lemma 2, if the energies of two signals sent concurrently satisfy E1>4E2, the signal with the 

lowest energy does not contribute to fighting the mutual interference. This is a kind of selfish 

scenario where only the strongest signal 1 uses part of its energy to combat the interference 

caused to him by the second signal. The weakest signal uses all of its energy for its actual data 

transmission and will be detected with a performance similar to the case where it is transmitted 

separately with energy E2 (scenario 2). 

 

Moreover, when the energies of two signals sent concurrently satisfy E1=4E2, results (from 

Lemma 3) are similar to the previous (greedy) case where the strongest signal uses part of its 

energy to combat the interference caused by the second signal, whereas the weakest signal uses 

all of its energy for its data transmission. However, in this case, both signals end up having the 

same performance, equal to the performance of the weakest signal when sent separately (under 

scenario 1). In such a case, the total energy of both signals can be written as function of dmin = 

dmin1 = dmin2, as follows: 

 

                                                                                                                     (12a) 

 

For example, to double the minimum distance dmin, up to 4 times the total energy would be 

required. 

 

On the other hand, if the two signals were sent separately, the bandwidth efficiency would be 

twice smaller. However, the energy required to transmit each signal with a minimum distance dmin 

is E1=E2=0.25 X d
2
min. The total energy for a performance with dmin = dmin1=dmin2  at both 

receivers would then be : 

 

                                        E1+E2=0.5 X d
2

min                                                                                                                           (12b) 

 

which is 2.5 time lower than the total energy for the same minimum distance if the signals were 

sent concurrently. 

 

From Lemma 4, for E2≤E1, the ratio E2/E1 can be written as E2/E1 =α2, for some positive constant 

α less or equal to 1. In that case, the minimum distance of the signal constellation at the receiver 

of the first (strongest) signal is a fraction of the minimum distance it would achieve if it was sent 

separately and decreases as α increases. Hence the closer the two energies are, the lower the 

minimum distance of the first signal constellation would be. For the second (weakest) signal, two 
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cases can be considered. If α≤1/2, then the (weakest) signal will be detected at the receiver with 

similar performance as if it was sent separately with Energy E2. However, if α>1/2, both signals 

will be detected with the same performance which is lower than both achievable individual 

performances if the signals were sent separately. 

 

 
Figure 2: Additional SNR required for the first signal when sent concurrently with a second signal to 

achieve a performance similar to the case of separate transmission (E2=0) for uncoded transmission. 

 

 
 

Figure 3: BER as function of SNR for the strongest signal with energy E1 when sent concurrently with 

another signal with energy E2 for several values of E2/E1. The transmission is uncoded and uses BPSK 

modulation with P=1/2. 

 

Lemma 5 results from proposition 3 when the ratio E2/E1 equals α
2
. Figure 2 illustrates the 

additional SNR required for the strongest signal to achieve the same BER performance for 

uncoded transmission when it is sent concurrently with another signal. The additional SNR is in 

reference to the SNR it would require if it was sent separately in uncoded transmission with 

energy E1. This additional SNR increases as E2/E1 increases. The additional SNR tends to infinity 

when E2/E1=1 and equals to 0 when E2/E1 =0 (i.e., in the case of individual transmission, E2=0). 

Figure 3 illustrates the (uncoded) BER as a function of the SNR for the strongest (first) signal 

when it is sent concurrently with a second signal for several values of E2/E1. The performance 

decreases as E2/E1 increases, where the case E2/E1 =0 is equivalent to the case where the strongest 

signal is sent separately (E2=0). For E2/E1 =1, it is not possible to achieve a good performance for 
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any value of the SNR. Note that the results in Figures 2 and 3 considered uncoded transmission 

and different results would be obtained if channel coding, multiplexing and/or further processing 

are assumed. 

 

Finally, it is interesting to note that the system considered in this paper can also model a wireless 

transmission were at a given time instant, a and b are quasi-constant, known channel fading 

coefficients at the receivers. 

 

5. CONCLUSION 

 

This paper analyzes the performance of a transmission with two concurrent signals and trade-offs 

between the bandwidth and performance are discussed. More specifically, we present analytical 

expressions for the minimum distances for the two signals’ constellations in various scenarios and 

selected BER performance results. 

 

Our future work focuses on the design and analysis of transmision schemes for wireless systems 

when multiple signals are sent simultaneously and for the case of several cognitive signals 

transmission. 
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APPENDIX 

 

Proof of Lemmas 

 
Lemmas 1, 2 and 3, follow directly from Propositions 1 and 2. Lemma 4 results from proposition 

2, using E2=α
2E1 and the fact that if the signals were sent separately with energies E1 and E2 

respectively, the minimum distances for the signal constellations at the receivers would be: 

 

 
 

Lemma 5 is obtained from Proposition 3, by replacing SNR2=α
2SNR1 in (6a) and (6b) when 

E2=α
2E1 for 0≤α≤1. 

 

Proof of Proposition 3 

 

For the first signal, the BER can be approximated as follow: 
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                                                                                (13a) 

 

                                                                                    (13b) 

 

The first equality (13a) is obtained by using the decision regions illustrated in Figure 1 and the 

law of total probability. The last equality (13b) follows by using the definition of the Q-function 

for a Gaussian AWGN random variable with zero mean and variance σ
2
. Similarly: 

 

                                                           (13c) 

 

Proposition 3 results by replacing expressions from equations (13b) and (13c) into (13a), using 

Equation (5), and replacing SNR1=E1/σ
2
 and SNR2=E2/σ

2
 in the previous expression. 
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ABSTRACT 

 
In circumstances where the receptivity of the online news is affected by the media bias in 

covering public attention events, the quality of the textual component is of pervasive importance 

for a reliable perception of their informativeness. Aware of this threat, several natural language 

processing techniques have been developed for the purpose of capturing the quality of the web 

content based on the concepts of objectivity classification and stylometric features, knowledge 

maturing, factual density, or simple word count. This paper explores the appropriateness of the 

factual density as an adequate quality measure of the information reported on the missing 

Malaysia Airliners Flight 370 as a public attention event. The results suggest that the factual 

density needs to be applied under strict conditions in terms of increased confidence level of the 

textual news content, if its substance is a subject of capitalization as a referent source of 

information. 

 

KEYWORDS 

 
Factual Density, Natural Language Processing, Text Informativeness 

 

 

1. INTRODUCTION 

 
Being today’s most attractive content delivery platform [1], the global Internet undoubtedly is the 

central location where “almost all consumers search for information in order to better inform their 

decisions” whether for making a purchase, read the news, realize their travel plans, improve the 

personal health or manage their personal finances [2]. Trumping the other content and 

information delivery platforms or channels when it comes to influence” [2] suggest that the 

information retrieved from any Internet source have a significant impact on the way our world 

views and perceptions are shaped with an intensive consumption of the online content [3]. Thus, 

the information retrieval in the digital realm needs to rely not just on the plausibility of the 

content itself, but should also take into consideration the “credibility and reliability of the source 

and the quality aspects characteristic for this content” [4], [5]. Given that the online information is 

characterized with a high receptivity for a narrower and subjective purpose, the impact of the 

information produced and disseminated through the online news on the formation of the general 

public brings an interesting topic for discussion. 
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In this context, of practical interest is to assess the quality of online media coverage of a certain 

event of a great public attention, together with the reliability and the plausibility of the respective 

information for the purpose of creating a reference article (i.e. Wikipedia article). However, the 

quality assessment of the online media coverage in a whole is “too general and practically 

impossible” [5], given the various modalities included in the production of the news, such as text, 

video, audio, pictures or different animations. Therefore, it is useful to restrict the online news 

quality assessment only to the textual portion of the news’ web feeds, since the text is the 

skeleton bearing the critical information about given event, supported by the additional set of 

pictorials or videos (in fact, many related news videos render the same content included in the 

textual part only in an audio-visual format). As such, the focus of the undertaken effort rests on 

the idea that “the quality of a text document can be related to its informativeness, i.e. the amount 

of useful information contained in a document” [5].  

 

Unlike the other metrics designed to capture the quality of the web content based on objectivity 

classification and stylometric features [6], knowledge maturing [7], or simple word count [8], the 

concept of informativeness incorporates “complex semantic features” in order to better instrument 

the textual quality assessment [4]. According to [4] and [5], the “informativeness of a document 

can be measured through factual density of a document, i.e. the number of facts contained in a 

document, normalized by its length”. The rationale for using the factual density comes from the 

fact that it assess the influential aspects of the textual news portion in more general terms 

compared to the objectivity classification, and that the online news reception precedes the 

transformation process of “contextualized information artefacts into explicitly linked and 

formalized learning objects”, as suggested by [7]. Moreover, it has been proven that it 

outperforms the word count measure [4], [5] in terms of web content quality assessment. 

 

With this in place, the online news’ informativeness assessment is directed towards the estimation 

of the actual appropriateness of the factual density as an adequate quality measure of the 

information reported about an event of great public attention. Given the unpreceded public 

attention drawn by “the largest-ever multinational air-sea search” [9] for the missing Malaysia the 

information relative to this incident is set at the centre of the web news’ informativeness analysis. 

For this purpose, the online news reports collected from two different sources – Fox News and 

Thompson Reuters – and compared to the factual density each of the information reporting trails 

disseminates in the public realm of Internet journalism. Each of the datasets includes a daily 

review article respective to the Malaysia Airlines Flight 370 within the period of 33 days after the 

aircraft disappeared from the regular route, elaborating on the progress of the multinational air-

sea search by bringing additional facts and potential evidence leads. The factual density of each 

of the respective articles in the two data sets – automatically calculated using the ReVerb [10] – is 

compared relative to the overall ranking of each of the articles in two instances: one where the 

threshold for confidence scores of the automatic factual determination is not taken into 

consideration, and another where this confidence threshold is considered in context of achieving 

an optimal balance between the recall and the precision of the extracted factual relations. The 

outcome of the two comparisons is finally discussed respective to the appropriateness of the use 

of the factual density as a measurement instrument for assessing the quality of the online news 

reports. 

 

2. FACTUAL DENSITY AS AN INFORMATIVENESS MEASURE 

 
The factual density fd(t) of an arbitrary textual resource t is the ratio between the fact count fc(t) 

and the size of the text size(t). As pointed in [4] and [5], the most applicative approach for 

operationalization of the factual density is the utilization of the “Open IE methods, justified by 

the fact that the extraction output brings the “relational tuples representing facts from text [subject 

of the extraction] without requiring a pre-specified vocabulary or manually tagged training 
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corpora” [5], which in turn “makes such systems scalable to a broader set of relations and to a far 

larger corpora as the Web” [11]. Assuming a model of textual resource “as a bag-of-relations 

occurring in all facts extracted from it”, the relational tuple as a unit output of the Open IE 

systems is structured as a “triplet consisting of two arguments in the form of noun phrases and a 

relational phrase expressed as a verb phrase” [4], i.e. f = (10 nations, failed to turn up, any trace 

of the Boeing 777 – 200R). Having the unit dividend in the factual density formula, the actual 

value of the fact count can be derived by simple summation operation of all relational tuples 

produced as an outcome of the Open IE system. 

 

Since the basic definition brings no explicit details on the actual granularity of the size variable, 

there are three possibilities for text quantization: the overall character count including the white 

spaces, the word count, and the number of the sentences in the text. The most appropriate text 

quantization considers the word count as the text size, given the fact that it mainly strikes balance 

between potential miscalculation of the factual density due to an excessive normalization when 

the character count is used as a quantifying unit, or potential factual density degradation due to a 

considerably coarse quantization step in case of a sentence count. In case where the factual 

density is calculated relative to the character count, a potential threat exists in terms of text 

manipulation as to decrease (or potentially) increase the number of characters, yielding to an 

overall text degradation both in semantic and syntactic terms. On the other side, using the 

sentence unit quantization may mimic an actually large factual density of texts that are 

semantically and syntactically rich, but contain very few sentences. Having the word count 

already proposed as an actual quality measurement for web contents [8], the rationale for its 

choice is also valid considering a potential cross-metrics comparison. 

 

In regards to the general threat of factual density degradation, it is also useful to reconsider the 

Open IE systems employed for factual derivation. In fact, “the output of the Open IE systems 

contains a large portion of uninformative and incoherent extractions” [5], [11] that are anyway 

determined as a relational tuple, which are also considered as facts that add into the final fact 

count and lead to overestimation of the factual density in a given textual resource. Incoherent 

extraction refers to a relation tuple or phrase that “has no meaningful interpretation”, coming as a 

result from the fact that “these systems often yield  to an incomprehensible predictions” [10]. On 

the other side, the uninformative extraction refers to an extraction that omits critical information 

and is caused by “improper handling of relation tuples that are expressed by a combination of a 

verb with a noun, such as the light verb constructions” [10]. As a countermeasure to these threads, 

[10] introduced two syntactic constraints: (1) “every multi-word relation phrase must begin with a 

verb, end with a preposition, and be a contiguous sequence of words in the sentence”; and (2) “a 

binary relation phrase ought to appear with at least a minimal number of distinct argument pairs 

in a large corpus”, which essentially enable factual derivation “without requiring a pre-specified 

vocabulary or manually tagged training corpora” from a given text resource. Incorporating these 

improvements intended to minimize the overestimation of the factual density, Authors in [10] 

developed the ReVerb extractor that takes as input “noun-phrase chunked sentences from an 

arbitrary text resource and produces relational tuples representing the facts included within it” 

[12]. Given that the ReVerb “outperforms the other Open IE systems [13], [10], by achieving 

considerably higher precision and recall” [5][10][12], it is chosen as tool for the automatic factual 

density derivation in executing the central analytical engagement.  

 

3. RELATED WORK 

 
The factual density as a informativeness measurement of a given textual web content was initially 

employed by [4] and [5] in their “performance comparisons of the factual density against the 

word count measurement in respect to identification of featured/good articles in Wikipedia”, and 

the usability evaluation “of relational the features for categorizing Wikipedia articles into 
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featured/good versus non-featured ones”. The outcome of the performance comparison provided 

with an evidence that the factual density “corroborates the good performance of word count in 

Wikipedia in case the article are with variable length”, but in the case of articles of similar lengths 

“the word count measure fails while factual density can separate between them with an F-measure 

of 90.4%”.  

 

Trying to assess whether the aforementioned conclusions are applicable beyond the specific class 

of online textual content such as Wikipedia articles, [5] “extend the analytical effort into the 

sphere of the arbitrary Internet texts” retrieved from various, randomly selected online contents 

by comparing a human-ranked reference corpus against an analogous raking derived from an 

Open IE factual density estimation system, consisting of 50 arbitrary web text on the material in 

Spanish. Correlating the “ground truth human-annotated ranking with the ranking gathered from 

the automatic prediction”, [5] were able to confirm the adequacy of the factual density as a 

measurement of the informativeness, at least in the case of Spanish web texts.  

 

In contrast to these efforts, this work approaches the web content informativeness measurement - 

based on the factual density – as to assess the “actual feasibility of the automatic factual density 

estimation” [5] for text documents containing online news reports, instead of Wikipedia articles 

or arbitrary web content. By shifting the research commitment beyond the specific domains 

analysed by [4] and [5] towards a segment of an English-based web content of considerable 

interest especially in the case of public opinion formation [2], the undertaken analytical effort 

takes a recent event with massive public attention and news coverage - the incident involving the 

missing Malaysia Airlines Flight 370 and the ongoing largest-ever multinational air-sea search – 

as to determine whether an automatic evaluation of the informativeness of different online news 

feeds brings  plausible and unified reporting information that can be utilized for the purpose of 

deriving a reliable incident briefing or creating a reference article. 

 

4. EXPERIMENTAL SETUP AND RESULTS 

 
Two separate datasets corresponding to the daily reporting on the investigation and search 

progress were compiled from the Fox News and Thompson Reuters. The Fox News feed is taken 

as referent since it was continuously ranked 1st in the news ranking for more than 147 months, 

including March, 2014 [14], which corresponds with more than 72 % of the time period of online 

news coverage of the incident that was initially reported on March 8, 2014. The addition of 

Thompson Reuters reflects the idea of balancing the potential thread of polarized online coverage 

[15]. Each of the datasets includes a daily review article about the Malaysia Airlines Flight 370 in 

a period of 33 days (between March 8 to April 9, 2014) after the aircraft disappeared, elaborating 

on the progress of the multinational air-sea search. Special attention was devoted to collect those 

daily articles that are covering the relevant topic in the overall progress in that particular point of 

time. The choice for this timeframe rests on the fact that the flight data recorder (able to record up 

to 25 hours of flight information) contains a so-called “underwater locator beacon” that can emit 

beacon ping signals (on 37.5 KHz) up to 30 days from the moment of the incident [16], assuming 

maximum operational lifetime of the flight data recorder battery (the additional reports from April 

7th to April 9th as account for possible fluctuations in both the recorder’s battery lifetime and the 

underwater locator beacon signal).  

 

After the textual content of all the 66 web articles were manually extracted (as to ensure that the 

substance of the overall report is preserved), the factual density of each of these articles in the two 

data sets was automatically calculated. In the first instance, the threshold for confidence scores is 

not taken into consideration for the factual extraction in order to determine the general degree of 

online news informativeness. Since ReVerb also outputs a confidence score for each of the factual 

extractions, in the second instance a confidence threshold of 0.6 is considered in the context of 
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achieving an optimal balance between the recall and the precision of the extracted factual 

relations [17] as an improved measurement of the informativeness. Another reason for 

considering a considerable higher confidence threshold value is that “it reduces the need for 

human fact checking” [17], which corresponds with the fact that the informativeness assessment 

and the comparison outlined in this work does not involve human-annotated ranking. The 

resultant factual density rankings of the two data sets in the first and second instance are given in 

Table 1a and Table 1b, and Table 2a and Table 2b respectively (see Appendix). Following a 

similar statistical approach as taken in [5], Table 3 provides with details on Spearman’s ρ rank 

correlation coefficient between the two data sets in both of the evaluation instances, as well as the 

respective values of the significance level. While [5] utilize the correlation outcome of the 

statistical analysis as to support its hypothesis on the adequacy of the factual density of the online 

web content relative to a human-annotated referent set, in context of our analysis the statistical 

analysis is used as to determine the feasibility of the automatic factual density calculation as 

informativeness metrics of the online news contents.   
 

Table 3.  Correlation tests on factual density ranking of online news articles using spearman’s rank 

correlation coefficient 
 

Confidence 

Threshold 
Spearman’s ρ p-value 

Significance 

Level 

n/a -0.013 0.471 52.9% 

0.6 -0.235 0.094 90.6% 

 

5. THE APPROPRIATENESS OF THE FACTUAL DENSITY AS AN 

INFORMATIVENESS MEASUREMENT FOR ONLINE NEWS 
 

As Table 3 suggests, the factual density is far from an appropriate informativeness measurement 

for online reports of worldwide public interest. Given the enormous attention devoted to the 

investigation progress of the missing Malaysia Airlines Flight 370, an intuitive conjecture is to 

expect that most of the articles will yield with a factual set that can easily be utilized as a relevant 

and highly informative source on the overall incident. However, the general comparison suggests 

that this is not the case, questioning the impartibility and the reliability of the online news as an 

”influential source for making informed decisions” [2], [3], as well as the actual appropriateness 

of the ReVerb Open IE tool used in the factual count calculation. 
 

Nevertheless, reconsidering the general factual density derivation effort in terms of increased 

confidence score on the factual counting brings presumably sufficient corroborating evidence on 

the adequacy of the factual density as an informativeness measurement of online news articles. 

The considerable improvement in the correlation coefficient – although still considered weak – 

brings the value of the significance level acceptable to a certain degree relative to the task of 

utilizing the online news as a referent source of information. Again, the values obtained in the 

analytical instance considering the confidence threshold of 0.6 by no means eliminate the general 

conclusion outlined above, suggesting that despite the fact that the factual density can be 

appropriately employed for the purpose of quality assessment under certain conditions, it still has 

to be taken with a degree of caution considering the inherit threat of journalistic bias. 
 

In this context, it is also interesting to consider the rankings relative to utilization of the news 

articles in building a chronological overall report of the incident. Relying only on the assumed 

discriminative power of the factual density over the quality of a given online news recourse, the 

comparison of  the rankings outlined in Table 2a and Table 2b suggests an unbalanced potential 

set of chronological references, having the Fox News articles dominating the incident briefing at 

the period of the very beginning and the critical end of flight data recorder battery lifetime, 

leaving the Thompson-Reuters articles to dominate the other portion of the chronological 
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reporting with a slightly better level of informativeness. Aware of the fact that behind this 

particular outcome various different causal relationships can be identified, it was brought to the 

discussion more from the information assurance and security perspective on the utilization of the 

informativeness metrics. As such, it is worth mentioning that the informativeness – measured 

using the factual density - can easily be manipulated and exploited as to produce a different, but 

equally plausible, set of chronological summaries of the incident by compiling daily reports to 

contain a high number of potentially extractable facts. Having a priori favourable fact count, one 

can easily modify the article to include facts that can lead to inferences in the final chronological 

report pre-programmed to correspond to its malicious intensions. Furthering the argument 

towards the actual appropriateness of the ReVerb tool for an informativeness assessment, the 

overall findings also suggest that despite the claim that ReVerb fails to utilize the semantic 

dimension in order to improve the robustness of the factual extraction, since no significant 

resilience level of the factual density can be recognized according to the overall analytical 

outcome.  
 

6. CONCLUSION 
 

The work presented in this paper reveals interesting aspects on the appropriateness of the 

applicability of the factual density measurement in the attempt for an automatic derivation of the 

online news articles quality in terms of informativeness. Considering the nature of the online 

journalism together with the limitations of the factual determination relative to the involvement of 

a strong semantic component yield to a general conclusion that the informativeness assessment is 

valid under strict conditions of increased confidence level of the automatic factual extraction. 

Since the analytical effort focused on evaluation only on the automatically-derived factual density 

ranking, a plausible future direction of the appropriateness assessment is to compare these results 

against human-annotated ranking as to determine the overall usability of the online news content, 

at least in case of massive event reporting. Notwithstanding the useful informativeness included 

within the analysed reports, a year after the incident the Malaysian Airlines Flight 370 is still 

missing without any optimistic lead on critical evidence – including the flight data recorder - that 

can possibly shed light on the overall investigation. 
 

APPENDIX  
 

Table 1a.  Factual density ranking of the Fox News articles without the confidence score 

 

Date Fact Count Word Count Factual Density fd(t) 

3/8/2014 69 1345 0.051301115 

3/9/2014 10 203 0.049261084 

3/10/2014 70 992 0.070564516 

3/11/2014 44 778 0.05655527 

3/12/2014 67 1,015 0.066009852 

3/13/2014 66 1,039 0.063522618 

3/14/2014 44 678 0.064896755 

3/15/2014 6 130 0.046153846 

3/16/2014 73 1,104 0.066123188 

3/17/2014 85 1,448 0.058701657 

3/18/2014 15 146 0.102739726 

3/19/2014 27 897 0.030100334 

3/20/2014 87 1,177 0.073916737 

3/21/2014 45 787 0.057179161 

3/22/2014 68 1,090 0.062385321 

3/23/2014 82 1,263 0.064924782 



Computer Science & Information Technology (CS & IT)                                   71 

 

3/24/2014 72 1,150 0.062608696 

3/25/2014 67 1139 0.058823529 

3/26/2014 78 1315 0.059315589 

3/27/2014 69 1088 0.063419118 

3/28/2014 70 1170 0.05982906 

3/29/2014 7 113 0.061946903 

3/30/2014 67 1434 0.046722455 

3/31/2014 75 989 0.075834176 

4/1/2014 50 828 0.060386473 

4/2/2014 73 1170 0.062393162 

4/3/2014 60 1067 0.056232427 

4/4/2014 20 497 0.040241449 

4/5/2014 45 497 0.09054326 

4/6/2014 13 283 0.045936396 

4/7/2014 73 1124 0.064946619 

4/8/2014 42 823 0.051032807 

4/9/2014 35 619 0.056542811 
 

Table 1b.  Factual density ranking of the Thomson Reuters articles without the confidence score 
 

Date Fact Count Word Count Factual Density fd(t) 

3/8/2014 64 979 0.065372829 

3/9/2014 30 518 0.057915058 

3/10/2014 95 1,196 0.079431438 

3/11/2014 70 958 0.073068894 

3/12/2014 10 724 0.013812155 

3/13/2014 66 941 0.070138151 

3/14/2014 43 666 0.064564565 

3/15/2014 85 1,253 0.067837191 

3/16/2014 90 1,346 0.066864785 

3/17/2014 25 517 0.048355899 

3/18/2014 70 996 0.070281124 

3/19/2014 72 1033 0.069699903 

3/20/2014 63 1,020 0.061764706 

3/21/2014 62 991 0.062563068 

3/22/2014 72 1,122 0.064171123 

3/23/2014 50 803 0.062266501 

3/24/2014 63 903 0.069767442 

3/25/2014 37 655 0.05648855 

3/26/2014 71 1091 0.06507791 

3/27/2014 18 340 0.052941176 

3/28/2014 55 975 0.056410256 

3/29/2014 36 680 0.052941176 

3/30/2014 46 726 0.063360882 

3/31/2014 22 418 0.052631579 

4/1/2014 39 812 0.048029557 

4/2/2014 45 696 0.064655172 

4/3/2014 24 409 0.058679707 

4/4/2014 49 712 0.068820225 

4/5/2014 52 778 0.066838046 

4/6/2014 50 732 0.068306011 

4/7/2014 45 669 0.067264574 

4/8/2014 50 935 0.053475936 

4/9/2014 55 1007 0.054617676 
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Table 2a.  Factual density ranking of the Fox News articles with a 0.6 confidence score 

 

Date Fact Count Word Count Factual Density fd(t) 

3/8/2014 35 816 0.042892157 

3/9/2014 3 79 0.037974684 

3/10/2014 25 802 0.03117207 

3/11/2014 15 313 0.047923323 

3/12/2014 20 578 0.034602076 

3/13/2014 16 473 0.033826638 

3/14/2014 13 449 0.028953229 

3/15/2014 2 59 0.033898305 

3/16/2014 25 750 0.033333333 

3/17/2014 30 927 0.03236246 

3/18/2014 0 0 0 

3/19/2014 7 190 0.036842105 

3/20/2014 32 799 0.040050063 

3/21/2014 45 787 0.057179161 

3/22/2014 21 576 0.036458333 

3/23/2014 31 980 0.031632653 

3/24/2014 22 671 0.032786885 

3/25/2014 19 710 0.026760563 

3/26/2014 31 999 0.031031031 

3/27/2014 22 686 0.032069971 

3/28/2014 24 563 0.042628774 

3/29/2014 1 12 0.083333333 

3/30/2014 24 850 0.028235294 

3/31/2014 24 374 0.064171123 

4/1/2014 16 487 0.032854209 

4/2/2014 27 825 0.032727273 

4/3/2014 25 715 0.034965035 

4/4/2014 14 379 0.036939314 

4/5/2014 14 391 0.035805627 

4/6/2014 5 145 0.034482759 

4/7/2014 15 397 0.037783375 

4/8/2014 13 341 0.038123167 

4/9/2014 12 207 0.057971014 

 

Table 2b.  Factual density ranking of the Thomson Reuters articles with a 0.6 confidence score 

 

Date Fact Count Word Count Factual Density fd(t) 

3/8/2014 33 829 0.039806996 

3/9/2014 9 225 0.04 

3/10/2014 68 1,238 0.054927302 

3/11/2014 29 936 0.030982906 

3/12/2014 4 45 0.088888889 

3/13/2014 32 838 0.038186158 

3/14/2014 9 291 0.030927835 

3/15/2014 29 786 0.036895674 

3/16/2014 32 789 0.040557668 

3/17/2014 10 240 0.041666667 

3/18/2014 27 640 0.0421875 

3/19/2014 22 754 0.029177719 

3/20/2014 24 632 0.037974684 
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3/21/2014 21 593 0.035413153 

3/22/2014 37 776 0.047680412 

3/23/2014 25 523 0.047801147 

3/24/2014 24 609 0.039408867 

3/25/2014 16 335 0.047761194 

3/26/2014 31 713 0.043478261 

3/27/2014 10 216 0.046296296 

3/28/2014 19 511 0.037181996 

3/29/2014 23 507 0.045364892 

3/30/2014 22 492 0.044715447 

3/31/2014 11 226 0.048672566 

4/1/2014 19 501 0.037924152 

4/2/2014 16 368 0.043478261 

4/3/2014 10 228 0.043859649 

4/4/2014 19 442 0.042986425 

4/5/2014 18 546 0.032967033 

4/6/2014 18 518 0.034749035 

4/7/2014 17 491 0.034623218 

4/8/2014 17 525 0.032380952 

4/9/2014 18 410 0.043902439 
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ABSTRACT 

 

To predict and identify details regarding function from protein sequences is an emergency task 

since the growing number and diversity of protein sequence. Here, we develop a novel approach 

for identifying conservation residues and motifs of ligand-binding proteins. In this method, 

called MuLiSA (Multiple Ligand-bound Structure Alignment), we first superimpose the ligands 

of ligand-binding proteins and then the residues of ligand-binding sites are naturally aligned. 

We identify important residues and patterns based on the z-scores of the residue entropy and 

residue-segment entropy. After identifying new pattern candidates, the profiles of patterns are 

generated to predict the protein function from only protein sequences. We tested our approach 

on ATP-binding proteins and HEM-binding proteins. The experiments show that MuLiSA can 

identify the conservation residues and novel patterns which are really correlated with protein 

functions of certain ligand-binding proteins. We found that our MuLiSA can identify 

conservation patterns and is better than traditional alignments such as CE and CLUSTALW in 

some ligand-binding proteins. We believe that our MuLiSA is useful to discover ligand-binding 

specificity-determining residues and functional important patterns of proteins. 

 

KEYWORDS 

 

Multiple ligand-bound structure alignment, Functional motifs, Conserved patterns, ATP-binding 

proteins, HEM-binding proteins. 

 

 

1. INTRODUCTION 
 
Human genome have been sequenced and led to a flood of sequence information. On the other 
hand, recent developments in X-ray crystallography and NMR have made it faster in solving 
protein structures. These data contains a lot of information that can be extracted by techniques 
which were used to visualize the sequence conservation information. The residues most related to 
the functions of a protein are often the most conserved (1). Many studies have demonstrated that 
most protein domains of same protein families, such as PROSITE (2) and Pfam (3), share 
conserved peptide patterns, called motifs, and some critical residues. The fundamental problems 
in proteomics include both identifying and understanding the role of the essential sites that 
determine that structure and proper function of the proteins. After solving these problems, 
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researchers can apply this useful information as a clue to predict protein functions without protein 
structure information. 
 
Many groups have used the identification of conserved patterns as a method to predict protein 
function. Some of these groups predict protein motifs using principle component analysis (4-7). 
Other groups use structure alignment (8) or sequence alignment (9) as a method to identify 
conservation sites. Evolutionary trace analysis was used to predict functional patterns in different 
phylogenic trees and look for functional important residues (8, 10-13). However, these methods 
always use protein structure or protein sequence information to predict protein conservation 
patterns and may miss these conservation patterns because of the noises from other protein 
structures which are far apart from ligand-binding site. 
 

 
 

Figure 1. The workflow of analysis and identification of conservation patterns and residues in proteins by 
MuLiSA. This flow starts from dataset preparation and clustering, followed by multiple ligand-bound 

structure alignments (MuLiSA), tool evaluation and protein function prediction. 
 
2. MATERIALS AND METHODS 

 
Identification of conservation patterns and residues in proteins by multiple ligand-bound structure 
alignments encompasses a variety of sequential computational phases, including dataset 
preparation, dataset clustering, multiple ligand-bound structure alignments, post-alignment 
analysis and entropy calculation, tool verify and protein function prediction (Figure 1). In dataset 
preparation, we first select one kind of ligand-binding protein that we are interested and get 
ligand-binding protein list from PDBsum (18) database. Because we need precise protein 
structures to identified conservation residues and motifs, we only select protein structures 
resolved by X-ray diffraction. Then we select ligand-binding domains using programs from 
SCOP database (19). In data clustering, we generate all-against-all multiple ligand-bound 
structure alignments of these selected ligand-binding domains and generate one structure 
similarity matrix and one un-gapped sequence identity matrix for each kind of ligand-binding 
proteins. Once we have these two matrixes, we select non-redundant protein domains, and 
undergo protein domain clustering. 
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In the main step of MuLiSA, first we choose the alignment center domains C of each domain 
cluster based on structure similarity. Second, we undergo C centered multiple ligand-bound 
structure alignment. After we generate the alignments, z-score calculation of position entropy can 
help us to identify conservation residues of each domain cluster. For we believed that the 
functional important motifs mostly composed of functional important residues, we identified 
pattern candidates by conservation residues extension. Finally, we used SCOP (19) and PROSITE 
(2) databases to verify our results; and then we generate profiles of pattern candidates and use 
them to search for protein sequence with these patterns in SWISS-PROT database (20). 
 
2.1. Preparation of ligand-binding proteins 

 
We have applied MuLiSA to three kinds of ligand-binding proteins, which are ATP-binding 
proteins, ADP-binding proteins, and HEM-binding proteins. The ligand-binding protein lists were 
taken from PDBsum database (18). In order to get ligand-binding domains, first we need to get 
ligand-binding protein structures. Protein structure three-dimensional information was 
downloaded from Protein Data Bank (PDB) database(21) according to ligand-binding protein lists 
getting from PDBsum database (18). The ligand-binding domains were chosen downloaded from 
Structure Classification of Proteins (SCOP) database (19). 
 
Ligand-binding domains were chosen with four criteria, they are as follows: 1) When one of 
distances between atoms of residues of the domain and atoms of ligands is near than 5Å, we think 
that this domain is a ligand-binding domain. 2) Because multiple ligand-bound structure 
alignment first superimposed the ligands of aligned proteins, we only choose protein domains 
which only bind with one ligand. 3) We only choose ligand-binding domains which the ligand 
they bind is only bind by one protein domain. 4) We only choose one protein domain in one 
protein structure. Because the SCOP domain files do not contain ligand information, after 
choosing these domains we must add back ligand information from Protein Data Bank (PDB) 
database (21) into these protein domain files. It must be mentioned that we only choose protein 
domains solved by x-ray crystallography because we think that these structures are more 
convincing. 
 
2.2. Datasets for verification 
 
To verify whether our alignment results is reasonable and can reflect protein function 
information, we use the classification of Structural Classification of Proteins (SCOP) database 
(19) as the benchmark of our structure similarity matrix for non-redundant domain clustering. 
PROSITE patterns from PROSITE database (2) were also used to quality assessment and 
refinement of multiple ligand-bound structure alignments. The protein sequences and annotations 
were downloaded from SWISS-PROT database (20) and were used for profile verification and 
protein function prediction. 
 
2.3. Method 
 
The main idea of this tool is that we try to align together conservation residues of proteins at 
ligand-binding sites by ligand superimposition; and then identify conservation residues and 
patterns by z-score of entropy calculation. Because we have to change the three-dimensional 
coordinates of proteins along with superimposed ligands, we developed a structure superimpose 
tool to deal with this problem. We developed this program MuLiSA from ICP algorithm(22), this 
program can make proteins and ligands rotation and displacement on three-dimensional space. 
After we get the superimposed protein structures, we regard two residues are aligned together 
based on three order rules: 1) Rule 1: Cβ or Cα (Gly) atom of amino acid residues in 1Å; 2) Rule 
2: Cβ or Cα (Gly) atom of same amino acid residues in 4Å; 3) Rule 3: Cβ or Cα (Gly) atom of 
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same group amino acid residues in 4Å or Cβ or Cα (Gly) atom of different group amino acid 
residues in 2Å. 
 
The amino acid groups are defined as follows: 1) Basic amino acids: lysine, arginine, and 
histidine; 2) Acidic amino acids: aspratate, glutamate, asparagine, and glutamine; 2) Aromatic 
amino acids: phenylalanine, and tryptophan; 3) Aliphatic amino acids: glycine, alanine, valine, 
leucine, isoleucine, and methionine; 4) Hydroxyl containing amino acids: serine, threonine, and 
tyrosine; 5) Disulfide-bond forming amino acid: cysteine; 6) Cyclic amino acid: proline. 
 
2.4. Sequence identity matrix and structure similarity matrix 
 
If two protein domains have the similar function and have highly similar structures in ligand-
binding sites, these two protein domain structures should fit well in three-dimensional space. We 
introduced structure similarities in accordance with multiple ligand-bound structure alignments to 
present this information. ST

ab is the structure similarity of protein domain a and protein domain b. 
La is the length (residue numbers) of protein domain a, Lb is the length (residue numbers) of 
protein domain b, and L is the aligned residue number of protein domains a and b. ST

ab is given as 

{ }LL
S

ba

T

ab

L

,min
=

. We also generate un-gapped sequence identity matrix between protein domains 

for non-redundant protein domain selection based on only aligned residues of protein domains a 
and bS

E
ab is the un-gapped sequence identity of protein domain a and protein domain b. mt is the 

number of identical aligned residues of protein domain a and protein domain b; mmt is the 
number of non-identical aligned residues of protein domain a and protein domain b and 

mmtmt

mt
S

E

ab +
= .  

 
 

Redundant protein domains must be removed because the profiles generated from alignments 
may be incredible. We regarded two protein domains are redundant protein domains when their 
structure similarity and sequence identity are both above 0.8; therefore, we first cluster these 
protein domains and only choose one with no mutation residues and with the smallest X-ray 
diffraction resolution. In order to generate a convincing multiple alignments, we must choose an 
alignment center domains C before we generate this alignments. In structure similarity matrixes, 
the non-redundant protein domain of one cluster which has the highest structure similarity with 
other protein domains than others was selected as the alignment center C of this cluster. This 
protein domain was used to be the alignment center of multiple ligand-bound structure alignment. 
 
2.5. Identification of conservation residues and pattern candidates 

 
To identify these conservation residues, we used entropy (Sp), defined as ( )∑

=

−=
20

1

ln*
i

pipiP ffS
, 

where i and fpi  denote the ith amino acid type, the probability of finding the amino acid type i at 
position p. The entropy is 0 when this position is totally conserved. In order to estimate the 
statistical significance of the position entropy, z-score was applied to identify relative 

conservation positions: 
σ

µ−
=

X
Z

p

p

, where Zp is the z-score value of position p, σis the standard 

deviation of all positions entropy,µis the average value of all positions entropy and Xp is the 
entropy of position p. We identified a conservation position p when Zp > 2.5. 
 
We generate alignment profiles of pattern candidates (discovered by our MuLiSA) and PROSITE 
patterns from multiple ligand-bound structure alignments. { } 201     where ≤≤= ifPF

i

ppi
, where 

PFp is the profile of position p; fp
i is the probability of the ith amino acid type at position p.We 
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then used profiles to search for matched protein segments in protein sequences. The search 
window size is the length of profiles and shifts one residue each time. Each protein sequence 
should have N-(n-1) (N is the length of this sequence and n is the length of this pattern) profile 
search scores, and we suppose the segment with the highest profile search score of this protein 
sequence should be the pattern candidate that we are looking for. The scoring function is as 

follows: 
n

S

n

p i
piPF∑∑

= =
=

1

20

1 , where S is the profile search score, n is the length of a pattern, PFpi is the 

profile value of amino acid type i at position p. The score is 1 when a segment perfectly matches 
this profile. 
 

Table 1. Statistics of proteins, domains and pattern candidates 
 

Ligand 
name 

No. of 
proteins 

a 

No. of 
selected 
domains 

b 

No. of  non-
redundant 
domains c 

Clusters d 
Selected 

alignment 
center C e 

No. of 
important 
residues f 

No. of  
pattern 

candidates 
g 

ATP 173 60 46 

Protein kinases 
catalytic subunit 

(7) 
d1phk__ 10 1 

Class I 
aminoacyl-tRNA 
synthetases (RS), 
catalytic domain 

(4) 

d1maua_ 16 3 

Heme 1145 860 131 

CCP-like (13) d1llp__ 11 3 

Cytochrome 
P450 (13) 

d1eupa_ 12 3 

Cytochrome b5 
(5) 

d1cyo__ 4 1 

Monodomain 
cytochrome c 

(23) 
d1i54a_ 3 1 

Cytochrome c' 
(4) 

d1i54a_h 3 1 

 
a Number of ligand-binding proteins in PDBsum database. 
b Number of ligand-binding domains selected by our program. 
c Number of selected non-redundant domains. 
d The domain clusters that according to structure similarity and SCOP database classification; the domain 

names are based on SCOP database nomenclature. We only choose domain clusters with domain number 
> 3 because the alignments are more statistical meaningful; and we only choose domain clusters with 
PROSITE patterns because we need benchmarks to verify our results. The numbers in the parentheses are 
the non-redundant domain numbers of each cluster. 

e The alignment center C domain of each cluster. The alignment center C chosen is important; because in 
MuLiSA, the alignment center C highly affects the alignment results. 

f Number of conservation residues with z-score > 2.5. 

g Number of identified pattern candidates with length equal or longer than 5 residues. 
h We choose same alignment center C of domain clusters: monodomain cytochrome c and cytochrome c', 

because same pattern candidates were identified in these clusters. 
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3. RESULTS 

 
In order to identify the wealth of information present in protein structures, we analyzed 
conservation residues and patterns in multiple ligand-bound structure alignments. Most sequence 
and structure alignment techniques are protein-based alignment; in other words, these techniques 
analyze residue conservation only by comparing protein structure or protein sequence similarity. 
At the present, we have applied MuLiSA to ATP- and HEM-binding proteins and identified 
several conservation residues and pattern candidates. We have generated sequence profiles from 
multiple alignments and used them to discover protein sequences which may have these profiles. 
We also proved that MuLiSA is better than other tools in several cases and can discover 
functional information when comparing with SCOP (19) and PROSITE database(2). Our major 
intention was to extract protein structure information from ligand-binding proteins and apply this 
information to protein function prediction. Table 1 shows some statistics about the dataset we 
used in this study. Through getting ligand-binding protein lists, selecting ligand-binding domains, 
domain clustering, non-redundant domains and alignment center C selection, we use MuLiSA and 
z-score of entropy calculation to identified conservation residues and pattern candidates of each 
cluster. These identified conservation residues may be functional important and we survey the 
literature and it proves that some of these identified conservation residues are critical to ligand-
binding or correlate with conformation stability. After pattern candidate identification, we 
generate profiles of these pattern candidates and use these profiles predict protein functions. 
 
3.1. ATP-binding proteins 
 
ATP, adenosine triphosphate, is the major energy currency of the cell. It transfers energy from 
chemical bonds to endergonic reactions of the cell. ATP powers most of the energy-consuming 
activities of cells, such as muscle contraction, synthesis of polysaccharides, active transport of 
ions and nerve impulse. Because of ATP is a so important compound and because of the large 
number of experimental data, like ATP-binding protein structures and literatures, we choose 
ATP-binding proteins as our first research target. We have generated structure similarity matrix 
of non-redundant ATP-binding domains for functional-based domain clustering, and we also 
identified conservation residues and pattern candidates. Finally, we used profiles of pattern 
candidates to undergo protein function prediction. 
 

3.1.1 Structure similarity matrix and alignment center selection 

 
Figure 2 shows the structure similarity matrixes and SCOP classifications of 25 non-redundant 
ATP-binding domains. When comparing with classifications of SCOP database (19), protein 
domains with higher structure similarities are usually clustered together and they are always 
belong to same SCOP families. As we all agree that SCOP database (19) is a convincing domain 
structural and functional classification database, it tells us that the multiple ligand-bound 
alignment and structure similarity calculation is reasonable and can reflect structural and 
functional information. 
 
In Figure 2A, the domains belong to the same SCOP families are with same colors. The bold 
values means the structure similarity is larger than the average value of the row; in other words, 
the domain in this row is much similar with these compared domains than others. In this matrix, 
we find that most domains of same SCOP family usually have higher structure similarity with 
each other (see the regions with red frame), it tell us that the multiple ligand-bound structure 
alignment and structure similarity calculation is reasonable and can reflect structural and 
functional information. Figure 2B shows the SCOP classification of protein domains. 
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The alignment center C chosen is important; because in MuLiSA, the alignment center C highly 
affects the alignment results. The alignment center C of one cluster is chosen when one domain 
has higher structure similarity with other domains than others in this cluster. For example, the 
first cluster in Figure 2A, “Class I aminoacyl-tRNA synthetases (RS), catalytic domain family”, 
contains four domains: d1gtra2, d1h3ea1, d1maua_and d1n77a2. The structure similarity 
summation of d1gtra2 with others is 0.3+0.39+0.34=1.03; d1h3ea1 is 0.3+0.44+0.36=1.1; 
d1maua_is 0.39+0.44+0.36=1.19; and d1n77 is 0.34+0.36+0.36=1.06. Therefore, we choose 
d1maua_ as the alignment center C of this cluster. 
 

 

 
 
Figure 2 (A) Structure similarity matrix of 25 non-redundant ATP-binding domains; (B) SCOP 
classification of 25 non-redundant ATP-binding domains. The domains belong to same SCOP families are 
with same colors. The bold values means the structure similarity is larger than the average value of the row; 
in other words, the domain in this row is much similar with these compared domains than others. In this 
matrix, we find that most domains of same SCOP family usually have higher structure similarity with each 
other (see the regions with red frame), it tells us that the multiple ligand-bound structure alignment and 
structure similarity calculation is reasonable and can reflect structural and functional information. The 
protein domains were classified according to SCOP classification hierarchy: class, fold, superfamily, and 
family. The protein domains were named by SCOP database nomenclature. 
 
3.1.2 Protein functional motifs and residues 

 
Figure 3 shows the multiple ligand-bound structure alignment results and the identified 
conservation residues in “Protein kinases, catalytic subunit family” of ATP-binding domains. The 
identified conservation residues, aligned positions with z-score of entropy calculation > 2.5, are 

A

B
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close to ATP in three-dimensional space. It implies that these conservation residues may play 
important role in ATP-binding. In Figure 3B, the labeled residue numbers belong to protein 
domain d1phk__, which is the selected alignment center C of this cluster; and the red framed 
region means the PROSITE patterns. We observed that most identified conservation residues 
were on these PROSITE pattern region, it tell us that identifying pattern candidates from 
conservation residues extension may be a reasonable approach. 
 

 
 
Figure 3. MuLiSA result and identified conservation residues in “Protein kinases, catalytic subunit family” 
of ATP-binding domains. (A) Three-dimensional distributions of identified conservation residues and the 
ligand superimposition. Yellow: d1phk__; blue: d1atpe_; green: d1qmza_; red: d1csn__; grey: d1hck__; 
pink: d1gol__; light blue: d1h1wa_; (B) Multiple ligand-bound structure alignment result of “Protein 
kinases, catalytic subunit family” domains. The identified conservation residues, aligned positions with z-
score of entropy calculation > 2.5, are close to ATP in three-dimensional space. It implies that these 
conservation residues may play important role in ATP-binding. The labeled residue numbers belong to 
protein domain d1phk__, which is the selected alignment center C of this cluster; and the red framed region 
means the PROSITE patterns. We observed that most identified conservation residues were on these 
PROSITE pattern region, it tell us that identifying pattern candidates from conservation residues extension 
may be a reasonable approach. 
 
3.1.3 Protein functional pattern verifications 
 

In order to verify the effectiveness of profiles generated from our alignments in protein function 
prediction, we compare the performance in profile search between dataset 1, which contains 
protein sequences with PROSITE pattern; and dataset 2, which contains protein sequences not 
only with PROSITE pattern but also have “ATP-binding” annotations in SWISS-PROT database. 
Dataset 1 contains protein sequences contain PROSITE pattern: aminoacyl-transfer RNA 
synthetases class-I signature and dataset 2 contains protein sequences contain not only PROSITE 
pattern: aminoacyl-transfer RNA synthetases class-I signature but also have “ATP-binding” 
annotations in SWISS-PROT database. We observed that the area under curves of dataset 2 is 
larger than the area under curves of dataset 1. Because the profile of pattern candidates were 
generated from alignments of ATP-binding domains and the protein sequences in dataset 1 are 
not all have “ATP-binding” annotations in “KW” of SWISS-PROT database, we suppose that the 

A

B
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profile of pattern candidate is more convincing in ATP-binding proteins but not proteins only 
with PROSITE patterns. 
 

Table 2. Hit rate comparison of dataset difference in profile verification of ATP-binding proteins 
 

Family 
PROSITE patterns and 

pattern candidates a 

Dataset 1 c Dataset 2 d 

No. of 
sequence e 

Hit rate f 
No. of 

sequence 
Hit rate 

Protein kinases 
catalytic subunit 

Protein kinases ATP-
binding region signature 

859 

85.15% 

773 

89.18% 

Serine/ Threonine protein 
kinases active-site 

signature. 
85.73% 86.67% 

Pattern candidate 1 b 84.79% 86.76% 
Pattern candidate 2 64.19% 68.35% 
Pattern candidate 3 71.37% 75.43% 

Class I aminoacyl-
tRNA synthetases 

(RS), catalytic 
domain 

Aminoacyl-transfer RNA 
synthetases class-I 

signature 1129 
26.61% 

1056 
50.42% 

Pattern candidate 1 20.18% 37.43% 

 
a PROSITE patterns and pattern candidates that we identified. 
b Pattern candidate 1 of “Protein kinases catalytic subunit family”. 
c Dataset 1: sequences only with PROSITE patterns 
d Dataset 2: sequences with PROSITE patterns and SWISS-PROT annotations 
e Number of sequences recorded which have PROSITE patterns in this cluster. For example, in “Protein 

kinases catalytic subunit family”, number of sequences which have Protein kinases ATP-binding region 
signature or Serine/ Threonine protein kinases active-site signature is 859; hence the number of sequences 
of pattern candidates in this cluster is 859. 

f Average hit rate when true positive rate are 50%, 60%, 70%, 80%, 90% and 100%. 
 
Table 2 summarize the average hit rate of true positive rates 50%, 60%, 70%, 80%, 90% and 
100% in dataset 1: sequences with PROSITE pattern, and database 2: sequences with PROSITE 
pattern and SWISS-PROT annotations for profile verification. We observed that whether in 
dataset 1 or dataset 2, the hit rate of PROSITE patterns are all higher than pattern candidates. 
Thus, the PROSITE pattern is really meaningful for protein sequences which have these 
PROSITE patterns. However, we also observed that the hit rates in dataset 2 are generally higher 
than hit rates in dataset 1. Because dataset 1 only contains sequences with PROSITE patterns but 
database 2 contains sequences with PROSITE pattern and SWISS-PROT annotations, it tell us 
that the profiles we generated from multiple alignments of ATP-binding proteins may be more 
meaningful for protein sequences with “ATP-binding” annotations in SWISS-PROT database. 
 
In Table 3, we summarized the true-positive rates, profile scoring scores, and z-score of profile 
scoring scores of top 100, 500, 1000, 1500, 2000, 2500 and 3000 ranked sequences in profile 
scoring ranking list. We also compare the hit rates between pattern candidates and PROSITE 
patterns. We observed when protein sequences with profile scoring score 0.600, the true positive 
rate is 82.27% and the z-score is 2.87. Thus when protein sequences with profile scoring score 
higher than 0.600, we can say these protein sequence may be ATP-binding proteins with 82.27% 
confidence. When comparing with the hit rate of our defined pattern candidates and PROSITE 
patterns, we observed that almost all the top 3000 ranked protein sequences with “ATP-binding” 
annotations were all searched by pattern candidates. Although some of pattern candidates 
partially overlapped with PROSITE patterns, it tells us that the pattern candidates are useful for 
protein function prediction in ATP-binding proteins. 
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Table 3. Hit rate comparison of pattern candidates and PROSITE patterns in protein function prediction of 
ATP-binding proteins 

 

No. of top 
ranked 

sequence a 
True-positive rate b 

Profile 
scoring 
score c 

Z-score of 
profile 
scoring 
scored 

Hit rate of all 
pattern candidates e 

Hit rate of 
PROSITE 
pattern f 

100 100.00% (100) 0.840 6.52 100.00% (100) 0.00% (0) 
500 98.40% (492) 0.720 4.70 100.00% (492) 0.00% (0) 
1000 95.70% (957) 0.650 3.63 99.79% (955) 0.21% (2) 
1500 82.27% (1234) 0.600 2.87 97.65% (1205) 2.35% (29) 
2000 76.65% (1533) 0.583 2.61 80.43% (1503) 19.57% (30) 
2500 70.28% (1757) 0.567 2.37 94.25% (1656) 5.75% (101) 
3000 61.53% (1846) 0.556 2.20 94.53% (1745) 5.47% (101) 

 
a The top ranked sequence number. For example, 100 in this column means the 100 ranked sequences with 
highest profile scoring score in profile scoring ranking list of ATP-binding protein prediction. 

b True positive rate of protein sequences with “ATP-binding” annotations of top 100, 500, 1000, 1500, 
2000, 2500 and 3000 ranked sequences in profile scoring ranking list of ATP-binding protein prediction. 

c The smallest profile scoring scores of top 100, 500, 1000, 1500, 2000, 2500 and 3000 ranked sequences.  
d Z-score of profile scoring scores. The average of all SWISS-PROT sequence scores is 0.411515; the 

standard deviation of all SWISS-PROT sequence scores is 0.065701. 
e Hit rate of true positives that predicted by profiles of our defined pattern candidates. 

f Hit rate of true positives that predicted by profiles of PROSITE patterns. 
 
3.2 HEM-binding proteins 
 

Heme is a member of a family of compounds called porphyrins, which consist of four pyrrole 
rings. Heme metabolism is an important metabolic pathway because many important 
hemoproteins contain heme as a prosthetic group. For example, hemoglobin is a very important 
hemoprotein and it is an oxygen carrier in the blood. There are also cytochromes, which 
participate in important electron transfer reactions, and tryptophan oxygenase which is a 
hemoprotein of intermediary metabolism.  
 
3.2.1 Structure similarity matrix and conservation residues 

 
Our results show that structure similarity matrix and SCOP classifications of 40 non-redundant 
HEM-binding domains. The structure similarity matrix is still similar with SCOP classification 
and MuLiSA can apply to different kinds of ligand-binding proteins. We have also identified 
several conservation residues of protein domain clusters in HEM-binding proteins. Figure 4 
shows the multiple ligand-bound structure alignment result and identified conservation residues in 
“Cytochrome b5 family” of HEM-binding domains. In Figure 4A, the identified conservation 
residues are closed to heme in three-dimensional space. It implies that these conservation residues 
may play important role in HEM-binding. In Figure 4B, the labeled residue numbers were 
belonged to protein domain d1cyo__, which is the selected alignment center C of this cluster, and 
the red framed region means the PROSITE patterns. We observed that most identified 
conservation residues were on these region, it also tell us that identifying pattern candidates from 
conservation residues extension may be a reasonable approach. 
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Figure 4. MuLiSA result and identified conservation residues in “Cytochrome b5 family” of HEM-binding 
domains. (A) Three-dimensional distributions of identified conservation residues and the ligand 
superimposition. Yellow: d1cyo__; blue: d1b5m__; green: d1cxya_; red: d1icca_; grey: d1mj4a_; (B) 
Multiple ligand-bound structure alignment result of “Cytochrome b5 family” domains. The identified 
conservation residues are closed to heme in three-dimensional space. It implies that these conservation 
residues may play important role in HEM-binding. The labeled residue numbers were belonged to protein 
domain d1cyo__, which is the selected alignment center C of this cluster, and the red framed region means 
the PROSITE patterns. 
 

Table 4. Hit rate comparison of pattern candidates and PROSITE pattern in protein function prediction of 
HEM-binding proteins 

 

Top number of 
sequence a 

True-positive rate b 
Profile 
scoring score 

c 

Z-score of 
profile scoring 
score d 

Hit rate of all 
pattern candidates e 

Hit rate of 
PROSITE pattern 

f 
100 92.00% (92) 0.798 4.72 100.00% (92) 0.00% (0) 
200 80.50% (161) 0.744 4.00 96.27% (155) 3.73% (6) 
300 69.00% (207) 0.708 3.52 97.10% (201) 2.90% (6) 
400 69.75% (279) 0.692 3.30 87.81% (245) 12.19% (34) 
500 70.40% (352) 0.685 3.21 90.34% (318) 9.66% (34) 
600 60.33% (362) 0.685 3.21 90.61% (328) 9.39% (34) 
700 57.86% (405) 0.669 2.99 91.60% (371) 8.40% (34) 

 
a The top ranked sequence number.  
b True positive rate of protein sequence with “Heme” annotations in SWISS-PROT database of top ranked 
sequences. 
c The smallest profile scoring scores of top 100, 200, 300, 400, 500, 600 and 700 ranked sequences.  

d Z-score of profile scoring scores. The average of all SWISS-PROT sequence scores is 0.436928; the 
standard deviation of all SWISS-PROT sequence scores is 0.071717. 
e Hit rate of true positives that predicted by profiles of our defined pattern candidates. 

f Hit rate of true positives that predicted by profiles of PROSITE patterns 
 
 
 
 

A
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In order to verify the effectiveness of profiles generated from our alignments in protein function 
prediction, we also compare the performance in profile search between datasets 1, which contains 
protein sequences with PROSITE pattern; and dataset 2, which contains protein sequences not 
only with PROSITE pattern but also have “Heme” annotations in SWISS-PROT database. In 
Table 4, we summarized true-positive rates, profile scoring scores, and z-score of profile scoring 
scores of top 100, 200, 300, 400, 500, 600 and 700 ranked sequences in profile scoring ranking 
list. We also compared with the hit rate of pattern candidates and PROSITE patterns. We 
observed that when protein sequences with profile scoring score 0.744, the true positive rate is 
80.50% and the z-score is 4.00. Thus when protein sequences with profile scoring score higher 
than 0.744, we can say these protein sequences may be HEM-binding proteins with 80.50% 
confidence. When comparing the hit rate between pattern candidates and PROSITE patterns, we 
observed that almost all the top 700 ranked protein sequences with annotations were searched by 
pattern candidates. Although some of pattern candidates may partially overlap with PROSITE 
patterns, it tells us the pattern candidates are useful in protein function prediction of HEM-
binding proteins. 
 
3.3 Comparison with CE and CLUSTALW 
 
Because multiple ligand-bound structure alignments only focus on ligand-binding sites, we 
neglect noise from protein structure apart from the ligand-binding sites and get the functional- 
dependent alignments of ligand-binding domains. CE and CLUSTALW are structural alignment 
and multiple sequence alignment tools, respectively. In Figure 5A, we find that only the 
alignments of MuLiSA can align together the PROSITE defined patterns together of two 
domains, d1maua_ and d1gtra2. In Figures 5B and 5C, we find that the shift of conservation 
patterns of CE alignment result. In fact, for CE uses only protein structure information to undergo 
structure alignment, we find that in this case the bad alignment of conservation patterns was 
because of a huge structure similar region apart from ATP-binding site, and it did disturb the 
alignment of PROSITE patterns. In other words, through ligand superimposition can only focus 
on ligand-binding sites and disperse noises from other region, thus the identified conservation 
residues and patterns will be much more related to ligand-binding. 
 

 
Figure 5. The comparison of MuLiSA, CE, and CLUSTALW results of two Class I aminoacyl-tRNA 
synthetases (RS), catalytic domains: d1maua_ and d1gtra2. (A) Alignment comparison between three 
methods. The shadowed region is the PROSITE defined patterns; (B) 3D structure alignment result of 
MuLiSA; (C) 3D structure alignment result of CE. The PROSITE defined patterns together (PROSITE 
pattern:  
      
 

B C

A
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       P-x(0,2)-[GSTAN]-[DENQGAPK]-x-[LIVMFP]-[HT]-[LIVMYAC]-G-[HNTG]-[LIVMFYSTAGPC])  
of two domains, d1maua_ and d1gtra2. (B), two ATPs were nearly superimposed and the PROSITE 
patterns also aligned well. (C) The PROSITE patterns were shifted. In fact, for CE uses only protein 
structure information to undergo structure alignment, we find that in this case the bad alignment of 
conservation patterns was because of a huge structure similar region apart from ATP-binding site, and it did 
disturb the alignment of PROSITE patterns. 
 

4. CONCLUSIONS 
 
We have developed MuLiSA, a multiple ligand-bound structure alignment technique, based on 
functional-dependent ligand information to evaluate residue and pattern conservation. The main 
difference between our tool and others is that we first superimpose the ligands of proteins but not 
protein itself. In this way, the ligand-binding sites are superimposed naturally. Then we could 
identify the conservation residues and pattern candidates according to these positions and 
segments which were superimposed along with ligands. We have applied MuLiSA to ATP-
binding proteins and HEM-binding proteins. MuLiSA can identify conservation residues and 
pattern candidates which play important role in ligand-binding or binding site conformation 
stability. For predicting protein conserved residues and patterns, our MuLiSA achieved high 
accuracies 80.5% and 82.3 for HEM-binding and ATP-binding proteins, respectively. We believe 
that our MuLiSA is very useful for prediction of conserved results, functional motifs, and protein 
functions. 
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