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Preface 
 

The Sixth International Conference on Computer Science, Engineering and Applications 

(CCSEA-2016) was held in Dubai, UAE, during January 23~24, 2016. The Fifth International 

Conference on Cloud Computing: Services and Architecture (CLOUD-2016), The Fourth 

International Conference on Data Mining & Knowledge Management Process (DKMP-2016),  

The Fifth International Conference on Software Engineering and Applications (SEA-2016) and 

The Second International Conference on Signal and Image Processing (SIPRO-2016) were 

collocated with the CCSEA-2016. The conferences attracted many local and international 

delegates, presenting a balanced mixture of intellect from the East and from the West.  

 

The goal of this conference series is to bring together researchers and practitioners from academia 

and industry to focus on understanding computer science and information technology and to 

establish new collaborations in these areas. Authors are invited to contribute to the conference by 

submitting articles that illustrate research results, projects, survey work and industrial experiences 

describing significant advances in all areas of computer science and information technology. 

 

The CCSEA-2016, CLOUD-2016, DKMP-2016, SEA-2016, SIPRO-2016 Committees rigorously 

invited submissions for many months from researchers, scientists, engineers, students and 

practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed 

submissions from an unparalleled number of internationally recognized top-level researchers. All 

the submissions underwent a strenuous peer review process which comprised expert reviewers. 

These reviewers were selected from a talented pool of Technical Committee members and 

external reviewers on the basis of their expertise. The papers were then reviewed based on their 

contributions, technical content, originality and clarity. The entire process, which includes the 

submission, review and acceptance processes, was done electronically. All these efforts 

undertaken by the Organizing and Technical Committees led to an exciting, rich and a high 

quality technical conference program, which featured high-impact presentations for all attendees 

to enjoy, appreciate and expand their expertise in the latest developments in computer network 

and communications research. 

In closing, CCSEA-2016, CLOUD-2016, DKMP-2016, SEA-2016, SIPRO-2016 brought 

together researchers, scientists, engineers, students and practitioners to exchange and share their 

experiences, new ideas and research results in all aspects of the main workshop themes and 

tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is 

organized as a collection of papers from the CCSEA-2016, CLOUD-2016, DKMP-2016, SEA-

2016, SIPRO-2016. 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 

the event and that the friendships and collaborations forged will linger and prosper for many 

years to come.  

                                    

David C. Wyld 

                        Jan Zizka 
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ANDROID-OS SIZE OF HUGE SOURCE 

CODE 
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ABSTRACT 

 

Today most developers utilize source code written by other parties.  Because the code is 

modified frequently, the developers need to grasp the impact of the modification repeatedly.  A 

call graph and especially its special type, a call path, help the developers comprehend the 

modification.  Source code written by other parties, however, becomes too huge to be held in 

memory in the form of parsed data for a call graph or path.  This paper offers a bidirectional 

search algorithm for a call graph of too huge amount of source code to store all parse results of 

the code in memory.  It refers to a method definition in source code corresponding to the visited 

node in the call graph.  The significant feature of the algorithm is the referenced information is 

used not in order to select a prioritized node to visit next but in order to select a node to 

postpone visiting.  It reduces path extraction time by 8% for a case in which ordinary path 

search algorithms do not reduce the time. 

 

KEYWORDS 

 

Call graph, Graph path, Bidirectional search, Static source code analysis, Huge amount of 

source code  

 

1. INTRODUCTION 

 
Source code written by other parties, especially open source code, are often utilized to build 

developers' own software products and services.The developers merge other party’s code as a 

library, or adds their own original functions into it in order to make their software high value with 

competitive development cost.In the latter case, it is the key to success to understand the overlook 

and details of the source code. 

 

It is an effective approach of source code comprehension to recognize relationships between 

classes or methods in the code. The main kinds of relationships for imperative object oriented 

programming languages like Java and C++ are caller-callee relationship (as known as call graph 

[1]), data structure, and class inheritance.We believe grasping caller-callee relationship, 

especially a caller-callee relationship path (abbreviated “call path” hereafter), is one of the best 

entries to comprehend source code because it highlights outlook of behaviours of the executed 

code so as to emphasize which methods/classes have to be first investigated in detail.  Call paths 

are acquired using static program analysis. 



2  Computer Science & Information Technology (CS & IT) 

 

The size of open source code is increasing huge. For instance, open source version of Android 

OS source [2] consists of 50 to 100 million lines of code. In spite of that, the required time for 

static analysis of source code has been reduced drastically today. Understand ™ [3] by Scientific 

Toolworks, Inc., for example, consumes less than one tenth of static analysis time of the previous 

tools such as Doxygen [4] in our experience. Static analysis of huge scale source code written by 

other parties is now the realistic first step to comprehend them if the following problem is 

resolved. 

 

Huge amount of analysis result of huge size source code is, however, still barrier to understand 

the source code for an ordinary development environment.  A developer usually has a general 

type of laptop/desktop computer with tiny memory, at most 16GB.  The memory does not store 

all the result if the target source code is for Android OS, 50-100 million lines of code or similar 

size of code.  Actually a server with much more size of memory cannot treat the result efficiently.  

It takes much more time to extract a call path. It disturbs developers' source code comprehension. 

 

Our contribution is a bidirectional search algorithm to extract a call path from a call graph of too 

huge source code to store all parse results of the code in memory. It reduces 8% of path 

extraction time for a case in which ordinary path search algorithms do not reduce the time.The 

first characteristic feature of the algorithm is it refers to a method definition in source code 

corresponding to the visited node in the call graph. The second significant feature is the 

referenced information is used not in order to select a prioritized node to visit next but so as to 

select a node to “postpone” visiting. They are dedicated to the search time reduction.  In addition, 

the algorithm halves the required time for the aforementioned case if all the data is stored in 

memory, though it is far from a real situation. 

 

In the rest of this paper, we explain call graphs themselves and graph search algorithms.  After 

that, we introduce our bidirectional search algorithm for call graphs and its evaluations.  Then we 

make some discussions followed by concluding remarks. 

 

2. DEFINITIONS 

 

2.1. Call Graph 

 
A call graph is the directed graph where the nodes of the graph are the methods (in Java; the 

functions in C++) of the classes of the program; each edge represents one or more invocations of 

a method by another method [1].  The former method is referred to as a callee method, and the 

latter as a caller method.  The staring node of the edge corresponds to the caller method.  The 

ending node stands for the callee method.  

 

An example of call graphs is depicted in Figure 1, which is retrieved from the source code shown 

in Figure 2.  Each bold text part in Figure 2 corresponds to the node having the same text in 

Figure 1.  Information on methods and their invocations is retrieved from source code using static 

analysis tools like as [3] and [4].  In practice graph could be more complicated: Each method 

might be invoked by other methods than method “transmit()”; Method “transmit()” itself might 

be invoked by some methods. 

 



Computer Science & Information Technology (CS & IT)                                     3 

 

 
Figure 1. An example of call graphs 

 

public class Tranceiver implements ITranceiver { 

 private Transformer transformer; 

 private Protocol protocol; 

 private boolean send(Host destination) { ... } 

 ... 

 public boolean transmit(String data, Host destination) { 

  byte[] encodedData = transformer.encode(data); 

  header = protocol.makeHeader(); 

  send(header, encodedData, destination); 

 } 

} 

 
 

Figure 2.  Source code corresponding to the call graph in Figure 1 

 

 

 

Figure 3. A complicated example of call graphs 
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2.2. Call Path 

 

A call path is a sequence of edges where all the edges are connected and each edge is connected 

to at most one incoming edge and at most one outgoing edge. The edge having no incoming edge 

is called as an “initial node.” The edge with no outgoing edge is called as a “final node.” The 

methods corresponding to the initial node and the final node are called as an “initial method” and 

a “final method” respectively. 

 

Figure 4 shows an example of call paths, which is extracted from a little bit complicated call 

graph shown in Figure 3. In most cases, extracted call paths are simpler to grasp caller-callee 

relationship than general call graphs for developers if they know the names of an initial method 

and a final method to be concerned. 

 
Figure 4. An example of call paths, which is extracted from the graph in Figure 3 

 

2.3. Bidirectional Search Algorithm for Call Graphs 

 
A bidirectional graph search algorithm is a graph search algorithm that finds a shortest path from 

an initial node to a final node in a directed graph.It traverses nodes forward in the graph and 

traverses nodes backward simultaneously [5]. Recent bidirectional algorithms use a heuristic 

distance estimate function to select a node to visit next [6] [7] [8]. An example of heuristic 

functions is Euclidean distance of a pair of nodes for the corresponding real distance is 

Manhattan distance. 

 

To our knowledge, no heuristic estimate function for a call graph has been found yet. 

 

3. BIDIRECTIONAL SEARCH ALGORITHMS FOR CALL GRAPH 
 

We present an algorithm for bidirectional search in a call graph. The algorithm  use source code 

properties corresponding to a visiting node in order to select a next node to visit, while other 

bidirectional search algorithms use a heuristic estimate value between a visiting node and the 

initial/final node [6] or frontier nodes [7][8]. In our algorithm 'bidir_postpone', a next visiting 

node is decided using the type of method corresponding to the visiting node in addition to the 

outgoing or incoming degree (outdegree or indegree) of the node. 

 

procedure bidir_postpone(E, V, initialNode, 

finalNode): 

 1: todoF := {initialNode} 

 2: todoB := {finalNode} 

 3: /* Let prevF and prevB be dictionaries 

of type V to V. 

        Let delay, distF, and distB be dictionaries 

of type V to integer. */ 

 4: for v in V do 

27:         if frwd then 

28:             next := {v | (u->v) in E} 

29:         else 

30:             next := {v | (v->u) in E} 

31:         endif 

32:         for node v in next; do 

33:             alt := dist[u] + 1 /* all the edge 

weighs one in a call graph. 

*/ 
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 5:     prevF[v] := None; prevB[v] := None 

 6:     delay[v] := 0 

 7:     distF[v] := ∞; distB[v] := ∞ /* which 

stand for the distance from v along 

with 

forward (F)/backward (B) path. */ 

 8: endfor 

 9: intermed := None 

10: while |todoB| > 0 or |todoF| > 0 do 

11:     if |todoB| < |todoF| then 

12:         frwd := True; todo := todoF;  

frontiers := todoB; dist := distF 

13:     else 

14:         frwd := False; todo := todoB; 

  frontiers := todoF; dist := distB 

15:     endif 

16:     todo2 := { } 

17:     for node u in todo; do 

18:         if delay[u] > 0 then 

19:             delay[u] := delay[u] - 1 

20:             add u to todo2 

21:             continue for-loop with next node u 

22:         else if the type of the class of 

 the method corresponding to 

u 

 is interface and not frwd 

then 
 not frwd then 

23:             add u to todo2 

24:             delay[u] := 3 - 1 

25:             continue for-loop with next node u 

26:         endif 

34:             if dist[v] > alt then 

35:                 prev[v] := u 

36:                 dist[v] := alt 

37:                 if v in frontiers then 

38:                     intermed := v 

39:                     exit from while 

40:                 endif 

41:                 add v to todo2 

42:             endif 

43:         endfor 

44:         if frwd then todoF := todo2 

45:         else todoB := todo2 endif 

46:         todo2 := { } 

47:     endfor 

48: endwhile 

49: if intermed is None then 

50:     output ERROR 

51: else 

52:     v := intermid 

53:     while prevF[v] is not None do 

54:         output (prevF[v] -> v) 

  as a path constituent 

55:     endwhile 

56:     v = prevB[intermid] 

57:     while prevB[v] is not None do 

58:         output (v -> prevB[v]) 

as a path constituent 

59:     endwhile 

60: endif 

 
Figure 5.  Algorithm ‘bidir_postpone’ 

 

Another difference between our algorithm and the previous algorithms is that the selected node 

by our algorithm is not a prioritized node to visit next but a node that is high cost to visit. The 

node will be scheduled to visit some steps later instead of visiting immediately. 

 

Figure 5 shows our algorithm ‘bidir_postpone.’  E and V in parameters in the figure stand for a 

set of edges and a set of nodes in the call graph respectively. 

 

At line 22, the algorithm determines next node to visit should be treated immediately or should be 

postponed treating. If the corresponding class type of the visiting node is interface in Java or 

abstract class in C++, the treatment is postponed. This type of method can be called by many 

methods.  Therefore indegree of the corresponding node is greater than usual nodes. That is why 

visiting to such nodes should be postponed.  If the visiting node is the case, treatment of the node 

will be suspended for 3 steps (See the line 24 and lines 18-20). 
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It is false that the postponement can be achieved by assigning heavy weight to edges adjacent to 

the nodes that hold the condition at line 22, instead of the treatment suspension because an 

algorithm using such heavy edges may output longer path than algorithm bidir_postpone. 

 

4. EVALUATION 

 
We compare the results of applying four types of algorithms to four pairs of initial and terminal 

nodes (hereupon the both nodes are referred to as starting point nodes) under two kinds of 

conditions. The result tells (1) if all the data is stored in memory, our algorithm reduces the 

duration for the significant case where the original bidirectional search does not reduce time 

compared to more naïve unidirectional search. (2) Even if the data is stored in HDD, our 

algorithm reduces the path extraction time by 8% for the aforementioned case. The details are 

shown hereafter. 

 

4.1. Algorithms, data, and conditions to compare 

 

The algorithms are the following four types.  The second and third ones are almost the same as 

our algorithm itself: 

 

A1 ‘Bidir_3postpone’:  It is the algorithm shown in Figure 5. 

 

 A2 ‘Bidir_6postpone’:  It is slightly modified version of algorithm of A1 ‘Bidir_3postpone’ 

with delay 6.  It delays node visiting for 6 steps at line 24 in Figure 5 instead of 3 steps.  The 

purpose to compare the algorithm A1 with A2 is to check whether postponement step of 

algorithm A1 is adequate or not. 

 

A3 ‘Bidir_0postpone’:  It is almost the same algorithm as A1 ‘Bidir_3postpone’ and A2 

‘Bidir_6postpone.’  In this algorithm, the condition at line 22 in Figure 5 is always false while   

the property in the source code, which is the type of the corresponding method, is retrieved 

from the parse result stored in HDD.  The algorithm is for evaluation of an overhead of the 

parse result retrieval. 

 

A4 ‘Bidir_balanced’:  It is the almost original version (appeared in [9]) of bidirectional search 

algorithm with no heuristic estimate functions, due to missing of estimate functions for call 

graphs.   The difference between the algorithm and A1 in Figure 5 is that lines 18 through 26 

are omitted and the rest of the for-loop starting from line 32 is always executed. 

 

The starting point node pairs are as follows: 

 

P1 ‘A->C’:  The number of reachable nodes by traversing forward from the initial node is 

much more than the number of reachable nodes by traversing backward from the final node. 

 

P2 ‘C->N’:  The numbers of forward nodes from the initial node and backward nodes from the 

final node are both few. 

 

P3 ‘N->R’:  Opposite pattern of P1 ‘A->C’.  The number of forward nodes from the initial 

node is much less than backward nodes from the final node. 
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 P4 ‘A->R’:  The numbers of forward nodes from the initial node and backward nodes from the 

final node are both many. 

 

Figure 6 shows the numbers of nodes reachable from the initial node and the final node.  For P2 

and P4, the numbers of both type of nodes are almost the same.  They are different from each 

other for P1 and P3.  Note that the measurement of the number is logarithmic. For instance, the 

number for the final node for P3 is 5 times greater than one for the initial node. 

 

 

Figure 6.  The numbers of nodes reachable from starting points 

The conditions are the following two patterns.  The latter is more similar to practical use case: 

 

C1 ‘In memory’:  All graph data is stored in memory. 

 

C2 ‘In HDD’:  A part of graph data is constructed on demand from the source code parse 

results that are stored in hard disk drive.  Some graph edges and all graph nodes correspond to 

some parse result straightforwardly.  Some other edges should be built up with syntactical 

analysis results and lexical analysis results. 

 

C1 is the condition to measure the performance of the algorithms themselves.  C2 is the condition 

that is almost the same as the actual execution environment with an exception.  The environment 

contains parse result of source code stored in hard disk drive, and a result extraction program to 

convert specified part of the parse result to graph edges and nodes.  The exception that differs 

from the actual environment is all the data stored in hard disk drive is not cached into memory 

(that is disk cache) at initial time.  It makes measurement variance due to disk cache very small. 

 

The source code for evaluation from which the call graph is constructed is partial source files of 

practical source code of Android OS for smartphones, version 4.4.4_r2 in [2].  The number of 

methods in the partial source files set is about 2% of the number in the whole source set.  The 

parsed data for only 2% of the whole code occupies 2 GBytes size or more.  For ordinary lap top 

computers of developers, even this size of partial source files are too huge to be held in memory. 

 

4.2 Results 

 
The measurements are executed 3 times.  The average measured values are described in Figures 7 

to 9, where logarithmic scale is used for all the Y axes.  Figure 7 shows the time to traverse under 
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the condition C1 ‘In memory’.  Figure 8 is for the time to traverse under the condition C2 ‘In 

HDD’.  Figure 9 tells the number of visited nodes.  Note that an I-shaped mark at the top of each 

plotted box, in Figures 7 and 8, stands for the range of the sample standard deviation, +σ and -σ.  

Three times measurements seem enough because the deviations are sufficiently small. 

 

Figure 7 depicts algorithm A1 ‘Bidir_3postpone’ halves the time to traverse for the case in which 

the numbers of reachable nodes from the starting point nodes are both large (P4).  The precise 

ratio is 1.07 seconds for our algorithm (A1) to 2.71 seconds for the original algorithm (A4), 

which stands for 60.5% reduction.  Actually in other cases P1, P2, and P3, naïve bidirectional 

search (A4) runs in much shorter time than a unidirectional search, which is the directed edge 

version of Dijkstra algorithm, and is much more naïve than A4.  Thus the time reduction in the 

case P4 is most desired by developers. 

 

The resulting time to traverse for in-memory access case (C1, in Figure 7) is almost proportional 

to the number of nodes to be visited by each algorithm, shown in Figure 9. Therefore the less 

nodes are visited by the algorithm, the less traversal time can be achieved. 

 

In contrast to the in-memory access, the results of the cases in which the data is stored in HDD 

(C2), in Figure 8, tell our algorithm takes worse time than the original algorithm (A4) for the case 

P3.  In the case P4 that is most desired to reduce the time by developers, however, our algorithm 

(A1) spends 281.9 seconds and the original algorithm (A4) consumes 307.8 seconds.  The 

difference is 25.9 seconds, which means ours (A1) achieves 8.4% reduction to the original (A4). 

 

 
 

Figure 7.  Time to traverse (in memory) 
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Figure 8.  Time to traverse (in HDD) 

 
Figure 9.  The numbers of visited nodes 

4.3. Barriers to time reduction 

We assume the overhead time for in-HDD case (C2, in Figure 8) comes from extra disk accesses 

to retrieve the properties of methods that occur at line 22 in Figure 5.  Our disk access method in 

our algorithm is still naïve.  Therefore the effect of the disk accesses could be reduced by the 

result of further investigation.  

 

Figure 10. The numbers of nodes that the algorithms visited forward 

 

Figure 11.  The numbers of nodes the the algorithms visited backward 

The algorithm A1 visits remarkably large number of nodes for the starting point pair P3, in which 

the number of forward edges reachable from the initial node is much less than backward edges 
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reachable from the final node.  The algorithm traverses forward the same number of nodes from 

the initial node of P3 as the other algorithms (See Figure 10).  It visits backward five times as 

large number of nodes from the final node of P3 as the algorithms A3 and A4, as shown in Figure 

11.  In the both algorithms A1 and A4, the forward search and the backward search meet at the 

same node.  Note that the meeting point node is expressed as 'intermed' at line 38 in Figure 5.  

The node adjacent to the meeting point node (abbreviated as 'MP node' hereafter) in forward 

direction holds the postponement condition described at the line 22 in Figure 5.  The adjacent 

node is on the path between the MP node and the final node.  Thus visiting backward to the MP 

node is postponed for 3 steps.  One hundred and twenty seven extra nodes has been visited while 

that. P3 notices our algorithm can be improved using other kinds of information than the type of 

the class corresponding to the visited node. 

 

5. DISCUSSION 

 

5.1. Intermediate Nodes 

 
Actually resulting paths for our evaluation data P1 through P3 can be concatenated because the 

final node for Pn is the initial node for P(n+1) for n=1, 2.  In addition, the concatenated path 

starts from the initial node of P4 and ends with the final node of P4. 

 

It is interesting the summation of the numbers of visited nodes for P1 through P3 is much less 

than the numbers of visited nodes for P4 (See Figure 9.)  It states the possibility of existence of 

somewhat “efficient” intermediate nodes for path search of source code call graph.  If as 

bidirectional search algorithm can start traversing from the “efficient” intermediate nodes in 

addition to starting point nodes, it takes less time to extract call path than our current version of 

algorithm.  We will try to find the feature of such type of intermediate nodes. 

 

Note: The resulting path for P4, however, does not include the initial node and the final node of 

P2.  Therefore we treat P1 through P4 as almost independent example data from each other.  

 

5.2. More Aggressive Use of Features in Source Code 

 

Our algorithm shown in Figure 5 only uses the class type corresponding to the visiting node as 

properties retrieved from source code.  As discussed in the last section, there might be more types 

of properties that can reduce the number of nodes to be visited. 

 

The result of further investigations on the kinds of useful properties of source code also affects 

the parsing way of source code itself.  It will change the requirements of the source code parser.  

For example, some optional high cost feature of parsing will be executed by default.  It will also 

change the database schema for the parse results to retrieve the useful properties with less cost.  

 

6. RELATED WORKS 

 
A bidirectional search algorithm in [6] or alike is called front-to-back algorithm.  It uses the 

heuristic function to estimate the distance from the current visiting node (i.e., front) to the goal 

node (i.e., back).  The function is similar to the heuristic function of A* search method [10].  The 

algorithm is executed under the assumption that the heuristic function estimates a value that is 
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equal to or less than the real value (i.e., not overestimating.)  The function is said to be admissible 

if the property holds. 

 

A bidirectional search algorithm called front-to-front [7] [8] uses the heuristic estimate function 

that calculates the distance from the current visiting node (i.e., front) to the frontier node of the 

opposite direction search (i.e., (another) front.)  The algorithm achieves the best performance 

when the function is admissible and consistent, that is, given nodes x, y, and z where x and z are 

the end nodes of a path and y is on the path, the estimated distance between x and z is equal to or 

less than the summation of the real distance between x and y and the estimated distance between 

y and z. 

 

The former algorithm has been verified by experimental evaluations [6] for at least Fifteen-puzzle 

problems.  The latter has been proved theoretically in [8]. 

 

For call graphs, however, either type of heuristic function has not been found yet to the best of 

our knowledge.  Hence bidirectional search algorithms with heuristic estimate functions cannot 

apply to call graphs. 

 

Although unfortunately we have not found previous works on call graph traversal especially 

related to bidirectional search, researchers of call graph visualizer made a comment on 

bidirectional search [11]. From experiences of participants attending to a lab study to evaluate the 

visualizer, they said “A significant barrier to static traversal were event listeners, implemented 

using the Observer Pattern. To determine which methods were actually called, participants would 

have to determine which classes implemented the interface and then begin new traversals from 

these methods.”  Our approach could resolve the difficulty and might make their traversal 

processes easier.  

 

7. CONCLUSION 

 
We have offered a bidirectional search algorithms for a call graph of too huge source code to 

store all parse results of the code in memory.  It reduces 8% of path extraction time for a case in 

which ordinary path search algorithms do not reduce the time.  The algorithm refers to a method 

definition in source code corresponding to the visited node in the call graph.  The significant 

feature of the algorithm is the referred information is used not in order to select a prioritized node 

to visit next but in order to select a node to postpone visiting.  They contribute to the search time 

reduction. 
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ABSTRACT 

 

In the 2000s, ad hoc networks was developed and highly used in dynamic environment, 

particularly for inter- vehicular communication (VANETs : Vehicular Ad hoc Networks). 

 

Since that time, many researches and developments process was dedicated to VANET networks. 

This was motivated by the current vehicular industry trend that is leading to a new transport 

system generation based on the use of new communication technologies in order to provide 

many services to passengers, the fact that improves the driving and travel’s experience. 

 

These systems require traffic information sharing and dissemination the example as the case 

alert message emitting allowing the driver to minimize driving risks. Sharing such information 

between vehicles helps to anticipate potentially dangerous situations, as well as planning better 

routes during congestion situations. 

 

In this context, we are trying in this paper to model and simulate VANET Networks in order to 

analyze and evaluate security information dissemination approaches and mechanisms used in 

this type of networks in several exchanges conditions.This in order to identify their limitations 

and suggest a new improved approach. This study was conducted as part of our research 

project entitled “Simulation & VANETs”, where we justify and validate our approach using 

modeling and simulation techniques and tools used in this domain. 

 

KEYWORDS 

 

VANET, data dissemination, simulation, modeling, analysis and performance study. 

 

 

1. INTRODUCTION 

 
Today, road safety has become one of the biggest Challenges in the world, especially with the 

high dependence of people on vehicles and the growth of traffic problems (congestion and 

accidents ...). This reason push the researchers to Find ways for mitigate these problems. Among 

these ways : the intelligent transportation systems (ITS) developed new systems based on the 
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emergence of new communication technologies in the automotive industry in order to provide 

passengers more services to enhance the driving experience and travelers. 

 

These systems recently known as Vehicular Ad hoc  NETworks (VANET), systems allow 

communications between vehicles in order to exchange and share relevant information ,in the 

form of different categories of applications. A safety application is one of these applications that 

have aroused great interest among researchers. 

 

In addition, the VANET systems often require knowledge of road conditions such as road status, 

accidents and congestion situations, and therefore the transmission of warnings messages 

allowing the driver of the drivers , this for  minimize the dangers of driving. The exchange of 

such information and its sharing with distant vehicles can also help to anticipate potentially 

dangerous situations and to plan better routes during congestion situations. 

 

The objective of this paper is to build a simulation model for the analysis of data dissemination 

protocols in vehicular ad hoc networks, in order to propose a new approach of traffic data  

dissemination which remedy insufficiencies of the approaches currently used. Where we interest 

in warning messages delivered in VANET networks. For  achieve a better diffusion of these 

messages, consequently try to find the best parameters as time of dissemination and network 

overhead rates. 

 

2.VANET NETWORK 

 
Vehicular networks are a new class of wireless networks that have emerged by means of 

advances in wireless technology and the automotive industry. These networks also known with 

name of VANETs, which are considered as one of the real applications of ad hoc network, for 

communication between adjacent vehicles also between vehicles and stationary equipment. 

 

The objective of VANET networks is to apply some notifications, such as dissemination of alert 

messages, reporting an accident between vehicles to reduce the probability of collision, the 

multimedia real-time applications and many other applications... 

 

3. SHARING AND DISSEMINATION OF DATA IN VANET 

 
Dissemination of traffic information is the principle of several research works, in consequence of 

the fact that the information is always shared concerns the traffic situation (for example the state 

of the road, condition of the car ...) in order to facilitate the movement of drivers and passengers 

on the roads, to enable them to take appropriate decisions to changes occurring in the road. In 

particular the information relevant to the risks and dangerous cases occur on the roads, this 

information necessities the immediate release and quick [1, 2, 3, 4] to ensure traffic safety. 

 

This type of information is usually sent to a group of vehicles where the public interest here is 

consequently the most appropriate method is broadcast. although there are special cases where 

interest is concerned a specific group (eg: Geocast) (see Figure 1 and 2) .in general, the authors 

focus on methods Broadcast and Multicast, Geocast ... [1, 5, 6] according to their objective and 

their needs. In parallel with the fact that VANETs networks are mainly based on the ad hoc short-

range communication between the vehicles to improve safety in vehicular environments (WAVE: 

iEEE 802.11p). 
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Figure 1. The information addressed to a specific group of vehicles 

 
 

Figure 2. Information sent to all vehicles 

Indeed, these previous studies use different concepts to achieve their goals and again to get the 

best results by a specific need (objective work). What is generally similar in these works is (1) 

the use of length of time. These shared information (warning messages, alerts messages ..) are 

issued only for a period of time (as long as the danger has existed), although there are very 

dangerous events cannot stand the wait and require the immediate release, this idea is not entirely 

absent, though his realism that is somewhat missed. (2) The lack of attention to the nature of the 

danger, for example: 

 

• Loss of control over a truck carrying a flammable liquid, resulted in this slippage vehicle on 

Highway contains dozens of vehicles where the movement is very fast (vehicle speed can exceed 

100 km / h), this shift is 100 m from the place of the accident (in Algeria). 

 

• Another example: an accident occurs several times in European pays (like Belgium), the loss of 

control of the vehicle because of a breakdown on the level of the device named the limiting 

device and speed regulator where the vehicle was blocked at the speed of 200 km/h on the road. 
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 • The results of these accidents were catastrophic, and that because of the lack of availability of 

the diffusion of this information in real time on the road. 

 

Thus our objective in this work is not far from the mentioned points, we propose a 

communication system Geocast inter vehicles that enable the dissemination of safety messages 

(warning) in real time. Our objective is not the maintenance of the diffusion, but the reception 

and to send it message in time (in real time) potentially possible. This innovation based on the 

dissemination of the message of warning in the form of an alarm, in order to ensure a security 

service. 

 

4. SIMILAR WORK 

 

4.1. Urban Multi –hop Broadcast (UMB) 

This protocol proposed in [7] designed to solve problems: Broadcast Strom, hidden nodes and 

which are related to the massive distribution in urban environments. This UMB protocol does not 

guarantee the absence of collusion, since it is possible to exist in more than one vehicle in the 

same segment. They can send in the same time the CTB. Again, this protocol works by some 

form of wait can be very long to select the next transmitter. 

4.2. Smart Broadcast (SB) 

It is a UMB improvement, wait time to assign the next re-broadcaster (relay) . with a delay 

function (WR) , the farther vehicles from the source always have a waiting period when this latter 

is finished the vehicle transmitted the packet CTB to the source. once the source successfully 

receives this packet, it then transmits the data packet. This SB protocol as it is Indicated, it is an 

improvement of UMB at latency term .a shorter waiting period that is in UMB. 

4.3. Position-Based Adaptive Broadcast (PAB) 

The authors of SB propose the PAB protocol (Position-Based Adaptive Broadcast) [8]which is 

based on the waiting time for relay vehicle before forwarding the information to improve the 

techniques proposed for the facility access and efficiency of broadcasts. Contrary to SB which 

works at the distance between transmitter and receiver, the PAB uses a formula calculated by the 

vehicle position and speed to find the delay time value. 

4.4. Efficient Directional Broadcast (EDB) 

This protocol [9] is based on the direction one using bidirectional antennas of the vehicles. It 

works in same principle UMB. To solve the problem of retransmission number redundant latency 

is proposed for each node in the sector the emission before the retransmission, this time is 

different for each vehicle, it is calculated according to the distance between the vehicle and the 

transmitter. 

4.5. Reliable Method for Disseminating Safety Information (RMDSI) 

The authors in [10] the authors selected the delay time to differentiate the priority of 

retransmission for each vehicle. It is to function similarly with the previous protocol, when the 

vehicle receives a packet, a waiting time before rebroadcast it. After the expiration of the waiting 

time, the vehicle retransmits the packet. Vehicles intending to duplicate the rebroadcast before 

their waiting time expires cancel their broadcasts. By simulation, when the network is highly 
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fragmented, RMDSI powerful that the UMB, which does not take the problem of the 

fragmentation of the network. 

4.6. Reliable Broadcasting of Life Safety Messages (RBLSM) 

In [11] the priority in the selection of relay is given to the vehicle with the vehicle nearest to the 

transmitter. The reason moreover nearer is more reliable. For example, a closer vehicle is 

supposed to have an intensity of better received signal. This protocol also uses the use of the 

packages of order and RTB CTB. The performances of the protocol are evaluated by simulation; 

However, only latency of one hop is provided. [3][11]  

4.7. Multi-hop Vehicular Broadcast (MHVB) 

This protocol [12] is similar to the precedents; it waiting time-based, such as the furthest vehicle 

from the transmitter always have the shortest waiting time. This time is calculated by an 

allocation function is not explicitly stated. After the expiration of the waiting time, the vehicle 

retransmits the packet. The protocol can be detecting traffic congestion. As each vehicle uses the 

number of its neighbors and its speed as an indication of congestion. [3] 

 

4.8. Abiding Geocast (AG) 

 
It is a system geocast of communication inter vehicle for the dissemination of massages of 

warning in VANET network. This model is proposed in order to ensure the dissemination of 

warning in order to: increase the probability of access to all relevant vehicle and reduce the 

overhead. This system uses different notions of time and space. To ensure inform group of 

vehicles exist in a geographical area someone on a risk proximity. Of which, the first vehicle 

detects the risk starts broadcasting a warning to other vehicles to inform them of this dangerous 

situation. In this work the authors used different dissemination strategies: (1) To achieve the first 

goal, they used the vehicle as reverse relay (2) Second goal: to update a time Waiting 

dynamically active vehicle for the next release. [1]  

 

4.9. Optimal multi-hop broadcast protocol for vehicular safety (OCAST) 

 
This protocol is an optimization of alert message dissemination in the VANET network for 

secure roads. Optimality in terms of time and number of transmission: using a dissemination 

strategy exploits the vehicle as opposed relay based on waiting times. And to complete the 

coordination of reliable and efficient distribution, smart periodic broadcasts to effectively adapt 

to VANETs networks. [5] 

 

5. OBJECTIVES AND METHODOLOGY OF THE STUDY 

 
Our mains objectives in these papers - as we indicated – are: 

• Study of different dissemination protocols used in VANET networks . 

• Create a model of simulation for applied the comparison and analysis performance of two 

studies in many cases: two scenarios and several parameters by analyzing the simulation 

results and found parameters. 



18  Computer Science & Information Technology (CS & IT) 

 

• Provide an optimal solution for the dissemination of safety messages on the roads. 

This is generally for measuring the flexibility of these systems accidents that may occur suddenly 

in roads whatever its nature. Because of the real measurements are not possible, we chose to use 

in this work the analytical study based on simulation results.   

 

6. PERFORMANCE EVALUATION 

 
This study is a result of comparison and analysis of two studies of performance in many cases 

two scenarios and several parameters by analyzing the simulation results and found parameters. 

An optimal solution inspired by these studies for time dissemination and diffusion rate. 

 

Although there are other protocols in addition to previously indicated [14], [4] ...., we chose 

OCAST  and AG since they use parameters give potentially effective results compared to other 

proposes .En even more the  OCAST is already compared with other in [2]. 

 

A. Metrics 

Parameters measured are the rate of informed vehicles before the risk area, and the probability of 

access to all vehicles concerned in two different cases of risk: (risk is located in a random manner 

(case 2) and others in a predictable manner for the system (Case 1) ). for a short duration time and 

long duration of time. 

By simulation tools exists, our model is not much different from the used in [5] with a simple 

change in parameters for measure the effectiveness of the two systems in case of changing of risk 

on the road. The found results can be quite sufficient to compare and study the performance of 

these two protocols.  .Generally OCAST is an improvement of what studied. 

Indeed, we have chosen to add these results broadcasts capabilities used in [5] to the Geocast 

capacity proposed in [1] to provide an improved system for the dissemination of traffic 

information. So our model is defined in the next section but realistic simulation results of our 

approach are defined in details in our next production with a new algorithm for the message 

diffusion process in VANETs, where we use the simulator OMNET ++ (Version: 4.3.1) with the 

traffic simulator SUMO (0.17.1) and VEINS (2.2) to achieve our results. 

B. Simulation  

In this party, we use OMNET ++ open source simulation library that is written in C ++. This 

discrete event simulator simulate both types of networks (wired and wireless), in which the 

different network nodes can communicate via messages. The OMNET ++ tool has several 

advantages over others: simple to use, easy to learn by means of its user interface and its generic 

structure. It allows to find and obtain clear results, detailed and in many forms, diagram and 

drawings. This simulator is flexible to make changes in the created simulation models and even 

reuse these models. And more recently, this simulator is widely used in VANET network 

simulation domain, in practically protocols simulation model related to the MAC layer. 

Consequently, we prefer to use this simulation tool to avoid several problems related to the 

implementation of the simulation model by other simulators, especially when a large number of 

messages exchanged and shared between network nodes. 
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B.1. Simulators information’s 

Table 1. Informations about the Simulators. 

Simulator Version 

OMNET++ 4.1.1 

Sumo 0.17.1 

Veins 2.2 

 

B.2. The simulation parameters 

 

To achieve the simulation scenarios, we chose the following parameters: 

Table 2. Simulation parameters. 

Description value 

Transmission range(R) 250m 

Straight road 7 km 

Mac layer IEEE802.11 

Safety distance 250m 

Effect distance 10Km 

traffic volume λ 200 ~ 700 (veh/hr) 

Speed mean(Smean) 

Speed variation ε 

30m/s 

5m/s 

location of the warning 
Case 1 = 0meters 

Case 2= variable 

simulation time 3000s 

Start time of  the warning event Case 1 = 400s  

Case 2= variable 

 

As we say, we chose the same simulation parameters with slight changes, this for confirmation of 

the results. Except the second case where we tried to stay away from the private of fixed location 

of event for this risk to measure the effectiveness of the two systems. We omit the start time of 

the warning event to let the system reach a stable state considering the distribution of vehicles 

over the road. For both scenarios, when the warning event occurs, the beginner of dissemination 

is at the location of the safety line.  

C. Results and discussion 

Case 1: 

In figure 4: different traffic value (measured density 1 to 15 vehicles are informed to 100% before 

the risk area (both systems). But imperfection AG appeared in (Figure 3) before arriving at risk 

(after the security line) this rate is a little different (the existence of vehicles after they inform 

exceed the safety line): a rate (> 20% ) and (<40%) of vehicle are not inform in the low density 

network. But for OCast  delivery rate of 100% for all densities. 



20  Computer Science & Information Technology (CS & IT) 

 

 

Figure 3. Rate of traffic density vs. delivery [5] 

 

Figure 4. Rate of vehicles informed before risk zone [5]. 

Case 2: 

In this case the simulation results are slightly different. In FIG 5: different traffic value (higher 

density then 7 vehicles are informed to 100% before the risk area (both systems). 

But imperfection of both AG and Ocast system appeared in before arriving at risk (after the 

security line) and the beginning of the appearance of risk: the vehicles after they inform exceed 

the safety line, although this rate is not large but it is important in the warning information 

dissemination process. 

Generally for all densities (Figure 3), OCast shows better performance than the AG as sending 

message "Stop" guarantee control the number of alerts issued in the network consequently it 

ensures minimization overload network. 

 

Figure 5.Rate of the vehicles before they risk area 
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But the case of an unforeseeable risk, we see a better performance for both protocols in a density 

more than 6, but this performance is decreased to the density less than 6 at the beginning of the 

appearance of risk. 

We note that in the determination of the nature of risk and the results were good. Unlike in case 

the unknown risk (the location and characteristics) make traffic information sent uncertain and 

imprecise. Indeed, the simulation results show the effectiveness of OCAST compared to AG 

(case1) and but these results do not indicate the futility and uselessness of AG or OCast (case2). 

 

Generally the purpose of our study is to measure the flexibility of these systems accidents that 

may occur suddenly in roads whatever its nature. 

 

D. Our proposed approach 

 
Our proposal is defined as the  GODD  “Geocast Optimization for Data Dissemination in vanet 

networks”,  a Geocast protocol introduced as an improvement time (the emission time) and 

number of transmissions (overhead), a flexible system to change the road for a better 

dissemination of safety data in VANET networks. 

 

We try in this work as much as possible to ensure the immediate and optimal delivery of the 

warning information to all vehicles that are near to the risk, consider the validity of the message 

(the life time)  and the direction of the mobility of vehicles in the network. 

 

 
 

Figure 6. Rate of the vehicles before they risk area  

This communication system Geocast inter vehicles is interested in the warning information 

released as soon as possible quickly the source node to several recipients in a region 

geographically define to secure these vehicles. 

 

We use strategies to achieve our objective, to inform all these points while reducing unnecessary 

broadcasts and ensure a favorable reception time. 

Broadcasts are organized in this system by the following process: 

1- Initialization: when a risk occurs, the damaged vehicle will broadcast a warning message to 

neighboring vehicles (in its transmission area). 

2- Selection of vehicle drivers: 
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The relay vehicle is an active vehicle chosen by its proximity to the transmitter and its relative 

position in the latter. 

3- Exit the system: The made to select a new relay, the source must receive a message of "stop" 

this relay to indicate you can leave the area. 

 
  

7. CONCLUSIONS 
 

We tried to present in these papers an inter vehicle communication system Geocast: GODD  as an 

optimization of the proposed approaches. Which we introduce a new contribution to more secure 

passengers in the roads. 

 

This work is a description of what our approach detailed in our next production, where we show 

the optimality of the system by the simulation tool by OMNET ++ simulator used (version 4.3.1) 

and SUMO (Version 0.17) with VEINS. 

 

The system offer better message delivery performance side of caution, the thing that evolve road 

services for VANETs. 
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ABSTRACT 

 

Understanding, modeling and simulating human mobility among urban regions is very challengeable 

effort. It is very important in rescue situations for many kinds of events, either in the indoor events like 

evacuation of buildings or outdoor ones like public assemblies, community evacuation, in exigency 

situations there are several incidents could be happened, the overcrowding causes injuries and death 

cases, which are emerged during emergency situations, as well as it serves urban planning and smart 

cities. The aim of this study is to explore the characteristics of human mobility patterns, and model them 

mathematically depending on inter-event time and traveled distances (displacements) parameters by using 

CDRs (Call Detailed Records) during Armada festival in France. However, the results of the numerical 

simulation endorse the other studies findings in that the most of real systems patterns are almost follows an 

exponential distribution. In the future the mobility patterns could be classified according (work or off) 

days, and the radius of gyration could be considered as effective parameter in modelling human mobility.  

 

KEYWORDS 

   

Modelling, Armada, Probability Distribution, Inter-event time, Displacements 

 

 

1. INTRODUCTION  
 

The purpose of simulation analysis is to acquire and analyze the results in well conceptual vision, 

in order to give high indications for decision makers, pivoting on two events kinds, the discrete 

events and frequent (continuous) events. In order to explore the mobility characteristics, eventual 

real effects conditions, and actions of a specified system, they should be modeled mathematically 

[1, 2, 3, 4, 5]. However, the most important and difficult issue in modeling and simulating any 

system is the determination of the probability distribution and parameters to model the 

uncertainty of the system input variables. Many researches used CDRs to study the collective and 

individual human mobility (Gonzalez et al., 2008), the segmentation of urban spaces (Reades et 

al. 2009), understand of social events (Calabrese et al., 2010). (Phithakkitnukoon et al., 2010) 

suggested the activity-aware map, using the user mobile to uncover the dynamic of inhabitants, 

for urban planning, and transportation purposes. (Ratti et al., 2010) deal with large 

telecommunication database for Great Britain in order to explore human interactions, and 

emphasized on the highly interactions correlation with administrative regions [10]. 
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2. DATA SET 
 

The case study data is Call detail Records of mobile phone, composed of 51,958,652 CDRs, 

represent entry records of 615,712 subscribers, for the period starting from 4 (Friday)-15 

(Tuesday) of July in 2008.  However, it contains individuals occurrence in discrete (irrelevant) 

mode only, means that any mobile individual activity is recorded at (start/end) time, but there is a 

lack of information, which is supposed to indicate the individual's occurrence during inactive 

case (mobility without any mobile phone activity). There is no data meanwhile the mobile phone 

is idle, i.e. inactive or doesn't make any communication activities neither calls nor SMS activities. 

As well as, the available spatial data is only of the towers (X,Y) coordinates, hence it would be 

considered to estimate individual's transitions from position to another (from tower to tower), 

hence the positions would be determined approximately with regarding to the tower coverage 

(signal strength). With regarding to the non-deterministic & discrete nature of this data, therefore 

the collective behavior would be the effective approach to be analyzed and simulated. Since, each 

individual could be disappeared for a while from the DB, which makes individual tracing is 

unworthy, without significant indications on the people behavior in the city [3]. 

 

3. DESCRIBING INDIVIDUALS' ACTIVITIES 

 

The communications activities have heterogeneous nature, since the individuals are varied in 

their usage of mobile phone, which are ranged between (rarely-frequently) usages during specific 

period.  The individuals are grouped according to their total activities. However, probability of 

waiting time (inter-event time) ∆T of each two consecutive activities has been computed for each 

individual, so the individuals would be grouped with regarding to their activities. Computing the 

probability function is to get the system universal behavior (pattern), according to consecutive 

inter-event times, where most life systems are modeled by exponential law [1, 6, 7, 5, 8]. So, the 

distribution of the average inert-event time ∆�� is estimated by exponential distribution law as in 

equation (1), its histogram in figure 1. The demonstration in figure 2, reveals that the longer 

waiting times are characterizes the individuals of fewer activities. 

 
���� = �∆���	
�∆�                                                                        �1� 

 

 
 

Figure 1: Histogram of Activities in Average of Inter-Event Time 
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4. INTER-EVENT TIME OBSERVATIONS 

 

The modeling and simulation process starts by computing probability model, which is modeled 

the data and simulate the responses of the model, using one of the well-known functions, the 

probability density function PDF [3, 4, 9]. The main parameter in this study is the mean of inter-

event time, where the means of samples of the distribution are drawn as exponential distribution, 

then compute the mean of all means. In order to understand the behavior of sample means from 

the exponential distribution, to get the universal system pattern (general population law). The 

computations are done as follows: 
 

1. Manipulate all 12 days data, each day independently due to daily regular patterns, for all 

users (individuals) in spatio-temporal manner. Then eliminate the individuals of only one 

occurrence in the CDRs, since they didn't have significant indication on mobility. 

 

2. Sorting the data by time, in order to have the real sequence of positions transitions of 

individuals’ trajectories. Classify the data according to individuals' activities (sampling), by 

computing inter-event time ∆t (waiting time), where it is the time elapsed between each 

successive activities of each individual, which is ranged between 15-1440 minutes, this 

sampling is done according to logical intuition, since 15 minutes is the minimum time that 

can give mobility indication, and the 1440 minutes (24 hours) could be considered as the 

highest elapsed time to travel inside the observed region. 

 

3. Compute the inter-event time of all individuals ∆T, then compute ∆�� (average inter- event 

time) of all individuals, then classify (min, max) samples according to activities score 

(activities densities), then compute��∆��. However, ∆�/∆��   is the average inter-event time 

of the all individuals (whole population). 

 

4. Compute exponential distribution probability for each day, then for the whole days as in 

figure 2 to identify the universal population pattern law, then to show the approximation of all 

12 days curves with the curve of their average values as in figure 3. 

 

 
Figure 2: Waiting time distribution P(∆t) of mobile activities, where ∆t is spent time between 

each two successive activities, legend symbols are used to distinguish the individuals' groups 

according to their activities ratio, for whole population during whole period, activities in 

average ∆t. 
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Figure 3: Waiting time for the 12 days curves with the curve of their average. 

 

Exponential distribution (probability distribution) in equation (1) is capable of modeling the 

events happened randomly over time. In this case it describes the inter-event time, and the 

average of inter-event time of individuals' activities [1, 2, 3, 9]. Hence, the cutoff distribution is 

determined by the maximum observed inter-event time (significant parameters), which the 

individual can wait to make any mobile activities, where it is ∆t=1431 min. The resulted law as in 

equation (1) is computed according to algorithm of complexity ���� + 2�� + ��. The 

distribution shows that short inter-event times have higher probability than long ones, and the 12 

days have similar patterns of activities. As well as, by following the same manner mentioned 

above, in order to compute the displacement statistics of all the individuals during the whole 

observed period, the displacement probability distribution is computed. However, the ∆r is the 

traveled distance between each two successive activities during time ∆�� of the range 20-1440 

minutes, and the P(∆r)  is the displacement distribution, the investigated distances would be 

limited by the maximum distance that may be traveled by individuals in the ∆�� (time intervals). 

Hence, the cutoff distribution is determined by the maximum observed distance, which individual 

can travel is ∆r=7.229515 Km along the day hours, since the maximum time slice couldn't exceed 

24 hours with regards to observed region. The displacements distribution is approximated by 

power low as in equation (2). The resulted distribution shows as in figure 4 that the displacements 

are clear in 10� m, whereas decreased after this value, the ∆r is ranged between (0-1) Km. 
 

 ��∆�� = �∆���	
��∆��                                                          �2� 
 

Well, the traveled distance (displacements) distributions of the 12 days curves with the curve of 

their average are demonstrated in figure 5, they have almost identical patterns. Hence, the 

obtained averages of the waiting time distribution are max ∆ T = 1431 minute and min ∆T =0 

minute, whereas the max ∆r =7.229515e+04 meter and min ∆r =0 meter. 
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Figure 4: Distances probability distribution (displacements) P(∆r) for waiting times (inter-event 

times) ∆�� for one day, cutoff distribution is determined by the maximum distance traveled by 

individuals for specific ∆t�. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Displacements for the 12 days curves with the curve of their average. 

 

5. CONCLUSIONS 

 

The great attending recently towards dealing with catastrophic disasters, cities planning, diseases 

spreading, traffic forecasting, decision making for rescue people with disabilities in emergencies 

...etc. [10], all these activities need working on huge data and a geographic data, to describe 

human behavior and mobility patterns, for giving the  simulation model more reality, since 

almost simulation platforms are deal with only a grid to be the background of the model, so the 

resulted model will be far away from reality. 
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The results of this investigation show that the inter-event time ∆t between each two successive 

activities has bursty pattern, since there is long period without activities, this gives indication 

about the population's heterogeneity. And human trajectories follows power-law distribution in 

step size ∆r, and they are modeled using displacements and waiting time distributions, as well as 

the mobility traveling patterns are show that there are many short distances in contrast little long 

distances. The mobile phone data is used to reconstruct the population trajectories. However, the 

patterns of all days are very similar and they have approximately identical curves either in spatial 

or temporal features. As next forward step with this kind of studies the mobility patterns would 

be classified with regarding to the (work or off) days for more understandings to the life patterns. 

Whereas, the radius of gyration would be considered as significant modelling parameter to give 

the model more reality with focusing on patterns regularity. 
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ABSTRACT 

 

Despite all existing methods to identify a person, such as fingerprint, iris, and facial 

recognition, the personal name is still one of the most common ways to identify an individual. In 

this paper, we propose two novel algorithms: The first one uses sound techniques to create a 

multi-dimensional vector representation of names to compute a degree of similarity. This 

algorithm compares names that are written in different languages (cross-language) and 

transliterated names in English. The second algorithm builds on the first one and measures the 

similarities between full names, taking into account the full name structure. We evaluate the 

algorithms for transliterated names and across languages using Arabic and English as an 

example. Significant results are achieved by both algorithms compared with other existing 

algorithms. 
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Border Security, Cross-Language Information Retrieval, Information Retrieval, Security 
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1. INTRODUCTION   

 
There are many methods to identify a person, including biometrics, such as fingerprint, iris, and 

facial recognition. Despite the availability of these techniques, the name of the person is more 

commonly used to identify an individual, especially in border control measures, criminal 

investigations, and intelligence analysis. The personal name is used when people apply for visas 

or on their arrival at a port (land-port, seaport, or airport). The International Civil Aviation 

Organization (ICAO) recommends all passports to contain personal names in the English 

language; therefore, countries have worked to provide the names of passport holders in the 

English alphabet. This transliteration causes a problem with spelling variations, such as with 

name “Mohammed,” as shown in Table 1. In this case, some systems, such as security screening 

systems, need to deal with those differences when one-to-one comparison does not work 

correctly. 

 

There are many screening systems that identify a given name, such as that of a traveler or 

suspect, with a list of names. The No- Fly List, for example, was created by the Transportation 

Security Administration (TSA) and is now used by the Terrorist Screening Center (TSC) in the 

United States [1]. This list contains the names of all people who are not permitted to travel to or 

from the United States. Also, the manifest is a document listing passengers and crew information 

that used to be sent by fax. Today, this information is sent electronically and managed by an 
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advanced passenger information (API) system. API sends the passengers’ information (manifest) 

in real time to their destinations while they are checking in for their flights. A response comes 

from the destination with an indicator saying whether the passenger is allowed to board. In 

addition, Interpol is an intergovernmental organization that maintains a list of suspects that is 

shared among most countries. The names in the mentioned lists are checked with the private lists 

in each country or even each security sector separately using screening systems. Those systems 

might return a result of comparing two names as negatively matched (False Positive) or 

negatively unmatched (False Negative) as a consequence of name variations. 

Table 1. Spelling Variations of Mohammed 

Name Nationality 

MAHMMED EGYPT 

MOHMED INDIA 

MHOHAMMED BANGLADESH 

MUHAMMADE INDIA 

MAHOMED SULTANATE OF OMAN 

MUHMMET TURKEY 

MUHAMMET TURKEY 

MOHD MALAYSIA 

 
There have been many cases in which a person was arrested or stopped on suspicion of his or her 

name on the wanted lists. Senator Edward Kennedy was stopped serval times while boarding an 

aircraft because his name matched someone on the No-Fly List [2]. In another case, Congressman 

John Lewis was stopped for an additional security check. Sixty-tow-year-old Sister McPhee is an 

education advocate for the Catholic Church who was stopped repeatedly for nine months because 

her name matched that of an Afghani man whose name was included on the No-Fly List. There 

have been several occasions when infants and toddlers were stopped from boarding airplanes 

because their names negatively matched with names on the No-Fly List [2]. Screening systems 

must minimize these types of errors. 

 

The side effect of screening systems is that common names are often written with different 

spellings for several reasons, including natural spelling variations, phonetic variations, and 

compound names [3], [4]. Transliteration causes spelling variations for a single name due to 

phonetic similarity [5], [6]. The names on the Interpol list and the API list are Romanized 

(transliterated). In 1918, Soundex was published as the first algorithm that tried to solve this type 

of problem by indexing names based on their sounds. Soundex studied the letters of the English 

alphabet and grouped them into seven groups, one of which is ignored by the Soundex algorithm. 

Section 2 discusses Soundex in more detail. 

 

Cross-Language Information Retrieval (CLIR) also struggles to deal with proper names because 

they are out of vocabulary (OOV) [1], [7], [8], [9]. Furthermore, the authors in [7] demonstrated 

that about 50% of OOV words are proper names. Proper names might affect the performance of 

English-Arabic cross-language transliteration by 50% [10]. One solution for this problem is to 

transliterate all names from one language to another language so that all names have the same 

format (characters) to be compared, as applied in [10]. Transliteration of names from one 

language to another is not easy and is expensive due to phonetic variations in some languages [1], 

[6]. Also, a static solution, such as a dictionary, gives high performance but needs to be updated 

periodically with new names. When people borrow names from other cultures or invent new 

names, the number of names increases. We need a solution that can deal with these permanent 
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changes. Names in all languages must be standardized in order to be compared accurately and 

efficiently for CLIR. 

 

The proposed algorithm, Personal Identity Matching (PIM), defines names as points in seven-

dimensional space. The dimensions represent six groups of characters that are classified by 

Soundex plus a seventh group that represents the characters that are ignored by Soundex. Once 

PIM sets the names in space, then the distance is calculated between those points. The distance is 

converted to the similarity between 1 for an exact match and close to zero for no match. It is clear 

that PIM is unlike Soundex in how it compares names; PIM uses distance, whereas Soundex uses 

code. Our result shows that PIM has 33% better accuracy than Soundex and 11% better accuracy 

than all of the other algorithms involved our testing. PIM computes the similarity between 

individual names, but for a full name we create another algorithm (PIM-Full name or PIMF). 

PIMF breaks a full names into tokens (individual names), then it sends a pair of names into PIM, 

taking into account the full name structure. 

 

2. RELATED WORK 

 

Name matching is divided into two approaches. First, a phonic algorithm tries to avoid common 

problems of name variation by encoding names based on their sound [5]. Many phonetic 

algorithms have been introduced since Soundex, such as Metaphone, Cologne, NYSIIS, and 

Caverphone. They have gone through several stages since the early 1900s, when Margaret K. 

Odell and Robert C. Russell introduced the Soundex algorithm. The latest phonetic algorithm is 

Metaphone 3, created by Lawrence Philips in 2009 [11]. The same author created three versions 

of Metaphone, the third of which (Metaphone 3) was made for commercial purposes. Although 

all of the algorithms have different rules for converting a name into a code, they have common 

criteria: 1) They target a specific language or even for a specific database, such as Caverphone, 

which was created to match the elections lists generated between the late 19th century and early 

20th century. 2) They generate code for each name: two names are matched only when both of 

their codes are the same; otherwise they are unmatched. 3) Most of them have codes of a fixed 

length, except Refined-Soundex has an unlimited length of code. Soundex has the fewest rules of 

all phonetic algorithms. 

 

Soundex primarily groups characters based on their sounds, as shown in the next table (Table 2). 

The sounds of those letters are based on English pronunciation, and all of the letters’ sounds are 

clustered into six groups. Other characters (Group 0), including {a, e, i, o, u, w, h, y}, are ignored 

unless they appear in the first character of the name. The Soundex algorithm keeps the first 

character without changing it because the first character is clearly pronounced; therefore, there 

are fewer errors made at the beginning of a name [12]. The Soundex code is a combination of a 

letter and three digits. The name “Jackson,” for example, is converted to the code “J250.” 

 

In phonetic algorithms that generate code for each name, the comparison between names is a one-

to-one relation (match or mismatch), and there is no concept of distance or similarity between 

two names. Therefore, alternative algorithms are needed to provide a better result that gives a 

degree of similarity between one string (S1) and the other string (S2). The most common 

algorithms that calculate a distance or a similarity are the Levenstein distance (edit distance), 

Jaro-Winkler, Smith-Waterman, Damerau-Levenstein, and N-gram algorithms. 
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Table 2. Soundex for English and Arabic   

No English Letters Arabic Letters 

0 A, E, I, O, U, W, H, Y و,ح,ھـ,ي,ع,ا  

1 B, F, P, V ب,ف  

2 C, G, J, K, Q, S, X, Z ز,ص,ق,خ,ج,غ,ك,ش,س  

3 D, T ط,ث,ذ,ت,ظ,ض,د  

4 L ل 

5 M, N ن,م  

6 R ر 

 

Edit distance (Levenstein distance) is the minimum number of edit operations needed to convert 

S1 into S2; where each insertion, deletion, or substitution counts as one operation [13]. The 

minimum number of edits is divided by the longest string to calculate the distance between two 

strings. Damerau-Levenstein distance includes extra operation, a transposition, in addition to the 

other operations that are used by edit distance. The Smith Waterman algorithm is similar to the 

edit distance one but uses a phonetic algorithm to enhance the edit distance; e.g., if �� ≈ ��, then 

the score is 2 (��&�� are in the same group in Soundex table), or If �� = ��, then the score is 5; 

otherwise it is -5 [3], [14]. Jaro distance is based on common characters between two strings, 


� and 
�, with half of the longest string used for transposition [3], [12]. It is commonly used with 

duplicate detection (data linkage) when a name needs to match other names within some distance 

threshold [3]. The Jaro-Winkler algorithm improves the Jaro algorithm by boosting the error 

score in the prefix characters. Some other algorithms that calculate distance divide a name into 

tokens such as n-gram and longest common sub-string (LCS). All those algorithms use a 

threshold to determine matching names.   

 

The algorithms mentioned cannot deal with a full name structure. The full name is composed of 

more than one name usually a combination of a first name and a surname. In addition, a middle 

name (often the father’s name) might be added between the first name and surname to increase 

the determination of personal identity. The middle name can be a father’s name that is followed 

by his father’s name, and more ancestors’ names can be added recursively. In addition, in some 

countries the last name is followed by the first name, then the other names. We generalize the full 

name structure using a regular expression as follows: 
 = ����)∗� | ��, |�)����)∗ where n is the 

first name, l is the last name, and mi represents all other names in the sequence, starting from i=1; 

1 is for the father, 2 is for the grandfather, and so on. 

 

There are a few algorithms that deal with full names, and the most interesting one is the Monger-

Elkan algorithm. Monge-Elkan distance measures the similarity between two full names that 

contain at least given names and last names. Each token (name) is calculated using a similarity 

function, which is ���′���, ��), such as edit distance or the Smith Waterman algorithm. Then, the 

average number of tokens in A is computed. The above equation is the Mange Elkan distance to 

measure A and B, where A, the first full name, contains {a1… an} tokens and B, the second full 

name, contains {b1 … bm} tokens. 
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3. ARABIC-TO-ENGLISH MAPPING 
 

There are more than four hundred million Arabic language speakers who live in 22 countries 

from the Arabian Peninsula across North Africa to the Atlantic Ocean [15]. Arabic is the main 

language of newspapers, TV news, books, and official works, even though there are different 

accents across countries and even within countries. In addition, there are more than 1.6 billion 

Muslims, and most of them have an Arab name. Table 1 shows various spellings of the name 

“Mohammed” in different nations; there are more than 300 different spellings for the name 

“Mohammed” alone [2]. 

 

This section explains in detail the mapping of each Arabic letter to its closest English letter, as 

well as their relationships with Soundex groups. There are four groups of Arabic letters that are 

mapped to English letters:  

 

• Exact match: some of the Arabic letters can be mapped to English letters that have almost the 

same sound. The EXACT column in Table 3 shows these letters. 

• Exact match with two characters: “TH” can be mapped to two Arabic letters ( ث, ذ ), while the 

letter “ش” is mapped to either “SH” or “CH.”  

• Close match: these letters do not have an equivalent sound in English; they are mapped to a 

character that produces a similar sound (see the Close column in Table 3). 

• Diacritic sound: Hamza (ء) and three more diacritics change the sound of some Arabic letters, 

such as “ا,” which can be mapped to A, O, U, E, and I (see the Others column in Table 3). 

 
Table 3. English Arabic Characters Mapping 

 

 EXACT CLOSE  OTHER 

A ا  أ  آ  ى  ء ع ا 
B ب   

C   س  ش  ك 

D ض  ظ  د 

E   إ   ي  ئ 
F ف   

G   ج غ 

H ح ھـ   

I   إ  ى  ئ  ي 
J ج   

K خ  ك 

L ل   

M م   

N ن   

O    ُع  و  ؤ  ا 

P   ب 

Q  ك ق 

R ر   

S ش ص س 

T ظ  ض  ذ  ث ط ت 

U    ُع  و  ا 

V   ف 

W و   

X    

Y ي   

Z ظ  ز 
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The authors in [16] demonstrate that Arabic and English lack the corresponding sounds to allow 

one-to-one matching that ends ambiguity in letter mapping, as the results show in the CLOSE 

column of Table 3. 

 

The rows in Table 2 are grouped based on Soundex representation, where each row represents a 

number in the Soundex table. Table 2 has an extra column (Arabic Letters) that represents Arabic 

letters after they are clustered. Consequently, the results show there is no overlap based on 

Soundex groups except for the letter “ظ,” which is due to some countries’ diverse dialects or non-

Arabic languages, such as Persian or Urdu. 

 

All letters agree in both languages and have similar enough sounds to generate the same Soundex 

groups. Therefore, Soundex is the best choice over all the other phonetic algorithms that are 

English dependent. Adding more groups, such as Refined Soundex, introduces overlap for same 

Arabic characters; e.g., “ق” (Qaf) points to both K and Q, which are in two different groups in 

Refined Soundex. This causes a comparison problem for Arabic names such as “Qaddafi” and 

“Kaddafi,” or “Qasim” and “Kasim.” 

 

4. PERSONAL IDENTITY MATCHING (PIM) AND PREPROCESSING 
 

The PIM algorithm converts names to points in space that have seven attributes (seven-

dimension) representing the groups in the Soundex table, including the ignored characters. The 

following steps show how we transform Soundex groups to a seven-dimensional vector: 

 

1. Use each row (group) in the Soundex table as an independent group. 

 

2. Add all letters that are ignored by Soundex into the table as group 0 (silent char.). 

 

3. PIM now has 7 groups (0 to 6); refer to Table 2. 

 

4. Assign a value for each character. The difference between two characters (|α − β|) represents 

the distance between these characters in the same group. We created a handcrafted model that 

contains each character value. 

 

5. Create a Vector-Consonant (��) with 7 dimensions to hold consonant values, group 1 to group 

6, including group 0 if and only if it is the first character in the name. For 

example: ��(′Nasser′) = {�#��, �#��, {
, 
$, �#��, �#��, {%$, {&$$; and  ��(′Ali*) =
{+, �#��, �#��, �#��, {,$, �#��, %#��$. 
 

6. For each attribute in ��, create a vector of a 3-dimensional representation to hold group 0 

characters when they do not appear as the first character. The characters are divided into three 

groups: “e”, “i”, and “y” in the first group, “a” and “h” in the second group, and “o”, “u”, and 

“y” in the third group. For example, the name “Nasser” is converted to 

{{ϕ, ϕ, ϕ$, {ϕ, ϕ, ϕ$, {E, ϕ, ϕ$, {ϕ, ϕ, ϕ$, {ϕ, ϕ, ϕ$, {ϕ, A, ϕ$, {ϕ, ϕ, ϕ$$; and �0(′Ali*) =

{{ϕ, ϕ, ϕ$, {ϕ, ϕ, ϕ$, {ϕ, ϕ, ϕ$, {ϕ, ϕ, ϕ$, {ϕ, I, ϕ$, {ϕ, ϕ, ϕ$, {ϕ, ϕ, ϕ$$ where ϕ is a null 

value. 

 
Soundex retains the first letter of any name at the beginning of the code, including characters in 

group-0. In addition, the Jaro-Winkler algorithm improves the Jaro algorithm by boosting the 
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error score in the prefix characters. The Jaro-Winkler algorithm adds more values with a common 

prefix at the beginning of the names, up to four letters [12]. The first character(s) of the name is 

pronounced clearly, and it is rarely spelled incorrectly. Therefore, the PIM algorithm treats each 

letter in group-0 the same as the letters in the other groups (consonants) if and only if they appear 

as the first letter. For this reason, there are two values for each character: one value is for the first 

character of the name, and the second value is for any character except the first character. 

However, some letters have very close pronunciation even if they appear as the first character of 

the name, e.g., Auto and Otto. The beauty of PIM is that it can easily manage the similarity 

between characters. If A and O contain the same value, then they are identical; if the different 

value between these two characters increases, the similarity decreases (see step 4). 

 

5. PROPOSED ALGORITHM 

 
Each name passes to a function that is called a vector function generator. This function accepts 

three parameters: Name (in), �� (out), and �0 (out). After the first name is passed to the function, 

two vectors (���, �0�) represent the first name. The second name is then passed to the same 

function to produce two other vectors (���, �0�). Once the vectors are generated for all names, 

Euclidean distance (Ed) is used to calculate the distance between the names. The calculation 

performed as following: 
 

1. Calculate � 234  (���, ���) 

2. Calculate � 235  (�0�, �0�)  

3. G (Total silent char.) � G = G / 2  

4. N (Total char.) N = G + C  

5. C (Total consonant) � C = N – G, add more weight to C if silent chars. are not equal in both 

names 

6. Convert both distances to similarities: 
��4 and 
��5 

7. Finally use (2) to calculate PIM similarity 

 
 

To convert a single name to a vector that has seven attributes, the algorithm needs to insert the 

value of each character into a suitable attribute. This conversion costs Ο(|n|), where n is the 

number of characters in the name. If the algorithm compares two names, the complexity is 

Ο(|n|+|m|), where n is the length of the first name, and m is the length of the second name. 

Similarity calculation is constant, as described above. Therefore, total complexity of PIM is 

Ο(|n|+|m|). In addition, if there is a list of names, the comparison performance can be improved 

by storing the vectors of the names in a repository. For future comparison, PIM needs only to 

convert a given name to a vector and it calculates the similarity between the given name vector 
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and the vectors in the repository. PIM is used for a single name and cannot understand full name 

structure. Therefore, we need another algorithm that can deal with such structure. 

 

 
 

Figure 1. Unmatched Token Adjcement (Names). 

We create another algorithm (PIMF) that is an extension of PIM. PIMF comprehends full name 

structure, as we explained earlier. PIMF accepts the two full names and breaks them into tokens 

(names). Then, it sends the tokens to PIM to calculate the similarity. PIMF uses the following 

process: 

 

1. Break both full names into two lists of tokens: ��, �� … , �7 and ��, ��, … , �8 

 

2. Set FNS = Full name with least tokens 

 

3. For i=1 to FNS Length TotalSum = TotalSum + PIMSimilarity(�� , ��,, 9ℎ;<�ℎ=�3) 

 

4. If the average of TotalSum > threshold, return TotalSum / FNS length; 

  

5. Return the maximum (Similarity * threshold)  based on the comparisons after the 

following movements: 

 

a. Shift all tokens in FNS to the left (see Figure. 1 A & E)  

 

b. Shift all tokens in FNS to the right (see Figure. 1 B & D.) 

 

c. If the number of tokens is not equal in both names, then    

Move the last token in FNS to the last position of the long name (Figure. 1 C). 

 

PIMF returns a similarity between 1 and threshold for a positive exact match. It also returns a 

similarity between the threshold and (threshold * threshold) for positive match with token 

adjustment; otherwise, it returns zero as a negative match. 

 

5. EXPERIMENT 

 
We were provided an excellent dataset by an organization that collects names from many 

countries. The organization gave us single names only and not full names for privacy and security 

reasons. The single names are sufficient for our experiment, and we can generate full names from 
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those names. The dataset contains names and their spelling variations that were entered from 

different countries, such as the name “Mohammed” in Table 1. 

 

Each instance in the dataset is the tuple of an Arabic name and its equivalent name in English. 

The total number of tuples in the dataset is that 29,821. Most of the names are Arabic names 

selected from 21 Arabic countries. These names are written in Arabic modern language, but when 

the names are transliterated into English, some of them are written based on the pronunciation of 

dialects. For example, the Arabic name “ذھب” is Romanized as DAHAB, DHAHAB, THAHAB, 

and THAHB. We checked the dataset manually and inserted a number (Cluster-Id) to each tuple, 

grouping all English names that referred either to the same Arabic name or to Arabic names that 

share several names in English. We used the “Cluster-Id” value as a ground truth for our test. In 

addition, the dataset contains a small fraction of noise (spelling errors) due to the actual data 

entry. We kept some of this noise to represent natural data entry errors. 

 

We select 2000 names randomly from the dataset. Each of the random names is compared with 

all of the names in the dataset. Recall and precision are computed for all 2000 names. Then, we 

measure the F-Measure as our test’s accuracy for 17 algorithms, including PIM. We repeat the 

test five times with 2000 different random names each time. Each algorithm is tested with a 

threshold between 0 and 1, and then the best average is recorded.  

 

 
Figure 2. F-Measure for all algorithms. 

Figure 2 shows the F-Measure for all of the algorithms, including PIM. The results are clustered 

by colors in Figure 2: Orange represents the pattern match algorithm, and blue represents 

phonetic algorithms. PIM records the best result with the F-Measure of 0.72, followed by 

Refined-Soundex, Metaphone, and Levenstein (Edit distance) with F-Measures of 0.61, 0.55, and 

0.53, respectively. Soundex has the lowest score 0.39. PIM achieves 11% better accuracy than 

Refined-Soundex and 33% better accuracy than Soundex. The accuracy of 72% for the dataset 

that contains names with very similar pronunciation including some noise is considered good 

performance compared with the17 other algorithms.  

 

Our aim is to identify a person using his/her name. Of course, a person cannot be identified by 

using a single name, such as a given name or family name only. The full name of a person is 

needed to be more precise in identification. Whenever a full name is combined with more names, 

it increases the ability to accurately distinguish that individual. All of the algorithms used in the 
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first test do not take full name structure into consideration, such as “first-name last-name” or 

“last-name first-name.” Therefore, we use our PIMF algorithm and the Monge-Elkan algorithm. 

Both these algorithms use other algorithms that calculate the distance between two names, to 

compute full name similarity. We use PIM to calculate the similarity between two single names 

for PIMF and Monger-Elkan because PIM has the best result of all comparable algorithms.  

 
Table 4. Results of the First Experiment 

Algorithms Recall Precision F-Measure 

Caverphone 0.79 0.33 0.46 

Caverphone 2 0.85 0.35 0.50 

DamerauLevenstein 0.47 0.62 0.53 

Double-Metaphone 0.89 0.34 0.48 

Jaro-Winkler 0.40 0.60 0.48 

Levenstein 0.46 0.61 0.53 

Metaphone 0.73 0.44 0.55 

Ngram 0.45 0.54 0.49 

NGram-Padding 0.45 0.54 0.49 

NYSIIS 0.60 0.46 0.52 

PIM 0.73 0.72 0.72 

Ref-Soundex 0.77 0.51 0.61 

SmithWaterman 0. 49 0. 53 0.51 

Soundex 0.91 0.25 0.39 

 

We generate a dataset containing full names, each of which was composed of two names (tokens) 

and four names (tokens). Our assumption is that each full name has the right structure, as was 

explained earlier. So the first and second tokens can be either a given name or a last name. This 

dataset contains about 74,866 full names, 25% of which are composed of already existing tokens 

in different order. The revised order might contravene the full name structure; for example, the 

name “Ali Nasser Mohammed” cannot match “Nasser Ali Mohammed” but matches 

“Mohammed Ali”, “Ali Mohamed”, “Ali Nasser”, and “Mohammed Ali Nasser.” This dataset is 

used to test the performance of the PIMF and Monger-Elkan algorithms. 

 

 
Figure 3. Recall, Precision, and F-Measure for PIMF and Monge-Elkan (ME) 
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We select 2000 instances randomly from the new dataset, and then the algorithms compare each 

instance with the entire dataset of 74,866 full names. The F-measure is calculated to check the 

algorithm performance. This process is repeated five times, and the final results are averaged. 

Figure 3 displays the recall, precision, and F-Measure for both the PIMF and Monger-Elkan 

(ME) algorithms. Both algorithms record very high recall, with 0.997 and 0.995 for PIMF and 

Monger-Elkan, respectively. PIMF has better accuracy than Monger-Elkan with an F-measure of 

0.96 versus 0.85. As a result, PIM shows good accuracy at identifying individuals. 

 
Table 5. Results of the Third Experiment 

Lang. Match Algorithm  F-Measure Recall Precision 

English-Arabic 
ASC 0.18 0.23 0.14 

PIM 0.50 0.67 0.40 

Arabic-English 
ASC 0.23 0.23 0.23 

PIM 0.53 0.61 0.48 

Arabic-Arabic 
ASoundex 0.78 0.86 0.71 

PIM 0.89 0.84 0.95 

 

The third experiment is to evaluate name comparisons across languages. We implemented PIM to 

match the names that are written in Arabic with the English alphabet and vice versa. We use the 

algorithm created by [17,] and label it ASC. This algorithm is built to match personal names in 

English with names in Arabic script. Table 5 presents the results for PIM and ASC, which score 

0.5 and 0.18, respectively, when comparing each English name to the list of Arabic names. When 

we reverse the test to compare each Arabic name to English names, we get only 3% better 

accuracy for both PIM and ASC, as shown Table 5. The last test compares names in Arabic to 

Arabic script. We compare ASoundex, which can be found in [15], with PIM. Table 5 shows the 

result of ASoundex and PIM for an Arabic-to-Arabic test and end up with F-Measures of 0.78 

and 0.89, respectively. Most of the tests show good performance, especially for full names, which 

are our main targets.  

 

5. CONCLUSION 
 

There are many algorithms for name matching that try to solve the name variation challenges, 

included name transliteration. Also, cross-language information retrieval cannot deal with OOV 

words, 50% of which are personal names. Yousef [1] tried to resolve OOV proper names by 

adding names automatically into a dictionary, and the authors in [8] used probability to 

transliterate names “on the fly” from English to Arabic. 

 

The experimental results indicate that our proposed algorithms (PIM and PIMF) perform better 

than most known name-matching algorithms to compare transliterated names and full names. 

Also, the PIM shows a good outcome when the Arabic language is used as an example to 

compare names across languages. This comparison was between names that were written in 

Arabic and English and vice versa. PIMF provides excellent accuracy of up to 96% for full name 

comparison. 

 

This algorithm can contribute to improving performance in many fields. Security screening 

systems are one area that can benefit from this algorithm. A given name and a list of names 

(suspects’ names) can be given as input to this algorithm, which will then return a new list (sub-

list) that contains all matched names with a degree of similarity to the given name. This helps to 
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identify the closest personal names to a given name. In addition, our algorithms contain an 

excellent environment to accommodate other languages. Cross-language information retrieval 

can benefit from this algorithm because comparisons can be done “on the fly” for any language 

that can map its letters to Soundex categories (Table 2) that are converted into a vectors that are 

standard for all languages. 
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ABSTRACT 

 

The rapid growth of networking and storage capacity allows collecting and analyzing massive 

amount of data by relying increasingly on scalable, flexible, and on-demand provisioned large-

scale computing resources. Virtualization is one of the feasible solution to provide large 

amounts of computational power with dynamic provisioning of underlying computing resources. 

Typically, distributed scientific applications for analyzing data run on cluster nodes to perform 

the same task in parallel. However, on-demand virtual disk provisioning for a set of virtual 

machines, called virtual cluster, is not a trivial task. This paper presents a feature model-based 

commonality and variability analysis system for virtual cluster disk provisioning to categorize 

types of virtual disks that should be provisioned. Also, we present an applicable case study to 

analyze common and variant software features between two different subgroups of the big data 

processing virtual cluster. Consequently, by using the analysis system, it is possible to provide 

an ability to accelerate the virtual disk creation process by reducing duplicate software 

installation activities on a set of virtual disks that need to be provisioned in the same virtual 

cluster. 

 

KEYWORDS 

 

Virtual Cluster Disk Provisioning, Feature Model-based Virtual Cluster Commonality and 

Variability Analysis 

 

1. INTRODUCTION 
 

Virtualization is one of the promising solutions to overcome the limitation of computing power 

using a flexible resource scaling mechanism [1]. There are various researches in this direction to 

analyze big data with large-scale computational clusters using the virtualization technique [2,3]. 

Unlike physical clusters, a virtual cluster (VC) has a set of several virtual machines that needs to 

be provisioned before running on virtualized physical hosts. There are two steps of VC 

provisioning: VC placement and VC disk provisioning. The VC placement is a key factor to 

optimize the utilization of virtualized physical hosts using effective scheduling algorithms of 

underlying computing resources, such as VCPU, memory, network bandwidth, and so on [4,5]. 

On the other hand, the VC disk provisioning creates a set of virtual disks depending on the 

demand of the requested virtual cluster. Creating a set of virtual disks is time consuming tasks. 
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Therefore, the way of VC disk provisioning directly affects the quality of service of cloud 

provider [6].  

 

The provisioning process starts with the installing system or application software, such as 

operating systems or middleware, on an empty disk image. Among these software, some of 

system or application software, are repeatedly requested by users to install the software on virtual 

disk images. If there are pre-installed virtual disk images in shared storage (e.g., distributed file 

system), then the virtual disk image can be reused with a cloning mechanism. The cloning 

method for the virtual disk provisioning significantly reduces time to create a set of virtual disks 

of a virtual cluster. However, finding cloneable virtual disks that fully meet the demands of 

software on a virtual cluster is not a trivial task.  

 

In order to find such reusable virtual disks for the virtual cluster disk provisioning, we apply 

Software product line (SPL) [7] methodology. SPL is a solution to create a collection of similar 

virtual disk images from existing shared assets (e.g., virtual disk images) by commonality and 

variability analysis of the product. To describe commonality and variability, this paper employ 

Feature model (FM) [8] as a metadata of a virtual disk image. FM is a hierarchical representation 

model that organizes commonality and variability of all the products of the SPL using features 

and their relationships. Applying FM to a virtual disk image enables disk provisioning system to 

determine which software features are commonly used in a virtual cluster. However, generating 

all the FMs related to a virtual cluster in a manual way is a tedious and error-prone effort. 

Consequently, a commonality-and-variability analyzer is necessary to generate the related FMs of 

the virtual cluster automatically. 

 

This paper presents a methodology to provisioning a group of virtual disks for a virtual cluster in 

terms of software product line engineering. The virtual cluster disk provisioning process based on 

SPL, which includes (1) analyzing common and variant software features of a VC, (2) retrieving 

reusable virtual disk images, (3) generating virtual disk provisioning plan, and (4) creating virtual 

disk images. However, among these provisioning phases, this paper focus on the VC 

commonality and variability analysis with a case study. In order to analyze common and variant 

software features of a virtual cluster, several functions are needed. Firstly, the basic structure of 

feature model for a virtual disk image should be defined. Secondly, feature models of virtual 

disks for a VC should be generated according to the user’s requirements. Thirdly, categorizing 

the type of virtual disk images should be performed automatically for correctness.  

 

 
 

Figure 1. The Disk Provisioning Step of a Virtual Cluster 
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In this paper, we present the analysis system, named VC C&V analyzer, which archives the 

aforementioned functional requirements by a feature model reasoning mechanism. At first, VC 

C&V analyzer generates feature models a VC subgroup by using the VC provisioning 

specification extended from Open Virtualization Format (OVF). After that, VC C&V analyzer 

merges the generated feature models to extract the common and variant software features of a 

given virtual cluster. By using the common and variant software features, VC C&V analyzer 

generates the final VC commonality and variability feature models of a virtual cluster to classify 

the types of the disk images that need to be provisioned. Finally, the automated support of the VC 

C&V analyzer allows to reduce the effort needed to create a set of similar virtual disk images and 

their similarity investigation. 

 

The remainder of this paper is organized as follows: Section 2 describes the architecture and 

processing flow of feature model-based VC commonality and variability analyzer with a feasible 

case study in Section 3. Section 4 discusses related researches and finally, Section 5 presents 

concluding remarks. 

 

2. VC COMMONALITY AND VARIABILITY ANALYSIS METHOD BASED 

ON FEATURE MODEL 
 

This section presents a commonality and variability analysis method based on the feature model 

for virtual cluster disk provisioning. Figure 2 shows a virtual cluster for our case study. 

Normally, a virtual cluster consists of a set of VC subgroups, such as Hadoop VC subgroup and 

HBase VC subgroup. Also, each VC subgroup is composed of virtual machines with the same 

system or application software. In this example, six virtual disk images should be provisioned for 

a big data processing VC. 

 
 

Figure 2. The Big Data Processing Virtual Cluster  

 

In some cases, a set of VC subgroups of a virtual cluster may use similar software platform, such 

as operating system. For example, Hadoop VC subgroup and HBase VC subgroup may require 

same system software, named Debian Linux. Thus, commonality and variability analysis among 

the subgroups of a VC should be done to avoid duplicated installation tasks for the same software 

platform on a virtual disk. In order to analyze commonality and variability between VC 

subgroups, the basic structure of feature model for a virtual disk image is needed. Feature model 

allows the virtual disk provisioning system to categorize types of virtual disks which should be 

provisioned.  

 

For provisioning the big data processing VC, the virtual disk provisioning system should classify 

types of virtual disks of Hadoop VC subgroup and HBaseVC subgroup that contain the same 
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software, such as Debian Linux, or different software, such as hadoop or hbase. Also, the 

dependencies between software and system architecture, such as AMD64 or i386, should be 

considered. To support these requirements, we define the basic structure of the feature model that 

includes architecture, system software, and application software. System software consists of 

various distributions and each distribution contains its own version. For example, there are 

several distributions of Linux operating system with version, such as Debian 8.0, Ubuntu 14.04, 

and CentOS 5.0. According to these types of the distribution, there is a set of variations that 

determines which packages to be installed in the system distribution, such as minbase, base, 

buildd, and so on. Similarly, application software consists of name, version, and variants 

 

Since feature model presents commonality and variability of relevant products itself, the VC 

C&V analyzer generates feature models of VC subgroups using OVF-based virtual cluster 

specification which defined by the user. The VC C&V analyzer uses the specification as a 

requirement to meet the needs of a particular purpose of the virtual cluster. This specification 

involves a virtual hardware specification, such as the number of VCPUs, the size of memory and 

disks, the virtual network bandwidth required for each virtual machine, and name and version of 

software of each virtual cluster named VirtualSystemCollection. The VC C&V analyzer travels 

the VirtualSystemCollections to extract system and software information from 

OperatingSystemSection and ProductSection of VC subgroups. OperatingSystemSection involves 

architecture, distribution, variant, and version of the system software with attributes named id and 

version. ProductSection presents the name and version of application software which the 

provisioning engine needs to install in a set of virtual disks. Moreover, the end user can describe 

the relevant software configuration in this section, such as IP address, configurations regarding 

with a particular application software, and so on.  

 

Using this information of VC subgroups, the VC Subgroup FM Generator (VC Subgroup 

FMGen) of the VC C&V analyzer maps an architecture variable into the Architecture feature, and 

name, variant, and version variables into the Distribution and Variant features respectively. 

Similarly, the VC Subgroup FMGen maps variables of the name, version, and variant of 

application software to Application feature.  

 

After generating feature models of each VC subgroup, the VC Commonality and 

Variability(C&V) Feature Model Generator (VC C&V FMGen) merges the generated feature 

models to analyze the commonality and variability between VC subgroups. If there is only one 

VC subgroup in the provisioning specification, the VC C&V analyzer skips this step. In our 

research, FAMILIAR [9] is used for this merging step. In other words, the core features of the 

merged feature model can be interpreted as common features between VC subgroups, whereas 

different features can be defined as the various features of the VC subgroups. Using “merge” 

function of the FAMILIAR, VC C&V FMGen recursively combines the feature models of VC 

subgroups and generates a VC C&V feature model of the whole VC.  

 

The generator performs “cores” and “mergeDiff” functions to divide the merged feature model 

into the VC commonality feature model and the VC variability feature model. Some of these 

feature models contain more than one product (e.g., virtual disks) and some of them involve an 

individual product of a virtual disk. Since we employ a feature model to describe the metadata of 

each virtual disk, the generator splits the model to produce a specific type of virtual disk in a case 

of the feature models that include more than one product. Consequently, VC C&V analyzer 
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generates final results including a list of locations of the generated feature models and the number 

of related VC subgroups of each feature model. 

 

3. CASE STUDY 
 

This section presents a case study of applying the proposed VC C&V analysis method to a big 

data processing VC. Basically, Hadoop and HBase requires master and slave nodes to handle big 

data in a distributed way. To avoid the performance degradation under hot spotted case [10], we 

separately design VC subgroups along with the big data processing middleware (e.g., Hadoop 

and HBase). Figure 3 shows the detailed description of a virtual cluster including Hadoop and 

HBase subgroups.From now, this section describes four processing steps to analyze commonality 

and variability of a big data processing VC by using the VC C&V analyzer. 

 

 
 

Figure 3. A Case Study of the Big Data Processing Virtual Cluster 

 

Step 1 – Extracting architecture, name, variant and version of the system and application 
software: Firstly, the VC C&V Analyzer extracts the architecture, name, version, and variant of 

system and application software of the big data processing virtual cluster as shown in Table 1. 

The result can be categorized by the name of each VC subgroup. Consequently, the extracted 

information of system and application software is imported into the VC subgroup Feature Model 

Generator (VC Subgroup FMGen). 

Table 1. The extracted information of system and application software of each VC subgroup. 

VC Subgroup 

Name 
Software Type 

Software  

Name 

Software 

Version 

Software 

Variant 
Architecture 

Hadoop VC 

System Software Debian 8.0 base amd64 

Application Software Openjdk 7.0 - amd64 

Application Software Hadoop 2.6.0 - amd64 

HBase VC 

System Software Debian 8.0 base amd64 

Application Software Openjdk 7.0 - amd64 

Application Software HBase 1.1.1 - amd64 

 

Step 2 – Generating VC subgroup feature models: The VC subgroup Feature Model Generator 

in the VC C&V analyzer maps the resulting information of system and application software to the 

basic structure of feature model. Figure 4 shows a snippet of the generated Hadoop and HBase 

VC subgroup feature models. By using these feature models, VC C&V Analyzer performs the 
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feature model comparison to determine which software features are commonly used among the 

VC subgroups.  

Figure 4. The generated feature models of Hadoop 

Step 3 – Comparing feature models of each VC Subgroup

commonality and variability of the resulting feature models in manual. However, to automate 

such analysis activities, we employ a method of featur

framework. Figure 5 shows the consequent results of step 3.

Figure 5. The comparison results between Hadoop and HBase VC subgroups. 

5(a) and 5(b) presents common software features, and 5(c) and 5(d) indicates different s

 

As shown in Figure 5, VC C&V Analyzer generates feature models of commonality and 

variability based on Hadoop and Hbase VC subgroups. Also, each feature model indicates an 

individual type of virtual disk, such as a

hadoop-2.6.0, and hbase-1.1.1. These results will be used on the next virtual disk provisioning 

step to investigate a reusable virtual disk from the reusable asset repository.

 

Step 4 – Generating final results of the VC C&V Analysis

analyzer, we employ a JSON-based result model. The final result is generated by two steps. 

Firstly, it categorizes a set of groups which use shared virtual disks among the virtual machines. 

In this case study, we design none of VC subgroups share virtual dis

machines. Secondly, it describes required quantity and location of the commonality and 

variability feature models. From the final result, it is easy to determine which 

disk meets the analyzed types of virtual disks or not.
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feature model comparison to determine which software features are commonly used among the 

Figure 4. The generated feature models of Hadoop (a) and HBase(b) VC subgroups

Comparing feature models of each VC Subgroup: It is easy to categorize 

commonality and variability of the resulting feature models in manual. However, to automate 

such analysis activities, we employ a method of feature model reasoning using FAMILIAR 

framework. Figure 5 shows the consequent results of step 3. 

Figure 5. The comparison results between Hadoop and HBase VC subgroups. 

5(a) and 5(b) presents common software features, and 5(c) and 5(d) indicates different software features 

among the VC subgroups. 

As shown in Figure 5, VC C&V Analyzer generates feature models of commonality and 

variability based on Hadoop and Hbase VC subgroups. Also, each feature model indicates an 

individual type of virtual disk, such as amd64 architecture based debian-8.0, openjdk

1.1.1. These results will be used on the next virtual disk provisioning 

step to investigate a reusable virtual disk from the reusable asset repository. 

results of the VC C&V Analysis: As a final result of the VC C&V 

based result model. The final result is generated by two steps. 

Firstly, it categorizes a set of groups which use shared virtual disks among the virtual machines. 

this case study, we design none of VC subgroups share virtual disks with other virtual 

Secondly, it describes required quantity and location of the commonality and 

variability feature models. From the final result, it is easy to determine which reusable virtual 

disk meets the analyzed types of virtual disks or not. 

feature model comparison to determine which software features are commonly used among the 
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ks with other virtual 

Secondly, it describes required quantity and location of the commonality and 

reusable virtual 
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4. RELATED WORK 

 
This section presents some efforts in the area of virtual disk image provisioning in context of SPL 

[7, 11, 12, 13]. Among these researches, Wittern, Erik, et al. [11] present an Infrastructure-as-a-

Service (IaaS) deploy model to describe IaaS consumer requirements, including VMs, virtual 

disk images, and software installed on the images using feature model. Once IaaS consumer 

selects the cloud provider, VM type, and virtual disk image for the VM, deployment engine 

invokes a web service call to instantiate VM described in the selected IaaS deploy model. After 

instantiate VM, the software installation tasks are executed via SSH using a configuration 

management tool, such as Chef. Also, Dougherty, et al. [12] shows an approach to optimizing 

configuration and cost of auto-scaling cloud infrastructure. They provide a feature model of 

virtual machine configuration that captures software platform, including operating system and 

applications.  

 

Similar to the aforementioned research, the configuration of cloud infrastructure is generated by a 

selection of features from the feature model in a manual way. Using the configuration, they aim 

to find a matching virtual machine that already pre-booted in the auto-scaling queue. Krsul, Ivan, 

et al. [13] provides a direct acyclic graph-based model for configuration activities of a VM. If 

there a partial graph matching with a set of graphs stored in the repository, named VM shop, the 

system configures the partial matches of cache VM images as follow as the production line which 

controls procedures for cloning and configuring a VM. There are several works to employ SPL to 

create images for a virtual machine, however, none of the works has been addressed how 

effectively SPL can be used for provisioning virtual disk images of a virtual cluster. 

 

5. CONCLUSION 

 
This paper described a way to provisioning virtual disk images of a virtual cluster via feature 

model-based VC description and their commonality analysis. We presented our methodology in 

the context of a feature model-based commonality and variability analysis of a VC that provides 

an ability to accelerate the provisioning process by reducing duplicate type of virtual disks in the 

same virtual cluster.  

 

We presented detailed processing flow of the VC C&V Analyzer to determine which types of 

virtual disks should be provisioned together in a given virtual cluster. We have applied VC C&V 

Analyzer to investigate common and variant types of virtual disk images among VC subgroups of 

big data processing. Moreover, our experience in using the VC C&V Analyzer to generate a 

feature model of each VC subgroup and compare these resulting feature models to determine 

software which need to be provisioned commonly in this case study. There are still remaining 

important issues concerning VC disk creation by using the result of VC C&V analysis. We are 

addressing these remaining challenges as part of our future work. 
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ABSTRACT 

 
Cloud computing is a widely used technology with three basic service models such as Software 

as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS). This 

paper focuses on the PaaS model. Open source PaaS model provides choice of cloud, developer 

framework and application service. In this paper detailed study of four open PaaS packages 

such as AppScale, Cloud Foundry, Cloudify, and OpenShift are explained with the considerable 

architectural component aspects. We also explained some other PaaS packages like Stratos, 

Stakato and mOSAIC briefly. In this paper we present the comparative study of major open 

PaaS packages. 
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1. INTRODUCTION 

 
Cloud computing is an emerging paradigm in which computers are networked to provide storage 

and compute services using virtualization technology. Cloud computing must satisfy five 

essential characteristics. They are on demand service, access network, resource pooling, elasticity 

and measured services. To achieve these five essential characteristics, cloud computing provides 

three kinds of service models: Software as a Service (SaaS), Platform as a Service (PaaS) [7] and 

Infrastructure as a Service (IaaS) [8]. Cloud computing service models are shown in Figure 1. 

CRM applications are widely used services in the SaaS. Application platform delivered as a 

service is described as PaaS and it is used to deploy the user code. AppScale [2], Cloud Foundry, 

Cloudify and OpenShift open-source environments can be used as PaaS. IaaS is used to build 

their private infrastructure, which reduces the setup cost. IaaS can provide virtualized resources 

such as computation, storage and communication. Eucalyptus [1], open stack and cloud stack 

open-sources can be used to provide IaaS. 
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Figure 1. Cloud computing service models 

This paper will focus on the PaaS service model. It is easy to deploy, run and scale application 

using PaaS. Some of the PaaS have limited language and framework support. They do not deliver 

key application services needed for cloud applications. They sometime restrict deployment to a 

single cloud. Whereas open PaaS provides choice of cloud like private, public or hybrid, choice 

of developer framework like spring, ruby, or java and application services like mongoDB, 

MySQL, or PostgreSQL for running our applications. This paper deals with the architectural 

components of major open PaaS packages like AppScale, Cloud Foundry, Cloudify and 

OpenShift.  

 

The paper is organized as follows. Section 2 introduce AppScale and its components, Cloud 

Foundry architecture and component explanation given in Section 3, Cloudify open PaaS is 

explained in Section 4, Section 5 deals with OpenShift, other open PaaS technologies are 

introduced in Section 6, comparison of open-source PaaS technologies are given in Section 7 and 

finally Section 8 concludes the paper. 

 

2. APPSCALE 

 
AppScale [3] is a scalable, distributed, and fault-tolerant cloud runtime system that executes over 

cluster resources. It can be deployed on Xen [4], Kernel-based Virtual Machine (KVM), Amazon 

EC2 or Eucalyptus. AppScale initial design utilizes the standard three-tier web deployment model 

in the design. In the later design cycles more components are added to the AppScale. Table 1 

shows the AppScale components, language used to design the component and their functionality. 

 
Table 1.  AppScale Components 

Component Language Functionality 

AppController Ruby Executes on every node and starts automatically when the 

guest virtual machine boots 

AppLoadBalancer Ruby on Rails Processes arriving requests from users and forwards them to 

the application server 

AppServer Python Running through a number of distant hosts to support 

automated execution of applications 

Database Master Python Offers persistent storage for applications, processes protocol 

buffers from apps and makes requests on its behalf to read 

and write data to the data store 

Database Slave Python Facilitate distributed, scalable, and fault tolerant data 

management 

AppScale Tools Ruby Starts an AppScale system, deploys and tear down 

applications, queries the state and performance of AppScale 

deployment or application, and manipulates AppScale 

configuration and state 
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3. CLOUD FOUNDRY 

Cloud Foundry [10] is an open PaaS, which provides choice of clouds, developer frameworks and 

application services. Cloud Foundry makes application development faster and easier. We can 

build, test, deploy and scale applications with help of Cloud Foundry. It is an open-source project 

available through a variety of private cloud distributions and public cloud instances. Cloud 

Foundry started as a platform to deploy Java Spring applications on Amazon Web Services. 

VMware acquired the Cloud Foundry and made it into an open-source, multi-language and multi-

framework PaaS. Cloud Foundry supports multiple languages and multiple runtimes such as Java, 

Ruby, Scala, spring and Node.js. Cloud Foundry can run on anything like laptop, desktop, micro 

cloud, private cloud or public cloud. So, it is called as open PaaS as shown in Figure 2. Cloud 

Foundry has three dimensions to the platform: choice of frameworks, choice of application 

services and the deployment choice.  Cloud Foundry supports spring for Java, Rails and Sinatra 

for Ruby, Node.js and JVM languages like Groovy, Grails and Scala. It also supports Microsoft 

.NET Framework and became the first non-Microsoft platform to support .NET. 

 

 
 

Figure 2.  Cloud Foundry as Open PaaS 

Cloud Foundry supports RabbitMQ for messaging, MongoDB and Redis for NoSQL, relational 

databases MySQL and PostgreSQL. Cloud Foundry can be deployed on notebooks through Micro 

Cloud Foundry. It is the complete version of Cloud Foundry designed to run in a virtual machine. 

It can also be deployed on Private Cloud or Public Cloud. These features made Cloud Foundry as 

a flexible PaaS.  

 

Cloud Foundry components perform routing, authentication, messaging, logging, application 

storage and execution, provide services and take care of application life cycle. The router routes 

incoming traffic to the appropriate component, usually the Cloud Controller or a running 

application on a DEA (Droplet Execution Agent) node. The User Account and Authentication 

(UAA) server work with Login Server to provide identity and authentication management. 

OAuth2 Server is uses as the user account and authentication server. Cloud controller and health 
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manager components take care of the application lifecycle in the cloud foundry. 

is responsible for managing the lifecycle of applications. When a developer pushes an application 

to cloud foundry, application is tar

raw application bits, creates a record to track the application metadata, and directs a DEA node to 

stage and run the application. Health manager m

version, and number of instances. 

manager determine applications expected state, version, and number of instances. 

the actual state of applications with their expected state. 

controller to take action to correct any discrepancies in the state of applications.

Execution Agent manages application instances, tracks

messages. Application instances live

application instances run in isolation, get their fair share of resources, and are protected from 

noisy neighbours. Blob Store holds the application code, build packs, and droplets.

typically depend on services like

provisions and binds a service to an application, the service broker for that service is responsible 

for providing the service instance.

distributed queueing messaging system

internal communication performed via message bus. 

the components. Operators can use this informatio

The application logging aggregator streams 

Cloud Foundry components are shown in Figure 

 

Figure 3. 

4. CLOUDIFY 

 
Cloudify [11] is another open PaaS cloud application manager. It automates common processes 

needed to perform and to manage the applications in a cloud environment. Cloudify composed of 

three main components. The components are Command line interface clien

Manager. Command line interface client is an executable file which is written in Python. It is 
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the components. Operators can use this information to monitor an instance of Cloud Foundry. 
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Figure 3. Cloud foundry components 

Cloudify [11] is another open PaaS cloud application manager. It automates common processes 

needed to perform and to manage the applications in a cloud environment. Cloudify composed of 

three main components. The components are Command line interface client, Agents, and 

Manager. Command line interface client is an executable file which is written in Python. It is 

Cloud controller 
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raw application bits, creates a record to track the application metadata, and directs a DEA node to 

onitor applications to determine their state, 

crashed. Health 

etermine applications expected state, version, and number of instances. It reconciles 
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ontroller to take action to correct any discrepancies in the state of applications. The Droplet 

started instances, and broadcasts state 

arden containers. Containerization ensures that 

application instances run in isolation, get their fair share of resources, and are protected from 

noisy neighbours. Blob Store holds the application code, build packs, and droplets. Applications 

party SaaS providers. When a developer 

provisions and binds a service to an application, the service broker for that service is responsible 

subscribe and 
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 metrics from 

n to monitor an instance of Cloud Foundry. 

the corresponding developers. 

 

Cloudify [11] is another open PaaS cloud application manager. It automates common processes 

needed to perform and to manage the applications in a cloud environment. Cloudify composed of 

t, Agents, and 

Manager. Command line interface client is an executable file which is written in Python. It is 
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packaged with python and relevant dependencies in an executable file. Command line interface 

client can run on Windows, Linux and Mac operating sy

preform two tasks. First one is manager bootstrapping and another is managing applications. 

Bootstrapping is the process of installing the Cloudify manager. Command line interface client 

provides the user with the full set of functions for deploying and managing applications including 

log and event browsing. 

Cloudify Agents are responsible for managing the manager’s command execution using a set of 

plugins. There is a manager side agent per application deployment and opt

application Virtual Machine (VM). The manager side agents handle IaaS related tasks, like 

creating a VM or a network, and binding a floating IP to a VM. Manager side agents can also be 

used with other tools such as REST to remotely exec

optionally located on application VM’s. The user can state in the blueprint which VM’s will have 

an agent installed on them. The application side agents are installed by the manager side agent as 

part of the VM creation task. Once running, the application side agent can install plugins and 

execute tasks locally. Typical tasks will be middleware installation and configuration, and 

application modules deployment. 

Cloudify Manager deploys and manages applications des

main responsibilities are to run automation processes described in workflow scripts and issue 

execution commands to the agents. Cloudify is controlled via a REST API. The REST API 

covers all the cloud orchestration and m

the REST API to add additional value and visibility. Cloudify uses a Workflow engine to allow 

automation process through built

timing and orchestrating tasks for creating or manipulating the application components. The user 

can write custom workflows in Python using API’s that provide access to the topology 

components.  

Cloudify uses different databases as data store, some of the technologies for processing and 

messaging, and different servers as front end. Total stack is shown in Figure 4. Cloudify uses 

elastic search as its data store for deployment state. The deploymen

stored as JSON documents. Blueprints are stored in the elastic search and it is used as runtime 

DB. Cloudify uses InfluxDB as the monitoring metrics repository. Influx provides flexible 

schema for metrics and metrics metadata a

metric reported by a monitoring tool into influxdb and define time based aggregations as well as 
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packaged with python and relevant dependencies in an executable file. Command line interface 

client can run on Windows, Linux and Mac operating systems. Command line interface client 

preform two tasks. First one is manager bootstrapping and another is managing applications. 

Bootstrapping is the process of installing the Cloudify manager. Command line interface client 

set of functions for deploying and managing applications including 

Cloudify Agents are responsible for managing the manager’s command execution using a set of 

plugins. There is a manager side agent per application deployment and optional agent on each 

application Virtual Machine (VM). The manager side agents handle IaaS related tasks, like 

creating a VM or a network, and binding a floating IP to a VM. Manager side agents can also be 

used with other tools such as REST to remotely execute tasks. The application side agents are 

optionally located on application VM’s. The user can state in the blueprint which VM’s will have 

an agent installed on them. The application side agents are installed by the manager side agent as 

eation task. Once running, the application side agent can install plugins and 

execute tasks locally. Typical tasks will be middleware installation and configuration, and 

application modules deployment.  

Cloudify Manager deploys and manages applications described in blueprints. The manager’s 

main responsibilities are to run automation processes described in workflow scripts and issue 

execution commands to the agents. Cloudify is controlled via a REST API. The REST API 

covers all the cloud orchestration and management functions. Cloudify’s Web GUI works with 

the REST API to add additional value and visibility. Cloudify uses a Workflow engine to allow 

automation process through built-in and custom workflows. Workflow engine is responsible of 

ating tasks for creating or manipulating the application components. The user 

can write custom workflows in Python using API’s that provide access to the topology 

 

Figure 4.  Cloudify Stack 

Cloudify uses different databases as data store, some of the technologies for processing and 

messaging, and different servers as front end. Total stack is shown in Figure 4. Cloudify uses 

elastic search as its data store for deployment state. The deployment model and runtime data are 

stored as JSON documents. Blueprints are stored in the elastic search and it is used as runtime 

DB. Cloudify uses InfluxDB as the monitoring metrics repository. Influx provides flexible 

schema for metrics and metrics metadata as well as a query language. Cloudify stores every 

metric reported by a monitoring tool into influxdb and define time based aggregations as well as 
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packaged with python and relevant dependencies in an executable file. Command line interface 

stems. Command line interface client 

preform two tasks. First one is manager bootstrapping and another is managing applications. 

Bootstrapping is the process of installing the Cloudify manager. Command line interface client 

set of functions for deploying and managing applications including 

Cloudify Agents are responsible for managing the manager’s command execution using a set of 

ional agent on each 

application Virtual Machine (VM). The manager side agents handle IaaS related tasks, like 

creating a VM or a network, and binding a floating IP to a VM. Manager side agents can also be 

ute tasks. The application side agents are 

optionally located on application VM’s. The user can state in the blueprint which VM’s will have 

an agent installed on them. The application side agents are installed by the manager side agent as 

eation task. Once running, the application side agent can install plugins and 

execute tasks locally. Typical tasks will be middleware installation and configuration, and 

cribed in blueprints. The manager’s 

main responsibilities are to run automation processes described in workflow scripts and issue 

execution commands to the agents. Cloudify is controlled via a REST API. The REST API 

anagement functions. Cloudify’s Web GUI works with 

the REST API to add additional value and visibility. Cloudify uses a Workflow engine to allow 

in and custom workflows. Workflow engine is responsible of 

ating tasks for creating or manipulating the application components. The user 

can write custom workflows in Python using API’s that provide access to the topology 

Cloudify uses different databases as data store, some of the technologies for processing and 

messaging, and different servers as front end. Total stack is shown in Figure 4. Cloudify uses 

t model and runtime data are 

stored as JSON documents. Blueprints are stored in the elastic search and it is used as runtime 

DB. Cloudify uses InfluxDB as the monitoring metrics repository. Influx provides flexible 

s well as a query language. Cloudify stores every 

metric reported by a monitoring tool into influxdb and define time based aggregations as well as 
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statistic calculations. Clodify uses RabbitMQ task broker for messaging. Cloudify offers a policy 

engine that runs custom policies in order to make runtime decisions about availability, service 

level agreement, etc. For example, during installation, the policy engine consumes streams of 

events coming from monitoring probes or tools. The policy engine analyses these streams to 

decide if a specific node is up and running and provides the required functionality. Policies are 

registered, activated, deactivated and deleted by the Workflow Engine. For logging purpose 

logstash is used and agent play main role in processing. Nginx proxy and file server, Flask or 

Gunicorn REST server, and Node.js GUI servers can be used as front end in the Cloudify. 

 

5. OPEN SHIFT 

 
OpenShift [12] enables us to create, deploy and manage applications within the cloud. Two basic 

functional units of the Openshift are the Broker and Node servers. Communication between the 

Broker and Nodes is done through a message queuing service. Broker is the single point of 

contact for all application management activities. It is responsible for managing user logins, 

DNS, application state, and general orchestration of the applications. Customers don’t contact the 

broker directly; instead they use the Web console or CLI tools to interact with Broker over a 

REST based API. Nodes are the systems that host user applications. In order to do this, the Nodes 

are configured with Gears and Cartridges. A gear represents the part of the Node’s CPU, RAM 

and base storage that is made available to each application. An application can never use more of 

these resources allocated to the gear, with the exception of storage. OpenShift supports multiple 

gear configurations, enabling users to choose from the various gear sizes at application setup 

time. When an application is created, the Broker instructs a Node to create a new gear to contain 

the application. Cartridges represent pluggable components that can be combined within a single 

application. These include programming languages, database engines, and various management 

tools. Users can choose from built-in cartridges that are served directly through OpenShift, or 

from community cartridges that can be imported from a git repository. The built-in cartridges 

require the associated languages and database engines to be installed on every Node. 

 

6. OTHER PAAS 
 

In this section we are going to give brief introduction about Stratos, Stakato and mOSAIC open 

PaaS environments. 

 

6.1. Stratos 

 

Apache Stratos [5] is a highly-extensible PaaS framework that helps to run Apache Tomcat, PHP, 

and MySQL applications, and can be extended to support many more environments on all major 

cloud infrastructures. For developers, Stratos provides a cloud-based environment for developing, 

testing, and running scalable applications. In Single JVM deployment model Stratos could 

accommodate up to 100 cartridge instances. In a distributed deployment model Stratos could 

accommodate up to 1000 cartridge instances. 

 

6.2. Stakato 

 
Stackato [6] is open PaaS software based on Cloud Foundry, Docker and other open-source 

components. It has multi-tenancy capabilities and can be installed on internal infrastructure or 

public cloud. Multi-tenancy capabilities are important because they allow us to run multiple 
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applications on the same IaaS infrastructure. Stackato allows developers to automatically package 

applications into their own Docker containers and scales instances up or down on demand. 

Stackato provisions all required components, including languages, frameworks and service 

bindings, automates logging and monitoring, allows for automated application versioning and 

rollback. 

 

6.3. mOSAIC 

 
mOSAIC [9] is an open-source API and platform for designing and developing multi-Cloud-

oriented applications. The architecture has been designed with open and standard inter faces. The 

main goal is to provide a unified cloud programming interface which enables flexibility to build 

applications across different cloud providers. The main middleware components providing 

integration features are the Cloudlet, Connector, Interoperability, and Driver API. The Cloudlet 

and Connector API layers facilitate the integration into the target language environment which is 

used by the developers in their applications. The Driver API layer provides abstraction over 

resource allocation on top of the native resource API. Interoperability API is the middleware 

layer that integrates the connector API and compatible driver API implementations that could be 

written in different languages. It is a remote API that follows the model of RPC with 

functionalities including marshalling, request/response correlation, and error detection. Apart 

from its cloud integration features, mOSAIC framework is promised to have a semantic-oriented 

ontology for describing cloud resources. 

 

7. COMPARISON OF MAJOR PAAS 

 
This section compares the major open PaaS frameworks. Table 2 shows the basic functionality 

and its corresponding AppScale, Cloud Foundry, Cloudify, and OpenShift architectural 

components. 
Table 2.  Open PaaS Components comparison 

Functionality AppScale Cloud Foundry Cloudify OpenShift 

Core functionality AppController Cloud controller Manager Broker 

Providing third party database 

services 

Database Master Service Broker Agent Cartridge 

Routing of incoming traffic AppLoadBalancer Router Manager REST API 

Querying the state of  apps AppScale Tools Cloud controller CLI client Broker 

Messaging AppController Message Bus Manager Broker 

Application  instance 

management 

AppServer Droplet Execution 

Agent 

Agent Node 

Application state change AppLoadBalancer Health Manager Manager Broker 

Containerization Database Slave Warden Agent Gear 

Load balancing of user 

requests 

AppLoadBalancer Droplet Execution 

Agent 

Manager Broker 

Framework provider AppServer Blob Store Agent Cartridge 

 

Table 3 shows the AppScale, Cloud Foundry, Cloudify, and OpenShift PaaS supported languages 

(java, python, ruby), databases (MongoDB, MySQL, HBase) and frameworks (spring, rails, and 

flask). In OpenShift, languages and databases are supported in the form of cartridges. User 

defined cartridges are also allowed in OpenShift. Cloud Foundry provisions languages in the 
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form of build packs. Users can also pick to write their own build packs. Cloudify, Cloud Foundry 

and Openshift have extensible language support feature. 

 
Table 3. Language, Database and Frameworks supported by open PaaS 

 Languages Databases Frameworks 

AppScale Python, Java, Go, PHP Cassandra, HBase, 

Hypertable, MongoDB, 

SimpleDB, MySQL 

Django, Flask, 

Spring 

Cloud 

Foundry 

Java, Ruby, Scala, Node.js, 

Groovy, Grails, PHP, Go, 

Python 

MonogoDB, MySQL, 

PostgreSQL 

Spring, Rails, 

Grails, Play, 

Sinatra 

Cloudify Java, PHP, Ruby MySQL, MongoDB - 

OpenShift Java, PHP, Ruby, Python, Perl, 

JavaScript, Node.js 

PostgreSQL, MySQL, 

MongoDB 

Rails, Flask, 

Django, Drupal, 

Vert.x 

 

Table 4 shows the features support by AppScale, Cloud Foundry, Cloudify, and OpenShift 

platforms.  

 
Table 4.  Open PaaS Considerable Feature Support 

Features AppScale Cloud Foundry Cloudify OpenShift 

Relational database support Yes Yes Yes Yes 

NoSQL database support Yes Yes Yes Yes 

Horizontal Scaling Yes Yes Yes Yes 

Vertical Scaling No Yes No Yes 

Auto Scaling Yes No Yes Yes 

Spring Framework support Yes Yes No No 

 

8. CONCLUSIONS 

 
Cloud computing service models like Software as a Service (SaaS), Platform as a Service (PaaS), 

and Infrastructure as a Service (IaaS) are introduced in this paper. PaaS is explained in detail with 

the help of open PaaS packages like AppScale, Cloud Foundry, Cloudify, and OpenShift. 

AppScale components are explained in table format, Cloud Foundry components are explained in 

detailed with a diagram, Cloudify and OpenShift components are also explained. Stakato, Stratos 

and mOSAIC open PaaS environments also explained in this paper. Comparative study is 

performed among the AppScale, Cloud Foundry, Cloudify and OpenShift open PaaS componets. 
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ABSTRACT 
 

Cloud Computing is the industry whose demand has been growing continuously since its 

appearance as a solution that offers different types of computing resources as a service over the 

Internet. The number of cloud computing providers grows into a run, while the end user is 

currently in the position of having many pricing options, distinct features and performance for 

the same required service. This work is inserted in the cloud computing task scheduling 

research field to hybrid cloud environments with service-oriented architecture (SOA), dynamic 

allocation and control of services and QoS requirements attendance. Therefore, it is proposed 

the QBroker Architecture, representing a cloud broker with trading features that implement the 

intermediation services, defined by the NIST Cloud Computing Reference Model. An 

experimental design was created in order to demonstrate compliance to the QoS requirement of 

maximum task execution time, the differentiation of services and dynamic allocation of services. 

The experimental results obtained by simulation with CloudSim prove that QBroker has the 

necessary requirements to provide QoS improvement in hybrid cloud computing environments 

based on SOA. 

 

KEYWORDS 
 

Cloud Broker, Cloud Computing, SOA, QoS, dynamic service allocation, deadline, task 

scheduling algorithm, intermediation, NIST Reference Model. 

 

 

1. INTRODUCTION 

 
The growing adoption of cloud computing as a solution to infrastructure, platform or software 

offering as a service has grown so much (about 32.8% increase, according to a forecast by the 

Gartner Group [1] for the year 2015) that the market and the cloud computing environments are 

becoming increasingly crowded and complex. 

 



64  Computer Science & Information Technology (CS & IT) 

 

This complexity goes beyond the physical infrastructure of data centers, as currently the major 

trend has been the multiplicity of providers and the construction of complex organizations 

involving multiple data centers, such as cloud federations [2], the inter-clouds [3] [ 4], and hybrid 

clouds [5] [6], among others. In these approaches, the complexity is revealed when we try to 

provide resources for a range of users with different needs of applications and services [4], 

bearing in mind the possibility that the solution to the user request may be in an environment with 

multiple suppliers with infrastructure managed in completely different forms, i.e., it is a highly 

heterogeneous computing environment [3] [7]. 

 

To tackle problems arising from the allocation of cloud resources and meet the demands of users 

based on quality of service (QoS) requirements, there is now one of the most discussed topics in 

cloud computing research field: the intermediation process and task scheduling to cloud 

computing environments [3]. 

 

The recent works which focus their efforts on solving specific problems inherent in cloud 

environments, such as energy efficient consumption, allocation and migration of virtual machine 

instances, optimizations in data communication through computer networks within data centers 

[6] [8] [9] [10], among many other issues, implement, in their methodology, cloud brokers 

created with strict scheduling policies focused on system balancing for seeking specific goal. 

However, the new reality of brokering activity for cloud systems is the use of an intermediary 

architecture represented by a broker that may be multi-objective. 

 

This work relates to the task scheduling and intermediation activity research field, proposing a 

new Cloud Broker architecture, implemented as simulation entity for CloudSim, working this 

way as an extension to this cloud computing simulation toolkit. The Broker implemented has the 

characteristic of openness, i.e., is designed to be coupled to various modes of operation, using as 

a basis for such implementation the NIST Cloud Computing Reference Model [11] and the 

operation mode of intermediation services for the experiments.  

 

The remainder of this paper is organized as follows: Section 2 presents the related work reviewed 

and discussed; Section 3 presents in detail the new Cloud Broker Architecture implemented; 

Section 4 introduces the design of experiments and the simulation scenario designed to test the 

Cloud Broker; Section 5 consists of the discussion of the experimental results; Section 6 presents 

the final conclusion of the work; in Section 7 are presented the acknowledgements and the last 

section is a list of references. 

 

2. RELATED WORK 

 
The CloudSim Toolkit became an adopted framework for evaluating the test environments of 

many recent jobs published on the Cloud Computing research field, which mention the tool as 

relevant and capable of providing the necessary resources for modeling and simulation [12] [13] 

[14] [15] [16].  

 

In [17], the authors propose a cloud broker architecture for selecting a cloud provider from 

multiple providers’ instances. The cloud broker designed measures the QoS of each provider and 

sorts them according to the client's request requirements. For differentiation of cloud providers 

there is the Service Measurement Index (SMI), a relative index calculated to provide the 

requester a perception gap between the services of different providers. Proper provider selection 
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technique called TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) is 

based on the establishment of a ranking for selecting an appropriate cloud provider. The 

experimental results of this work were obtained from experiments on simulation CloudSim. It 

conducted a set of experiments considering 6 providers and the authors' conclusion was that the 

application of the chosen set of techniques allowed an efficient selection of cloud providers based 

on customer requirements. 

 

In another recent work which deals with the problem of service selection in cloud environments 

with multiple providers [18], the authors propose a project through a solution approach with a 

multi agent broker. The Jumper Firefly Algorithm was used in the implementation to reduce the 

execution time of make span time (response time) through a status table which records past 

behavior. The validation of all the propositions made at work was carried out with the aid of 

CloudSim simulation environment. In the experimental results, according to statements of the 

authors, the Firefly Jumper Mechanism is more effective than the standard Firefly Algorithm and 

other heuristics that were tested. 

 

In another related work that employ their efforts on rapid and effective execution of jobs sent by 

users to a cloud computing environment [19], the authors propose a communication framework 

between the broker elements and the virtual machines (VMs), seeking cost and execution optimal 

results, that was named Broker Virtual Machine Communication Framework (BVCF). The testing 

environment was constructed with assistance from CloudSim simulator and its API, creating VM 

scheduling policies based on cost. In the context of the simulated environment programming were 

also considered cloudlets scheduling and cloudlets relay, and the review of the implementation of 

the tasks execution was carried out through the Round Robin and FCFS policies. According to the 

results obtained in testing and analysis conducted by the authors of work, cost factors and task 

runtime are always the primary components of the constraints of service quality required by 

customer requests. 

 

In a job that believes in the growth of the computer market demand and the evolution of the 

industry into the era of cloud federations and inter-clouds [20], the authors state that the 

aggregate values to cloud services that will be most valued by customers will be pricing or 

ticketing policy, the allocation scheme of resources to provide the best performance as the signed 

service level agreements (SLA). The implementation of the work was carried out with the aid of 

CloudSim Toolkit version 3.0.3, whereby the authors implemented a broker for cloud federations, 

which works with the intermediation process, interoperability and negotiation of service requests. 

According to the authors and the experimental results, it is concluded that the resource allocation 

model based on QoS and reimbursement worked and successfully demonstrated the applicability 

and necessity of observation of the QoS degradation in complex environments inter-cloud. 

 

In a work that implements a new scheduling model for cloud computing environments called 

ICMS (Inter-Cloud Meta-Scheduling) [21], the researchers also created an extension of 

CloudSim Toolkit which was named SimIC (Inter-Cloud). The goal was to meet the complex 

simulation scenarios in which inter-clouds contexts are considered and the process of 

intermediation requests (cloudlets) is done by multiple cloud meta-brokers running dynamic 

management and real-time workloads received using a standard decision-making to made tasks 

scheduling. The metrics used for the analysis were Execution Time and RTT (Round Trip Time) 

and as modification factors of simulated environments were used different user submissions and 

computational requirements. From the comparative experimental results between the values 
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returned for the original CloudSim Toolkit and for the SimIC, it was possible to verify and 

conclude that there were considerable gains in the new algorithms implemented by the ICMS 

module, especially in the graphs comparing results of execution time metrics. 

 

All related work carried out have important features and contributions related to task scheduling 

to cloud computing systems using CloudSim. From the observation of all cloud broker 

implementations made in related work, it is possible to see the existing gap on the issue of 

standardization of a broker architecture that can be used in order to mix and permit the 

development and application of various types of scheduling strategies considering multiple 

service quality factors considered in the related articles. In this paper, the simulation environment 

includes a QBroker Entity with QoS negotiation for incoming requests, adding a set of desirable 

characteristics in simulation scenarios that want to provide more realistic and similar results to 

the real-world cloud systems. 

 

3. CLOUD BROKER PROPOSED ARCHITECTURE 

 
This section will present the cloud broker architecture designed in this work, which was named 

QBroker (QoS Broker). The goal of the implementation was to add features to existing 

DatacenterBroker class in CloudSim API. The version of CloudSim considered in the 

implementation of the extension was to 3.0.3.   

 

As already mentioned, the main implementation consists of a subclass of DatacenterBroker class, 

which is in org.cloudbus.cloudsim package, which was called QBroker. It is important to note 

that DatacenterBroker class also has an inheritance relationship with SimEntity class belonging to 

org.cloudbus.cloudsim.core package. Through inheritance it was possible to harness and hone, in 

QBroker class, methods previously inherited from SimEntity and DatacenterBroker classes. 

3.1 QBroker Operation Modes 

One of the major new features implemented in the QBroker class is related to the operating 

modes of this component in cloud architecture. According to the reference model of the NIST 

[11], the operating modes are the directives that guide how cloud brokers entities must meet 

customer requests and relate to the resources of service providers. Thus, NIST defines three main 

models of operation: intermediation, aggregation, and arbitrage. The definition of each of the 

operation modes of a cloud broker, according to direct reference to NIST [11] model, is presented 

below: 

 

� Intermediation: A Cloud Broker can increase the performance of a given service 

increasing any specific capacity and providing value-added services to customers. Such 

performance improvement can be achieved with the management of services, identity 

management, performance reporting, enhanced security, among others. 

 
� Aggregation: A Cloud Broker can combine and integrate multiple services in one or 

more services. The Broker provides data integration and ensures secure data 

communication between client and provider. 
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� Arbitration: the arbitration operation mode is similar to the Services Aggregation, with 

the exception that the services that are grouped are not fixed. In services arbitration, a 

cloud broker has the flexibility to choose services from multiple providers’ services. To 

perform such activity, for example, the broker can use a credit scoring service to evaluate 

and select the provider with the best reputation for that type of service requested by the 

customer. 

The new QBroker entity was developed seeking the implementation of all the above operating 

modes, however, for this specific paper, a version of QBroker is presented in which only the 

services intermediation operation mode has been developed. 

3.2 QBroker Services Intermediation 

The process of services intermediation defines some actions for cloud broker in its task as 

mediator between customers and cloud providers. Increase one or more capabilities of a given 

service mean improving the quality of service. Therefore, this increase in the providers' service 

QoS can be achieved in many ways, so that the NIST reference model left open the possibility for 

the cloud brokers developers.  

 

In this work, the mode of operation of intermediation services was designed to allow that QBroker 

negotiates the execution of individual requests (cloudlets) with one or more cloud service 

providers, giving priority to the QoS parameters required by the client and also ensuring the 

quality of the services, so that, by detecting a degradation of service, the Broker acts allocating 

new resources (VMs and/or services instances), in order to maintain the satisfactory execution 

performance and the compliance with other requirements in the requests. 

The operating procedure for activity flows related to QBroker Services Intermediation Algorithm 

is shown in Figure 1, formatted as an UML Activity Diagram (Unified Modeling Language). 

Adjustments were made in Cloudlet class from org.cloudbus.cloudsim package, in which the 

following class attributes have been added:  

 

� maxExecutionTime: variable type double in which is stored the maximum execution time 

or execution deadline. 

� service: variable type int to mark the requested service id. 

� arrivalTime: variable type double that hosts the arrival time of cloudlet at the broker. 

� clientID: variable type int used to identify the source client of a request. 

� sendTime e receiveTime: are variables of type double that are used to store the time of 

submission of the request by a client and the receipt of cloudlet executed on the client. 

It is interesting to notice that this intermediation mode of operation in QBroker is always looking 

to accomplish the QoS requirement of maximum execution time. This makes the implementation 

of the operation mode fairly close to the services intermediation definition of NISTCloud 

Computing Architecture [22]. 

 

This characteristic also allows customers to get the results of your requests with quality of service 

in a hybrid cloud computing environment, always giving priority to the allocation of resources in 

private cloud and, when needed, allocating resources in the public cloud. 
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Figure 1: Activity Diagram of QBroker Service Intermediation Operation Mode 

 

3.3 QBroker Class Simulation Events 

 
The simulation entity QBroker has some specific events that were created in addition to support 

several actions that should occur during the simulation time. For receiving individual requests 

(cloudlets) the event NEW_CLOUDLET_ARRIVAL was created, through which the cloud 

broker may receive individual cloudlets during the simulation. It is responsible for receiving task 

routines, booking and forwarding to the scheduling function and subsequent job submission to a 

datacenter. 

3.4 QBroker class Relationship with other simulation components 

To perform its functions during the execution of the simulations, the QBroker entity works 

together with other two important classes implemented in addition: MetaCloudletScheduler class 

and RequestMonitor class (which is also an extension of SimEntity class). These three classes 

coexist in the same package named br.icmc.usp.lasdpc.BeQoS.classes. 
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The QBroker class has an instance of RequestMonitor class, in this way, whenever an event of 

arrival of individual or in group request occurs, the QBroker signals the event of arrival so that 

the RequestMonitor entity receives such notification and account the requests received in cloud 

broker. The MetaCloudletScheduler class serves as support for QBroker, having all methods that 

implement the desired scheduling strategies for the cloud computing environment. It is through 

this class that QBroker is no longer a cloud broker with a rigid systematic task scheduling, 

offering now the possibility of implementing other scheduling methods. In MetaCloudlet 

Scheduler are methods that allow different types of verification related to resources, whether 

VMs or services, so that the mediation process is successful. 

 

4. DESIGN OF EXPERIMENTS 
 
In this work were planned three sets of experiments in order to test and demonstrate the features 

implemented in the intermediation process performed by QBroker. All experiments were repeated 

10 times, each repetition during 9000 seconds (simulation time based on the clock tick of 

CloudSim) with 95% confidence interval according to the T-Student Table. 

 

4.1 Datacenter and Virtual Machine Configuration 

 
The characterizations adopted for cloud computing simulated scenario were standardized to the 

three sets of experiments. The scenarios are set up with private cloud or hybrid cloud. The 

datacenter configurations for private cloud are demonstrated in Table 1. 

 
Table 1: Settings for Private Cloud Infrastructure. 

 

Private Datacenter – Host Configuration 

MIPS/Core: 10000 

Cores/Host: 4 

RAM: 8000 Mb 

Network Bandwidth: 1000 Mbps 

Storage: 500000 Mb 

OS: Linux 

VMM: Xen 

Total Number of Hosts: 5 

The settings of the VMs from private cloud datacenter are shown in Table 2. 

 
Table 1: Settings for Private Cloud VMs. 

 

Private Datacenter – VM Configuration 

MIPS/Core: 10000 

PEs Number(Core): 1 

RAM: 2000 Mb 

Network Bandwidth: 100 Mbps 

Image Size: 125000 Mb 

VMM: Xen 

Total Number of VMs: 20 

The settings used in the simulation scenario with hybrid cloud computing are designed with a 

public cloud datacenter with settings as demonstrated in Table 3. 
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Table 3: Settings for Public Cloud Infrastructure. 

 

Public Datacenter – Host Configuration 

MIPS/Core: 20000 

Cores/Host: 8 

RAM: 32000 Mb 

Network Bandwidth: 10000 Mbps 

Storage: 1000000 Mb 

OS: Linux 

VMM: Xen 

Total Number of Hosts: 2 

 

In the implemented simulation scenario, a total number of 10 VMs on public cloud datacenter 

was created. The settings for Public VMs are shown in Table 4. 

 
Table 4: Settings for Public Cloud VMs. 

 

Public Datacenter – VM Configuration 

MIPS/Core: 20000 

PEs Number(Core): 1 

RAM: 4000 Mb 

Network Bandwidth: 1000 Mbps 

Image Size: 250000 Mb 

VMM: Xen 

Total Number of VMs: 10 

 

Also related to cloud computing simulated scenario, the client layer settings were implemented 

considering a systematic of service demand generation and a fixed amount of customers. 

 

4.2 Service Demand and Client Settings 

 
With regard to service demand generating, a table of service identifiers and their demands in MI 

(millions of instructions) has been implemented. The service demand for each cloudlet is 

assigned based on the requested service ID as a specific exponential distribution for each service. 

The exponential distribution considered has average value of 70000 MI. The total number of 

possible services, which were considered in the scenario, is 5. It is important to remember that the 

demand for MI is applied to the length field of each cloudlet, which specifies the size of each 

task. The services demand values considered in the experiments are listed in Table 5. 

 
Table 2: Service Demand Settings. 

 

Service ID Demand (MI) 

S1 30000 

S2 50000 

S3 70000 

S4 90000 

S5 110000 

 

The amount of client entities was set to 150 units for all scenarios. The client type configuration, 

which sets the simulation time client entity operating mode, it was sending requests in real time, 

meaning that the requests are sent by clients during the course of CloudSim logical clock, 

creating a more realistic and reliable arrival process to the real world. The generation of service 
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IDs to be inserted into each request was also made in a random manner considering only 5 

services. 

 

To make the heterogeneous service demand, a method in the Client class generates random 

values that are associated with a service ID as a distribution in percentage. This distribution 

created can be seen in Table 6. 

 
Table 3: Distribution of services random generation to the requests of client entities 

 

Service ID Distribution (%) 

S1 5.0  

S2 15.0  

S3 60.0  

S4 19.0 

S5 1.0  

 

Still referring to the configuration of client entities, it is important to note that the QoS attribute 

considered in each cloudlet was the maximum execution time (maxExecutionTime). To obtain the 

value of QoS constraint field was developed a method in the Client class to ensure that the 

generation of the maximum execution times are proportional to the size of each cloudlet.  

 

Based on common settings that were explained, it was possible to obtain meaningful simulation 

results, influencing the response variables considered in the experiments, which will be detailed 

in the next section, 

 

4.3 Considered Response Variables 

 
For obtaining feedback values in sets of experiments, were selected three response variables that 

are described below: 

 

� Response time: measured in seconds considering the amount of time expended in 

sending a request to the VM from one provider and its return back to the client. 

 

� Percentage of Processed Requests: consider the requests that were processed with 

Success status. 

  

� Percentage of Unanswered Requests: consider the requests which could not be met by 

the cloud broker because not meet the QoS requirement of maximum execution time 

(maxExecutionTime). 

 

5. RESULTS AND DISCUSSION 

This section presents information regarding the results of the three sets of executed experimental 

plans. 

5.1 Disclosure of QoS Scenario 

The first scenario that will be discussed is the disclosure of QoS. Table 7 summarizes the 

experimental design created for the scenario in question. Abbreviations found in tables 7, 8 and 9 
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on the number of VMs field whose acronyms are PRV and PUB, refer, respectively, Private 

Cloud and Public Cloud. 

 

As can be seen by observing Table 7, experiments with Round Robin Algorithm were compared 

with experiments using QBroker Services Intermediation Algorithm dealings with or without 

QoS. 
Table 7: Experimental design for disclosure of QoS scenario. 

Experiment 

ID 

Task Scheduling 

Algorithm 

Cloud 

Type 

Number 

of VMs 

Number of 

Allocated Services 

A Round Robin Private PRV=20 - 

B Round Robin Hybrid PRV=20+PUB=10 - 

C Intermediation with QoS Private PRV=10 5 

D Intermediation with QoS Hybrid PRV=20+PUB=10 5 

E Intermediation without QoS Private PRV=20 5 

F Intermediation without QoS Hybrid PRV=20+PUB=10 5 

 

In the experiments with intermediation were allocated the five services considered the 

environment in all VMs in order to make a fair comparison with the Round Robin, which does 

not have the service selection policy. The results concerning the variable average response time 

set out in Figure 2. 

 

The obtained results for average response time variable (Figure 2) show that, in private cloud 

scenarios (experiments A, C and E), QBroker intermediation algorithm proved to be efficient, 

since in experiment A with Round Robin, the response time was 49.08 seconds while in the 

experiment E, with intermediation without QoS, obtained better performance with an average 

time of 45.13 seconds (about 5.8% faster). Still by comparing experiment A with the experiment 

C, i.e., considering the intermediation with QoS, the performance was even better against the two 

other experiments, obtaining the value of 18.12 seconds (about 63.08% faster than the experiment 

A and 59.85% faster than the experiment E). 

 

 
Figure 1: Average response time graph for disclosure of QoS scenario 

 

Although the results with average response time (Figure 2), considering the experiments with 

hybrid cloud scenarios (experiments B, D and F), the QBroker intermediation algorithm also 

showed gains in efficiency and performance. The experiment B, which considered using Round 

Robin had the average response time of 30.86 seconds, while the experiment F considering 

intermediation without QoS, got 19.32 seconds, which means better performance (about 37.40% 
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more fast). In experimental examination of experiment D, considering intermediation with QoS, 

the average value obtained was better than the other two experiments, resulting in 17.57 seconds 

(about 43.07% faster than Experiment B and 8.9% faster compared to experiment F). 

 

These results corroborate the premise of this paper that the new QBroker Architecture provides 

performance gains for a major response variables observed by end users of cloud computing 

systems, that is, the response time for service requests. 

 

It is also possible to visualize differences in how the task scheduling algorithms behave in the 

simulation scenarios according to the variables of percentage of processed requests and 

percentage of unanswered requests. According to the results presented by the response variables 

relating to percentages of processed and missed requests (Figures 3 and 4) stand out from the 

experiments C and D, which considered scenarios with private and hybrid cloud respectively, 

using intermediation algorithm with QoS, because it was the only restrictive scenarios on the 

issue of rejection of requests because of violation of the maximum execution time 

(maxExecutionTime) QoS parameter. 

 

 
Figure 2: Average percentage of processed requests graph for disclosure of QoS scenario. 

 
Figure 3: Average percentage of unanswered requests for disclosure of QoS scenario. 

In experiment C (according to Figures 3 and 4), as the need arises to keep QoS deadline informed 

as attribute for each request (cloudlet), QBroker processed 21.09% of the requests sent by clients 

and rejected others 78.92%. In the experiment D, using the same premise, the QBroker processed 

79.72% of the requests and rejected others 20.28%. In other experiments there was no rejection of 
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requests registered and the response variable percentage of processed requests obtained the 

constant value of 100%. 

5.2 Service Differentiation Scenario 

In the second experiment scenario, the objective was to evidence the service differentiation by 

varying the amount of allocated services in the virtual machines. The characteristic to 

differentiate services by the use of identifiers approaches QBroker Architecture of cloud brokers 

compatible with service-oriented architectures (SOA). Table 8 shows the planning of the current 

scenario of experiments. 

 

According to the experiments plan (Table 8), it is possible to check that the setting of 

experiments is a variation of the experimental design originally done in disclosure of QoS 

scenario. The experiments C', D', E' and F' have the same scenario characteristics as, respectively, 

experiments C, D, E and F, however, the number of services allocated in the machines is 

different. In the experiments C, D, E and F are allocated 5 services in all instantiated VMs while 

in experiments C', D', E' and F' the amount of allocated services in the VMs is 2. It should be 

remembered that in all scenarios where the QBroker used intermediation algorithm, existing 

services use identifiers numbered from 1 to 5. 

 
Table 8: Design of experiments for service differentiation scenario. 

 

Experiment 

ID 

Task Scheduling 

Algorithm 

Cloud 

Type 

Number 

of VMs 

Number of 

Allocated Services 

C Intermediation with QoS Private PRV=20 5 

D Intermediation with QoS Hybrid PRV=20+PUB=10 5 

E Intermediation without QoS Private PRV=20 5 

F Intermediation without QoS Hybrid PRV=20+PUB=10 5 

C' Intermediation with QoS Private PRV=20 2 

D' Intermediation with QoS Hybrid PRV=20+PUB=10 2 

E' Intermediation without QoS Private PRV=20 2 

F' Intermediation without QoS Hybrid PRV=20+PUB=10 2 

 

The information of the results of the services differentiation scenario regarding the average 

response time are shown in Figure 5.  

 

It is possible to see, through the table 8, that the number of services for each VM in this scenario 

is preset at the beginning of simulation, so there is no occurrence of attempted allocation of new 

services. In the specific case of the experiments C', D', E' and F', the instantiated services in each 

VM uses a method of normal distribution for the 5 considered services. 

 

According to Figure 5, for this disclosure of service differentiation scenario, it is possible to note 

that experiments C and D have the very close results, although not statistically equivalent. 

Comparing experiments C and C', it can see that C' got an average response time faster with 

15.13 seconds. The same situation occurs with the experiments D and D', in which case the 

experiment D' performed better response time, which value was 14.02 seconds.  
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Figure 4: Average response time graph for service differentiation scenario. 

 

The justification for these values is precisely the question of the distribution of services, as in the 

case of experiments C and D, all possible services are instantiated on all scenario's VMs, so that 

while it may offer more scheduling possibilities for requests, end up making higher the size of 

average queue, and in this situation, there is a decrease in response time variable and there is also 

a discard percentage slightly higher. 

 

Experiments with only two services and use of intermediation with QoS (as Figure 5), i.e., C' and 

D', although become the most restrictive scenario for scheduling options of requests for VMs, 

generate an average queue time differentiated of a VM to another, because those services whose 

demand exponential function are larger are not instantiated on all VMs, leading to this situation 

in particular, a better performance in response time variable. 

 

Also relating to information from experiments in Figure 5, in experiments E, F, E' and F', the 

results have another positioning. As in experiments E and F has all instantiated services in all 

VMs of the scenarios and the availability ends thus being wider, and, as already explained, 

considering that the last activity of intermediation without QoS is schedule the request to the VM 

that has the service requested instantiated with the lower queue, in such cases, scenarios with 

more services offer more scheduling opportunities, which makes the values of average times of E 

and F the experiments, i.e., 45.13 seconds and 19.32 seconds respectively, perform better than the 

experiments E' and F' having two instantiated services in all scenario's VMs. 

 

The figures 6 and 7 have the performance graphs of percentage of processed and missed requests 

to the current experiments scenario.  

 

To disclosure a little more the argumentation for the average response time variable, it is possible 

to observe, as figures 6 and 7, that experiments C and D gave a lower value in terms of processed 

requests and in turn, higher percentage of unanswered requests (figure 7) as arguments already 

provided on considerations involving the response time variable. 

 

According to figures 6 and 7, in other experiments (E, F, E' and F') which do not consider the 

QoS parameter maxExecutionTime, always get 100.0% of processed requests, so that there are no 

unanswered requests.  
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Figure 6: Average percentage of processed requests graph for service differentiation scenario 

 

 
Figure 7: Average percentage of unanswered requests graph for service differentiation scenario 

 

5.3 Dynamic Service Allocation Scenario 

 
In the third experiments scenario the main objective was to highlight the dynamic allocation of 

services at runtime conducted by QBroker. Table 9 has the experiments planning information 

created for the experimental scenario explained. 
 

Table 9: Experimental design of dynamic services allocation scenario. 

 

Experiment 

ID 

Task Scheduling 

Algorithm 

Cloud 

Type 

Number of VMs Number of 

Allocated 

Services 

C' Intermediation with QoS Private PRV=20 2 

D' Intermediation with QoS Hybrid PRV=20+PUB=10 2 

E' Intermediation without QoS Private PRV=20 2 

F' Intermediation without QoS Hybrid PRV=20+PUB=10 2 

C'' Intermediation with QoS Private PRV=(10 + 10 Stdby) 2 

D'' Intermediation with QoS Hybrid PRV=(10 + 10 Stdby) + PUB=(10+10 Stdby) 2 

E'' Intermediation without QoS Private PRV=(10 + 10 Stdby) 2 

F'' Intermediation without QoS Hybrid PRV=(10 + 10 Stdby) + PUB=(10+10 Stdby) 2 
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According to the experiments plan (Table 9), it is possible to note the fact that were made a 

combination of experiments with fixed number of services (C', D', E' and F') with four other 

experiments that perform dynamic allocation of services. It can also to note that in the private 

cloud experiments, only 5 VMs have 2 instantiated services while the other 15 VMs remain in 

standby state. In the scenario with hybrid cloud, private cloud is initialized with the same 

previous configuration and the public cloud is initialized with all the VMs in standby state. 

 

The results concerning the average response time variable for current scenario are shown in 

Figure 8.  

 

From graph analysis, it can be observed that the experiments which consider intermediation 

algorithm with QoS (C', D', C'' and D'') have a difference in performance, is noted that the 

experiments with dynamic service allocation the response time was longer.  

 

The response time in experiment C', which considered static service allocation and private cloud 

was 14.66% faster than C'', with dynamic service allocation. A similar situation occurs between 

experiments with hybrid cloud in the scenarios, i.e., the experiment D', considering static service 

allocation, obtained response time of 17.67% faster than the experiment D'', which used dynamic 

service allocation. This result was expected because, at the beginning of the execution of 

simulation experiments, the experiments C'' and D'' has only 5 VMs available for task scheduling, 

so the dynamic allocation of services is executed when there is real necessity due to the breach of 

QoS parameter maximum execution time.  

 

 
 

Figure 5: Average response time graph for dynamic service allocation scenario. 

 

Still referring to Figure 8, the experiments that have been configured with intermediation without 

QoS (E', F', E'' and F'') have a different result because, in this particular case, the experiments 

with dynamic allocation of services have outstanding difference, with better performance. 

Experiments E' and F' start with 2 services using a normal distribution. Due to this justified 

reason, the experiments E 'and F' end up having a lower performance for response time variable 

because the arrangement of services is predefined at the start of the simulation.  

 

The experiments E'' and F'', have only 5 VMs that are initially initialized with services using the 

same uniform distribution method. Thus, by effecting on demand service allocation, they have 
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significant advantage, since the services are allocated on the basis of real need and as services are 

required in requests.  

 

Figures 9 and 10 present the result of information of variable percentage of processed and missed 

requests. The experiments in which used the intermediation algorithm without QoS (E', F', E'' and 

F'') have a similar behavior, i.e., the variable percentage of processed requests in these 

experiments was 100.0% and there was no unanswered request.  

 

 
Figure 6: Average percentage of processed requests graph for dynamic service allocation scenario. 

Already in the experiments with intermediation with QoS, in the case of experiments considering 

private cloud C' and C'', their values have percentages of processed and unanswered requests 

next, revealing a similar behavior in the restricted environment of private cloud resources. As for 

experiments D' and D'', which consider hybrid cloud, the experiment D'' achieved a better result 

because,  processed a higher percentage of requests, this takes place, as already explained, 

because of the dynamic service allocation at runtime, what revealed a QBroker feature, that 

makes the attendance to virtual clients more profitable and causes almost an adaptive effect when 

you look at the records of the allocation of services performed during the execution of the 

experiment in CloudSim output report. 

 

 
Figure 7: Average Percentage of unanswered requests for dynamic service allocation scenario. 
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The results of this scenario show that the resource of dynamic service allocation, present in 

QBroker service intermediation operation mode, is an important differential in the reproduction 

of real situations of task scheduling to cloud computing systems. 

6. CONCLUSION 

In this work was presented a cloud broker architecture that provides several features to obtain 

QoS in hybrid cloud computing environments. To this end, it was implemented, based on the 

service intermediation definition of NIST cloud computing reference model, a task scheduling 

policy that considers maximum deadlines for execution of service requests, the allocation control 

and management of the amount number of services in each VM and the dynamic service 

allocation on-demand during the execution of simulations. These three key features help the 

intermediator component of the architecture, that is, help the QBroker to increase the QoS of the 

services requested on demand, a fact that has been proven through design of experiments 

performed and presented in three scenarios.  

 

It is worth noting that the Broker is a component that is part of a cloud computing architecture 

called CloudSim BEQoS (Bursting Energy and Quality of Service), developed by the Laboratory 

of Distributed Systems and Concurrent Programming (LaSDPC), which is linked to the ICMC 

University of São Paulo Campus of São Carlos. The results presented in this work highlight the 

functionality of QBroker operation mode named as service intermediation (with or without QoS). 

As the information presented from experimental results, it is possible to see the interesting 

contributions on the simulation of hybrid cloud computing environments through CloudSim 

coupled to QBroker, MetaCloudletScheduler and other components of BEQoS Architecture. 
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ABSTRACT 

 

Deployment of using cloud services as a new approach to keep people's platforms, 

Infrastructure and applications has become an important issue in the world of communications 

technology. This is a very useful paradigm for humans to obtain their essential needs simpler, 

faster ,more flexible, and safer than before. But there are many concerns about this system 

challenge. Security is the most important challenge for cloud systems. In this paper we design 

and explain the procedure of implementation of a new method for cloud services based on multi 

clouds on our platform which supplies security and privacy more than other clouds. We 

introduce some confidentiality and security methods in each layer to have a secure access to 

requirements. The architecture of our method and the implementation of method on our selected 

platform for each layer are introduced in this paper. 
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Cloud 

 

 

1. INTRODUCTION 

 

"Cloud computing is a model for enabling convenient, on-demand network access to a shared 

pool of configurable computing resources (e.g., networks, servers, storage, applications, and 

services) that can be  rapidly provisioned and released with minimal management effort or 

service provider interaction." This is NIST’s (National Institute of Standards and Technology) 

definition of cloud computing. Definition of cloud computing is based on five attributes: multi 

tenancy (shared resources), massive scalability, elasticity, pay as you go, and self-provisioning of 

resources.Cloud data can take many forms. For example, for cloud-based application 

development, it includes the application programs, scripts, and configuration settings, along with 

the development tools. For deployed applications, it includes records and other content created or 

used by the applications, as well as account information about the users of the applications.  
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Data that is stored on cloud  must be secured while at rest, in transit, and inuse, and access to the 

data needs to be controlled. Standards for communications protocols and public key certificates 

allow data transfers to be protected using cryptography.Currently, the responsibility for 

cryptographic key management falls mainly on the cloud service subscriber. 

 

Threewidely referenced service models have evolved: 

 

• Software-as-a-Service (SaaS) enables a software deployment model in which one or 

more applications and the computing resources that run them are provided for use on 

demand as a turnkey service. It can reduce the total cost of hardware and software 

development, maintenance, and operations. 

 

• Platform-as-a-Service (PaaS) enables a software deployment model in which the 

computing platform is provided as an on-demand service which applications can be 

developed upon and deployed. It can reduce the cost and complexity of buying, housing, 

and the managing of hardware and software components of the platform.  

 

• Infrastructure-as-a-Service (IaaS) enables a software deployment model in which the 

basic computing infrastructure of servers, software, and network equipment is provided 

as an on-demand service upon which a platform to develop and execute applications can 

be founded. It can be used to avoid buying, housing, and managing the basic hardware 

and software infrastructure components. 

 

In September2009, IDC Enterprise Panel held its annual survey on cloud computing 

organizations about the most important challenges of cloud services. The result of this survey 

showed security among people who want to use cloud services is the most important challenge. 

Figure 1 shows the result in percentage of the survey's concerns.  

 

So if we want cloud computing as a useful service we should provide confidentiality and security 

for it to reduce this concern. Otherwise clouds can't reach a good position among people for 

using. 

 

Cloud users and providers have many concerns about using it as a new technology. When 

considering using a cloud service, the user must be aware of the fact that all data given to the 

cloud provider leaves his/her own control and protection sphere.    

 
Figure 1. Result of percentage of survey's concerns by IDC, 2009 
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Even more so, if deploying data-processing applications to the cloud (via IaaS or PaaS),a cloud 

provider gains full control on these processes. If an attacker is able to intrude the cloud system, 

all of the data and processes of users operating on that cloud system, may become subject to 

malicious actions by that attacker. So the methods that cloud providers use to protect their clouds 

from threats and also the policy for accessing to the cloud by the users must be declared. 

 

2. SECURITY THREATS FOR CLOUDS 

 

As described security is the most important concern in cloud computing. This issue is organized 

into several general categories: trust, architecture, identity management, software isolation, data 

protection, and availability. So many threats to cloud computing can exist.  

 

CSA(Cloud Security Alliance) is a research group on cloud security. They released their research 

results as “Top Threats to Cloud Computing” in 2010 in which they introduce the 7 top threats to 

clouds security challenges. The top threats they released consist of : 

 

• Abuse and Nefarious Use of Cloud Computing 

• Insecure Application Programming Interfaces 

• Malicious Insiders 

• Shared Technology Vulnerabilities 

• Data Loss/Leakage 

• Account, Service & Traffic Hijacking 

• Unknown Risk Profile 

 

The purpose of these are to provide desirable context to assist organizations in making educated 

risk management decisions regarding their cloud adoption strategies. 

 

For the common case of a cloud provider hosting and processing all of its user’s data, an 

intrusion would immediately affect all security requirements: accessibility, integrity, and 

confidentiality of data and processes may become violated,and further malicious actions may be 

performed on behalf of the cloud user’s identity. 

 

So providing a strong trusting relationship between the cloud providers and the cloud users is still 

indispensable.Providers should make and represent their security solutions for cloud threats to 

decrease consumer and organization's concerns. 

 

Security must be provided in each layers of clouds. If we only have a safe physical layer, users 

will still have concerns about network layers, application layers and others. Although security 

approach should being applied on all cloud services contains infrastructure-as-a-service (IaaS) 

security, providers’ platform-as-a-service (PaaS) security and software-as-a-service (SaaS) 

security. 

 

So our method should be complete and shouldn’t allow any attackers to access or change our 

cloud's content.  

 

Security problems for clouds do not have any real comprehensive solutions and existing cloud 

security is in its infancy. There is a need for an approach to cloud security that is holistic, 

adaptable, and reflects client requirements. 
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Cloud providers and researchers all over the world worked on this issue and tried many solutions 

to reduce security risks of the cloud and they reached some solutions for each threat such as 

authentication, authorization and identification to provide confidentiality, isolation and 

encryption of cloud data in other layer. But cloud computing becomes bigger and bigger and its 

challenges grow too. 

 

3. SECURE CLOUD BASED ON MULTICLOUDS METHODOLOGY 

 

Cloud costumers and users worry about using this phenomenon today. We decided to suggest a 

useful method to decrease cloud's security threats of which we then designed its architecture. And 

last,we used a platform to implement our security model . We will now explain these steps. 

 

Our method is based on multiple clouds. In other words we use this model to create a secure 

cloud. We think this model increases our cloud's transparency for consumers and decreases some 

user's concern about the complexity of clouds and their type of  needs of our requests for variety 

of access level. We have some clouds in our model's architecture that user's data has been put on 

them. Our clouds are nested and each of them have an access level that according to the needs, 

this data put on each of them. 

 

For choosing which cloud layer we want to put our data in, first after connecting to the server it 

asks us about which cloud we want to save our data. In other word we design a contract that 

forces clients to choose their level of storage and give their username and convert it to hash and 

save it. The server should sign an international security communication protocol mutuall to 

ensure user data security and save or recover their data in any circumstances. As we described 

one of the most common compliance issues facing an organization is data location. In our method 

we use external audits and security certifications to alleviate this concern. These certifications are 

different in various countries and it depends on where our method swere used for example 

DSS(Data Security Standards), The EC Data Protection Directive, GLBA (The Gramm-Leach 

Bliley Act), CPNI (The FCC Customer Proprietary Network Information rules) and so on. 

 

Availability is one of our main targets for our secure cloud method. Availability means that an 

organization has its full set of computing resources accessible and usable at all times. It can be 

affected temporarily or permanently, and a loss can bepartial or complete. Denial of service 

attacks,equipment outages, and natural disasters are all threatsto availability.The level of 

reliability of our cloud service and also its capabilities forbackup and recovery is taken into 

account inthe organization’s contingency planning to address the restoration and recovery of 

disrupted cloud layers and operations, using alternate services, equipment,and locations. 

 

In our method we describe a cloud that is in the outer surface. We named this cloud "Cloud by 

public access" and called it CBPA as abbreviation. This is a public cloud.  All of our clouds are in 

this. Data and application that put in CBPA don’t have any protection. So in this layer of our 

cloud, typically, we have some costumer's data, open source programs and applications and 

platforms which they don’t want to do any security method or authentication on it. (So 

developers don't put any preventive method from intruders attack on it. Here is a diagram of our 

cloud in which CBPA is determined. 

 

Notice that everyone can have access to all things that are put in this layer so all of the data that’s 

put in this layer is not secure and costumers shouldn't put their important data on it. This is 



Computer Science & Information Technology (CS & IT)                                  87 

 

appropriate for only open source applications or infrastructures or data that they want to show to 

all costumers. This access level can increase transparency of our cloud and access to this layer is 

faster than other layers but it has less security than other layers of our method. 

 

Besides authentication, the capability to adapt user privileges and maintain control over access to 

resources is also required, as part of identity management. Standards like the Extensible Access 

Control Markup Language (XACML) can be employed to control access to cloud resources, 

instead of using a service provider’s proprietary interface. XACML focuses on the mechanism 

for arriving at authorization decisions, which complements SAML’s focus on the means for 

transferring authentication and authorization decisions between cooperating entities. Messages 

transmitted between XACML entities are susceptible to attack by malicious third parties, making 

it important to have safeguards in place to protect decision requests and authorization decisions 

from possible attacks, including unauthorized disclosure, replay, deletion and modification. 

 

 
 

Figure 2. Secure Cloud Architecture base on Multi Clouds 

 

This cloud type includes two types of private clouds: "cloud by group access (CBGA)" and 

"cloud by personal access (CBPeA)"that_are in the CBPA. 

 

Another cloud in our model that we want to define is "cloud by group access (CBGA)" that 

located in CBPA. In other wordsthis layer is a branch of our multi cloud model that is in cloud by 

public access and provides different access level for data.In this layer we considered some 

security solutions for accessing the contents. 

 

Group access means having some users in a group by identical access level. This model is useful 

for companies, organizations or any groups that want to have a cloud to put their data in 

platforms on it for their clients to read, write and edit their information. In our design for this 

cloud we put some security proceeding to have a more secure level. As we explained before for 

access to secure clouds we should provide confidentiality. So in this level we 

supplyconfidentiality by three security methods: Identification, authentication and authorization 

and supply cloud security by isolation of data. As a service provider we have to ensure dynamic 

flexible delivery of service and isolation of user resources. For doing this security level we used 

OpenStack platform and it used two layers for isolating data. 

 

This method here is performed in two levels: first we do these work to authenticate the user that 

was in this CBGA which this level eliminate one of the most important concerns of cloud 

consumers but after this security level because we want attackers or Intruders can't access to 

group's information or to prevent information access by illegal clients, when one of our privileged  
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clients loses his/her public keys we introduce a second level for this type of cloud that is used to 

authenticate person who is in the group. This authentication method is used for group members to 

secure their access on groups and make group safe. 

 

 
Figure 3. Architecture of CBPeA and ABGA 

 

Another cloud _ we designed is "cloud by personal access (CBPeA)" that is suitable for saving 

personal data.  

 

In this cloud we have some solutions to keep data secure too. Usage of this type of cloud is more 

than other types because all of the consumers can save their information on this cloud layer 

which only they can access and it provides confidentiality and isolation of data like CBPA. But 

we have some difference in this cloud designing. CBPeAconsists another cloud in itself named 

"cloud by secure personal access (CBSPeA) that is more secure than normal personal access. In 

this type we designed encryptionfor data that consumers want to save in addition to the 

authentication, authorization, identification and isolation. 

 

So we have a secure cloud in this layer that no one can access _ unless main users whose data it 

is. This cloud is appropriate for user information that is personal and they want to be more secure 

than other information for example they can put their confidential documents, personal tools or 

anything that they don't want anyone to access _. Here is the view of this cloud type in our model. 

 

4. IMPELEMENTATION OF METHOD ON OPENSTACK PLATFORM 

 

So we designed our method and explained our architecture.For implementing our cloud model we 

use OpenStack platform. OpenStack offers open source software to build public and private 

clouds.This platform has three main components: Compute, Object Storage, and Image Service. 

OpenStack Compute is a cloud fabric controller, used to start up virtual instances for either a user 

or a group. It's also used to configure networking for each instance or project that contains 

multiple instances for a particular project. OpenStack Object Storage is a system to store objects 

in a massively scalable large capacity system with built-in redundancy and failover. OpenStack 

Image Service is a lookup and retrieval system for virtual machine images. Our public and 

private clouds have these components. The OpenStack Compute component of our public cloud 

can control & manage the inner private clouds. It connects to the compute component of the 

private clouds. The following diagram shows the basic relationships between the projects, how 

they relate to each other: 
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Figure 4. Cloud Secure Architecture with cloud layers names

Figure 5. API Layer on openStack platform
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have one or some clusters. Object Storage has a server that manage the space of the storage of our 

cloud, we name this server Storage Controller(SC). Image Service has a server for managing the 

instances of virtual machines and saving of images, we name this server Instance 
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Figure 5. API Layer on openStack platform 

 

In OpenStack compute component we have three subcomponents: Cloud controller,

controller, and Node Controller. The main task of Cloud Controller(CC) are management & 

controlling the current cloud & the other clouds which are connected to main cloud. This 

component have a relation to other components. They are Cluster Controller(CLC),Object 

Storage, and Image Service. These relations are done by REST/SOAP messaging over http 

protocol. Cluster Controller(CLC) is the manager of the clusters. A cluster is a collection of 

computers(Nodes) which have been connected to a main server(Frontend). In a cloud we could 

rs. Object Storage has a server that manage the space of the storage of our 

cloud, we name this server Storage Controller(SC). Image Service has a server for managing the 

instances of virtual machines and saving of images, we name this server Instance 

roller(IC).Each of these server applications run as a daemon (A computer program runs as a 

d process) in a Linux base OS. Since the each cloud computing service needs a 

graphical user interface web application for accessing to it, we need a web server for saving & 

running the web application scripts(We use PHP). This web server is usually in CC server, but it 

could be in the other assigned server or an external server(Host).This web based interface has a 

relation to the CC server and uses the primary authentications for accessing to it. In our model, 

                                  89 

controller, Cluster 

of Cloud Controller(CC) are management & 

controlling the current cloud & the other clouds which are connected to main cloud. This 

component have a relation to other components. They are Cluster Controller(CLC),Object 

ions are done by REST/SOAP messaging over http 

protocol. Cluster Controller(CLC) is the manager of the clusters. A cluster is a collection of 

computers(Nodes) which have been connected to a main server(Frontend). In a cloud we could 

rs. Object Storage has a server that manage the space of the storage of our 

cloud, we name this server Storage Controller(SC). Image Service has a server for managing the 

instances of virtual machines and saving of images, we name this server Instance 

(A computer program runs as a 

Since the each cloud computing service needs a 

rver for saving & 

running the web application scripts(We use PHP). This web server is usually in CC server, but it 

could be in the other assigned server or an external server(Host).This web based interface has a 

ry authentications for accessing to it. In our model, 



90  Computer Science & Information Technology (CS & IT) 

 

the main cloud which is public(CBPA) has a CC  server that has a connection to its CLCs,SCs & 

ICs. We assigned for each server a static class C IP( eg. 192.168.100.1 for CC,192.168.100.2 for 

CLC,192.168.100.3 for SC & 192.168.100.4 for IC). The inner clouds which are 

private(CBGA,CBPeA,CBSpeA) have these components too. The CC of the main cloud has 

connection to the CCs of these clouds. In fact one of the tasks of our main CC is management of 

the inner clouds CC. The procedure is that the user enters his/her username & password in web 

application UI and after a authentication He/She can se the cloud. In this mode the user can use 

the public services in cloud such as a application programs(SaaS) ,Platforms(Paas) and a 

resources(IaaS).If the user(Often a organization) want to has a private cloud, they can use the 

inner private clouds. For accessing to these they are authenticated again. Each of the 

authentication actions are done via the components of Object Compute(CC). The users of each 

group or organization have access to their clouds by group access(CBGA) data jointly. For 

accessing to each data we define a policy for each of them. It means that which user or group can 

access to that data or instance. This is what we name it Authorization in security. These 

authorization are done via the components of Object Storage(SC) and Image Service(IC). The 

isolation of the data is done by these components too.   

 

5. CONCLUSION 

 

Cloud computing will soon be a big approach in the entire world that conquers all ancient 

technology. But it depends on removing all concern about this challenge. The migration to a 

cloud computing environment isin many ways an exercise in risk management. Bothqualitative 

and quantitative factors apply in ananalysis. An appropriate balancebetween the strength of 

controls and the relative riskassociated with particular programs and operationsmust be ensured. 

 

Nowadays Many companies, researchers and cloud developers are working on clouds and most 

of them work spatially on cloud security as the biggest challenge of like Amazon, Google, IBM 

and so on.They design their methods and publish them. Also they alwaystest their new method on 

cloud systems or even big social networks but still they don't find a complete way to create a 

secure cloud. Some organizations like ENISA, CSA and ISAKA survey the future of cloud 

security. 

 

We think our designed model has more secure levels than other models that can make clouds 

more secure. But we don't claim our model is complete because several critical pieces of 

technology, such as a solutionfor federated trust, are not yet fully realized, impingingon 

successful deployments. In security issues completeness is an ultimate goal but no one can access 

it. 
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ABSTRACT 

 

The software technology is advancing rapidly over the years. In order to adapt to this 

advancement, the employees on software development should renew themselves consistently. 

During this rapid change, it is vital to train the proper software developer with respect to the 

criteria desired by the industry. Therefore, the curriculum of the programs related to software 

development at the universities should be revised according to software industry requirements. 

In this study, the core part of Software Development Curriculum is determined by applying 

association rule mining on Software Job ads in Turkey. The courses in the core part are chosen 

with respect to IEEE/ACM computer science curriculum. As a future study, it is also important 

to gather the academic personnel and the software company professionals to determine the 

compulsory and elective courses so that newly graduated software developers can easily adapt 

to the software projects in the market without taking extra training. 
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Association Rule Mining, IEEE/ACM Computer Science Curriculum, Software Development 
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1. INTRODUCTION 
 

There are many departments that give education in software development in bachelor degree, 

such as Software Engineering, Computer Engineering, Computer Science or Mathematics 

Computer.  All graduates in the market generally use software engineer, software specialist or 

software developer titles in Turkey. Actually, software engineering is used instead of software 

development for the most of time. Therefore, it is very vital to determine the common core part of 

the curriculums of these departments. Software development is an engineering practice that 

includes the topics such as design, implementation and maintenance [1]. In the last 30 years, the 

importance of software development has increased and it has been growing continuously [2]. 
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This increasing importance and rapid change forced the software education to be adaptive to the 

market needs. Increasing costs in the software industry, applied wrong strategies, the desires to 

rise in quality and performance issues and so fast technology changes had revealed the need to 

educate experts in the field and qualified software developers. Therefore, the university-industry 

collaboration has gained utmost importance. 

 

Zhengyu stated that a lot of strong software professionals were urgently required in the 

community but employers felt that the graduates had the software talent shortage while a 

considerable number of graduates could not find a suitable position [3]. 

 

In another study, Kuang and Han proposed the methods of teaching reform as guided by market 

demand, to update the teaching content, to optimize the teaching methods, to reform the teaching 

practice, to strengthen the teacher-student exchange and to promote teachers and students 

together because software development training could not meet the needs of the community [4]. 

Among the software development departments, software Engineering (SE) is the fastest-evolving 

engineering discipline that has ability to provide tools and methods for all areas of society [5]. 

This situation increases the responsibility of SE education to prepare SE professionals for the 

industry by providing them with skills to meet the expectations of the software industry. 

Innovations and improvements in the curriculum are required to bridge academia-industry gap [6] 

since SE education has inability to provide students with large-scale software development 

experiences [7]. However, only universities can produce highly skilled professionals who can 

satisfy the needs of software industry by taking into account different standards, frameworks and 

recommendations developed by interest groups [8]. 

 

A study presented software engineering education evolvement in Turkey to provide an 

assessment of SE curriculum in Turkish Universities with respect to IEEE/ACM guidelines given 

in SEEK (2004) and to provide a guideline to universities conducting an SE programme at 

undergraduate level to align their course curriculum with IEEE/ACM guidelines [9]. 

 

Students should have necessary background of programming experience for the study of software 

engineering concepts in their curriculums. In order to satisfy this condition, the current software 

engineering guidelines include concepts and programming paradigms that must be mastered 

through study and practice. The well-known guideline for software engineering curricula is 

recommended by IEEE/ACM. This guideline gives the standards related to course scheduling, 

faculty preparation, student loads, hardware and software resources, instructional materials and 

curriculum development. ACM published “Curriculum Guidelines for Undergraduate Degree 

Programs in Software Engineering (SE2004)” to provide guidance to academic institutions and 

accreditation agencies about what should constitute an undergraduate software engineering 

education [10]. 

 

This study is related to curriculum development and human resources in software development. 

In addition, association rule mining on software job ads is applied. There are similar studies in 

literature as follows. Chien and Chen developed a data mining framework for personnel selection 

to explore the association rules between personnel characteristics and work behaviors, including 

work performance and retention. Moreover, they used decision tree analysis to discover latent 

knowledge and extract the rules to assist in personnel selection decisions [11]. 
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Mohsin, Ahmad, Din, Mahamud and Din proposed an intelligent model that is aimed at 

facilitating key workers select suitable trainees for a training program. In this study, trainees 

dataset was mined using association rule to discover important personality characteristics. Their 

model produced an efficient selection process and suitable trainees [12]. 

 

In another study, Ali and Rajamani presented the solution for selecting appropriate talented 

personnel resumes without risk factors using association rule mining. The practical experimental 

results obtained from the proposed model encouraged human resource department to take prompt 

decisions for recruiting talented personnel accurately without wasting interviewers’ time of 

employer and employee. Also, they indicated that the proposed system reduced frequent 

resignations, improved performance of talented personnel without training cost and continuous 

monitoring [13]. 

 

Finally, Smith and Ali indicated that today’s rapid changing and competitive environment 

required educators to stay alongside of the job market in order to prepare their students for the 

jobs being demanded. They also implied that data mining methods were suitable for this kind of 

analysis due to the large volume of job data generated through the web instead of the classical 

data analysis methods. Their study illustrated the experience with employing mining techniques 

to understand the trend in IT Technology jobs. At the end, collected data from an online agency 

was analysed to reach a conclusion about the trends in the job market [14]. 

 

In this study, the core part of Software Development Curriculum is determined by applying 

association rule mining on Software Job ads in Turkey. As a result, software engineering or 

related fields that give education in software development should include these core courses in 

their curriculum in order to adapt the software development industry in Turkey. 

 

The rest of this paper is organized as follows:  The second chapter makes mention of association 

rules and the third chapter depicts how to apply association rule mining on software ads. The 

fourth chapter gives results and discussion with respect to the association rule mining. Finally, 

the fifth chapter gives the conclusion. 

 

2. ASSOCIATION RULES   
 

One of the important tasks for Knowledge Discovery in data is Association Rule Mining which is 

a well-known procedure in data mining. In its basic structure, every association rule fulfilling the 

minimum support and confidence are extracted [15]. The general purpose of an association rule A 

=> B is to denote that records possessing attribute A also tend to possess attribute B. The aim is 

to find association rules which are considered sufficiently interesting as defined by one or more 

measures. Most common formulas for support and confidence are as follows [16]: 

 

Support(A=>B)=  �|�∧�|�
|�|

                                      (1) 

 

Confidence(A=>B) = 
�|�∧�|�

||	||
                                    (2) 

 

where  |D| indicates total number of records and ||A|| refers to total number of record including 

A. 
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2.1. Apriori Algorithm  
 

Apriori is an algorithm which is developed for common set learning mining on transactional 

database and association rule learning [17]. Apriori uses a level-wise search, where k-itemsets are 

used to explore (k+1) itemsets. First, the set of frequent 1-itemsets denoted by L1 is found by 

scanning the dataset to find the count for each item, and collecting those items satisfying 

minimum support. Then, L1 is used to find L2, the set of frequent 2-itemsets, which is used to 

find L3, and so on, until no more frequent k-item sets can be found. The finding of each Lk 

requires one full scan of the dataset. The Apriori property is used to improve the efficiency of the 

level-wise generation of frequent item sets by reducing the search space [18]. 

 

The Apriori property is based on the following interpretations. By definition, if an item set I does 

not satisfy the minimum support threshold, min_sup, then I is not frequent (P(I)<min_sup). If an 

item A is added to the item set I, then the resulting item set cannot happen more frequently than I. 

Therefore, I U A is not frequent either (P(I U A) < min_sup ) [18]. 

 

3. ASSOCIATION RULE MINING ON SOFTWARE JOB ADS 

 
3.1 Collecting Data 

 
The data used in this study is taken from one of the popular job recruitment site in Turkey and 

currently available ads about software are examined from 5 big cities that are Istanbul (European 

Side), Istanbul (Asian Side), Ankara, Izmir and Bursa. At the end feature list and sub-categories 

are prepared with respect to job ads for using in the data set [19]. 

 

653 software job ads in 5 big cities are collected from this job recruitment site in Excel format. 

Finally, 30 main features are determined for finding suitable candidates for the position as shown 

in Tab. A.I in Appendix. 

 

3.2 Data Processing 
 

After creating the initial dataset, it is observed that the year of experience in software features can 

be important. Consequently, 30 features and some information within these features have been 

separated. For example, considering the experience in programming languages on the job 

recruitment site, programming languages are divided into 8 pieces as C, C++, C#, Java, Php, 

Objective C and the other programming languages. On the other hand, experience levels are 

divided into 7 as 0 (Not Acknowledged), 1, 2, 3, 4, 5 and 5+ (Years). Programming language and 

experience level features are combined for simplicity. For example, if C# feature contains 2, at 

least 2 year-experience is required. In addition, as example qualifications in the special 

programming techniques are grouped and new features are created under new names as Software 

Architecture Methodologies, Software Patterns, Programming Paradigms and Other Software 

Development Processes as shown in Tab. A.II in Appendix. Finally, 653 ads are entered for the 

features in Table A.II. 

 

Then, the data is visualized in terms of database systems, programming languages, Front-end 

technologies and other software technologies. As shown in Fig. 1, the leading database systems in 
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job ads are MS SQL, Oracle and MySql. The mostly used programming languages are C#, Java 

and C++ in job ads as depicted in Fig. 2 

 
 

Figure 1. The leading database systems in software job ads 

 

 
 

Figure 2. The leading programming languages in job ads 

 

In similar way, Fig. 3 shows the leading front-end development technologies in job ads where 

Javascript is prominent technology for front-end development. The other software technologies 

such as software architecture, software paradigms and web services are essential as shown in Fig. 

4. 

 
 

Figure 3. The leading Front-end technologies in job ads 
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Figure 4.  The leading software technologies in job ads 

 

3.3 Applying Apriori Algorithm 

 
Fig. 1, Fig. 2, Fig. 3 and Fig. 4 above give the frequencies of related technologies but they don’t 

give which technologies are related to each other. Moreover, one job ad can contain more than 

one software technology at the same time. For this purpose, association rule mining by using 

apriori algorithm is applied in assessment. Different combinations trying out through the features 

analysis has been done. Minimum support value has been taken as 0.1 and confidence value has 

been taken as 0.5 in the analysis process. At the end, 54 rules are determined regarding software 

development. 

 

4. RESULTS AND DISCUSSION 

 
The rules obtained by apriori algorithm are divided into 3 parts as follows: 

 

1. Programming languages, frameworks and databases  

 

2. Front-end web technologies 

 

3. Web services, software architectures and programming paradigms  

 

There are 23 rules related to programming languages, frameworks and databases as shown Tab. 

1. If the result sides of these rules are noted, Education_Level=3 (B.Sc. Degree), Position=1 

(Software Specialist) are prominent results. On the left side of rule 1, {Java=0} condition means 

that Java is necessary but the year of experience is not important. The same thing can be said for 

C# if the rule 8 is considered. While 87% of ads that want Java experience require at least B.Sc. 

degree (Rule 1), 74% of ads that want C# experience require at least B.Sc. degree (Rule 14). It 

can be argued from these rules that the university degree is more important in Java than C#. 

Looking at rules 6 and 12, the similar result can be obtained for Oracle (79%) and MS SQL 

Server (75%). The rules 4 (80%), 5 (80%) show that the ads seeking for C# experience with 

MS.NET or ASP.NET framework experience categorize the job seekers as Software Specialists.  

In rule 2, the same result can be obtained for 82% of ads seeking for C# experience with MS SQL 

Server experience. From the rule 4, 5 and 7, it can be concluded that Job seekers knowing C# 

should have enough experience in MS.NET, ASP.NET framework and MS SQL Server. If the 

rule 8 is compared with the rule 21, it can be said that while 77% of the ads seeking for C# 
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categorize the job seekers as Software Specialist, the corresponding ratio for Java is 67%.  From 

these rules, it can be decided that C# experience more valuable for the software firms in Turkey. 

The similar result is valid for MS SQL Server (75% in rule 13) and Oracle (71% in rule 18). 

Another interesting result can be obtained from the rules 22 and 23 that Oracle ads and Java ads 

are separated from each other. However, C# and MS SQL Server are combined in rules 2 and 15. 

It means that Oracle and Java are complicated technologies that cannot be known by one 

specialist while C# and MS SQL Server are moderate technologies that can be known by one 

specialist. 

 
Table 1. Rule Extraction for Programming Languages Frameworks and Database through the Apriori 

Algorithm 

 
No Rule Confidence 

Value 

1 If {Java=0} ==> Education_Level =3 0.87 

2 If {C#=0 ∩ MSSQL=0} ==> Position =1 0.82 

3 If {Other_Languages =0} ==> Position=1 0.81 

4 If {C#=0 ∩ AspDotNetFramework=0} ==> Position =1 0.80 

5 If {C#=0 ∩ DotNetFramework=0} ==> Position =1 0.80 

6 If {Oracle=0} ==> Education_Level =3 0.79 

7 If {AspDotNetFramework =0} ==> C#=0 0.78 

8 If {C#=0} ==> Position=1 0.77 

9 If {DotNetFramework=0} ==> Position =1 0.76 

10 If {DotNetFramework=0} ==> Education_Level =3 0.75 

11 If {AspDotNetFramework=0} ==> Position =1     0.75 

12 If {MSSQL=0} ==> Education_Level =3 0.75 

13 If {MSSQL=0} ==> Position =1 0.75 

14 If {C#=0} ==> Education_Level=3  0.74 

15 If {C#=0 ∩ MSSQL=0} ==> Education_Level =3  0.73 

16 If {C#=0 ∩ DotNetFramework=0} ==> Education_Level =3 0.73 

17 If {Other_Languages=0} ==> Education_Level =3 0.72 

18 If {Oracle=0} ==> Position =1 0.71 

19 If {DotNetFramework =0} ==> C#=0     0.68 

20 If {AspDotNetFramework=0} ==> Education_Level =3 0.67 

21 If {Java=0} ==> Position =1 0.67 

22 If {Java=0} ==> Education_Level =3 ∩ Position =1 0.60 

23 If {Oracle=0} ==> Education_Level =3 ∩ Position =1 0.56 

 

20 rules are available about front-end web technologies as shown in Tab. 2.  The rule 24 indicates 

that 83% of ads that want ajax knowledge require javascript as well (year of experience is not 

important). Moreover, 81% of ads that include ajax and software specialist together want 

javascript, too.  It can be understood from the rules 24 and 25 that ajax and javascript should be 

taught together. Similar results can be obtained for the rules 26, 27, 28, 30 in a way that there is a 

strong relationship among ajax, jquery, javascript, HTML and CSS in terms of software 

development education in front-end web technology. Also, the rules 32, 34, 36, 37 and 39 imply 

that at least B.Sc. degree is required at most of the times for front-end development. The rules 24 

and 43 show that while 83% of ads that want ajax knowledge require javascript, only 53% of ads 

that want javascript require ajax. From these rules, it can be extracted that javascript education is 

more fundamental than ajax for front-end education. Another important item for front-end 

development is XML as indicated in the rules 32, 33, 40 and 41. The rules 32 and 33 indicate that 



100  Computer Science & Information Technology (CS & IT) 

 

the candidates knowing XML should have at least B.Sc. degree and be software specialist at an 

important level over 70%. The rules 40 and 41 imply the relation between XML and other web 

technologies HTML, CSS and web services. As 62% of ads requiring XML also want HTML and 

CSS (rule 40), 56% ads requiring XML want web services. These rules mean that XML is more 

common data format for data transfer in web platforms. Actually, a few ads include JSON data 

format but they are eliminated by apriori algorithm because of their low support count. It means 

that XML is more common in the market in Turkey.  

 
Table 2. Rule Extraction for Front-End Web Technologies through the Apriori Algorithm 

 

No Rule Confidence 

Value 

24 If {Ajax=0} ==> Javascript=0 0.83 

25 If {Ajax=0 ∩ Position =1} ==> Javascript=0 0.81 

26 If {Javascript=0} ==> HTML_CSS=0 0.81 

27 If {Ajax=0} ==> HTML_CSS=0 0.78 

28 If {Jquery=0} ==> HTML_CSS=0 0.78 

29 If {Ajax=0} ==> Position =1 0.78 

30 If {Jquery=0} ==> Javascript=0 0.76 

31 If {Ajax=0 ∩ Javascript=0} ==> Position =1 0.76 

32 If {XML=0} ==> Education_Level =3 0.75 

33 If {XML=0} ==> Position =1 0.71 

34 If {HTML_CSS=0} ==> Education_Level =3 0.70 

35 If {Javascript=0} ==> Position =1  0.68 

36 If {Ajax=0} ==> Education_Level =3 0.68 

37 If {Javascript=0} ==> Education_Level =3 0.67 

38 If {Education_Level =3 ∩ Javascript=0} ==> Position =1  0.67 

39 If {HTML_CSS=0 Javascript=0} ==> Education_Level =3 0.66 

40 If {XML=0} ==> HTML_CSS=0 0.62 

41 If {XML=0} ==> Web_Services=0 0.56 

42 If {HTML_CSS=0 ∩ Javascript=0} ==> Ajax=0 0.55 

43 If {Javascript=0} ==> Ajax=0 0.53 

 

11 rules are obtained related to web services, software architectures and programming paradigms 

as depicted in Tab. 3.  These rules mostly focus on B.Sc. degree and software specialist position. 

In fact, there are other ads focusing on other positions such as database administrator or software 

test specialist but they are eliminated because of their low support counts. This means that the 

most of software firms give ads focusing on software specialists as shown in rules 49, 51, 52. 

From the other perspective, software architectures, web services and programming paradigms 

(object oriented programming, functional programming etc.) topics are very special software 

technologies that should be carried out by software engineers or equivalents having at least B.Sc. 

degree as seen in rules 44, 45, 46, 47 and 48. The rules 53 and 54 imply B.Sc.  degree and 

software specialist position at the same time. 53% ads including web services imply B.Sc.  degree 

and software specialist position together (rule 53). The same thing is valid for programming 

paradigms (rule 54). The Programming paradigm stands for the styles of various programming 

languages such as Phyton, Lisp, F# and Objective-C.  
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Table 3. Rule Extraction for Web Services, Software Architectures and Programming Paradigms through 

the Apriori Algorithm 

 

No Rule Confidence 

Value 

44 If {Software_Architectures=0} ==> Education_Level =3 0.84 

45 If {Web_Services=0} ==> Education_Level =3 0.83 

46 If {Position=1 ∩ Web_Services=0} ==> Education_Level =3 0.80 

47 If {Programming_paradigms=0} ==> Education_Level =3 0.78 

48 If {Position=1 ∩ Programming_paradigms=0} ==> Education_Level =3 0.77 

49 If {Software_Architectures=0} ==> Position =1 0.68 

50 If {Programming_paradigms=0} ==> Position =1 0.68 

51 If {Education_Level =3 ∩ Programming_paradigms =0} ==> Position =1 0.67 

52 If {Education_Level =3 ∩ Web_Services=0} ==> Position =1 0.64 

53 If {Web_Sevices=0} ==> Education_Level =3 ∩ Position =1 0.53 

54 If {Programming_paradigms =0} ==> Education_Level =3 ∩ Position =1 0.53 

 

With respect to the rules above, the following courses should be included in Software 

Development Curriculum as compulsory core courses as shown in Tab. 4. These courses are 

compatible with IEEE/ACM computer science curriculum where it is dictated that successfully 

deploying an updated computer science curriculum at any individual institution requires 

sensitivity to local needs [20]. The rules above correspond to the local needs in Turkey. 

 

The rules 2, 10, 12 and 15 in Tab. 1 imply that MS SQL Server is a fundamental database system 

for software developers. Thus, Database Systems-I course focusing on relational database 

concept by MS SQL Server is included in the curriculum. In similar way, since Oracle is also 

very popular in the market according to the rules 6, 18, 23 in Tab. 1 Database Systems-II course 

focusing on Oracle should be involved. The most popular language in Turkey is C# on MS.Net 

framework according to the rules 4, 5, 7, 8, 9, 10, 15, 16 and 19. Because the easiest way to start 

to learn C# is Windows Desktop environment, Desktop Programming course should be given in 

the curriculum.  The rules 1, 21, 22, 47, 48, 50, 51, and 54 in Tab. 1 indicate that Java language is 

second popular language in Turkey. Since Java includes all object-oriented principles Object-

Oriented Programming course applying the basic principles on Java is recommended. Web 

development can be divided into two parts as front-end and back-end web development. While 

the rules 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42 and 43 in Tab. 2 

imply Front-End Web Development course, the rules 4, 7, 11, 16, 19 in Tab. 2 involve Back-End 

Web Development. Front-end development should include HTML, CSS, Javascript, Jquery, 

Ajax, XML. Relating to the rules 4, 7, 11, 16, 19 in Tab. 1, the most popular back-end web 

programming is ASP.NET with C# in Turkey. As for the rules 47, 48, 50, 51, 54, the 

programming paradigm concept refers to various programming languages having different 

programming styles. As a result, Programming Language Concept lecture should be included in 

order to teach different programming languages such as Phyton, Lisp, F#, Objective-C. Finally, 

Software Architecture course is recommended as compulsory course since the rules 44 and 49 in 

Tab. 3 show the importance of software architectures focusing on multi-tier architectures and web 

services.  
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Table 4. The Core Part of Software Development Curriculum for Undergraduate Degree Programs 

 

Year/ 

Semester 

Related Tech. Course Name Related Rules 

2/1 MS SQL Server Database Systems-I 7, 12, 13, 15 

2/1 C#, MS.Net Framework Desktop Programming 5, 7, 8, 9, 10, 14, 

15, 19 

2/1 Java Object Oriented 

Programming 

1, 21, 22, 47, 48, 

50, 51, 54 

2/2 Oracle Database Systems-II 6, 18, 23 

2/2 HTML, CSS, JavaScript, 

Jquery, Ajax, XML 

Front-End Web 

Development 

24, 25, 26, 27, 

28, 29, 30, 31, 

32, 33, 34, 35, 

36, 37, 38, 39, 

40, 41, 42, 43  

3/1 ASP.NET Back-End Web 

Development 

4, 7, 11, 16, 19 

3/1 Phyton, Lisp, F#, 

Objective-C 

Programming Language 

Concepts 

47, 48, 50, 51, 54 

3/2 Web Services, Multi-Tier Software Architecture 44, 49 

 

5. CONCLUSION 

 
Due to consistent growth in software market and rapid change in software technology, the 

adaption of software development curriculum is necessary with respect to criteria desired by 

software development industry.  

 

This study has a contribution to the literature in a way that it applies association rule mining on 

software job ads to help the managers decide on the software development curriculum. In this 

study, the software job ads regarding the first 5 cities having intensive ads are obtained from a 

famous Turkish employment web site. While determining the features required for association 

rule mining, the years of experience on software expertise areas is considered. After applying 

association rule mining, the rules related to desires of software companies are achieved. 

 

Considering the criteria owned by software job ads, it is investigated that practical part of 

software development education should be increased. Moreover, since the most of job ads seek 

the employee at minimum B.Sc. level, the importance of software engineering or related fields is 

increasing as well. As the companies request the new software technologies as well as 

fundamental programming abilities, it is vital to revise the software development curriculum at 

the universities. However, the most of them are very late to adapt their curriculums to the criteria 

of the companies. Actually, it not enough to revise the curriculums but also academic personnel 

in these departments should renew their knowledge on the new software technologies. 

 

Since there are many departments related to software development such as software engineering, 

computer engineering etc., it is necessary to determine the core courses of software development. 

For this purpose, the core courses are determined by using association rule mining on software 

job ads and IEEE/ACM computer science curriculum. The core courses should be common for all 

departments related to software development because they reflect the local need of the software 

development companies in Turkey. 
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As a future study, it is also important to gather the academic personnel and the software company 

professionals to focus on the hot software technologies. With respect to the results obtained from 

these meetings, the compulsory and elective lectures should be determined so that newly 

graduated software developers can easily adapt to the software projects in the market. As a result, 

it will be easier to find a job for them and to hire a proper developer for the companies without 

giving extra training. 
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Table AI. Main Features and Their Sub Details in Software Job Ads 
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Table AII. The Final Dataset Structure for Software Job Ads 
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ABSTRACT 

 

The classification of learning objects (LOs) enables users to search for, access, and reuse them 

as needed. It makes e-learning as effective and efficient as possible. In this article the multi-

label learning approach is represented for classifying and ranking multi-labelled LOs, whereas 

each LO might be associated with multiple labels as opposed to a single-label approach. A 

comprehensive overview of the common fundamental multi-label classification algorithms and 

metrics will be discussed. In this article, a new multi-labelled LOs dataset will be created and 

extracted from ARIADNE Learning Object Repository. We experimentally train four effective 

multi-label classifiers on the created LOs dataset and then, assess their performance based on 

the results of 16 evaluation metrics. The result of this article will answer the question of: what is 

the best multi-label classification algorithm for classifying multi-labelled LOs? 

 

KEYWORDS 

 

Learning object, data mining, machine learning, multi-label classification, label ranking.  

 

1. INTRODUCTION 
 

The advancement and increasing availability in Internet technologies have changed many 

activities in life. One of the important activities is Learning which is being supported by these 

various technologies. The form of online distance learning is gaining a strong attention by 

learners of all ages with different interests. Learners have found digital learning media to be 

extremely convenient while learning as it involve the various human senses and different 

cognitive activities. It is the combination of the web and learning. 

 

E-learning has emerged as a promising domain to facilitate and enhance learning through 

information technologies. Gerard (2006) [1] suggested that course units in computer-based 

instruction could be made smaller and combined in various ways for customization and use by 
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learners. Learning objects (LOs) are an application of this type of course-units, and through the 

past years, they have gained the attention in the education area. Nowadays, LO is a concept used 

very often in different domains regarding learning management systems where it can be 

described as an essential, major unit that can be shared, reused and retrieved. 

 

LOs should be tagged with metadata description and stored in a digital library, called Learning 

Object Repository (LOR), for future reuse. . Within the huge number of LOs, the demand to 

identify and classify them has arisen and become a critical issue in e-learning in order to make it 

faster and easier to the learners. To achieve this classification, each LO must be tagged with 

metadata about it to be easily located and later retrieved from repositories. These metadata are 

descriptive information of the LO, such as its topic, type, and keywords, that allow easy search of 

LOs.  

 

LOs are mainly annotated with multiple labels, so we would like to be able to retrieve LOs based 

on any of the associated tags, not only one tag. Therefore, the single-label classification cannot 

model this multiplicity.  

 

The focus of this paper is on multi-label classification methods [2] [3] [4] for searching LOs 

based on their tagged metadata. It aims to offer a sorting system that allows recovering and 

classifying LOs and offering individualized help based on choosing the best and effective 

classification technique for them.  

 

A second contribution of this paper is creating a new multi-label dataset within a vast number of 

LOs and their associated metadata from one of the available repositories. The labels in this 

dataset are automatically generated as metadata and assigned to the LOs,. Metadata generation is 

a research field, which has been heavily worked on, in the recent years. This contribution will be 

explained in details in the next sections. 

        

This paper is structured as follows: section 2 explains the main concepts and characteristics that 

establish LOs as the critical base within the context of web-based learning.  Section 3 presents the 

background material on the multi-label learning, including the: classification techniques and 

evaluation measures. Also, in this section we will select the effective techniques to be used and 

compared in this experiment.  Section 4 provides the details of the dataset used in this paper In 

Section 5; we will show the experimental results of comparing the adopted four multi-label 

classification techniques. Finally, conclusions and future work are drawn in Section 6.  

 

2. CONTEXT OF LEARNING OBJECTS 

 
The concept of LO has received considerable attention, for the first time, and described in 1967 

by Gerard [5]. The term LO derived from the idea of Object Oriented Programming (OOP), in 

which, the parts of code are reused for multiple software applications. This concept suggests that, 

the ideal way to build a program is to assemble it from standardized, small, interchangeable 

chunks of code [6]. 

 

E-learning is defined as "learning facilitated and supported through the use of Information 

Technology (IT)". An E-learning experience is made up of the interaction of a number of learning 

components such as: courses, assessments, teaching materials, study materials, etc.  

LOs are a relatively new way of presenting these learning contents. The idea appears to have a 
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transformation from traditional, direct instruction courseware design approaches, to a more 

effective and economical strategies for management and reuse of learning resources in computer-

based networked environments. 

 

The functionality of LOs can be described as [7]: “Firstly breaking educational material down 

into modular ‘chunks’ (objects), where each object can then have its defining properties described 

(or tagged) using metadata constructs”.  

 

Examples of LOs include: multimedia content, instructional content, learning objectives, 

instructional software and software tools, and persons, organizations, or events referenced during 

technology supported learning [8]. 

 

Recently, many research efforts concentrated on defining LOs. Currently, it appears difficult to 

arrive at a single definition of a LO that would align communities with diverse perspectives. 

 

To aggregate up what a LO is, we summarize the general specifications of LO among all 

definitions: 

 

• LOs are a new way of thinking about learning content. Conventionally, content comes in a 

several small chunks. LOs are smaller units of learning, which indicates that LO is a small 

component of the lesson. 

 

• LOs are self-contained - each LO is independent, which means that each LO can be 

considered particularly without connection to other LO. 

 

• LOs are reusable - a single LO may be used in multiple contexts for multiple purposes. That 

means the LO is the basis for a new LO or expands existing ones. 

 

• LOs can be aggregated - they can be grouped into larger collections of content, including 

traditional course structures. 

 

• LOs are tagged with metadata - every LO should has descriptive information making it to be 

easily retrieved. Quite important feature allowing using and reusing LOs. 

 

LOs are annotated and tagged with many metadata descriptions. The most notable standards of 

metadata for LOs are: the Electrical and Electronic Engineers metadata (IEEE-LOM) [9]; Dublin 

Core Metadata (DCM) [10]; Instructional Management System (IMS) Global Learning 

Consortium [11]; Advanced Distributed Learning (ADL) [12]; and Canadian Core Initiative 

metadata (Can-Core) [13]. Since 2002, LOM has been the standard for describing the syntax and 

semantics of LOs. It’s usually encoded in XML. 

 

The purpose of LOM is to support the reusability, discoverability of LOs and to enable their 

interoperability. They include the element names, definitions, data types, vocabularies, and 

taxonomies. LOM focus on the minimum set of features needed to allow the LOs to be searched 

and managed.  

 

LOs are placed and stored inside LORs, in an attempt to facilitate their reusability so that they 

can be more easily stored and retrieved on the basis of a description of their content. LORs 
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support simple and advanced search through the LOs. In simple search, they return the results 

according to the input keywords given by the user. The advanced search allows the user to 

specify some specific metadata features to filter LOs in order to meet his specific needs. There 

are many existing, available LORs, for example, but not limited to; Multimedia Educational 

Resources for Learning and Online Teaching (MERLOT) [14]; European digital library 

(ARIADNE) [15]; National Science, mathematics, engineering, and technology education Digital 

Library (NSDL) [16]; Health Education Assets Library (HEAL) [17]; Education Network 

Australia (EDNA) [18]; … etc. 

 

In this paper a large dataset will be created, from the ARIADNE repository. It will be composed 

of a sufficient number of LOs and their related LOM metadata.  

 

3. MULTI-LABLE LEARNING 

 
In the machine learning domain, the traditional single-label classification methods has a large 

amount of research. These methods are concerned with learning a set of examples that are 

associated with a single label l from a known finite set of disjoint labels L. However, there is a 

significant and real problem within the classification, while an example belongs to more than one 

label. This problem is known as multi-label classification problem. [2,19]. In the multi-label 

classification, the examples are associated with a set of labels � ⊆ �.  

 

The multi-label learning has two major tasks: multi-label classification (MLC) and multi-label 

ranking (MLR). In the case of MLC, the idea is to build a predictive algorithm that will provide a 

list of relevant labels for a given unseen example. On the other hand, the idea in the task of MLR 

is to provide a ranking of the selected relevant labels for the given unseen example. 

 

Initially, MLC was mainly motivated by application in the domains of text categorization and 

medical diagnosis. However, nowadays, MLC has attached and is increasingly required by many 

new application domains, such as semantic annotation of images [20] and video [21]; protein 

function classification [22]; music categorization into emotions [23]; and Yeast gene functional 

classification [24]. 

 

There are different techniques that have been proposed to be applied to MLC problems, [25]. The 

next two subsections will describe the common and representative techniques of MLC and their 

evaluation metrics. 

 

3.1. Multi-label Classification Techniques   

 

MLC methods are divided in two categories as proposed in [2]: (1) Problem Transformation 

Methods; and (2) Algorithm Adaptation Methods.  

 

3.1.1. Problem Transformation Methods  

 
It transforms the MLC problem into one or more single-label classification problems. It is an 

algorithm independent method. Many methods belong tothis category, such as: 

 

� Binary methods 
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• Binary Relevance (BR): it is a well-known and the most popular problem transformation 

method [26]. BR is also known as One-Against-All (OAA). It transforms the multi-label 

problem into Q-binary problems, by considering the prediction of each label as independent 

binary classifier. Therefore, BR establishes Q-binary classifiers, one for each label � ∈ � 

(whereas: Q = |L|). It transforms original multi-labeled dataset into Q single-label datasets, 

where each single-label dataset contains all the instances of the original multi-labeled dataset, 

and trains a classifier on each of these datasets. The instances are labeled positively if they 

have the existing label, otherwise they are labeled negatively. For the classification of a new 

instance, it gives the set of labels that are positively predicted by the Q classifiers. Although 

it is conceptually simple and relatively fast, it is recognized that BR ignores the possible 

correlations among labels. 

 

� Pair-wise methods 
 

• Ranking via Pair-wise Comparison (RPC): the basic idea of this method is transforming 

multi-label datasets into q(q-1)/2 binary-label datasets, covering all pairs of labels. (Where q 

is the number of labels, q = |L|). Each dataset contains the instances of the original multi-

labeled dataset that are annotated by at least one of the corresponding labels, but not both. 

For classifying a new instance, all binary classifiers are invoked. Each classifier votes and 

predicts one of the two labels. After all classifiers are evaluated, the labels are ranked 

according to their sum of votes. Then, MLR is used to predict the relevant labels for the 

intended instance [27]. 

 

• Calibrated Label Ranking (CLR): it is the extended version of the RPC method [28]. It 

introduces one additional virtual label V (calibrated label), which is a split point between 

relevant and irrelevant labels. Thus, CLR solves the MLC problem with the RPC method. 

Each instance is considered positive if it belongs to the particular label, otherwise it is 

considered negative for the particular label and positive for the virtual one. The ranking is 

obtained by summing the votes of all labels; including V. CLR applies both for MLC and 

MLR tasks. 

 

� Label-combination methods 

 
    These methods remove the limitation of the previous methods by taking into account the 

correlation and dependencies among labels. 

 

• Label Power-set (LP): it is a simple and less-common problem transformation method 

[2,29]. The idea behind LP is considering each distinct label-set that exists in a multi-labeled 

dataset as one (single) label to transform the original dataset into a single-label dataset, so 

any single-label classifier can be applied to it. Given a new instance, the single-label 

classifier of LP gives the most probable class label, which is actually a set of labels. While 

the classifier can produce a probability distribution over all class labels, LP can provide the 

raking task among all. To apply the label ranking, for each label it calculates the sum of 

probability of class labels that contain it. So, LP can perform MLC and MLR tasks. 

Although, it takes into account the label correlations, it suffers from the increasing 

complexity that depends on the large number of distinct label-sets. The number of distinct 

label-sets is typically smaller, but it is still larger than the total number of labels q (q= |L|), 

and poses a critical complexity problem, especially for large values of instances and labels. 
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• Pruned Set (PS) [30]: This method follows the same paradigm of LP. But it extends it to 

resolve its limitations through pruning away the label-sets that are occurring less time than a 

user-defined threshold. It removes the infrequent label-sets. Then, it replaces these label-sets 

by the existing disjoint label-sets that are occurring more times than the threshold. 

 

• Classifier Chains (CC) [31]: it involves Q-binary classifiers as in a BR method. It resolves 

the BR limitations, by taking into account the label correlation task. The classifiers are linked 

along a chain where each classifier deals with the BR problem associated with the label. Each 

link in the chain is expressed with the 0/1 label associations of all previous links. 

 

� Ensemble methods 

 
    The ensemble methods are developed on top of the common problem transformation and 

algorithm adaptation methods. 

 

    They construct a set of classifiers and then classify new data points by taking a weighted vote 

of their predictions. They are used for further augment predictive performance and high 

accuracy results. They aim to aggregate the predictions of several base estimators built with a 

given learning algorithm. 

 

• Random k-label sets (RAkEL) [32]: it constructs an ensemble of LP classifiers. It breaks 

the large label-sets into m models or subsets, which are associated with random and small-

sized k-label-sets. It takes label correlation into account and also avoids LP's problems within 

the large number of distinct label-sets. Given a new instance, it queries models and finds the 

average of their decisions per label. Also, it uses the threshold value t to obtain the final 

prediction. The final decision is positive for a specific label if the average decision is greater 

than the given threshold t. Thus, this method provides more accuracy of results. 

 

• Ensembles of Pruned Sets (EPS) [30]: it combines the PS method in an ensemble scheme. 

PS is specifically suited to an ensemble due to its fast build times. Also, it counters any over-

fitting effects of the pruning process and allows the creation of new label sets at classification 

time. Applying the ensembles on PS method increases the predictive performance of the 

algorithm. 

 

• Ensembles of Classifier Chains (ECC) [31]: it uses the CC method as a base classifier. It 

trains m models of CC classifiers C1,C2 ,…,Cm . Each Ck model is trained with a random 

chain ordering of labels L and a random subset of the datasets D. Each model is likely to be 

unique and able to predict different label-sets. After that, these predictions are summed by 

label so that each label receives a number of votes. A threshold value is applied to select the 

most relevant labels, which form the final predicted multi-label set. 

 

3.1.2. Problem Adaption Methods 

 

It extends and adapts the existing specific learning algorithm to directly handle the multi-label 

problem. It is an algorithm dependent method. Many methods belong to this category, such as: 

• Multi-Label k Nearest Neighbors (MLKNN) [25]:it is an extension of the popular k-

nearest neighbors (KNN) lazy learning algorithm using a Bayesian approach. It uses the 
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Maximum A Posteriori principle (MAP) to specify the relevant label-set for the new given 

instance, based on prior and posterior probabilities for the frequency of each label within the 

k nearest neighbors. It also has the capability to produce the ranking of the labels.  

 

• Multi-Label Decision-Tree (ML-DT) [33]: it is an adaptation of the well-known C4.5 

algorithm to handle multi-label data. The process is accomplished by allowing multiple labels 

in the leaves of the tree; the formula for calculating the entropy is modified for solving multi-

label problems. The modified entropy sums all the entropies for each individual label. The 

key property of ML-DT is its computational efficiency:  

 

Entropy (D) = ∑ −	
 ���

�
���  	
 – �1 −  	
� ���
 (1 −  	
) 

 

Where D is the set of instances in the dataset and 	
 is the fraction of instances in D that 

belongs to the label j.  

 

• Back-Propagation Multi-Label Learning (BPMLL):it is a neural network algorithm for 

multi-label learning. It’s derived from the popular basic Back-propagation algorithm. The 

main modification to the algorithm is the introduction of a new error function that takes 

multiple labels into account [34]. 

 

• Multi-label Boosting (ADABOOST.MH & ADABOOST.MR) [35]:  these are the two 

extensions of AdaBoost algorithm to handle multi-label data. While AdaBoost.MH is 

designed to minimize Hamming-loss, AdaBoost.MR is designed to minimize the Ranking-

loss and find a hypothesis that ranks the relevant labels at the top.  

 

• Ranking Support Vector Machine (Rank-SVM) [24]: it is a ranking approach for multi-

label learning that is based on SVM. It is used to minimize the Ranking-loss. The main 

function they use is the average fraction of incorrectly ordered pairs of labels.  

 

• Multi-label Naïve Bayesian (ML-NB) [36]: it extends the Naïve Bayesian algorithm to 

adapt it with the multi-label data. It deals with the probabilistic generation among the labels. 

It uses MAP to specify the more probable labels and assign them to the new given instance. 

 
3.1.3. The Adopted Classification Techniques 

 
We intend to select the most effective and reliable techniques for our experiment. So, looked at 

the related works that provide a comparison between these algorithms: 

 

1. The authors in [23] compare MLC algorithms: binary relevance (BR), label power-set (LP), 

random k-label sets (RAKEL) and MLKNN. The RAKEL algorithm is more efficient and 

gives the best results.  

 

2. The authors in [37] evaluate MLC algorithms RAKEL and MLKNN. Also, RAKEL records 

the best and effective results. 

 

3. The authors in [38] show that MLKNN provides the best results in almost all analyzed cases. 
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4. The authors in [39] indicate that, the ECC is the best performance in all measures followed 

by RAKEL and EPS. The authors observe that, all ensemble methods provide the best results 

for almost all evaluation metrics. 

 

5. The authors in [40] introduce a survey on the MLC algorithms and states that MLKNN gives 

better results than other algorithms. 

 

6. The authors in [29 give a detailed description and survey about the MLC algorithms. Then, 

compare between them by using two different datasets. RAKEL achieves the best results 

followed by MLKNN. The authors mention that the ensemble methods are the closest 

algorithms of the best results. 

 

7. The authors in [41] show that the MLKNN performs the best compared to the other 

algorithms followed by RAKEL algorithm. 

 
From above, we can observe that: 

 

- The algorithm transformation methods: the ensemble methods address the best and most 

accurate results. 

 

- The algorithm adaptation methods: the MLKNN usually gives higher and best results compared 

to the other algorithms in the same category. 

 

Therefore, we adopted in our experiment the following MLC techniques: 

 

The Ensemble Methods, from the algorithm transformation category including: 

 

1- Ensemble of Classifier Chains (ECC) 

2- Random k-label sets (RAkEL) 

3- Ensemble of Pruned Sets (EPS), and 

4- Multi-Label k-Nearest Neighbors (MLKNN) from Algorithm Adaptation category. 

 
3.2. Evaluation Metrics  

The evaluation of multi-label algorithms requires different measures than those used in single-

label classification. Several measures have been proposed for evaluating multi-label classifiers 

[2,26]. These measures are categorized in three groups: example-based; label-based; and ranking-

based metrics. Example-based-measures, evaluate bipartitions over all instances of the evaluation 

dataset. Label-based measures breakdown the evaluation process into separate evaluations for 

each label. Furthermore, the ranking-based measures evaluate the ranking of labels with respect 

to the original multi-labelled dataset. Below, these three types will be described. 

 

However, we need to define some aspects before defining those measures: 

 

o The instances of multi-label dataset (�� , ��), i = 1…. m, where �� ⊆ � is the set of true labels 

and  L = (�
 : � = 1 …  �) is the set of all labels. 

 

o Given a new instance �� , the set of labels that are predicted by an MLC algorithm is denoted 

as ��. 
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o  �(�) is denoted as the LR method for the label l. 

 

3.2.1. Example-Based Measures   

 

• Hamming Loss: it evaluates how many times the label of the instance is misclassified, i.e., 

label which doesn’t belong to the instance is predicted or a label belonging to the instance is 

not predicted. The smaller the value of HL the better the performance: 

 

HL = 
�
!

∑  |#$ ∆ &$ |
|'|

!
���  

 

Where ∆ stands for the symmetric difference of two sets, which is the set-theoretic equivalent 

of the exclusive disjunction (XOR operation) in Boolean logic. 

 

• Subset Accuracy: it evaluates the percentage of correctly predicted labels among all 

predicted and true labels: 

 

Subset Accuracy  = 
�
!

∑ ( (�� =  ��
!
��� ) 

 

Where I( true) = 1 and I( false) =  0. It is very strict measure where it requires the predicted set 

of labels to be an exact match of the true set of labels, and ignores predictions that may be 

almost correct or totally wrong. 

 

The following measurements are: 

 

• Precision = 
�
!

∑ |#$ ∩&$ |
|&$|

!
���            

  

• Recall = 
�
!

∑ |#$ ∩&$ |
|#$|

!
���  

 

• F1-Measure= 
�
!

∑ 
 |#$ ∩&$ |
|&$|*|#$|

!
���       

 

• Accuracy = 
�
!

∑  |#$ ∩ &$|
|&$ ∪ #$|

!
���  

 

3.2.2. Label-Based Measures   

These measures are calculated for all labels by using two averaging operations, called macro-

averaging and micro-averaging [42]. These operations are usually considered for averaging 

precision, recall and F-measure. We consider a binary evaluation measures B(tp, tn, fp, fn)  which 

is calculated according to the number of true positives (tp), true negatives (tn), false positives (fp) 

and false negatives (fn). The macro and micro-averaged versions of B, can be calculated as 

follows: 

 

Bmacro  = 
�
�

 ∑ , (-	.
�
.�� , /	.  , -0.  , /0.) 
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Bmicro  = 
�
�

 ∑ , (∑ -	.
�
.�� , ∑ /	.

�
.�� , ∑ -0.

�
.�� , ∑ /0. ) �

.��
�
.��  

3.2.3. Ranking-Based Measures   

 

• One Error: it calculates how many times the top-ranked label is not in the set of relevant 

labels of the instance. The smaller the value of 1-error the better the performance: 

 

1-Error = 
�
!

 ∑  δ(argmin .7'  �
!
��� (�)) 

 

Where: 

8(�) =  1 9/ � ∉ � , 0 �-ℎ= >9?= 
 

• Coverage: it evaluates how far we need, to go down the ranked list of labels to cover all the 

relevant labels of the instance. The smaller the value of coverage the better the performance: 

  

Coverage = 
�
!

 ∑  max .7#$  �
!
��� (�) − 1 

 

• Ranking Loss: it evaluates the number of times that irrelevant labels are ranked above 

relevant labels. The smaller the value of RL the better the performance: 

 

RL = 
�

! 
 ∑ �

|#$||#A$|
!
���  |B(�C, �D):  �(�C) >   �(�D), (�C , �D) F ����A� G| 

  

where  �A� is the complementary set of  �� with the respect to L. 

 

• Average Precision: calculates the average fraction of labels ranked above a particular label 

� F �� that actually are in ��. The bigger the value of AP the better the performance: 

 

AvgPrec = 
�

! 
 ∑ �

|#$|
!
���  ∑  H

 B.′7 #$∶ J$�.′�K J$(.)L|

J$(.). 7 #$
  

 

4. EXPERIMENTAL WORK 

 
The LO dataset was created from the ARIADNE repository [15]. It was obtained by using a Web 

scrapping technique, which is a technique of extracting information from websites. In this 

experiment, we used the scrapping extension tool attached to Google Chrome browser, called 

Web Scraper [43]. The dataset should contain a sufficient number of LOs and their related LOM 

annotations. ARIADNE repository shows the content-related metadata for each browsed LO such 

as title, description, keywords and rights. 

 

The LO dataset, we have created, contains 658 LO instances, annotated with one or more of 30 

labels. These labels correspond to the searched input keywords applied by the learner and to the 

automatic generation of labels for each LO instance. All labels are related to the computer science 

domain, such as; computer networks; computer programming; computer graphics; computer 

security; electronic engineering…. etc. The LOs are described within 3500 features extracted 

from their LOM annotations In the next subsections, we will explain the approach we followed to 

automatically assign multiple labels to each LO instance as well as the process of minimizing the 

size of the metadata features to improve the quality of the classification technique and save the 



Computer Science & Information Technology (CS & IT)                                  117 

 

time. Finally we propose the main statistics of the created multi-labeled dataset. 

 

4.1. Automatic Generation of Metadata (Labels)  

Metadata generation is a research field, which has been heavily worked on, in the recent years. 

Metadata generation method strongly depends on the target metadata types. The focus of this 

paper is the automatic generation of label metadata and assigning them to the scrapped LO 

instances. Particularly, this generation is done by keywords metadata. LOs have different 

keywords. Some of the keywords are different from each other, but their meanings are almost 

same. Hence, for classification purposes, keywords are categorized, and those categories are used 

as labels. Label categorization and related keywords are defined and stored in XML file. Then, 

the parsing function in the java programming language, parses this XML file, and when the LO 

instance contains any of the listed keywords, the label category of the intended keyword will be 

assigned to that instance as its additional label. By applying this automatic generation approach, 

the multiple labels are automatically assigned to each LO [44]. 

 

4.2. Dimensionality Reduction (DR)  

In machine learning domain, dimensionality reduction (DR) is the process of minimizing and 

reducing the number of features in the dataset. The motivation for DR is summarized as follows: 

the reduction of the number of features provides an effective and high accuracy outcomes; the 

training and classification times are reduced due to the minimization of features’ numbers; and 

removing noisy and irrelevant features which can have an influence on classification and a 

negative impact on accuracy results.  

 

Dimensionality reduction can be divided into two categories: feature selection and feature 

extraction [45]. Feature selection is the process of selecting the relevant and high-valued features 

for the use in dataset classification [23]. Feature extraction is the process that constructs and 

builds new-derived features out of the original ones; they are intended to be informative and non-

redundant. 

 

In this experiment the feature selection approach was used to reduce the features’ number. We 

applied the Gain-Ratio attribute evaluator, from WEKA [46], to select the top valuable features. 

In the MLC problems, the DR can be executed by invoking one of the multi-label algorithms, as 

mentioned in (MULAN), a Java Library for Multi-Label Learning, [47]. We performed the 

attribute evaluation using the LP transformation algorithm. 

 

By applying the DR process, the features’ number of the dataset has been reduced from 6166 to 

3500 features. 

 

4.3. Dataset Statistics  

 
The multi-labelled dataset has many statistics, which explains the number of labels in the dataset 

that can influence the performance of the different multi-label methods.  These statistics are [26]: 

 

• Label cardinality: it is the average number of labels of the instances in dataset: 

Label-Cardinality = 
�
!

 ∑ | ��|!
���  

 

• Label density: it is the average number of labels of the instances in dataset divided by L (L= 
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total number of all labels): 

Label-Density = 
�
!

 ∑  |#$|
'

!
���  

 

• Distinct Label-sets: it provides the number of unique label-sets in the dataset. 

 

• The number of dataset’s instances and features, along with features’ type: whether they are 

numeric or nominal. 

 

Table 1. Dataset statistics 

 

 
 

 
 

Figure 1. The number of instances per label 

 

5. RESULTS AND DISCUSSION 
 

We have applied the adopted classification techniques from MULAN, for obtaining the predicted 

results of the dataset. For the experiments, we followed the following three steps of the directive 

that is available in open-source MULAN system: 

 

1. We loaded the multi-label dataset for training. The dataset is composed of two text files 

required by MULAN for the specification of a multi-label dataset: an XML file specifying 

the names of the labels (Ariadne.xml), and an ARFF file specifying the actual data 

(Ariadne.arff). 
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2. We created an instance of each learning algorithm that we want to train: ECC, RAKEL, EPS 

and MLKNN, in order to build a model and obtain predictions. 

 

We trained each classifier using the multi-labeled LO dataset that we loaded from ARIADNE 

repository. For the empirical evaluation of all adopted algorithms, we used the cross-Validate 

method of the Evaluator class of MULAN library. Each classifier applied the 4-fold cross 

validation folds for evaluations to divide the dataset into: training-set and test-set. 

 

The transformation-based algorithms transform MLC problem into one or more single-label 

problems. So, they accept the single-label classifier (base classifier) as a parameter. In this 

experiment: the J48 single-label classifier is used as a base classifier for all problem 

transformation algorithms. J48-classifier is the decision-tree classifier in WEKA Software [48]. 

 

Each of the adopted MLC algorithms has it’s own parameters, needed to be stated prior to 

training them. 

 

• ECC has three parameters: 

1. The number of models: varied from 30-150 models. 

2. Boolean parameter of using confidence while choosing the subset for dataset: false. 

3. Boolean parameter of using sampling-with-replacement: which means, the instances of 

the dataset could be selected more than one time at each model: in this paper; it was 

stated false, each instance could be selected only one time among all models. 

 

• RAKEL has three parameters: 

1. The number of models: varied from 50-200 models. 

2. The k-subset size: 3 

3. Threshold value: 0.5 

RAKEL is meta-algorithm, and it can accept any multi-label algorithm as a parameter. It is 

typically used in conjunction with the LP algorithm. In turn LP is a transformation-based 

algorithm and it accepts a single-label classifier as a parameter. The J48-classifier, which is the 

decision-tree algorithm from WEKA, will be used for this purpose. 

 

• EPS has 6 parameters: 

1. The percentage of dataset sample at each model: 60% 

2. The number of model: varied from 30-200 models 

3. The threshold value: 0.5 

4. The pruned sets parameter p: 3 

5. The pruned set strategy: Using both strategies: strategy A; and strategy B 

6. The pruned sets parameter b: 3 

 

• MLKNN has 2 parameters: 

1. The number of neighbors: varied from 5 to 30 neighbors. 

2. The smooth factor: (always = 1). 

 
5.1. Discussion  

 
The comparison between the four learning algorithms will be evaluated from two points of view: 
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1. The Classification point of view: Table 2 shows the predictive performance results of the 

four competing MLC algorithms using the evaluation metrics, mentioned above. We noticed 

that ECC dominates the other algorithms in almost all measures, followed by RAKEL, 

MLKNN and finally EPS. ECC improves the predictive accuracy and can be used to further 

augment predictive performance. 

 

2. The Time-Complexity point of view: In relation to the time issue, we observed that ECC is 

the most time-consuming algorithm, followed by RAKEL algorithm, EPS, and finally 

MLKNN, which is the fastest algorithm. Table 3 shows the classification time in seconds that 

was consumed during the process. 

 

From the previous comparison, we could say that ECC performs the best and predicts the highest 

performance. According to the time issue, we have to use special devices, which has a quite 

enough memory space and a fast processor speed, to do the classification process. In this 

experiment, we have used our own Laptops to execute the results. Our Laptops have low features 

compared to more professional devices. 
 

Table 2.  Performance results 

 
 

Table 3. Classification time 
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6. CONCLUSIONS AND FUTURE WORK 

 
The services of locating and searching educational contents, specifically LOs, present the core of 

the development of educational systems. This search area has been active in the recent years. In 

this paper, we have built an efficient MLC system for classifying the LOs. We have used four 

effective MLC techniques and compared between them, to notice which classification algorithm 

is the best for classifying the multi-labelled LOs. The classification was performed on the 

collection of 658 LO instances and 30 class labels. Therefore this system offers a methodology 

that illustrates the application of multi-label learning of LOs for classification and ranking tasks. 

We have concluded that, the ECC algorithm was very effective and it was proposed as the best 

classification algorithm for multi-labelled LOs, followed by RAKEL, MLKNN and finally EPS. 

From the performance results, it’s obvious that the ensemble methods provide the best results for 

almost all evaluation metrics. 

 

As future work, we intend to: Increase the dataset size, consisting of a very large number of LOs 

and labels; use the hierarchical MLC approach, which has a great potential in this domain; 

employ other metadata features to obtain the best classification for LOs; and study the multi-class 

and multi-instance approaches. They are new studied areas associated with the multi-label 

learning domain 
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ABSTRACT  

 

Nowadays the determination of the dynamics of sequential data, such as marketing, finance, 

social sciences or web research has receives much attention from researchers and scholars. 

Clustering of such data by nature is always a more challenging task. This paper investigates the 

applications of different Markov models in web mining and improves a developed method for 

clustering web users, using hidden Markov models. In the first step, the categorical sequences 

are transformed into a probabilistic space by hidden Markov model. Then, in the second step, 

hierarchical clustering, the performance of clustering process is evaluated with various 

distances criteria. Furthermore this paper shows implementation of the proposed improvements 

with symmetric distance measure as Total-Variance and Mahalanobis compared with the 

previous use of the proposed method (such as Kullback–Leibler) on the well-known Microsoft 

dataset with website user search patterns is more clearly result in separate clusters. 

 

KEYWORDS 

 

Hidden Markov Model, distance metric, agglomerative clustering, categorical time series 

sequence, probability model 

  

 

1. INTRODUCTION 

 
Determining the dynamics in a Sequential data has become a critical step in many research fields. 

Current researches on data mining methods for dealing with big data in clustering of sequential 

data has recently aroused great interest[1] For example, discovering patterns in web navigation, 

similar to web mining, has become an important subject[3]. In this regard, [2] it was illustrated 

that traditional data mining approaches might be unsuitable for pattern discovery of websites 

users. Therefore, a large number of algorithms have been proposed for clustering web usage 

patterns. For example, the approaches that use K-means algorithm with KL distance metric as an 

alternative of Euclidian-metric distance [4], are resulted in the development of hierarchical model 
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based algorithms for web transactions clustering [5] and model-based approaches based on 

Markov models [6]. 

 

Along with data mining techniques, the use of probabilistic models such as Markov chain model 

[9], is useful in classification of web pages and generation of similarity and relation between 

different web sites. In order to conduct web mining, information from various sources such as 

web server access log, proxy server log, log browser, user profiles, data registration and meeting 

user transactions, cookies, bookmarks data , mouse clicks, surveys and other data can be 

collected as a result of an interaction. 

 

In [10] it was investigated that the Markov models in web mining can be used to predict the user's 

next action; for example, using Markov models, social networks can predict future visits of users. 

Social networks can be mapped as a Markov chain; also using hidden Markov models with 

support vector machine classification methods, predicting sports, weather and social activities on 

Twitter was possible. 

 

HMM is a machine learning algorithm used for pattern recognition in various applications (e.g. 

speech recognition, text and movement). The algorithm consists of two random processes. 

Hidden processes are not visible directly but indirectly can be deduced throughout the random 

process that produces a sequence of observations. Statistical methods such as Markov models can 

be employed to explore the behavior of transient (temporary) web data. 

 

In section 2 we review previous researches on the application of different types of Markov 

models in various fields of web mining. Section 3 introduces the issue and the constraints 

involved in solving them, using previous methods. Section 4 describes the process of modeling 

and hierarchical clustering problem using different distance-metric criteria. Section 5 describes 

the standardized data set that contains records of web users’ browsing history by introducing and 

applying the proposed method. Section 6 compares the quality of clustering, using different 

distance measures, and reports findings and results. Section 7 and 8 present future work and 

references list respectively. 

 

2.  REVIEW OF RESEARCH ON THE APPLICATION OF MARKOV 

MODELS IN WEB MINING 
 

Traditional hierarchical clustering algorithms commonly used in clustering are somewhat 

impractical because it requires more storage and computation when the number of observations is 

large. K-means algorithm is considered as one of the most widely used algorithms in web mining. 

For the clustering of web users and user sessions, modeling studies based on Boolean (met / not 

met) or based on the frequency (number of each page visits) were adapted in web application. In 

other studies exploring the general sequence, sequence pattern mining techniques are used in 

order to reduce the computational complexity and produce significant clusters (meaningful). 

Using statistical models such as Markov models, in particular in the clustering process and 

display data encoding, is a more efficient way, so that the review of the current paper, Markov 

chain models role is well-appreciated with capabilities in three areas of web mining (usage, 

content, and structure mining). C. Xu et al., [13] proposed a hidden semi Markov model in web 

usage mining that the page sequence {page1, page2, … } can be described as a Markov chain; the 

HTTP requests {��, ��, … , ��} or interval time {��, ��, … , ����} between adjacent requests can 

be treated as the observations of Markov chain; and each Markov state can output multiple 
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observations continuously. Obviously, the user click behaviour conforms to hidden semi-Markov 

model (HsMM). Their methods were used   state selection algorithm based on K-means clustering 

on backbone of a state China Telecom data set. Luca De Angelis et al., [14] proposed an extended 

hidden Markov model and time series in web usage mining. They mine categorical sequences 

from data using a hybrid clustering method that observation was sequences (variable length) of 

change transition between states and hidden states generated dynamics by time series, training 

algorithm was EM on well-known Microsoft dataset with website users search patterns. Sungjune 

Park et al., [15] proposed Markov chain in web usage mining. Parameters were page categories as 

state that each Markov chain represents the behaviour of a specific subgroup and categorize page 

with K-means & Kmeans + Fuzy ART methods, training algorithm was EM on Information 

Server (IIS) logs for msnbc.com data set for the entire day of September, 28, 1999. Yu-Shiang 

Hung et al., [16] proposed combined Markov model with ART2-enhance in web usage mining, 

each Markov chain represents the behaviour of a specific subgroup and training algorithm was 

EM on all of march, 2012, 3391 sessions of 157 elders data set were identified for analysis. Yi 

Xie et al., [17] proposed a Large-scale hidden semi Markov model for web security in web usage 

mining. Parameters were pages of web site as hidden state that states transition was the structure 

of web page links and inner requests of pages as observation. Training algorithm was 

unsupervised extended re-estimation [21,22] and entropy clustering on anomaly detection in 

behaviours of user navigation data set. 

 

3. PROBLEM DEFINITION 

 
As seen in the example of table 1, sequences may be restrictions on the issue of calculating the 

distance (similarity / dissimilarity) between them exist. 

 
Table 1. Observed sequences A and B. 

 

  1      2      3      4      5      6     7      8     9    10    11     12    13    14     15    16 Time 

  1      1      1      2      2      2     2      2     1     1      1       2      1      2      1       2 

  1      1      2      2      1     1      2      2     1     1      2       2      1      1      2       2 

Sequence A 

Sequence B 

 
Table 2.  observed transitions between states. 

 

Sequence A  Sequence B 

States 1 2 States 1 2 

1 4 4 1 4 4 

2 3 4 2 3 4 

 

Table 2 contains two categorical sequences of A & B with state- space {1 and 2} and length of 

16. According to the table 1, the sequences are different. In fact, from a Markov Chain 

perspective these two sequences are identical as its sufficient statistics are the same.As it is 

shown in table 2, the starting condition and state of the state transition matrix are identical in 

observations. Therefore, based on these data, applying any distance-metric between A and B 

would be null; in other words, the sequences would be identified as identical which always 

results in the belonging to the same cluster.      

 

 The aim of this paper is to improve method that based on hidden Markov model in [14] clustering 

the search pattern of web users. The proposed improvements on method of this paper are a 
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combination of model-based clustering approach, which is built through the development of one 

HMM. In particular, the process of clustering with correlated data is observed, developed in time 

series and categorical data set is transformed to a probabilistic space in a way that the symmetric 

distance-metrics as Kullback–Leibler, Total-Variance and Mahalanobis could be applied on it.    

        

The BCD algorithm clusters the time series based on the distances between the matrixes of 

observed transitions between states; while the procedure of clustering in this paper rests on the 

distances between posterior probabilistic of hidden states resulted from HMM after learning 

phase (estimated using Baum Welch algorithm[24]). Additionally, the estimation from HMM 

panel the similar hidden part of each of the time series lets the last probability of each sequence 

be comparable. 

 

4. PROBLEM MODELING AND CLUSTERING 

 
This section introduces a flexible method for categorical clustering of times series and clustering 

procedures based on model and hierarchical.  

 

4.1. Definintion, Concepts and Notation 

Y is a sample of n objects from time series sequences and each of its, with variable length (from 

1 to �	 ) that  t={1, 2 , … , �	}, denoted by Y = ( ��, ��, … , ��   ) subject to �	 = (�	 �, �	 � , … , �	 ��   ) 

and Z = ( ��, ��, … , ��   ) explains different hidden states of Markov. φ Explains the set of 

parameters which is f(�	; ϕ) the probability density function for object i with the particular 

parameter φ. The logarithm of maximum likelihood (ML) function of data for the set of 

parameters is l�φ; y� = ∑ log f(y�; φ)�� � .      

 

f(Y, Z l ϕ)  = ?                     (1) 

 

data set is  Y = { Y�, Y�, … , Y�   }                           (2) 

 

Z = { Z�, Z�, … , Z�   }                                              (3) 

 

| Y� |  =  T�   , Y� = { Y� � = A, Y� � = B , … , Y� &'   = ⋯}   , Y� ) ∈ { 1, … , M }    (4) 

 

| Z� |  =  T�    ,   Z� = { Z� �, Z� �, … , Z� &'   }   , Z� ) ∈ { 1, … , K }                 (5) 

 

4.2. Step 1 : HMM panel 

 

The first step, provides a model-based approach through the development of the concept of 

hidden Markov model. It assumes that time observations (time series) �+ is dependent on the 

hidden random process of �+ which is defined with K states. The relation between data series is 

observed and the hidden process for object i is shown in picture 2. 
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Fig. 2.  Graphical representation of the model  

 

The above graph shows the serial dependency in the observations which are completely affected 

by Z,  process; thus, HMM with the defined variable from different states of K for each time 

observation, HMM estimates the hidden variable for the entire T� . For the set of ϕ parameters, 

HMM panel is determined for object i as follow:  

 

HMM  f(Y� , Z�| ϕ)  = f(y��  | z��). f(z��) ∏  f(y�,  l z�,)f(z�,  | z�(,��))&', �                       (6) 

 

and f(Y�  | ϕ)  =0 f(Y� , Z�| ϕ) 
1'                                                                             (7) 

 

f(Y, Z | ϕ)  = ∏  f(y� , z� | ϕ)�� �                              (8) 

 

all i : λ� ≡ f(z�= k)   ;  ∑ λ3 = 1�� �                                    (9) 

 

A (latent state transition matrix) ≡ π53 ≡ f(z�, = k  | z�,�� = w ); ∑ π53 = 183 �     (10) 

 

B (observe state transition matrix) ≡ B3) ≡  f(Y�, = j  | z�, = k )  ; ∑ B3) = 1:) �       (11) 

 

Now, due to high number of parameters estimation of  φ;  = <�=><? φl(Y | ϕ) using ML method 

would be very difficult. Therefore, approximation method of EM, which is Baum Welch for 

HMM, will be used.   

 

After finishing the learning phase of HMM, the set of   φ;  ( @AB  ، CDAE و     FAGB )  parameters will be 

estimated and they let us calculate the posterior probabilities. The  HIAJ (t) = f( i ∈ k at time t |�	 ,  K; ) 

which is the probabilities of an observation and is estimated in a hidden states in time t condition 

on time series observations and estimated parameters.  In that paper, transformation of the main 

dataset to  HIAJ (t) posterior probabilities is suggested. This transformation provides two 

advantages: 1. Posterior probabilities contain exclusive information of each time series and this 

could be used simply in clustering. 2. They can be compared; for instance, for k = 1, 2, … , K and 

 uM3J (t)=1, i = 1, 2, …, n  . The most important analytical step of this paper is the determination of 

hidden conditions (K) of Markov process as in [14]. The value of K is identified 12 in the 

implementation   of web mining on msn web data set(available on kdd.ics.uci.edu). 
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4.3. Step 2: Hirachical Agglomerative Clustering 

 

The second step is to extract the information provided by the probabilities obtained in the first 

step to determine clusters of sequences characterized by similar dynamic patterns. Specifically, if 

two time series with posterior probability are assigned (allocated) to the same hidden status, then 

they should be in the same cluster. Natural chance to calculate the distance between two 

probability distributions will be KL. 

 

All   t,i : f(z�,(�..&') = k  | Y�(�..&'))                                 (12) 

 
Table 3.  Mapping i'th sequence to form the posterior probabilities 

 

    

…  

  

t 

  

… 

  

2  

  

1  

  

          1 

    …       2  

  …   …     K  

    …        ...  

            K 

 

4.4. Distance Metric Improvement in Clustering Phase 

 

Instead of KL similarity measure, other criteria those are applicable to the data with statistical 

distribution, such as Total Variance and Mahalanobis, can be used.  

 

4.4.1. TV Distance Metric [11] 

 

                 q =   uP3J   , p =   uM3J   (and the opposite )  D&S(p || q) = ½ ∑ | p(i) − q(i)|:� �            (13)  

 

4.4.2 Mahalanobis Distance Metric [12] 

This distance criteria for an observation � = (��, ��, … , �V  )� from a group of observations with 

the average observation W = (W�, W�, … , WV  )�and covariance matrix S is defined as follows:  

   

D:�Y�, Y) � =  X(Y� − µ)& S�� �Y) − µ�      Y  = (y�, y�, … , yZ  )&                              (14)  

 

The steps of implementation of Mahalanobis distance measure by using principal component 

analysis PCA [11]: 

 

• Calculation of the total length of time series sequence data: T,[,\] = ∑  T��� �  
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• With concatenation of probability matrix for each of the sequences, the total matrix has the 

dimension of the T,[,\] ∗ _ is formed (K number of hidden states). 

 

• execution of PCA feature extraction algorithm on the previous step matrix (Without 

dimension reduction) 

 

o eigenvectors matrix (each column is a special-vector in descending order) 

 

o the transformed total matrix of the PCA space 

 

o variance in the directions of the eigenvectors 

 

• To be in line with the amount of variance should be divided every direction, the standard 

deviation of direction. 

5. WEB USAGE MINING 

 
In this section, using the proposed method, msnbc.com (available in kdd.ics.uci.edu) dataset have 

been analysed with many distance measurements. The application aims to analyze the sequence 

of pages requested by the user search patterns visits to determine the clusters identified through 

different websites and search behavior on the Web. This data set is also used by other researchers 

[18, 19].   

 
5.1. Data Set Description 

 

Dataset includes a record number of 989,818 (each record a sequence of different pages a user 

visits) which is recorded by Microsoft MSN for websites visitors during a full day (28 September 

1999). The variety of the visited web pages are 1 to 17:      

 

(1) frontpage, (2) news, (3) tech, (4) local, (5) opinion, (6) on-air, (7) misc, (8) weather, (9) 

health, (10) living, (11) business, (12) sports, (13) summary, (14) bbs (bulletin board service), 

(15) travel, (16) msn-news, and (17) msn-sports. 

 

Z considered hidden states of model of HMM, Y is Set of sequences of variable length, each of 

the constituent elements of each sequence in the moment t (t is 1 to �	) have one of the 17 

categories may be. The analysis and application of the proposed method in a random sample of 

about one percent of the data that has at least two pages have (have at least one transition) sample 

size n = 6244 are considered. 

 

5.2. Step 1: HMM panel 

 
In the first step of HMM panel, for reaching the optimum number of hidden state, K with values 

of 1 to 15 is analyzed and in order to avoid local maxima, the algorithm is run for 100 times. The 

best K (the number of hidden states for each item in the sequence) was determined 12.  
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5.3. Step 2: Hierarchical Agglomerative Clustering with Different Distance Metrics 
 

Now we compute the distance between the two sequences with different distance metrics  , then in 

the step 2, we start to cluster the obtained distance matrix with the usage of hierarchical 

agglomerative clustering algorithm with different distance method between clusters such as 

complete linkage method.  As can be seen in the following figures (3, 4, 5, 6 and 7) according to 

the dendrograms’ using of the different distance metrics, we are cutting the tree with the biggest 

cut, one of cluster that consists a large number of users, include the users who prefer short 

meetings with specific topics such as news headlines a few clicks, weather and sports search. 

Thus we could label this cluster as specialists’ users. The second cluster represent generalist users 

such as web users have longer sessions characterized by longer sequences of clicks and prefer 

different topics on the website. 

 

6. EVALUATION AND RESULTS 

 
Applying KL, TV and Mahalanobis distance criteria with different distance methods from the 

figures of part 5.3 it is concluded that the implementation of the second part of the algorithm with 

the criteria of TV-ward, TV-complete, Mahalanobis-complete (with respect to the maximum 

distance between levels of clustering) respectively have more clearly result in separate clusters 

than distance measure (KL) utilized in the referenced paper in the clustering level.   

 
Fig. 3. Dendrogram -using KL with complete method (Basis for comparison- fourth choice) 

 

 
Fig. 4. Dendrogram -using TV with ward method (The best of the three criteria-first choice) 
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Fig. 5. Dendrogram -using TV with complete method(second choice) 

 

 
Fig. 6. Dendrogram -using Mahalanobis with complete method(better than KL – third choice) 

 
Fig. 7. Dendrogram -using Mahalanobis with complete method (worse than KL and thired choice) 
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7. CONCLUSIONS 

 
In this paper we have improved a method based on hidden Markov model for clustering web 

users with different symmetric distance measures. Among the measures discussed, as  Total-

Variance and Mahalanobis compared with the previous work that was used of the proposed 

method (such as Kullback–Leibler)  are better results and more clearly separated clusters as test 

results show up. 

 

8. FUTURE WORKS 

 
In order to development of the current work, we can do the next phase HMM training and 

clustering, we can predict the next sequence that improvement attractive website for website 

designers, and predict future patterns of search engine users may be fruitful. The clustering is 

done using a combination of improved methodology presented in this paper for other 

applications, such as browsing behaviour anomaly detection website user [17] and also on the 

results of other data collection including the development of the proposed method in this paper. 
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ABSTRACT 
 
This paper deals with the Resource-Constrained Project scheduling Problem (RCPSP) under 

activity duration uncertainty. Based on scenarios, the object is to minimize the worst-case 

performance among a set of initial scenarios which is referred to as the min-max robustness 

objective. Due to the complexity of the tackled problem, we propose the application of the 

GRASP method which is qualified as a simple and effective multi-start metaheuristic. The 

proposed approach incorporates an adaptive greedy function based on priority rules to 

construct new solutions, and a local search with a forward-backward heuristic in the 

improvement phase. Two different benchmark data sets are investigated, the Patterson set and 

the PSPLIB J30 set. Comparative results show that the proposed enhanced GRASP outperforms 

the basic procedure in robustness optimization. 

 

KEYWORDS  
 
RCPSP, uncertainty, Robustness, scenario, GRASP, intensification 

 

 

1. INTRODUCTION 

 
The Resource-Constrained Project Scheduling Problem (RCPSP) is a well-known project 

scheduling problem that consists in scheduling a set of activities over resources with limited 

capacities subject to precedence and resource constraints while optimizing several objectives.  

The most common objective is to minimize the project duration (so called makespan and denoted 

by Cmax). As a generalization of a majority of the classical scheduling problems, the RCPSP was 

classified as NP-hard [1]. This problem was widely studied in the literature; heuristics and 

metaheuristics were successfully applied in this context such as Genetic Algorithms, Sampling 

methods, based local search methods, Simulated Annealing, etc. Efficient surveys are given in the 

following references [2, 3].   

 

Nevertheless, the project scheduling process is really subject to unexpected events that may be 

related to activities or resources leading, in the most of cases, to schedule disruptions. In the last 

few decades, the researchers ‘efforts were focused in managing uncertainty in project scheduling 

to avoid the schedule disruption and the performance degradation when perturbations occur.  
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One of the basic approaches to deal with uncertainty [4] is the robust approach having the object 

to find a schedule that remains with a highest quality across a set of scenarios. A scenario 

represents a problem realization which is founded by matching fixed values to uncertain problem 

parameters. Inspired from the decision analysis, the scenario-based approach is a simple and 

effective way to model uncertainty. With the absolute robustness objective, referred to as the 

min-max objective, the aim is to minimize the maximum performance degradation among all 

scenarios. However, the regret robustness objective is to minimize the maximum deviation of 

solutions from optimality across all scenarios.  

 

In the literature [5], Kouvelis and Yu have investigated the cited robustness objectives for 

different combinatorial optimization problems. Although robust scheduling problems are more 

blinded to reality, solution methods for robust RCPSP are not exhaustive. In [6], Al Fawzen and 

Haouari have proposed a bi-objective model for RCPSP with the minimization of the makespan 

and the maximization of the robustness. The problem was solved by a tabu search heuristic. 

Chtourou and al. [7] have studied various robustness measures based on priority rules when 

activity durations vary. The work of Artigues and Leus [8] deals with RCPSP under activity 

uncertainty. Based on PLNE, the authors proposed a scenario-based bi-level problem formulation 

that minimizes the absolute and relative regret robustness. In this model, a solution depends on 

priority rule, also called scheduling policy. The authors have applied, in first, exact method which 

has taken excessive computational time considering medium sized instances. So they were 

directed towards heuristic procedures. In addition, the Genetic algorithm was simply adapted to 

robust optimization problems, such as the one machine problem [9] and the robust RCPSP [10].  

 

Heuristics and metaheuristics are also approved as efficient methods for stochastic RCPSP 

(SRCSP) where the uncertainty is modeled by probabilistic distributions, and the robustness is 

evaluated in terms of expected makespan. We cite the work of [11] in which metaheuristics were 

well investigated to SRCPSP. Recently, the work of [12] gives promising results for RCPSP 

under uncertainty.  

 

In this context, we are encouraged to use the GRASP to the scenario-based robust RCPSP.  Our 

tackled optimization problem aims to maximize the absolute robustness objective. We propose a 

GRASP algorithm enhanced with a forward-backward heuristic. 

 

The next section focuses on the problem definition in deterministic and non deterministic version. 

Section 3 describes the main phases of the GRASP method. In section 4, we explicit the 

application of the latter method to the robust RCPSP. Computational results are given in section 

5. Section 6 concludes the paper. 

 

2. ROBUST PROJECT SCHEDUING PROBLEM 

 

2.1. Deterministic RCPSP 

A deterministic version of RCPSP consists in performing a set A of n activities on a set K of m 

resources. Every activity i has a fixed processing time denoted by pi and requires rik units of 

resource type k which is characterized by a limited capacity Rk that must not be exceeded during 

the execution, and activities must not be interrupted. Two additive dummy activities 0 and n + 1 

are used that represent to start and the end of the project, respectively. Dummy activities have 

null time duration and null resource requirement. The objective of the standard RCPSP is to 

construct a precedence and resources feasible schedule with the minimum makespan.  
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Precedence constraints perform that the start time of an activity i is permitted only when all its 

previous activities are finished. The Resource constraints satisfy that the use of every resource 

type, at every instant, does not exceed its capacity.  

 

 A schedule S referred to the baseline schedule which is given by the list of activity finish times 

(start times); let Fi (>=0) denotes the finish time of an activity i, then S=(F0, F1, …, Fn, Fn+1) and 

the total project duration corresponds to the end project finish time Fn+1. 

 

Therefore, the conceptual formulation of the RCPSP is given by the following formula:    
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with A(t) denotes the set of activities which are executing at time t, and Pj denotes the set of 

predecessors of the activity i. 

 An instance of the RCPSP can be represented by a graph G = (V, E) where the set of nodes V is 

defined by project activities and E contains arcs according to the precedence relations. 

2.2. Min-Max robust RCPSP 

The considered variability, for RCPSP under uncertainty, relies on activity durations. We use a 

scenarios-based approach to model the problem variability. Hence, we construct a set of 

scenarios, denotes by ∑, for optimization, let iσ be a single scenario that corresponds to a 

problem realization. Each scenario is found by altering the initial activities durations with respect 

to a maximal activity delay.  

A feasible solution x for the robust scheduling problem is represented by an activity list; let f(x,

iσ ) denotes the makespan of the generated schedule according to x on scenario iσ . This value 

defines the local performance of the solution x according to iσ . However, the global 

optimization process has to find the robust schedule with the global performance across the 

optimization set. Usually, the global performance is measured in terms of mean value, maximum 

deviation, etc. 

The object of the present work is to optimize the min-max robustness objective of RCPSP which 

consists in minimizing the maximum makespan value over all scenarios. The optimization 

objective is given by the following formula.  

                                    
)),((maxmin ixf

i

σ
σ Σ∈  

(4) 

Resource and precedence constraints for the robust RCPSP are the same in the deterministic case 

(Equations (2) and (3)).   
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2.3. Complexity 

 
The robust scenario-based robust RCPSP with the min-max robustness objective is an NP-hard 

problem as it can be reduced to the standard NP-hard deterministic version for a number of 

scenarios equals to one [14]. 

 

3. GRASP METAHEURISTIC 

 
The GRASP (Greedy Randomized Adaptive Search Procedures) is a multi-start metaheuristic 

which was developed for combinatorial optimization [15, 16]. It consists of an iterative process, 

in each of one, two phases are performed: a construction phase and a local search phase. The first 

one permits the construction of a feasible solution iteratively, one element at once iteration. 

However, the second phase performs the improvement of the recently constructed solution by a 

simple local search heuristic. The best across all generated solutions is then retained.  

 

In the construction phase, a Candidate List (CL) is generated that contains the set of the candidate 

elements (edges) to be selected and added to the current partial solution. The CL is ordered with 

respect to a greedy function that measures the benefit of selecting each element. Moreover, the 

effective selection of one edge is done from an additive list: the Restricted Candidate List (RCL) 

that regroups the best elements from the CL with highest greedy values.  

 

The GRASP procedure combines crucial characteristics of search methods. In the one hand, it is 

adaptive because the greedy function values are updated continuously depending on the current 

partial solution and the considered schedule construction strategy. In the other hand, it is a 

randomized-based method such that a selection of one element in the RC L is done randomly.  

 

4. APPLICATION TO THE ROBUST RCPSP 

 
We propose the application of the GRASP approach to the RCPSP with the optimization of the 

absolute robustness so called the min-max robustness objective.  

 

The main steps of the proposed approach are depicted in the following figure. As a multi-start 

heuristic, the algorithm starts with generating gradually a new solution. This step integrates an 

intensification strategy. Current solution is improved, in the second step, by a Forward-Backward 

Improvement heuristic (FBI) and a Local Search heuristic (LS).  

 
Figure 1. General steps of the enhanced GRASP approach 
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Throughout this iterative process an elite set (ES) is generated containing the best encountered 

solutions. The size of the ES is defined by a fixed parameter “nbElite”. Elite solutions are 

updated iteratively. 

4.1. Solution representation and robust fitness 

A solution is represented by an activity list that satisfies precedence constraints. To evaluate the 

global solution performance, a robust evaluation is made. We apply decoding procedure to 

generate the schedule according to the activity list x and the scenario iσ . Then, the robust fitness 

which measures the global solution performance is determined by the maximum makespan over 

all obtained values for ∑. The Serial Schedule Generation Scheme (Serial SGS) is used as a 

decoding procedure [2] to construct the schedule. 

4.2. Construction phase with intensification strategy 

 
At one iteration of the construction phase one activity is selected from an eligible set an added to 

the current partial solution. We generate the list CL of candidate activities having all their 

predecessors scheduled. For each activity in the CL, the corresponding greedy function value is 

equals to the priority rule value. We propose the application of different priority rules: the 

minimum Latest Finish Time (MLFT), the minimum of the activity free slack (MFLK), the 

inverse free slack priority rule, and the critical activity based selection. The object is to study the 

effect of the priority rule on robustness objective.  

 

First activities of the CL are then copied in the RCL. The size of the latter list is denoted by 

TRCL. From the constructed RCL, an activity is then chosen randomly and added at the latest 

position in the partial activity list. A pool of elite solutions ES is constructed.  

 

To ensure solutions with a high quality, we incorporate in the construction phase an 

intensification strategy based on the elite set. 

 

In fact, when the ES attempts the fixed parameterized size, then, with probability pES, we select 

randomly one element to be considered at the current iteration of the construction phase. Then, 

the first activity, in the elite solution, that does not appear in the partial current solution is 

selected and inserted in. 

 

The above described process is repeated until the construction of the totality of the solution is 

reached.  

 

4.3. GRASP Improvement Phase 

 
The proposed GRASP improvement phase combines a Local Search procedure (LS) with a FBI 

heuristic. The proposed Local Search starts from the recently constructed and improved solution 

x. Iteratively, a local move is applied to x to generate a neighbourhood set: N(x). The proposed 

move consists of the permutation of one activity of x with others nodes. The activity to be 

permuted is chosen at random. Obtained feasible solutions are saved to be compared with x. The 

best element over all neighbours and the current solution is retained. After a maximum number of 

iterations, the search method would stop with the best solution over all neighbourhoods.  
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The Forward-Backward Improvement (FBI) method is one of the basic heuristic for project 

scheduling. It was successfully hybridized with others methods ensuring efficiency and an 

acceptable computational time increment [17]. The Forward recursion is given by the serial SGS. 

However, the backward recursion is the SGS algorithm applied to the precedence-reverse graph 

starting from the end project activity where priority values are determined according to the lastly 

generated schedule. 

 

5. EXPERIMENTS 

 

5.1. Data Sets and Scenario Generation 

 
The proposed approach was implemented in Java and ran on a portable personnel computer 

equipped with an Intel® Core™ i5-2450M CPU@ 2.50 GHz 773MHz, 2.70Go of RAM. 

Experiments were performed on two benchmark project instances: the Patterson data set [18], and 

the PSPLIB J30 data set [19]. The first data set contains 110 instances of various projects with 3 

resource types and a number of activities that vary between 6 and 51. However, the second data 

set contains 480 project instances which are generated by the ProGen generator. These instances 

represent different projects with only 30 activities and 4 resource types. 

 

We generated scenarios with limited size for both the optimization and the evaluation 

(simulation) set. The optimization set contains nbScen scenarios, equals to 10, used to compute 

the robustness objective. The evaluation set is used for simulation to estimate the expected 

makespan. The size of the evaluation set is denoted by l. A scenario is an initial problem 

realization where a set of activities are modified by altering their initial durations. In fact, for 10 

percent of the total project activities, we add a time increment δ which is taken from a uniform 

distribution U(1,  maxDelay). The latter parameter indicates the maximum activity delay which is 

fixed to 10.  

 

In order to evaluate the performance of the proposed approach, we were interested by the 

following performance measures: 

 

- The estimate Expected makespan which is calculated over the evaluation set �E�C���� =


� ∑ �
��, σ����

��
 �; 

 

- The Standard deviation of the makespan over the evaluation set; 

 

- The Relative Optimality gap that measures the deviation between the estimate expected 

makespan and the lower bound LB, or the optimal makespan if exists, for the 

corresponding deterministic project �����������
�� �.  

 
All results are averaged by the number of tested project instances. 
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5.2. Performance evaluation 

 
5.2.1. Deterministic case 

 

It is inevitable to study the algorithm behaviour on the deterministic case. Hence, the table 1 

shows results of the GRASP implementation on the J30 data set. We performed the basic GRASP 

approach which based on a Local Search (LS) in the improvement phase (column 2). Then, the 

basic algorithm is improved with the FBI and tested for the same instances set. We vary the 

number of maximum iteration for both GRASP process (Line 2) and the local search (Line 3). 

Line 4 reported the average deviation from the well-known optimal solutions in percent, for both 

two GRASP implementations. The number of the obtained optimums is given in Line 5. 

 
Table 1.  Average deviations from optimal solutions J30 data set instances (the deterministic case). 

 GRASP-LS GRASP-LS+BFI 

Iterations for 

GRASP  

100 100 300 3000 1000 

Iterations for 

LS 

100/2 10 10 10 1000/4 

Optimality 

deviation  

0.51 0.57 0.34 0.24 0.20 

Optimums 396 390 419 428 434 

 

Results for static RCPSP show the performance of the applied GRASP procedure compared with 

other methods in the literature [3], especially when combined with the forward-backward 

heuristic. 

 

5.2.2. Results for Robust case 

 
Under uncertainty, we have performed different runs of the proposed GRASP on Patterson data 

set. The basic algorithm denoted as (GRASP-LS(10)) is considered as the implementation of the 

GRASP approach with the LFT priority rule in the construction phase and 10 iterations of local 

search procedure.  

 

We firstly, vary the maximum number of iterations with the local search incorporated in GRASP. 

Results are reported in table 2 with 1000 simulations as the size of the evaluation set. The 

evaluation procedure was ran for each project instance. 

 
Table 2.  Robustness evaluation on Patterson data set (1000 simulations). 

 GRASP-LS(10) GRASP-LS(20) GRASP-LS(100) 

Avg. Optimality 

gap 

0.2366 0.2384 0.2249 

Avg. Standard 

deviation 

3.4423 3.4026 3.4121 

 

Referring to the table 2, the local search procedure has an impact on the global performance. In 

fact, an increment of the number of iterations yields to better results for robustness. However, this 
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parameter must be controlled to ensure the non degradation of the later objective, which is the 

case with 100 iterations in the local search procedure. Table 3 contains numerical results of the 

proposed GRASP approach on J30 data set under uncertainty, simulated over 100 replications.   
 

Table 3.  Robustness evaluation on J30 data set (100 simulations). 

 GRASP-LS(10) GRASP-LS(20) + BFI 

Nunber of iterations 500 250 

Optimality gap avg. 0.1349 0.1243 

max. 0.2755 0.2603 

Standard deviation avg. 4.2515 4.1428 

max. 6.3863 5.8086 

 

In order to study the efficiency of the enhanced GRASP approach for the robust RCPSP, we 

evaluate the computational time on Patterson instances set for 1000 generated schedules, reported 

in Table 4. As described in [17], the FBI heuristics needs two passes of the SGS procedure to 

doubly justified the initial schedule. Thus, the number of generated schedules with the basic 

GRASP algorithm and the enhanced version with a FBI heuristic is equals to�nbIterMax × 10� 
and�nbIterMax × �10 + 3��, respectively.  

Table 4. Comparison between GRASP and GRASP-FBI on Patterson data set (1000 simulations). 

 GRASP-LS(10) GRASP-LS(10) + BFI GRASP-LS(10) + BFI 

Nunber of iteration 100 75 333 

Optimality gap avg. 0.2362 0.2304 0.2259 

max. 1.3352 1.31197 1.3398 

Standard deviation avg. 3.4106 3.4008 3.4089 

max. 5.5832 5.6207 5.5526 

Time(s) 2.04 1.775 7.926 

 

In table 4, column 2 and 3 show that for maximum 1000 generated schedules, the enhanced 

GRASP outperforms the basic GRASP in terms of robustness and computational time.  

 

5.2.3. Priority rule  

 
The idea of the present experiment is to study the effect of priority rules on robustness solution 

quality.  As described in section 4, the construction phase implements a priority rule to order the 

Candidate List content, from which we select the TRCL best elements to the RCL.  

 

We investigate in table 5 different priority rules based on critical path: Minimum Latest Finish 

Time (MLFT), the minimum Slack (MSLK), the inverse MSLK, the critical Activity based rule. 

The total activity slack is obtained by the difference between its latest and earliest start time. We 

also propose to study a priority rule which based on graph structure which is the GPRW (Greatest 

Rank Positional Weigth). We ran the GRASP algorithm with two different RCL size values 

(TRCL).  
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With limited size of the restricted list, the standard deviation of the estimated makespan is 

decreased as we reinforce best elements in the RCL. The inverse MSLK gives better results than 

the MSLK; this result can be interpreted as the inverse SLK favour activities having greatest 

slack values, consequently generated schedule will be more flexible to absorb activity delays. 

 
Table 5.  The Standard deviation variation on Patterson data set (1000 simulations). 

 

Priority rule 

GRASP-LS(10) 

TRCL=5 TRCL=3 

MLFT  3.4721 3.4456 

MSLK  3.4702 3.4871 

inverse MSLK 3.4640 3.4454 

Critical Activity 3.4533 3.4741 

GPRW 3.4606 3.4499 

 

6. CONCLUSIONS 

 
This paper has presented the application of the GRASP approach to the robust RCPSP. Based on 

scenarios, the object of the tackled optimization problem is to maximize the min-max 

robustnesss. The proposed GRASP approach incorporates priority rules in the greedy 

construction phase and two procedures in the improvement phase such as a local search and the 

forward-backward heuristic. Experiments have shown the simplicity of the GRASP 

implementation as a multi-start heuristic compared with other complex metaheuristic as 

evolutionary-based approach. In addition, the presented meta-heuristic was efficient to deal with 

uncertainty in acceptable computational time. Further works must be concentrated on the study of 

the GRASP construction phase to explore diverse solution on the search space, and the 

application of the algorithm to more large-sized project instances in robust scheduling. 
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ABSTRACT 

 

The current study focuses on the investigation of the relationship between variables training, 

reward, empowerment and job satisfaction of the employees and the influence of job satisfaction 

on the organizational commitment. In so doing, the relationship between super pattern variables 

was considered on the basis of some theoretical principles. This is a correlative study in which 

the path analysis model is used, because it is possible to investigate direct and indirect paths 

through such model. Population included all employees of Ilam’s telecommunications company 

among whom 190 ones were selected as the sample by use of randomized sampling model. Data 

was gathered using five standard questionnaires. The reliability and admissibility of the 

questionnaires was evaluated by use of Coronbach’sα and explorative factor analysis. In order 

to test the available pattern, the path analysis technique was used. Results show that there is a 

meaningful relationship between the above mentioned variables. 

 

KEYWORDS  

 

Training, reward, empowerment, job satisfaction, organizational commitment, 

Telecommunications Company 

 

 

1. INTRODUCTION 

 
During the past decades, an organization was mainly evaluated on the basis of factors such as 

financial resources and equipment. But today, the main comparative capitals of the organizations 

are the skilled and educated persons who are thoroughly proficient in the technological 
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knowledge. In comparison to 1982, the big organizations are the owners of %15 of tangible and 

%85 of intangible assets of the world ( Azarhoosh, 2005). One of the main mental disturbances of 

the managers is productivity and the factors affect on. Althin (2005) believes that productivity of 

each organization depends mainly on its human resources. The Japan’s productivity association 

has declared that the productivity of each organization is affected by the factors such as 

empowerment of the employees, training, participative management, justice and just distribution 

(Steiner, 1997). It is hypothesized that there is a direct relationship between effective use of 

human resource and increase of organizational commitment (Khaki, 2010). Under the influence 

of not taking into consideration the human resource management of the organization, the 

employees’ loyalty and commitment is decreased. Telecommunications Company is also affected 

by the human resource capital. In this regard, it is important to obviate the employees’ problems 

and motivate them in order to increase the quality and performance of the company. In this study, 

the organizational commitment of the employees of Telecommunications Company is regarded as 

the dependent variable affected by factors such as training, reward, and empowerment and job 

satisfaction.  

 

2. STATEMENT OF ISSUE 

 
Today, the organizations should be managed in a comparative environment. In such conditions, 

the mangers have no suitable opportunity to managing the employees who are charged with the 

most of duties. The employees are able to perform delivered duties when they enjoy suitable 

skills, knowledge and abilities. By empowerment of the employees, we mean a set of systems, 

approaches and measures used for increasing productivity of the organization and human 

resources (Carter, 2001). The word “empowerment” is referred to the person’s knowledge from 

him/her self. Empowerment is related to the factors such as organizational environment, the 

relationship between employees, manager and coworkers (Moye, & Henkin, 2006).. It is defined 

as one of the main management procedures for making decisions (Melham, 2004). Empowerment 

of the employees refers to when the employees can develop their abilities and knowledge in order 

to enhance personal and organizational goals. In reality, empowerment is a process through 

which the internal opinions of the persons are changed (Vtn, &Cameron, 1991). Reviewing the 

literature, Karakoc (2009) argues that the employees’ empowerment is influenced by some 

factors including inclination for developing , having the art of criticism , acceptance of change, 

high self – confidence, dynamic structure, evaluation of performance, feedback, reward, support, 

training, communications, motivation, encouragement, participative culture, flexibility, freedom 

of speech, information sharing and management confidence. In order to perform empowerment, 

the managers should equip the employees with needed information and training. The managers 

should become sure that the employees receive continual training (Senate et al, 2007). Training is 

aimed to solve the organization’s problem, create necessary changes, increase the knowledge of 

new employed staff, share information and develop skills (Berge, 2008). Moreover, it is possible 

to solve some problems for the employees by training (Hosseinzadeh&Barziagar, 2004). 

 

On the other hand, Rand Lip states that the mangers have a tendency toward the empowerment of 

the employees. Moreover, the employees suppose them valuable and have more participation in 

working. Empowerment entails positive results including workforce replacement, productivity 

improvement and increase of organizational commitment and motivation (Rasouly, 2005). 

Furthermore, empowerment leads to increase the performance of various units of the 

organization, the mutual respect of the employees and the emphasis on how the problems are 
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solved (Klug, 1998). Job satisfaction is one of the main consequences of empowerment. It has 

been said (Tomas&lighthouse) that high self-confidence can increase the job satisfaction.  

 

Moreover, freedom of action can also lead to the increase of job satisfaction. 

Telecommunications Company is one of the main companies of each country. Therefore, 

investigation of factors such as job satisfaction and organizational commitment of the employees 

is of great importance. Moreover, it is important to recognize the variables having influence on 

the employees’ job satisfaction and commitment, because productivity of Telecommunications 

Company is affected by such variables. 

 

3. RESEARCH GOALS 

 
This study aims to investigate the relation between training, reward, empowerment and job 

satisfaction of the employees and the influence of job satisfaction on the organizational 

commitment. In this regard, the followings should be mentioned: 

 

1. The relationship between training and job satisfaction of the employees of Ilam’s 

telecommunication company  

 

2. The relationship between reward system and job satisfaction of the employees of Ilam’s 

telecommunication company. 

 

3. The relationship between empowerment and job satisfaction of the employees of Ilam’s 

telecommunication company. 

 

4. The relationship between job satisfaction and organizational commitment of the 

employees of Ilam’s telecommunication company. 

 

4. RESEARCH HYPOTHESIS 

 
Hypothesis 1: there is a positive and meaningful relationship between training and job 

satisfaction of the employees of Ilam’stele communications company.  

 

Hypothesis 2: There is a positive and meaningful relationship between reward and job 

satisfaction of the employees of Ilam’s telecommunication company. 

 

Hypothesis 3: there is a positive and meaningful relationship between empowerment and job 

satisfaction of the employees of Ilam’s telecommunications company. 

 

Hypothesis 4: there is a positive and meaningful relationship between job satisfaction and 

organizational commitment of the employees of Ilam’s telecommunications company. 

 

5. METHOD 

 
Since the relationship between the variables is analyzed on the basis of research goal, this is a 

correlational – descriptive research. This study is aimed to recognize the cause and effect patterns 



150 Computer Science & Information Technology (CS & IT) 

 

of the variables. This approach allows the researchers to analyze the possible relationship 

between the variables of the study. Data was analyzed by use of structural equations modeling. 

 

 

5.1 Population 

 
Populations included all employees of Ilam’s telecommunication company in 2013-2014. They 

were selected by use of simple randomized sampling method. 

 

5.2 Sample 

 
Determination of sample of the research is one of the main problems to which the authors are 

always faced. It has been decided to consider 8 persons for each parameter. Therefore, the sample 

of the research includes 200 employees. 

 

6. FINDINGS 

 
Table 1: correlation matrix of the research variables 

 

 1    

Reward  /23 1   

Empowerment /22 /37 1  

Job satisfaction /28 /38 /71 1 

Organizational 

commitment  

/27 /33 /52 /61 

 

Correlation matrix is used for examining the linear relationship between the variables. The 

figures varied from -1 to +1 and the high degree of the correlation reveals the ratio of the 

relationship between the variables. Correlation matrix related to the variables is seen in the above 

table. 

 

As shown in the above table, there is a meaningful correlation between the variables. This is, 

therefore, to say that there is a linear relationship between the variables. Moreover, the available 

coefficients are between %20 and %90; it means that there is no meaningful relationship between 

the variables. 

 
Table 2: The HomographSmirnoff's test used for investigating normal condition of the variables 
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Table above shows that data distribution is normal (p>/5) and it is possible to ignore the linear 

correlation between the variables. Regarding the hypothesis of path analysis, the following figure 

is presented for hypothesis test. 

 

 
Figure 4-1: hypothesized model after fitting 

 

As seen in the above figure, all paths are statistically meaningful. These paths include: (a) the 

path of influence of training on job satisfaction (β=/53, t= 9/5); (b) the path of influence of 

reward on job satisfaction(β=/21, t= 5/13);( c) the path of influence of empowerment on job 

satisfaction (β=/20, t= 4/96) and( d) the path of the influence of job satisfaction on organizational 

commitment (β=/17, t= 3/64). Moreover, all parameters show the positive and meaningful effect 

of the variables. 

 

7. FINAL MODEL OF THE RESEARCH 
 

a) Direct, indirect and total affect of exogenous variable on the hidden endogenous variables 

 

In final model of the research, all direct paths of influence of hidden exogenous variables on the 

hidden exogenous variables on the hidden endogenous ones are investigated. In this regard, it is 

necessary to examine direct influence of hidden exogenous variables (training, reward and 

empowerment) on the hidden endogenous variables (job satisfaction and organizational 

commitment). The parameters related to the direct influence of exogenous variables are seen in 

the table below. 

 
Table 3: Parameters related to the direct / indirect influences of hidden exogenous variable on the hidden 

endogenous ones 

 

Hidden 

exogenous 

Effects Hidden 

endogenous / 

parameters 

Job satisfaction Organizational 

commitment  

Training Direct 

effectiveness 

Parameter b 

estimation 

0.29 - 
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Standard 

parameter B 

0.53 - 

Standard 

deviation 

0.50 - 

T 9.5 - 

Indirect 

effectiveness 

Parameter b 

estimation 

- 0.73 

Standard 

parameter B 

- 0.43 

Standard 

deviation 

- 0.06 

T – value - 11.66 

Total effect Parameter 

estimation 

0.29 0.73 

Standard 

parameter B 

0.53 0.43 

Standard 

deviation 

0.05 0.06 

T – value  9.5 11.66 

Reward  Direct effects Parameter 

estimation  

0.17 - 

Standard 

parameter B 

0.21 - 

Standard 

deviation 

0.08 - 

T –value 5.13 - 

Indirect effects Parameter b 

estimation 

- 0.38 

Standard 

parameter B 

- 0.42 

Standard 

deviation 

- 0.06 

T – value  - 7.66 

Total effects Parameter b 

estimation 

0.17 0.38 

Standard 

parameter B 

0.21 0.42 

Standard 

deviation 

0.08 0.06 

T – value 5.13 7.66 

Empowerment  Direct effects Parameter b 

estimation 

0.27 - 

Standard 

parameter B 

0.20 - 

Standard 

deviation 

0.08 - 

T – value 4.96 - 

Indirect effects Parameter b 

estimation 

- 0.44 

Standard 

parameter B 

- 0.41 

Standard - 0.05 
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deviation 

T – value - 8.90 

Total effects Parameter b 

estimation 

0.27 0.44 

Standard 

parameter B 

0.20 0.41 

Standard 

deviation 

0.08 0.05 

T – value 4.96 8.90 

 

As seen above, the t – value related to the all direct influences of hidden exogenous variables on 

endogenous variables is 2 and it is statistically meaningful. The biggest figure is related to the 

direct influence of training on job satisfaction (β=/53) and the weakest is related to the influence 

of empowerment on job satisfaction (β=/20). 

 

Finally, total affect include the sum of direct and indirect affects of the variables. Moreover, all t 

– values are equal to %5. The most powerful influences are the influence of training on job 

satisfaction (β=/53). And the influence of training on organizational commitment (β=/42). 
 

b) Direct influence of hidden endogenous variables on other endogenous variables 

 
Table 4: parameters related to the direct influences of hidden endogenous variable (Y) 

 

Hidden 

endogenous  

Hidden 

endogenous  

Parameter B 

estimation 

Standard 

parameter B 

Standard 

deviation 

T – 

value 

Job satisfaction Organizational 

commitment  

0.13 0.17 0.04 3.64 

P<%5 

 

Findings show that the t – values relative to the relation between job satisfaction and 

organizational commitment are meaningful. Therefore, the endogenous variable job satisfaction 

influences directly on the variable organizational commitment. From the above table, β=/17 and 

its error degree is %4. 

 

c) Total influence of hidden endogenous variables on each other 

 

Parameters related to the total influence of hidden endogenous variable job satisfaction on the 

other variable organizational commitment are shown in the table 5 

 
Hidden 

endogenous  

Hidden 

endogenous  

Parameter B 

estimation 

Standard 

parameter B 

Standard 

deviation 

T – value 

Job satisfaction Organizational 

commitment  

0.13 0.17 0.04 3.64 

P<%5 

 

Finding show that when p<%5, the t – value related to the influence of job satisfaction on 

organizational commitment is meaningful.  
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In reality, the total influence of the endogenous variable job satisfaction on organizational 

commitment is statistically meaningful, because β=/17 and error degree is %4.  

 

d) The variance of hidden endogenous variables 

 

After investigating the direct, indirect and total influences of the model, it is necessary to 

determine the variance of organizational commitment on the basis of endogenous and exogenous 

variables.. 

 
Table 6: the variance determined on the basis of hidden endogenous variables 

Anticipative variables Anticipated variables R
2
 

Training Job satisfaction 0.28 

Training and job satisfaction Organizational commitment  0.46 

Reward  Job satisfaction 0.75 

Reward and job satisfaction  Organizational commitment  0.59 

Empowerment  Satisfaction 0.45 

Empowerment and satisfaction Organizational commitment  0.25 

 

Due to the findings, the variable organizational commitment is mainly affected by the variables 

reward and job satisfaction (R
2
=/59). This is to say that based on the final model of the research, 

the variance of educational development is determined by %25. 

 

8. DISCUSSION AND CONCLUSION 
 

Hypothesis 1: the variable training affects directly on job satisfaction of the employees of 

Ilam'stelecommunications company. Results showed that job satisfaction of the employees is 

directly affected by the training. 

 

Since the improvement of job knowledge is one of the main feedbacks of training periods, it 

seems that job satisfaction of the employees of Telecommunications Company is mainly affected 

by training. The employees of an organization can perform their duties better when they receive 

training programs.  

 

Hypothesis 2: reward system affects directly on job satisfaction of the employees. 

 

From the results, it becomes clear that job satisfaction is directly and meaningfully affected by 

reward system. It is hypothesized that the employees of an organization put emphasize on factors 

such as salary, advancement, work identity, organizational procedures and work conditions. In 

this regard, the managers should prepare the fields of satisfaction of the employees, because there 

is a meaningful correlation between job satisfaction and the employees' effectiveness and mental 

health. In other words, the employees work better when they are supported by the organization. 

On the other hand, the organization's support has influence on the employees' self confidence. 

 

Hypothesis 3: empowerment has direct and meaningful influence on the employees' job 

satisfaction. 

 

Since β=/20 and t – value= 4/96, job satisfaction is meaningfully affected by empowerment. 
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As mentioned before, empowerment is one of the modern approaches by which the employees 

are motivated to perform their duties better. It is argued that empowerment – based management 

increases the human resources' effectiveness. The managers should make clear the employees' 

responsibilities and objectives by making participative decisions. From organizational 

perspective, the human resources sector should make developmental programs available to the 

employees. In other words, the managers should have control over the employees' performance 

and cause them to experience the feeling of joy and respect. Moreover, organizational 

productivity and commitment is increased by moral values of the staff, including confidence and 

validity. 

 

Hypothesis 4: job satisfaction affects directly and meaningfully on the employees' organizational 

commitment. 

 

Evidences show that organizational commitment of the employees is directly affected by job 

satisfaction. Moreover, organizational dynamism depends on factors such as the presence of 

skilled and creative persons. The employees should be loyal to the organization. The loyalty of 

the employees causes more organizational development. 

 

It is important to investigate the relationship between job satisfaction and organizational 

commitment as the two variables having influence on the development of organizational goals 

and the employees learning. The employees can help the organization to fulfill its objectives. 

Through being satisfied, the employees can help the organization to fulfill its goals. The 

employees of Telecommunications Company try to preserve their job opportunities because 

transfer of learning is impossible. Such behavior has negative influence on the relations between 

the employees and the managers. Therefore, the managers should allow the employees to 

participate in decision makings in order to stabilize their positions. They should make clear the 

employees' role in order to increase their affiliation and effectiveness. 
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ABSTRACT 

 

The main objective of the present study was to identify the required skills and competences for 

the managers of Telecom Company of the city of Ilam from the employee's perspective. The 

research method was descriptive-survey, and the participants were the staff of Ilam Telecom 

Company. 190 participants were selected randomly. The results of t-test and one the way 

ANOVA at the level of 0.05, and 95% confidence level showed that there is no significant 

difference between academic discipline and cognitive skills. There was a significant difference 

between gender and the three skills. There is no significant difference between experience and 

conceptual skills. Management competence was obtained based on the t-test and analysis of 

variance of these results. There was significant difference between gender and level of the 

managerial competence. There was a significant difference between the field of the study and 

the level of the managerial competence. And finally, between level of education and level of the 

conceptual competence, there was no significant difference. 

 

KEYWORDS 

 

Skills, managerial skills, management competence, technical skills, conceptual skills, human 

skills 

 

 

1. INTRODUCTION 
 

Today, human resources are an organization's most important asset, so if the conditions for the 

exercise of managerial skills changes, the proper coordination should be made by the managers 

(Hammer & champy, 2005). To achieve this, managers must take appropriate actions and 

coordination and put their training to the test. Usually managers are responsible for planning, 

organizing, leading, and controlling the various stages of an organization (shenhar & Reiner, 

2001). Managers are like people who are always on the hunt for opportunities to develop and 

enhance their knowledge, and to establish a strong relationship using their various skills. Drucker 
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(2003 ) has argued that the challenges that occur in an organization are reflected in the 

implementation of effective and expansive changes, in this respect, the cooperation of managers 

paves the way for the position of an organization. This was conducted by the grounding of the 

character traits and skills of successful managers, and the methods of managing (Katzenbach & 

smith, 2003). Another issue in this research is the concept of competence. Competencies are the 

axis of the heart of assessment and other elements are formed by them. Applying the term, 

competency, is a new approach that emerged in the 1970s, and developed and expanded in later 

years. The meaning of competence is the knowledge, abilities, skills, attitudes, and motivations 

for doing a successful work. 

 

2. STATEMENT OF PROBLEM 
 

As mentioned above, management level, type and position of the organization, and demands 

placed on it are the major factors in skills, abilities, and competences required for managing. 

Consequently, with the knowledge of the effect of each of these three elements in needed 

combined skills, we can achieve educational needs and moving system of the manager in the 

management hierarchy. In recent centuries, the strong tendency for staff training has resulted in 

significance development of training in organizations and it has changed the opinion of the 

community about the missions and responsibilities of each organization completely. Today, the 

organizations have a more important role and the role of the managers is also more important 

because of the special role that each organization has in the developing the culture, society, and 

economy, it is more important than other occupations (Moayeri, 1998). The managers are under 

constant analysis because of the professional characteristics, assisting the difficult people (who 

are very resistant), non- voluntary clients and resolving tensions between employees. In most 

organizations, many problems are caused by the methods of management . Meanwhile, the good 

management of the organization depends on delegation and on the other hand, depends on the 

method used, managerial skills, and competence of managers. In categorizing the problems and 

the methods of using of skills and management competence by the managers are part of the 

operating issues in the management of the organizations. The majority of the managers of 

telecom organizations have relatively low technical skills and in some cases low human 

conceptual skills. Consequently, this research tries to study the skills and competencies required 

for managers of Ilam Telecom Company from the employees’ point of view. So, this study seeks 

answer whether managers of Telecom Company have the required skills and competencies? And 

whether their management skills and competencies are different according to key demographic 

variables? 

 

3. HYPOTHESIS 
 

3.1 General hypothesis: 
 

• Telecom Leaders possess desirable key skills and professional competence. 

 

3.2 Specific hypotheses: 
 

• Telecom managers possess desirable technical skills. 

• Telecom managers possess desirable human skills 

• Telecom managers possess desirable conceptual skills. 
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• Managers possess desirable key competence (academic, managerial, conceptual, and 

moral competence). 

 

4. CERTAIN CONCEPTS 
 

Skills: the fosterable ability of a person that is reflected in performing and playing role and its 

main measure is performance and action in various conditions. (Alagheband, 2005) 

 

Competence: describes a set of the behaviors that reflects a unique combination of knowledge, 

skills, abilities, and motivations and is associated with the performance in an organizational role 

(Viitala, 2005). 

 

Managerial skills: management skills, a set of behaviors that leads to effective performance in a 

job.  

 

Technical skills: the knowledge and ability to perform specific tasks that requires mastery of 

techniques and special tools, and practical competence in behavior and activities (Alagheband, 

2005). 

 

5. METHODOLOGY 
 

The present study is a practical study with regard to its aim and a descriptive study with regard to 

the type of study. Evaluative studies are a form of scientific research that evaluate the 

effectiveness or practicality of changed programs (Saei, 2008). In this study, like a survey, the 

researcher uses questionnaire or interview to explore ideas, thoughts, perceptions and preferences 

of its intended people. Necessary data to test the research hypotheses were collected by a 

questionnaires given to a sample and was analyzed after filling the questionnaires. 

 

• The participants 

  

The participants of the present study were the entire staff of Ilam Telecom Company. It should be 

noted that in this study we only considered the employees that by the year 1392 had at least 3 

years working experience. Thus, the study population consisted of 377 employees. 

 

• Sampling method  

 

In this study the simple random sampling was used. Random sampling is a method to choose a 

part of a society in a way that all the possible samples have an equal chance of being chosen 

(Khaki, 2011).  

 

• The sample size  

 

There are many methods and formulas to determine sample size. In this study, the sample size 

was calculated using Cochran formula. The number of cases per 377 was estimated 190 people. 
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6. THE ANALYSIS OF RESEARCH HYPOTHESIS 

 

Hypothesis 1: The attitude of both males and females is different regarding management skills. 

 

To assess this hypothesis, the t-test was used for comparison of two groups of males and females. 

The findings are as follows.  

 
Table 1. t-test to compare means between two groups 

 

 
 

 
 

calculation of t: = 2.57 -3.14, t3 = t1 = -2.94, t2 

Determining the degrees of freedom: df = 188 

T Extractor table with degrees of freedom 188, t = 1.96 

T table> the calculated t and Comparison and Conclusion: for the three skills 

 

Based on the Leven test, the significance level was less than 0.05 for all three types of skills 

(Sig1 = 0.03, Sig2 = 0.029, Sig3 = 0.024), therefore we used the results which did not assume 

equal variances. Since the Leven test significance level is less than 0.05, we applied the second 

test, t-test for two independent groups. 

 

As presented in the above table, the calculated t value of 2.94 was obtained for conceptual skills 

(of course, taking the absolute value of t), on the other hand, the value of t table with degrees of 
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freedom of 188 is equal to 1.96, therefore because the calculated t is greater than t table, we can 

claim that in the confidence level of 0.05 there is a significant difference between the attitudes of 

male and female employees, regarding the communicating skills of managers. On the other hand, 

Sig is lower than 0.05, so we can confirm the hypothesis with 95% confidence. 

 

T value of 3.14 was calculated for technical skills (of course, taking the absolute value of t), on 

the other hand, the value of t table with degrees of freedom of 188 is equal to 1.96, therefore 

because the calculated t is greater than t table, we can claim that in the confidence level of 0.05 

there is significant difference between the attitudes of male and female employees, regarding the 

technical skills of managers. On the other hand, Sig is lower than 0.05, so we can confirm the 

hypothesis with 95% confidence. 

. 

T value of 2.57 was calculated for human skills (of course, taking the absolute value of t), on the 

other hand, the value of t table with degrees of freedom of 188 is equal to 1.96, therefore because 

the calculated t is greater than t table, we can claim that in the confidence level of 0.05 there is 

significant difference between the attitudes of male and female employees, regarding the 

technical skills of managers. On the other hand, Sig is lower than 0.05, so we can confirm the 

hypothesis with 95% confidence. 

 

The second hypothesis: the views of people according to their field of study are different about 

the managerial skills of the managers. 

 
Table 2. the independent t-test to compare the means of two groups of managerial and non-managerial 
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Calculating the value of  t :=-1.15  2.50 , t3 =  t1= 1.202 , t2  

Determining the degree of freedom:  df=188   

T Extractor table with degrees of freedom 188, t = 1.96 
 

Comparison and conclusion: for the technical skill the calculated t is > t table and for the other 

two skills the relation is reversed.  

 

Based on the Leven test, the significance level was less than 0.05 for all three types of skills 

(Sig1=0.023, Sig2=0.032, Sig3=0.040), therefore we used the results which did not assume equal 

variances. Since the Leven test significance level is less than 0.05, we applied the second test, t-

test for two independent groups. 

 

As presented in the above table, the calculated t value of 1.202  was obtained for conceptual skills 

(of course, taking the absolute value of t), on the other hand, the value of t table with degrees of 

freedom of 188 is equal to 1.96, therefore because the calculated t is greater than t table, we can 

claim that in the confidence level of 0.05 there is no significant difference between the attitudes 

of employees, regarding the communicating skills of managers. On the other hand, Sig is higher 

than 0.05, so we can reject the hypothesis with 95% confidence. 

 

T value of 2.50  was calculated for technical skills, on the other hand, the value of t table with 

degrees of freedom of 188 is equal to 1.96, therefore because the calculated t is greater than t 

table, we can claim that in the confidence level of 0.05 that regarding the employees’ point of 

view there is significant difference between the technical skills of managers and their field of 

study.  
 

T value of - 1.15  was calculated for human skills, on the other hand, the value of t table with 

degrees of freedom of 188 is equal to 1.96, therefore because the calculated t is greater than t 

table, we can claim that in the confidence level of 0.05 regarding the employees’ point of view 

there is significant difference between the human skills of managers and their field of study. On 

the other hand, Sig is higher than 0.05, so we can reject the hypothesis with 95% level of 

confidence. 

 

The third hypothesis: The view of staff is different about the level of management skills of 

managers according to their level of education 

. 
Table 3. One-way analysis of variance 

 

Variables of the 

research 

 

Source of change 

 

Sum of 

squares 

Degrees 

of 

freedo

m 

 

Mean 

square 

 

F 

value 

Sig. 

Communicative 

skills 

 

Between-group differences 1.064 3 0.355 2.69 0.045 

Intra-group differences 90.73 186 0.132 

total 91.73 189  - 

 

Technical skills  

Between-group differences 0.937 3 0.312 3.032 0.029 

Intra-group differences 70.86 186 0.103 
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total 71.80 189  - 

Human skills  Between-group differences 0.339 3 0.113 1.86 0.135 

Intra-group differences 41.84 186 0.061 

total 42.08 189  - 

 

 
 

Calculation of  f value := 1.86  3.032 , f3 =  f1= 2.69, f2  

Determining the degree of freedom: the row degree of freedom 3 and column 186 

extraction from Table f: F (df: 3, 186 & p = 0.05) = 2.62 

comparison: f3 < fj , f2 > fj, f1 > fj 
 

Conclusion: As presented in the above table, because the calculated f value for technical and 

conceptual skills was higher than f table, so we can claim that with the confidence level of 95 %  

that there is a significant difference between the means of educational groups regarding the 

technical and conceptual skills. On the other hand, Sig for the two skills was lower than 0.05, 

(Sig1= 0.045, Sig2= 0.029), so again, with the level of 95% confidence we can claim that there is 

significant difference between the educational groups regarding the assessing the technical and 

conceptual skills of managers. 

 

Regarding the human skills, because the calculated f is lower than the f table, we can claim with 

the level of confidence of %95 that there is no significant difference between means of the 

educational groups regarding the assessing the human skills of managers. On the other hand, as 

the table shows Sig. is higher than 0.05. So, again with the level of confidence of %95 we can 

claim that there is no significant difference between the level of education of  the employees 

regarding the assessing the human skills of the managers.  

 

The structure graph of differences which is about the comparison of means suggests that where 

differences may occur. As the structure graph of differences indicates when the degree is higher 

than Bachelor, the difference between the various types of skill becomes greater. 

 

The fourth hypothesis: Based on experience, perceptions of the staff about management skills 

differs. 

 

Table 6-4. One-way analysis of variance 

 

Variables of the 

research 

 

Source of change 

 

Sum of 

squares 

Degrees 

of 

freedom 

 

Mean 

square 

 

F value Sig. 

Communicative 

skills 

 

Between-group 

differences 

1.02 4 0.25 1.93 0.102 

Intra-group 

differences 

 

90.77 185 0.13 
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total 91.79 189  - 

 

Technical skills  

Between-group 

differences 

1.95 4 0.48 4.80 0.001 

Intra-group 

differences 

69.85 185 0.10 

total 71.80 189  - 

Human skills  Between-group 

differences 

0.92 4 0.23 3.84 0.004 

Intra-group 

differences 

41.16 185 0.06 

total 42.08 189  - 

 

 
 

Extraction of conclusion: As presented in the above table, because the calculated f value for 

technical and conceptual skills was higher than f table, so we can claim that with the confidence 

level of 95 %  that there is a significant difference between the means of years of experience 

regarding the technical and conceptual skills of the mangers. On the other hand, Sig for the two 

skills was lower than 0.05, (Sig3= 0.004, Sig2= 0.001), so again, with the level of 95% 

confidence we can claim that there is a significant difference between the years of experience 

regarding the assessing the technical and conceptual skills of managers. 

 

Regarding the conceptual skills, because the calculated f is lower than f table, we can claim that 

with the confidence level of 95 %  there is a significant difference between the means of years of 

experience regarding the conceptual skills of the mangers. On the other hand, as presented in the 

table Sig for the two skills was higher than 0.05. So again, with the level of 95% confidence we 

can claim that there is no significant difference between the years of experience regarding the 

assessing the technical and conceptual skills of managers. 

 

The structure graph of differences which is about the comparison of means suggests that where 

differences may occur. As the structure graph of differences indicates the higher the years of 

experience, the better the staffs’ assessment is about technical and human skills of the managers.  

Difference between the various types of skill becomes greater. The structure graph of differences 

is as follows. And conceptual skills has decreased-increased changes 

 

6.  SUMMARY AND CONCLUSIONS RESULTING FROM THE 

EXAMINATION AND TESTING THE RESEARCH QUESTIONS AND 

HYPOTHESES 
 

First research question: How much the managers possess the managerial skills of a manager? 
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Results showed that technical skills had the highest score (mean 3.61, SD 0.32) and conceptual 

skills had the lowest score (mean 3.37, SD 0.364). So, considering the obtained results, it can be 

concluded that most of the staff believe that managers have high technical skills and low 

conceptual skills. This result is consistent with the research of Mojtaba Hosseini Nia (2007). 

From the results of his study, he concluded that technical skills are the most important factor in 

an organization’s effectiveness. This factor is evaluated in his study at a high level. 

 

The above results are consistence with the study of Johnson (2000), in his opinion the important 

factor in the effectiveness of manager on managing the staff is his area of expertise and skill 

(technical skills). 

 

Research Question 2: How much the managers possess managerial competence? 

 

The results showed that the subjects of the study in case of their competence, academic 

competence had the mean of 3.48 and SD of 0.375 which was the lowest mean. And the moral 

competence with the mean of 3.55 and SD of 0.351 had the highest mean. So, as the data 

presented in the aforesaid table shows, it can be concluded that in the opinion of the employees, 

the managers of the Ilam Telecom Company have high moral competence and low academic 

competence. The categorization of the competencies from the highest to the lowest competence is 

as follows.  

 

Moral competence > Managerial Competence > Conceptual Competence > Academic 

competence 

 

To conclusion of the current study is in line with the research of Ahmadi (2003), in his study 

there was a significant relationship between gender and the level of human skills, conceptual and 

technical. 

 

The results of the foresaid question was consistent with Rabbani’s research results (1380), he 

concluded that there is a significant relationship between gender and the three competencies. 

 

The third hypothesis of the research: is there a significant relation between the academic field of 

the study of the staff and their assessment of the managers’ managerial skills? 

The findings showed that a significant level of 0.05 and the confidence level of 95%: 

 

- There is no significant relationship between the academic field of study and the 

conceptual and human skill. 

- There is a significant relation between the academic field of study and technical skills. 

 

The result of this study is the same as the research results of Mir sadooghi (2006). In his study he 

found that the assessment of the human skill of the managers by the staff is not different based on 

whether they have a management degree or not.  And statistically there is no significant relation 

between the two groups. However, the mean of the human skills of the managers with a degree 

other than management was higher than the managers who had a degree in management. 

 

The fourth hypothesis of the study: is there significant relation between the academic level of 

employees and their assessment of the three managerial skills? 
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The results showed that in a significant level of 0.05 and the confidence level of 95% there is a 

significant difference between the technical and conceptual skills, but this is not true for human 

skills.  

 

The above hypothesis regarding the human skill was in line with the research of 

Sheikhzadeh(2008), he believed that there is no significant relation between the level of 

education and the level of possessing the human skills. The results of the hypothesis regarding 

the human skills contrasts the results of Pezeshk (1999), but regarding the two other skills the 

results is the same.  
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ABSTRACT 

 
The advent and advancement in technology specific to medical field has seen a migration of its 

work across the globe, adapting higher and newer levels of m-health. Technology has been 

successful in transforming the way traditional monitoring and alert system work to a modern 

approach wherein minimizing the need for physical monitoring. Today, the field of healthcare 

use varied monitoring systems to monitor the health of patients using ubiquitous and non-

ubiquitous devices. These are sensor based devices that can read vital signs of patients and send 

the data to the required personnel’s using mobile networks. This paper understands and 

analyses how the monitoring and alert system works specific to m-health. m-health including 

wearable and non-wearable devices read various vital signs and have the ability to monitor 

health real-time and transfer the information collected using mobile network. m-health has 

become an useful tool for elderly in this fast paced world where almost all the family members 

are working or studying to keep track and maintain optimal health status. m-health alert system 

involves the patient, the caretaker and medical service provider wherein the patient wears the 

device and vital signs recorded are transferred the medical service provider who then analyses 

the data collected and required changes in the medication are implemented.  This paper 

proposes a medical alert system that enlightens the capabilities of m-health making health 

monitoring easy and reliable. It contains a three-level severity check and raises an alarm to the 

caretaker, the physician or the ambulatory service provider. 
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1. INTRODUCTION 

 
The advent of mobile technology and its services are quickly emerging as the new frontier in 

transforming the public and private sectors of the society, trying to make it even more accessible 

and customer-centric by extending the benefits of remote delivery [1]. Their main objective is to 

provide a 24x7 service across the globe via mobile networks. Particularly in the field of medicine 
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the approach has elevated healthcare practice to a new level that imbibes computing power 

backed by the electronic communication technology [2].This approach spans across various 

services like, Electronic health records, Computerized physician order entry, e-prescribing, 

Clinical Decision Support, Telemedicine, Consumer health informatics, Health knowledge 

management, Medical research using Grids [3] & Healthcare Information Systems. 

e-health is categorized as ubiquitous where the monitored health resides on a particular location 

and is communicated to the interested personal via direct connection to the server. For example, 

World Health Organization’s consumer health information service. On the other hand is non-

ubiquitous where the communication uses wireless technology in communicating the information 

to the user, e.g. CH Telemetry System by ApexPro. Latest advancements are related to another 

term called m-Health which is monitoring and communicating medical conditions using mobile 

technology [4,5]. The fast pace adaption to m-health is due to the major shift in health care needs 

towards more scalable and affordable solutions. This is restructuring the healthcare systems 

towards proactive management of wellness rather than illness, which is focused at prevention and 

early detection of disease [6]. 

2. MOTIVATION AND OBJECTIVE 

 
The classification of m-health has routed to a path of non-wearable and wearable devices. The 

non-wearable technology in m-health constitutes of applications to sense the heartbeat, blood 

pressure, oxygen saturation, UV exposure, pedometer etc. and is widely used by the leading 

mobile manufacturers like Samsung & Apple. These technologies require a head on to start their 

process and provide an output. On the contrary, wearable technologies focus is to provide a real 

time health monitoring service to maintain optimal health status. When integrated into a 

telemedical system they raise a medical alert in life threatening scenarios. In addition, patients 

also benefit in terms of continuous long term monitoring as a part of a diagnostic procedure to 

achieve optimal maintenance of a chronic condition, or supervision during recovery from an 

acute event or surgical procedure.  

 

Wearable health monitoring systems [7] integrated into a telemedicine system is a novel 

information technology approach that will be able to support early detection of abnormal 

conditions and prevention of its serious consequences [8]. The wearable devices shelter numerous 

sensors required for monitoring health conditions like, pulse, blood pressure, temperature and 

others [9]. These devices worn or carried by the patient, monitor the condition on a regular basis 

and provide real time information to the receiving end of the communicating device, particularly 

mobile phones in this context, via applications, IM, links etc. Keeping in view that health 

monitoring has the potential to improve the quality of health services & ensuring that those who 

need urgent care get it sooner, this research aims to study and understand the varied dimensions 

of such systems [10,11,12]. 

 

3. METHODOLOGY 

 
Recent technology advances in integration and miniaturization of physical sensors, embedded 

microcontrollers and radio interfaces on a single chip; wireless networking; and micro-fabrication 

have enabled a new generation of wireless sensor networks suitable for such applications by the 

use of  Wearable Wireless Sensor based Area Network (WWSAN) [13,14]. The WWSAN 

consisting of inexpensive, lightweight, and miniature sensors  carry long-term, unobtrusive, 



Computer Science & Information Technology (CS & IT)                                169 

 

ambulatory health monitoring with instantaneous feedback to the user about the current health 

status and real-time or near real-time update of the user’s medical records. Intelligent heart 

monitors warning users about impeding medical conditions[15],Accelerometer-based system 

monitoring  physical activity [16] are a few to name.  

 

 The wearable device can include a number of physiological sensors and photoplethysmographic 

biosensors [17] depending on the end-user application. An extensive set of physiological sensors 

may include an (electrocardiogram) sensor for monitoring heart activity, an EMG 

(electromyography) sensor for monitoring muscle activity, a blood pressure sensor, a temperature 

sensor, an EEG (electroencephalography) sensor for monitoring electrical activity of the brain 

etc. 

 

The WWSAN when integrated into a broader telemedical system with patients’ medical records 

promises a revolution in medical research with the use of data mining on the gathered 

information. This enables the researchers to explore the synergy between varied parameters of the 

collated data giving scope to perform quantitative analysis of various conditions and patterns that 

will built be with time.  The Sensors on the wearable device can be integrated into various objects 

such as garments, wrist bands, socks, shoes etc. Some of the sensors that are invasive in nature 

are implanted on to the body. The sensor plays a significant role by collecting various data easily 

through signals on a chip that is ingested or worn by the patient body and helps in storing the 

various changes that occur in an organized form on a device the sensor is connected to and 

provide an alert to immediate caretakers and other emergency contacts based on the severity of 

variation as depicted in figure. 

 
Figure 1: Three Tier Medical 

 

As depicted in Figure 1, the first tier is patient wearing the sensor (WS), via the sensor nodes, it 

senses and processes the varied physiological signals.  The   WWSAN capture these signals and 

via Network Configuration (NC) transmit them to tier 2 that hosts the personal server (PS). The 

PS provides transparent interfaces to the WS; the device then uses the WWAN or WLAN and via 

the internet raises a medical alert notification message (MANM). Finally PS communicates the 

medical condition to the 3
rd

 tier, Alert System(AS) which raises a MANM based on severity of 

the patient’s condition either to the care taker (CT) or an emergency contact apart from updating 
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the patient medical record. This technology can improve the quality of life of elderly and 

dependent people who require medical attention frequently and immediately [18]. 

 

4. DISCUSSION 
 

The proposed methodology in the previous section is further explained with the use of case 

studies. Two case studies are chosen to illustrate working of WS in a health monitoring system 

provided to the target group over the pilot period of the experiment. 

 

First case study is of CHRISTUS Health System [19] by St.  Michael Hospital, Texarkana. They 

used CHRISTUS Health System to monitor the health of high-risk patients diagnosed with 

chronic illness such as Congestive Heart Failure, Hypertension, and Diabetes. This health system 

consists of Remote Patient Management System, Remote Patient Monitoring System that 

includes Android tablet and Bluetooth paired personal health devices: weight scale, blood 

pressure monitor, pulse oximeter. In this health system, patient protocols and care plans are easily 

customized for each patient and an user interface is provided for the patients to use. At the end of 

the program, results showed a 90% reduction in overall cost of care, 65% reduction in hospital 

readmissions, 95% patient adoption and patient satisfaction. 

 

Second case study is of Ambio Health Remote Patient Monitoring conducted by Enjoy Life! [20] 

Health Consulting. Diabetic patients were invited to participate in a pilot program in which they 

were given blood glucose meter, blood glucose strips and supporting equipment to send their 

blood glucose reading wirelessly. Blood pressure monitor was also provided based on the 

requirement. A patient who volunteered for this program had a history type 2 diabetes and high 

blood pressure. The patient never used to check blood pressure and would forget the blood sugar 

levels or doctor found the blood sugar levels provided by him were hundred percent correct.      

After using this system, his health care provider found out that all the numbers were high based 

on the data collected and prompt action was taken with change in medication in consultation with 

the patient’s physician.  

 

The underlying application of data mining enables the learners to digest large amounts of data by 

leveraging sophisticated techniques in data analysis, restructuring and organization [21]. In a 

datamining system the data is preprocessed and suitable mining technique is applied on the 

relevant data that are generally descriptive and predictive in nature and generate patterns as 

knowledge to the user. Some  of the commonly used techniques for predictive analysis specific to 

healthcare are as discussed in brief :    

 

Clustering  - This approach is the stratification of objects into different groups, precisely  

partitioning the data set into clusters or subsets. The subset ideally shares certain common straits. 

This technique is suitable for statistical data analysis used in fields like machine learning, pattern 

recognition, image analysis and bioinformatics.[ 22] 

 

Classification – This approach is known for its categorization of data for efficient and effective 

use. Proper classification of patient health records aid in verification, diagnosis and  in-depth data 

processing. Classification tree and rules are commonly used to obtain simple models that are 

employed in clinics. Recent examples of such models include classification of cancer using gene 

expression data, classification of tumors of the tongue to name a few. [23,24] 
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Association rule mining – This approach enables the users in finding interesting patterns and 

trends in data. Association rules identify collections of data attributes that are statistically related 

in the underlying data. This approach brings out the precautionary measures that can be adapted 

for better health management. [25, 26, 27] 

 

Sequential mining – This technique in specific is focused in finding inter-transaction patterns, to 

detect the presence of a set of events in a time ordered sequence of transactions. Here an order 

exists between the occurring events with a possibility of an event re-occurring in the same order. 

This functionality makes it aptly suitable to the healthcare sector in predicting future health risks 

and educating in better health management.[28, 29]. 

 

5. PROPOSED MODEL 

 
An analysis of the cases discussed in the above section brings to light the importance of remote 

health monitoring system. It emphasizes on the availability, ease of use, readiness and 

significance of such systems. The proposed model depicted in figure 2, illustrates the process 

flow for these systems.  

 

Figure 2: Process flow of the proposed model 
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The proposed model states the wearable sensor (WS) senses the required vital readings and 

transmits them to the Data Receiver Module (DRM) in the second tier: PS. The DRM processes 

the data as per the measurement of the system and passes it to the Compilation Module (CM). 

The compiled data in now further analysed by the application of Suitable Data Mining 

Techniques (SDMT). The analysis results are passed to the Alert Notification Module (ANM) in 

tier 3: AS. The AVM raises an alert based on the severity of the patient’s condition to the 

notification receiver (emergency contact). The Ambulatory Service (AMS) and the Medical 

Service Provider (MSP) get the access to the PRMH along with the Condition Prevalent Data 

(CPD).  

 

6. CONCLUSION AND FURTHER RESEARCH 

 
This paper demonstrates the use of WWSAN as a key infrastructure enabling unobtrusive, 

continual, ambulatory health monitoring. This emerging technology offers wide range of benefits 

to patients, medical personnel, and the society through continuous monitoring in the ambulatory 

setting, early detection of abnormal conditions, supervised rehabilitation, and potential 

knowledge discovery through data mining from the gathered information. 

 

The increasing development of mobile health care system yields the largest growth among mobile 

users. Mobile healthcare alert system that delivers the proper timing and emergency case alerts is 

considered  advantageous related to power consuming, portability and flexibility as the mobility 

devices enhance the computation based on the ubiquitous nature. In addition, further studies of 

varied medical conditions in clinical and ambulatory settings are essential to determine specific 

limitations and possible new and applications of this emerging technology. 
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This survey introduces the emergence of link mining and its relevant application to detect 

anomalies which can include events that are unusual, out of the ordinary or rare, unexpected 

behaviour, or outliers.   

 

1. EMERGENCE OF LINK MINING 

Link mining is a newly developed research area, bringing together research insights from the 
fields of web mining, graph theory and machine learning. Link mining applications have been 
shown to be highly effective in addressing many important business issues such as telephone 
fraud detection (Fawcett & Provost, 1999), crime detection (Sparrow, 1991), money laundering 
(Kirkland et al., 1999), terrorism (Badia & Kantardzic, 2005; Skillicorn, 2004), financial 
applications (Creamer & Stolfo, 2009), social networks and health care problems (Provana et al., 
2010; Wadhah et al., 2012). The trend in the building and use of link mining models for critical 
business, law enforcement and scientific decision support applications are expected to grow. An 
important issue will be building models and techniques that are scalable and reliable.  
 
Link mining attempts to build predictive or descriptive models of the linked data (Getoor & Diehl, 
2005). The term ‘link’ in the database community differs from that in the AI community. In this 
research a link refers to some real-world connection between two entities (Senator, 2005). Link 
mining focuses on techniques that explicitly consider these links when building predictive or 
descriptive models of the data sets (Getoor, 2005). In data mining, the main challenge is to tackle 
the problem of mining richly structured heterogeneous data sets. The data domains often consist 
of a variety of object types; these objects can be linked in a variety of ways. Traditional statistical 
inference procedures assume that instances are independent and this can lead to unsuitable 
conclusions about the data. However, in link mining, object linkage is a knowledge that should be 
exploited. In many applications, the facts to be analysed are dynamic, so it is important to develop 
incremental link mining algorithms, besides mining knowledge from link objects and networks 
(Getoor & Diehl, 2005). 
 

2. LINK MINING TASKS 

In their paper, Getoor and Diehl (2005) identify a set of link mining tasks (see Figure 1), which 
are:  

� Object-related tasks. 

� Graph-related tasks. 

� Link-related tasks. 

2.1 Object-related tasks 

These tasks include link-based object clustering, link-based object classification, object 
identification and object ranking. In a bibliographic domain, the objects include papers, authors, 
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institutions, journals and conferences. Links include the paper citations, authorship and co-
authorship, affiliations, and the relation between a paper and a journal or conference. 

2.2 Graph-related tasks 

These tasks consist of sub-graph discovery, graph classification, and generative models for 
graphs. The aim is to cluster the nodes in the graph into groups sharing common characteristics. 
In the bibliographic domain, an example of graph classification is predicting the category of a 
paper, from its citations, the papers that cite it, and co-citations (papers that are cited with this 
paper). 

2.3 Link-related tasks 

These tasks aim at predicting the existence of a link between two entities based on the attributes 
of the objects and other observed links. In a bibliographic domain, predicting the number of 
citations of a paper is an indication of the impact of a paper— papers with more citations are more 
likely to be seminal. 
 
Link prediction is defined as inferring the existence of a link (relationship) in the graph that is not 
previously known. Examples include predicting links among actors in social networks, such as 
predicting friendships or predicting the participation of actors in events (O’Madadhain et al., 
2005) such as email, telephone calls and co-authorship. Some links can be observed, but one is 
attempting to predict unobserved links, or monitor the temporal aspect; for example, if a snapshot 
of the set of links at time t is observed then the goal is to predict the links at time t + 1. 
 
This problem is normally expressed in terms of a simple binary classification problem. Given two 
potentially linked objects Oi and Oj, the task is to predict whether Lij is 1 or 0. One approach 
bases the prediction on the structural properties of the network, for example using predictors 
based on different graph proximity measures Liben-Nowell and Kleinberg (2003). The second 
approach is to use attribute information to predict a link. Popescul et al. (2003) applied a 
structured logistic regression model on relational features to predict the existence of links. A 
conditional probability model is proposed which is based on attribute and structural features by 
O’Madadhain et al (2005); (Getoor, 2003; O’Madadhain, 2005; Rattigan & Jensen, 2005). They 
explain that building statistical models for edge prediction is a challenging problem because the 
prior probability of a link can be quite small, this makes it difficult to evaluate the model and, 
more importantly, measure the level of confidence in the predictions. Rattigan and Jensen (2005) 
propose improving the quality of the predictions by making the predictions collectively. Hence, a 
number of probabilistic approaches have been developed, some network structure models are 
based on the Markov Random Field (MRF) model (Chellappa & Jain, 1993) others on Relational 
Markov Network (Taskar et al., 2003) and, more recently, the Markov Logic Network (Domingos 
& Richardson, 2004). If case, O represents a set of objects, with X attributes, and E edges among 
the objects, then MRF uses a joint distribution over the set of edges E, P(E), or a distribution 
conditioned on the attributes of the nodes, P(E/X). Getoor et al (2003) described several 
approaches for handling link uncertainty in probabilistic relational models. The key feature of 
these approaches is their ability to perform probabilistic inferences about the links, which allows 
the capture of the correlations among the links. This approach is also used for other tasks, such as 
link-based classification, which allow for more accurate predictions. Hence, approximate 
inference techniques are necessary to join the model-based probabilistic approaches based on their 
computational cost to exact inference as general intractable goals.  
 
Desjardins and Gaston (2006) discuss the relationship between the fields of statistical relational 
learning (SRL) and multi-agent systems (MAS) using link prediction methods to recognise 
collusion among agents, and applying graph classification to discover efficient networks for MAS 
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problems. Mustafa et al. (2007) show a general approach for combining object classification and 
link prediction using Iterative Collective Classification and Link Prediction (ICCLP) in graphs. 
 

 
Figure 1. Link mining tasks and challenges 

3. LINK MINING CHALLENGES 

Research into link mining involves a set of challenges associated with these tasks, as Senator 
(2005), Getoor (2005) and Pedreschi (2008) explain (see Figure 1). These are: 
 

• logical vs statistical dependencies that relate to the identification of logical relationships 
between objects and statistical relationships between the attributes of objects; 
 

• feature construction, which refers to the potential use of the attributes of linked objects; 
 

• collective classification using a learned link-based model that specifies a distribution over 
link and content attributes, which may be correlated through these links; 

 
• effective use of unlabelled data using semi-supervised learning, co-training and 

transductive inference to improve classification performance;  
 

• link prediction, which predicts the existence of links between objects; 
 

• object identity, that is, determining whether two objects refer to the same entity; and 
closed world vs open world assumptions of whether we know all the potential entities  
in the domain. 
 

• the challenge of this study is to identify and interpret anomalies among the observed 
links. 
 

4. APPLICATIONS OF LINK MINING 

An application for each of the three tasks is listed below. 

• Social bookmarking is an application of a link-related task. Tools enable users to save URLs 
for upcoming reference, to create labels for annotating web pages, and to share web pages 
they found interesting with others. The application of link mining to social web bookmarking 
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investigates user bookmarking and tagging behaviours, and describes several approaches to 
finding patterns in the data (Chen & Pang-Ning, 2008). 

• Epidemiological studies are an application associated with object-related task. In an 
epidemiology domain, the objects include patients, people with whom they have come into 
contact and disease strains. Links represent contacts between people and a disease strain with 
which a person is infected (Getoor, 2003). 

• Friendship in a social network is an application of graph-related task. This is annotated by the 
inclusion of the friend’s name on a user’s homepage. Pair-dependent descriptions, such as the 
size of the intersection of interests, offer supplementary evidence for the existence of a 
friendship. These pair-dependent features are used to determine the probability for link 
existence where it is not annotated. Finding the non-obvious pair-dependent features can be 
quite difficult as it, requires the use of recent developments in association rule mining and 
frequent pattern mining to find correlations between data points that best suggest link 
existence (Han et al., 2001). 

• Bibliographic area is an application of a graph-related task. Information networks are mainly 
new. Link information in a bibliographic database provides in-depth information about 
research, such as the clustering of conferences shared by many common authors, the 
reputation of a conference for its productive authors, research evolving with time, and the 
profile of a conference, an author, or a research area. This motivates the study of information 
network in link mining on bibliographic databases (Getoor, 2003).  

• Discovery of a fundamental organisation is an application of graph-related task. Structure 
from crime data leads the investigation to terrorist cells or organised crime groups, detecting 
covert networks that are important to crime investigation. (Marcus et al., 2007).  

 

5. ANOMALIES DETECTION 

Link prediction is a complex and challenging task as many applications contain data which are 
extremely noisy and often the characteristics to be employed for prediction are either not readily 
available or involve complex relationships among objects. The focus of this thesis is to investigate 
the links between objects and understand the context of their anomalies. Anomaly detection is 
different from noisy data, which is not of interest to the analyst, and must be removed before any 
data analysis can be performed. In our research anomalous objects or links can convey useful 
information and should be investigated. 
 
Song et al. (2007) and Chandola et al. (2009) describe five types of anomalies, these are: 
 

• Contextual anomalies (also known as conditional anomalies) refer to data instances 
anomalous in a specific context. A temperature of 5oC might be normal during the winter 
period in the UK, but would be an anomaly in the summer time. 
 

• Point anomalies refer to a data instance anomalous with respect to the rest of the data set. In 
credit card fraud application, a transaction is considered a point anomaly if it contains a 
very high amount spent compared to the normal range of expenditure for that individual.  

 
• Collective anomalies refer to a set of data instances anomalous with respect to the entire 

data set. For example an electrocardiogram output may show a region of low values for an 
abnormally long time due to some premature contractions (Goldberger et al., 2000).  These 
low values may not be anomalies by themselves, but their existence together as a collection 
is anomalous. 
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• On-line anomalies refer to data present often in a streaming mode where the normal 
behaviour is changing dynamically.  
 

• Distributed anomalies refer to detecting anomalies in complex systems. 
 
The definition of anomaly is dependent on the type of application domains. For example, in the 
medical domain a small deviation from normal (e.g., fluctuations in body temperature) could be 
an anomaly, however similar deviation in the stock market domain (e.g., fluctuations in the value 
of a stock) might be considered as normal. Thus applying a technique developed in one domain to 
another has to take into consideration the context of that domain. 
 
Anomalies detection is alike to link prediction in the sense that they both use similar metrics to 
evaluate which links are anomalous and which ones are expected. Thus research on improving 
either problem should benefit the other. Rattigan and Jensen explain that one of the important 
challenges in link prediction is to address the problem of a highly skewed class distribution caused 
by the fact that “ ... as networks grow and evolve, the number of negative examples (disconnected 
pairs of objects) increases quadratically while the number of positive examples often grows only 
linearly” (Rattigan and Jenssen 2005: 41). As a result, evaluating a link prediction model becomes 
a complex task and computationally costly because of the need to evaluate all potential links 
between all pairs of objects. They have proposed the alternative task of anomalous link discovery 
(ALD) focusing on those links that are anomalous, statistically unlikely, and most “interesting” 
links in the data. Typical applications of anomaly detection algorithms are employed in domains 
that deal with security and privacy issues, terrorism activities, picking intrusion detection and 
illegitimate financial transactions (See Figure 1). 

 
6. ANOMALIES DETECTION APPROACHES AND METHODS 
 
A survey of the literature reveals three main approaches used to detect anomalies. These are 
described below: 
 
• Supervised anomalies detection operates in supervised mode and assumes the availability of a 

training data set, which has labels available for both normal and anomalous data. Typical 
approach in such cases is to build a predictive model for normal vs. anomalous classes; their 
disadvantage is that they require labels for both normal and anomalous behaviour. Certain 
techniques insert artificial anomalies in a normal data set to obtain a fully labelled training 
data set and then apply supervised anomalies detection techniques to detect anomalies in test 
data (Abe et al., 2006). 
 

• Semi-supervised anomalies detection, which models only normality and are more applicable 
than the previous approach since only labels for normal data is required. Such techniques are 
not used commonly, as it is difficult to obtain a training data set, which covers possible 
outlying behaviour that can occur in the data (Chandola et al., 2009).  

 
• Unsupervised anomalies detection, which makes the implicit assumption that normal 

instances are more frequent than anomalies in the test data. If this assumption is not true then 
such techniques suffer from a high false alarm rate (Chandola et al., 2009).  
 

Unsupervised method is very useful for two reasons. First, they do not rely on the availability of 
expensive and difficult to obtain data labels; second, they do not assume any specific 
characteristics of the anomalies. In many cases, it is important to detect unexpected or 
unexplained behaviour that cannot be pre-specified. Since the unsupervised approach relies on 
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detecting any observation that deviates from the normal data cases, it is not restricted to any 
particular type of anomaly. 

In their paper, Chandola et al. (2009) identify five different methods employed in anomalies 
detection: nearest neighbour, clustering, statistical, classification, and information/ context based 
approaches (see Figure 2). 

 
Figure 2. Methods of anomalies detection 

6.1 Nearest neighbour based detection techniques 

 
The concept of nearest neighbour has been used in several anomaly detection techniques. Such 
techniques are based on the following key assumption: 
 
Assumption: Normal data instances happen in dense neighbourhoods, while anomalies occur far 
from their closest neighbours. 
 
The nearest neighbour based method can be divided into three main categories. The first distance-
based methods, distinguish potential anomalies from others based on the number of objects in the 
neighbourhood (Hu and Sung, 2003). The distribution-based approach deals with statistical 
methods that are based on the probabilistic data model, which can be either a automatically or 
priori, created using given data. If the object does not suit the probabilistic model, it is considered 
to be an outlier (Petrovskiy, 2003). The density-based approach detects local anomalies based on 
the local density of an object’s neighbourhood (Jin et al., 2001). A typical application area is 
fraud detection (Ertoz et al., 2004; Chandola et al. 2006), Eskin et al (2002). 
 
Nearest neighbour based techniques have many advantages. Key advantage is that they are 
unsupervised in nature and do not make any assumptions concerning the generative distribution 
of the data. Instead, it is purely data driven. Adapting these techniques to a variety of data type 
requires defining a distance measure for the given data. With regards to mixed anomalies, semi-
supervised techniques perform more improved than unsupervised techniques since the likelihood 
of an anomaly is to form a near neighbourhood when the training data set is low. 
 
However, these techniques have disadvantages. They fail to label the anomalies correctly, 
resulting in missed anomalies, for unsupervised techniques. If the data has normal instances that 
do not have close neighbours or if the data has anomalies that have close neighbours the 
technique fails to label them correctly, resulting in missed anomalies. The computational 
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complexity of the testing phase is a challenge since it involves computing the distance of each test 
instance with all instances belonging to either the test data itself, or to the training data. In semi-
supervised techniques, if the normal instances in the test data do not have enough similar normal 
instances in the training data, then the technique will have a high false positive rate. 
 

6.2 Clustering-based anomalies detection techniques  

Clustering-based anomalies detection techniques can be grouped into three assumptions: 
 
The first assumption: Normal data instances belong to a cluster in the data, while anomalies do 

not belong to any cluster. Techniques based on this assumption apply a known clustering-based 
algorithm to the data set and declare any data instance that does not belong to any cluster as 
anomalous. Several clustering algorithms do not force every data instance to belong to a cluster, 
such as DBSCAN (Ester et al., 1996), ROCK (Guha et al., 2000) and SNN clustering (ErtÄoz et 

al., 2003). The FindOut algorithm (Yu et al., 2002) is an extension of the WaveCluster algorithm 
(Sheik-holeslami et al., 1998) in which the detected clusters are removed from the data and the 
residual instances are declared as anomalies. A disadvantage of these techniques is that they are 
not optimised to find anomalies, as the main aim of the underlying clustering algorithm is to find 
clusters. Typical application areas include image processing (Scarth et al., 1995), and fraud 
detection (Wu and Zhang, 2003; Otey et al. 2003). 
 
The second assumption: Normal data instances lie close to their closest cluster centroid, while 

anomalies are far away from their closest cluster centroid. Techniques based on this assumption 
consist of two steps. In the first step, the data is clustered using a clustering algorithm. In the 
second step, for each data instance, its distance to its closest cluster centroid is calculated as its 
anomaly score. A number of anomaly detection techniques that follow this two-step approach 
have been proposed using different clustering algorithms. Smith et al. (2002) study Self-

Organizing Maps (SOM), K-means and Expectation Maximization (EM) to cluster training data 
and then use the clusters to classify test data. In particular, SOM (Kohonen, 1997) has been 
widely used to detect anomalies in a semi-supervised mode in several applications such as 
intrusion detection (Labib and Vemuri, 2002; Smith et al., 2002; Ramadas et al., 2003), fault 
detection (Harris, 1993; Ypma, Duin, 1998; Emamian et al., 2000) and fraud detection (Brockett 
et al., 1998). Barbara et al. (2003) propose a robust technique to detect anomalies in the training 
data. This assumption can also operate in a semi-supervised mode, in which the training data are 
clustered, with instances belonging to the test data being compared against the clusters to obtain 
an anomaly score for the test data instance (Marchette, 1999; Wu and Zhang, 2003; Vinueza & 
Grudic, 2004; Allan et al., 1998). If the training data have instances belonging to multiple classes, 
semi-supervised clustering can be applied to improve the clusters to address this issue.  
 
The third assumption: Normal data instances belong to large and dense clusters, while 

anomalies belong either too small or too sparse clusters. Techniques based on the above 
assumption declare instances belonging to cluster as anomalous if size/density is below a 
threshold. Several variations of the third assumption of techniques have been proposed (Pires and 
Santos-Pereira, 2005; Otey et al., 2003; Eskin et al., 2002; Mahoney et al., 2003; Jiang et al., 
2001; He et al., 2003). The technique proposed by He et al. (2003), called FindCBLOF, assigns 
an anomaly score known as the Cluster-Based Local Outlier Factor (CBLOF) to each data 
instance. The CBLOF score captures the size of the cluster to which the data instance belongs, in 
addition to the distance of the data instance to its cluster centroid. These techniques are used for 
network intrusion detection (Bolton & Hand 1999), and for host based intrusion detection 
(Sequeira & Zaki 2002). 
 
In terms of advantages these techniques can work in an unsupervised mode, and can be adapted to 
complex data types by working in a clustering algorithm that can handle the specific data type. 
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The testing stage for clustering based techniques is fast because the number of clusters against is 
a small constant. However these techniques are highly dependent on the effectiveness in 
capturing the cluster structure of normal instances. Numerous techniques detect anomalies as a 
result of clustering, and are not improved for anomaly detection. Some clustering algorithms are 
assigned to a particular cluster. This could result in anomalies getting assigned to a larger cluster, 
thus being considered as normal instances by techniques that work under the assumption that 
anomalies are not linked to any cluster. If O (N2d) clustering algorithms are used, then the 
computational complexity for clustering the data is often a bottleneck. 
 
6.3 Statistical techniques 

Statistical anomaly detection techniques are based on the following key assumption: Assumption: 
Normal data instances occur in high probability regions of a stochastic model, while anomalies 
occur in the low probability regions of the stochastic model. 
 
Statistical techniques operate in two phases: training and testing phases, once the probabilistic 
model is known. In the training phase, the first step comprises fitting a statistical model to the 
given data, whereas the testing phase, determines whether a given data instance is anomalous 
with respect to the model or not. This involves computing the probability of the test instance to be 
generated by the learnt model. Both parametric and non-parametric techniques are used. 
Parametric techniques assume the knowledge of underlying distribution and estimate the 
parameters from the given data (Eskin 2000). Non-parametric techniques do not assume any 
knowledge of distribution characteristics (Desforges et al., 1998). Typically the modelling 
techniques are robust to small amounts of anomalies in the data and hence can work in an 
unsupervised mode. Statistical techniques can operate in unsupervised settings, semi-supervised 
and supervised settings. Supervised techniques estimate the probability density for normal 
instances and outliers. The semi-supervised techniques estimate the probability density for either 
normal instances, or anomalies, depending on the availability of labels. Unsupervised techniques 
define a statistical model, which fits the majority of the observations. One such approach is to 
find the distance of the data instance from the estimated mean and declare any point above a 
threshold to be anomalies (Grubbs 1969). This requires a threshold parameter to determine the 
length of the tail, which has to be considered as anomalies; techniques used for mobile phone 
fraud detection (Cox et al., 1997). 
 
The advantages of these techniques are as follows:  
 

• If the assumptions concerning the underlying data distribution are true, these techniques 
then offer a statistically correct solution for anomaly detection.  
 

• Confidence interval is associated with the anomaly score provided by a statistical 
technique, which can be used as extra information when making a decision concerning 
any test instance.  

 
• It can operate in an unsupervised setting without any need for labelled training data if the 

distribution estimation step is robust to anomalies in data. 
 

However, they rely on the assumption that the data is conducted from a particular distribution. 
This assumption is not necessarily true, particularly for high dimensional real data sets. Even 
when the statistical assumption can be justified, there are several hypothesis test statistics that can 
be useful to detect anomalies; choosing the greatest statistic is often not an easy task (Motulsky 
1995). In specific, composing hypothesis tests for complex distributions needed to fit high 
dimensional data sets is nontrivial. An anomaly might have attribute values that are individually 
very common, but their combination is very uncommon, but an attribute-wise histogram based 
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technique would not be able to detect such anomalies. Histogram based techniques are relatively 
simple to apply, a key disadvantage of such techniques with regards to multivariate data is that 
they are not able to capture the interactions between different attributes. 

6.4 Classification techniques 

Classification based techniques operate under the following general assumption: 
 
Assumption: A classifier that can distinguish between normal and anomalous classes can be 
learnt in the given feature space. 
 
Classification is an important data-mining concept. The aim of classification is to learn a set of 
labelled data instances (training) and then classify an unseen instance into one of the learnt class 
(testing). Anomalies detection techniques based on classification also operate in the same two-
phase, using normal and anomalies as the two classes. The training phase builds a classification 
model using the available labelled training data. The testing stage classifies a test instance using 
the model learnt. The techniques following this approach fall under supervised anomalies 
detection techniques. A one-class classifier can then be trained to reject this object and to label it 
as anomalies. These techniques fall under the category of semi-supervised anomalies detection 
techniques (Tan et al. 2005b; Duda et al. 2000). 
 
The classification problem is modelled as a two-class problem where any new instance that does not 
belong to the learnt class is anomalous. In real scenarios, class labels for normal class are more 
readily available but there are also cases where only anomalies class labels are available. 
Classification based techniques are categorised into subcategories based on the type of classification 
model that use. These include Neural networks, Bayesian Networks, Support Vector Machines 
(SVM), decision trees and regression models. These rules are used to classify a new observation as 
normal or anomalous. In term of advantages, the testing stage of these techniques is fast since each 
test instance needs to be compared against the pre-computed model. They can make use of powerful 
algorithms that can differentiate between instances belonging to different classes. However, Multi-
class classification techniques rely on availability of precise labels for different normal classes, which 
is often not possible. These techniques allocate a label to each test instance, which can become a 
disadvantage when a meaningful anomaly score is wanted for the test instances. Some classification 
techniques that obtain a probabilistic prediction score from the output of a classifier can be used to 
address this issue (Platt 2000). 

6.5 Information Theory Based  

These techniques are based on the following key assumption:  
 
Assumption: Anomalies in data induce irregularities in the information content of the data set. 
Information theory based techniques analyse the information content of a dataset using different 
information theoretic measures such as relative entropy, entropy, etc. The general idea is that 
normal data is regular in terms of a certain information theoretic measure. Anomalies 
significantly change the information content of the data because of their surprising nature. Thus, 
the typical approach adopted by this technique is to detect data instances that induce irregularity 
in the data, where the regularity is measured using a particular information theoretic measure. 
Information theory based techniques operate in an unsupervised mode.  
 
The advantages of these techniques are as follows:  
 

• They can function in an unsupervised setting.  
 

• They make no assumptions regarding the underlying statistical distribution of the data. 
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 However, the performance of these techniques is greatly dependent on the choice of the 
information theoretic measure. Frequently, these measures can detect anomalies only when there 
are large numbers of anomalies existing in the data. It is often nontrivial to obtain when these 
techniques are applied to sequences and spatial data sets because they rely on the size of the 
substructure. Another disadvantage is that it is difficult to associate an anomaly score with a test 
instance using these techniques. 

6.6 Other Techniques 

These techniques are based on the following key assumption: 
 
Assumption: Data can be embedded into a lower dimensional subspace in which normal instances 
and anomalies appear significantly different. 
 
Spectral decomposition based technique finds an approximation of the data using a combination 
of attributes that capture the size of variability in the data. The underlying assumption for such 
techniques is that the reduced sets of attributes faithfully capture much of the normal data, but 
this is not necessarily true for the anomalies. Spectral techniques can work in an unsupervised as 
well as semi-supervised setting. This approach has been applied to the network intrusion 
detection domain by several different groups (Shyu et al. 2003; Lakhina et al. 2005; Thottan and 
Ji 2003) and for detecting anomalies, for example in spacecraft components (Fujimaki et al. 
2005). 
 
Visualisation based technique maps the data in a coordinate space that makes it easy to visually 
identify the anomalies. Cox et al. (1997) present a visualisation-based technique to detect 
telecommunications fraud, which displays the call patterns of various users as a directed graph 
such that a user can visually identify abnormal activity. 
 
These techniques routinely perform dimensionality reduction, which makes them suitable for 
handling high dimensional data sets. Additionally, they can be used as a pre-processing step, 
followed by application of any existing anomaly detection technique in the transformed space. 
These techniques can be used in an unsupervised setting.  
 
However, these techniques usually have high computational complexity. They are useful only if 
normal and anomalous instances are separate in the lower dimensional embedding of the data.  
 
6.7 Overview of strengths and limitations  

 
For high-dimensional data, any of the above anomalies detection techniques can easily detect the 
anomalies. For more complex data sets, different techniques face different challenges. Chandola 
et al. (2009) argue that statistical techniques do not work well with high-dimensional categorical 
data and that visualisation-based techniques are more naturally suited to low-dimensional data 
and hence require dimensionality reduction as a pre-processing step when dealing with a higher 
number of dimensions. Spectral decomposition-based techniques, which find an approximation of 
the data using a combination of attributes to capture the variability in the data, explicitly address 
the high-dimensionality problem by mapping data to a lower dimensional projection, but their 
performance is highly dependent on the fact that the normal instances and anomalies are 
distinguishable in the projected space. Clustering is often called an unsupervised learning task, as 
no class values indicate an a priori grouping of the data instances, as in the case for supervised 
learning. Clustering and nearest neighbour techniques rely on a good similarity or distance 
measure to handle the anomalies in complex data sets. Classification-based techniques handle the 
dimensionality better, since they try to assign weights to each dimension and ignore unnecessary 
dimensions automatically. However, classification-based techniques require labels for both 
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normal data and anomalies. Finally, information theory-based techniques, which analyse the 
information content of a data set using different information theoretic measures (e.g. entropy 
measure), require a measure that is sensitive enough to detect the effects of even single 
anomalies. Such techniques detect anomalies only when there is a significant number of an 
anomaly. 
 

7. CHALLENGES OF ANOMALIES DETECTION 
 
Multi- and high-dimensional data make the outlier mining problem more complex because of the 
impact of the curse of dimensionality on algorithms’ performance and effectiveness. Wei et al., 
(2003) introduce an anomalies mining method based on a hyper-graph model to detect anomalies 
in a categorical data set. He et al. (2005) define the problem of anomalies detection in categorical 
data as an optimisation problem from a global viewpoint, and present a local search heuristic-
based algorithm for efficiently finding feasible solutions. He et al. (2005) also present a new 
method for detecting anomalies by discovering frequent patterns (or frequent item sets) within the 
data set. The anomalies are defined as the data transactions that contain less frequent patterns in 
their item sets. The recent surveys on the subject (Chandola et al., 2009; Patcha & Park, 2007) 
note that anomalies detection has traditionally dealt with record or transaction type data sets. 
They further indicate that most techniques require the entire test data before detecting anomalies, 
and mention very few online techniques. Indeed, most current algorithms assume that the data set 
fits in the main memory (Yankov et al., 2007). Both aspects violate the requirement for real-time 
monitoring data streams. In addition, most approaches focus specifically on intrusion detection 
(Kuang & Zulkernine, 2008; Xu et al., 2005; Lee & Stolfo, 2000). A comparative study 
(Chandola et al., 2008) of methods for detecting anomalies in symbolic data shows that there are 
several techniques for obtaining a symbolic representation from a time series (Lin et al., 2007; 
Bhattacharryya & Borah, 2004), but all such works seem to apply solely to univariate data 
(Keogh et al., 2004; Wei et al., 2003). It is a challenging task to detect failures in large dynamic 
systems because anomalous events may appear rarely and do not have fixed signatures. 
 

8. ANOMALIES DETECTION AND LINK MINING 
 
The literature review reveals a growing range of applications in anomalies detection, mostly to 
data mining and very few applications in link mining. In recent years application of anomalies 
detection in link mining has gained increasing importance. For example, the paper of Savage et al 
(2014) in online social networks survey’s existing computational techniques used to detect 
irregular or illegal behaviour; other works include detecting fraudulent behaviour of online 
auctioneers (Chan et al., 2006). Community based anomalies detection in evolutionary networks 
(Chen et al., 2012), link based approach for bibliometric journal ranking (Su et al., 2013). 
However, their focus is still on pattern finding rather than link related tasks. Even the work on 
citation data (Keane, 2014, Yang et al., 2011) is used to describe communities or computational 
techniques and not mining anomalies or predictive links. Thus, much of the work in this area has 
focused on identifying patterns in behaviour of the data rather than link mining. Anomalies 
detection in link mining is still an emerging area.  
 

9. SUMMARY 

Link mining is an emerging area within knowledge discovery focused on mining task relationship 
by exploiting and explicitly modelling the links among the entities. We have overviewed link 
mining in terms of object related task, link-based object and group related task. These represent 
some of the common threads emerging from 9 varieties of fields that are exploring this exciting 
and rapidly expanding field. However, with the introduction of links, new tasks also come to 
light: predicting the type of link between two objects, predicting the numbers of links, inferring 
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the existence of a link, and inferring the identity of an object. A review of computational 
techniques is provided outlining their challenges. Anomaly detection, which is important to use in 
this research, is also discussed and the current methods and issues highlighted. These two areas 
are attracting much interest by researchers from different disciplines (e.g. computer science, 
business, statistics, forensics and social sciences) interested in extracting tacit, hidden, but 
valuable knowledge from the vast amount of data available worldwide.  
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ABSTRACT 

 
The aim of this paper is to detect fetal heart beats temporally overlapping with the 

transabdominally-measured QRS-complexes of the mother, non-invasively. Modified, Weighted 

and uterine contraction interference signal covariance matrix incorporated spectral MUSIC 

technique is applied. It is based on partitioning the subspace containing the ECG signal bearing 

the mother and fetal, and the orthogonal subspace containing the uterine contraction 

interference signal plus noise. This exploits the orthogonality between the signal and noise 

subspaces provided that the noise is additive white Gaussian. In the modified MUSIC, 

subsequent separation of the mother and fetal QRS-complexes is performed in their shared 

signal subspace. 
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Weighted Kaiser filter. 

 

 

1. INTRODUCTION 

 
Difficult situations arise in which the maternal and fetal heart beats are commensurate. Episodes 

of near coincident maternal and fetal QRS-complexes have been found in about 10% of the 

transabdominal ECG data. In such episodes about every ten seconds a fetal heartbeat coincides 

with the maternal QRS-complex. This is similar to one problem which has often arisen in Radar 

applications [1] where two coincident targets have common temporal and spectral characteristics. 

Such a problem and others different in nature, e.g., Sonar, and underground buried objects, have 

been dealt with using the following spectral estimation methods that are based on partitioning the 

signal and noise subspaces; (i) the conventional multiple signal classification (MUSIC) method 

[2], (ii) the Pisarenko harmonic decomposition (PHD) method [3], (iii) the eigenvector (EV) 

method [4], and (iv) the minimum norm method [5]. Such subspace parameter or frequency 

estimation methods differ only in what part of the noise subspace they each use [6].  

 

The maternal QRS-complex principal spectral peak is around 17 Hz, and the fetal QRS-complex 

principal spectral peak is around 30 Hz [7]. The spectral content can be used in the detection of 

either signal within the maternal cardiac cycle. A modified MUSIC algorithm has been devoted to 

identifying anomalous QRS-complexes and P-waves such as P-on-T-waves and P-on-QRS-

complex episodes for adult patients in the frequency domain [7]. For fetal heart rate (FHR) 

detection in labour one has to overcome two problems; (i) poor spectral resolution, and (ii) the 
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influence of the coexisting labour contraction signals [8] which exhibits a broad spectrum, and are 

characterised by having resonances, one of which is overlapping with the main fetal spike event. 

The fetal heartbeat detection is accomplished by thresholding the enhanced fetal spikes in the 

frequency domain. A challenge is to enhance the resolution of the mother and fetal QRS-

complexes’ principal pseudo-spectral peaks, (MPPP) and (FPPP), respectively, and to nudge the 

UCS plus noise into a separate subspace, the interference subspace (I-subspace), whereby 

orthogonalisation is forced between the I-subspace and the signal subspace (S-subspace) 

containing both the mother and / or the fetal QRS signature imprints. An auxiliary method based 

on the Gram-Schmidt orthogonalisation is employed in addition to Generalised Singular Value 

Decomposition (GSVD) which deals with partitioning signal and coloured noise subspaces [9]. 

This technique deals with the UCS during the strong peaks of labour contractions which have 

noise-like characteristics and are heavily contaminated with other noise artefact. The paper is 

organised as follows; Methodology is described in section 2. Results are shown in Section 3. 

Discussion is presented in Section 4. Conclusions are summarized in section V.   

 

2. METHODOLOGY 

 
Each maternal cardiac cycle has been divided into four segments of 250 msec each. The 

segmentation starts 50 msec before the maternal R-wave and continues until the end of the first 

segment. The other three equal segments are adjusted according to the maternal heart rate. There 

are inevitable deviations in the 17 Hz and the 30 Hz of the mother and fetal QRS-complex 

pseudo-spectra, respectively. Five overlapping and optimised Kaiser windows have been used in 

the detection of the MPPPs; 15-19 Hz. Ten overlapping and optimised Kaiser weighted windows 

have been used in the detection of the FPPPs; 28-38 Hz. The optimised Kaiser weights have been 

given in [10]. The model order has to be chosen carefully. The optimum model order is found by 

trial and error to be eleven for the signal and four for the noise. The method is not sensitive to 

small deviations in the model order. 

 

The spectrum of the UCS may include comparatively strong narrowband spectral components 

centred around 5 Hz, 30 Hz, 45 Hz, 60 Hz, and 90 Hz in addition to some broadband components 

[10]. The uterine contraction component at 30 Hz masks the FPPP. A challenge is isolating the 

FPPP at 30 Hz in the presence of the UCS peak at the same frequency. Using a new pseudo-

spectral localiser which incorporates the modified covariance matrix representing the UCS plus 

coexisting noise artefact, and seeks to reduce the influence of background uterine activities in the 

pseudo-spectral MUSIC localisation procedure by partitioning the two subspaces; one contains 

the desired signal parameters and the other contains the UCS parameters, is proposed. An 

accurate estimate of the UCS modified covariance matrix is needed to be incorporated in the 

pseudo-spectral localiser. A portion of the data that contains only noise fields, and does not 

contain any signal information such as the P-waves or the QRS-complexes, is utilised. When such 

a segment of the data, that is P-wave- and QRS-complex-free, is sufficiently long for the MUSIC 

pseudo-spectral localiser, an accurate estimate of the UCS modified covariance matrix can be 

obtained. 

 

The mathematical formulation is based on [4, 10]. A flowchart is given in [10]. The temporal 

window is restricted to 250 msec. The Kaiser filter weights are applied to each of the 250 msec 

windows and the weights are optimised to enhance the principal peaks of either QRS-complex in 

their respective temporal domains. The data portions earmarked for the Inoise are segments that are 

free from mother and fetal QRS-complexes. 

 
To exploit a MUSIC methodology [5] which incorporates a tailor-made subspace fitting for 

individual QRS spectral signatures based on a priori information, if we ignore the influence of 

the uterine contraction interference signals, the technique is based on weighting the covariance 
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matrix of the transabdominally-measured signals, which in turn uniquely modifies the signal and 

noise subspaces to enhance and retain only eigenvectors that result in the MPPP at 17 Hz, or the 

FPPP at 30 Hz. In the absence of uterine contraction interference signals and assuming white 

Gaussian noise presence, this is a weighted MUSIC technique. The signal and noise subspaces 

will be reconfigured by two tailor-made weighting Kaiser functions, one is aimed at enhancing 

the maternal QRS spectral peak and the other is aimed at enhancing the fetal QRS spectral peak. 

 

3. RESULTS 

 
The proposed localiser is applied to segments of the trnasabdominally-measured maternal ECG 

signal. Linearisation of the data is employed [11].  The UCS modified covariance matrix is 

calculated using the data portion in the segments that are maternal and fetal event free. Fig. 1 

shows the results using the sequentially optimised, weighted MUSIC with and without the 

incorporation of the UCS modified covariance matrix for the case of maternal and fetal R-wave 

separation of 9 msec. Fig. 1 (a) depicts superimposed and synchronised maternal transabdominal 

and fetal scalp ECGs with maternal R-wave to fetal R-wave separation of 9 msec, respectively. 

Fig. 1 (b) shows the results employing the Modified MUSIC without UCS incorporation. The 

maternal MPPP is at 17 Hz, shown at the left hand part of the figure, the FPPP of the first fetal 

heartbeat is shifted at 31 Hz, shown in the inset at the right hand part of the figure. Fig. 1 (c) 

depicts the results of the Weighted and Inoise incorporated spectral MUSIC for the 

transabdominally-measured ECG signal. The fetal FPP is stronger and sharper around 31 Hz, and 

there is significant noise reduction in the QRS-free segments [7].  

 

The effect of proximity of the maternal and fetal     R-waves on the frequency deviation of the 

FPPP around 30 Hz, and on the fetal heart detection rate, in all observed cases of coincident 

mother and fetal QRS-complexes has been studied. The proposed algorithm has been applied to 

approximately 50,000 maternal cardiac cycles, including 4,873 coincident QRS-complexes cases. 

The results are shown in Table 1.  

 
TABLE 1:  The effect of proximity of the maternal and fetal R-wave on the 

frequency deviation of the FPPP at 30 Hz, and on the fetal detection rate. 

 

Rm-Rf  

separation  

40 msec 35 msec 25 msec 20 msec 15 msec 7 msec 0 msec 

Frequency 

deviation ±  

1.73 Hz 1.92 Hz 2.09 Hz 2.17 Hz 2.31 Hz 2.52 Hz 2.74 Hz 

Overlapping 

windows  

5 5 5 5 8 9 10 

Detection rate (%) 93.81 93.63 93.56 93.49 93.24 92.35 91.83 

 

From the overall results, it is observed that; 

 

1. For a fixed model order of 11 and 4 for the signal and noise subspaces, respectively, the 

algorithm is capable of detecting fetal heartbeats, at a rate of 92%, when the mother and fetal  R-

waves are synchronised, provided that appropriate sequential weightings for the mother and the 

fetal are maintained throughout. As the separation between the mother and fetal R-waves is 

increased, there is a slight increase in the corresponding detection rate and a decrease in the FPPP 

frequency deviations.  
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2. The incorporation of the covariance matrix of the UCS helps to strengthen and sharpen the 

FPPPs in some cases and hence improves the resolution, and reduces the sensitivity of the FPPPs 

to small deviations from the optimal model order. 

 

 
 

 

 

 
 
Figure 1. (a) Superimposed and synchronised maternal transabdominal and fetal scalp ECGs with maternal 

R-wave to fetal R-wave separation of 9 msec. The maternal cardiac cycle begins 50 msec before the R-

wave and ends 50 msec before the next R-wave. The subject is at the first stage of labour, 40 weeks 

gestation. The maternal cycle has 500 samples at a sampling rate of 0.5 KHz. Segment I: maternal QRS-

complex, segment II: the first fetal heartbeat with maternal contribution, segment III: QRS-free ECG, and 

segment IV: the second fetal heartbeat with maternal contribution. (b) Weighted spectral MUSIC for 

segment I of the transabdominally-measured ECG signal. As a result of close proximity, the FPP tends to 

broaden. Also, the FPP exhibits increased sensitivity to small deviations from the optimal model order in 

segment I. (c) Weighted and Inoise incorporated spectral MUSIC of segment I. Insets (right) show the FPPPs 

in dB. 
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Figure 1. (continued)  (a) Superimposed and synchronised maternal transabdominal and fetal scalp ECGs 

with maternal R-wave to fetal R-wave separation of 9 msec. The maternal cardiac cycle begins 50 msec 

before the R-wave and ends 50 msec before the next R-wave. The subject is at the first stage of labour, 40 

weeks gestation. The maternal cycle has 500 samples at a sampling rate of 0.5 KHz. Segment I: maternal 

QRS-complex, segment II: the first fetal heartbeat with maternal contribution, segment III: QRS-free ECG, 

and segment IV: the second fetal heartbeat with maternal contribution. (b) Weighted spectral MUSIC for 

segment I of the transabdominally-measured ECG signal. As a result of close proximity, the FPP tends to 

broaden. Also, the FPP exhibits increased sensitivity to small deviations from the optimal model order in 

segment I. (c) Weighted and Inoise incorporated spectral MUSIC of segment I. Insets (right) show the FPPPs 

in dB. 

3. The modified MUSIC without UCS incorporation has resulted in the following fetal heart 

detection rates: (i) 89.23%, 97.51%, and 91.20% for coincident, non-coincident mother and fetal 

QRS-complexes, and overall average, respectively. The Weighted and Inoise incorporated spectral 

MUSIC has resulted in the following fetal heart detection rates: (i) 93.52%, 99.35%, and 95.50% 

for coincident, non-coincident mother and fetal QRS-complexes, and overall average, 

respectively. The results have been verified by the recording of the instantaneous scalp fetal heart 

rate, measured when deemed necessary by the doctor on call after consent is obtained. 

 

To calculate the bias, the expected values of the estimates are those obtained using the 250 msec 

segments from the maternal transabdominal ECG signal for a predominantly maternal QRS 

segment and a fetal heartbeat with maternal contribution. Those true values and estimates were 

calculated for 1000 segments. The results are 1.23 and 2.15 for MPPPs and FPPPs, respectively. 

For the maternal and fetal QRS-complex, the more deviation of the detected frequency of the 

MPPP around 17 Hz and the FPPP around   30 Hz, respectively, from the respective actual 

frequency, the higher the bias will be. The variance range is 0–8, with an average of 4.127, when 

calculated for 120,000 FHBs. 
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4. DISCUSSION 

 
Assuming a maternal heart rate of 60 bpm yields a cardiac cycle length of 1000 msec. Each 

maternal cardiac cycle has been divided into four equal segments of 250 msec. The average rate 

by which the first fetal event coincides with the QRS-complex of the mother is 9.8%, based on 

50,000 maternal cardiac cycles. When the two QRS-complexes of the mother and fetal coincide 

in segment I, segment II is usually free from such events and may be taken as the UCS plus noise 

artefact segment. On average, the second fetal heartbeat occurs in segment III. And if there is a 

third fetal heartbeat, then it is likely to occur over both the fourth segment of the present cycle 

and the first segment of the next cycle. In most cases, two fetal heartbeat occurrences within each 

maternal cardiac cycle were encountered, even when the maternal heart rate goes up during 

labour contractions. The deceleration of the fetal heart rate after the peak of labour contractions is 

normal and not proven to be related to the maternal heartbeat as her heart will still be racing for a 

while after the peak of contractions. 

 

Successful detection of coincident mother and fetal QRS-complexes has resulted in an increase of 

9.3% and 5.4% over and above the cumulants [12] and the bispectrum [13] template matching 

techniques, respectively. The mother and fetal QRS-complexes coincide making it difficult to 

separate them using any time-domain technique. With the cumulants method [12] there is a 

13.8% failure rate, partially due to 9.8% rate of QRS-complex coincidences, and the rest, 4% rate, 

is due to overlapping fetal QRS-complex and maternal T-wave. The bispectrum method [13] 

failure rate of 9.8% is purely due to QRS-complex coincidences as there is a shortcoming in 

acquiring sufficiently high resolution to separate the bispectral peaks of the mother and fetal 

QRS-complexes. The overlapping of the fetal QRSs and the maternal T-waves can be resolved by 

the bispectrum template matching technique. The above percentages of QRS-complex coincident 

episodes have been found in the 50,000 maternal heartbeat database. The alternative is to try to 

resolve them in the frequency-domain [14-15].  

 

5. CONCLUSIONS 

 
This paper proposed a modified, Weighted and Inoise incorporated spectral MUSIC technique to 

detect temporally overlapping fetal heartbeats with maternal QRS complexes from 

transabdominal measurements, with the fetal scalp as a reference when deemed necessary, during 

temporally and spectrally overlapping uterine contractions. Performance analysis showed 

increased rate of detection for the Weighted and Inoise incorporated spectral MUSIC over and 

above that achieved employing the weighted spectral MUSIC. 

 

The incorporation of the covariance matrix of the UCS helps to strengthen and sharpen the FPPPs 

for the optimum model order and in some cases it appears to be tolerant to a change in the model 

order from 11 and 4 to 9 and 4 for the signal and noise subspace, respectively. It has also resulted 

in a significant noise artefact reduction in the QRS-free segments. The method has resulted in the 

following fetal heart detection rates: (i) 93.52% for coincident mother and fetal QRS-complexes, 

(ii) 99.35% for non-coincident mother and fetal QRS-complexes, and (iii) 95.50% overall 

average. Without the incorporation of the UCS modified covariance matrix into the mathematical 

formulation of the sequentially optimised, weighted MUSIC, the following fetal heart detection 

rates have been obtained: (i) 89.23% as opposed to the 93.52% for coincident mother and fetal 

QRS-complexes, (ii) 97.51% as opposed to the 99.35% for non-coincident mother and fetal QRS-

complexes, because in the former no appropriate noise model was assumed in the analysis, and 

(iii) 91.20% overall average. 
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