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Preface 
 

The Fifth International Conference on Advanced Computer Science and Information Technology 

(ICAIT 2016) was held in Sydney, Australia, during May 28~29, 2016. The Fifth International 

Conference on Cryptography and Information Security (CRYPIS 2016), The Fourth International 

Conference of Networks and Communications (NC 2016) and The Fifth International Conference 

on Information Technology Convergence and Services (ITCSE 2016) were collocated with the 

ICAIT-2016. The conferences attracted many local and international delegates, presenting a 

balanced mixture of intellect from the East and from the West.  

 

The goal of this conference series is to bring together researchers and practitioners from academia 

and industry to focus on understanding computer science and information technology and to 

establish new collaborations in these areas. Authors are invited to contribute to the conference by 

submitting articles that illustrate research results, projects, survey work and industrial experiences 

describing significant advances in all areas of computer science and information technology. 

 

The ICAIT-2016, CRYPIS-2016, NC-2016, ITCSE-2016 Committees rigorously invited 

submissions for many months from researchers, scientists, engineers, students and practitioners 

related to the relevant themes and tracks of the workshop. This effort guaranteed submissions 

from an unparalleled number of internationally recognized top-level researchers. All the 

submissions underwent a strenuous peer review process which comprised expert reviewers. These 

reviewers were selected from a talented pool of Technical Committee members and external 

reviewers on the basis of their expertise. The papers were then reviewed based on their 

contributions, technical content, originality and clarity. The entire process, which includes the 

submission, review and acceptance processes, was done electronically. All these efforts 

undertaken by the Organizing and Technical Committees led to an exciting, rich and a high 

quality technical conference program, which featured high-impact presentations for all attendees 

to enjoy, appreciate and expand their expertise in the latest developments in computer network 

and communications research. 

In closing, ICAIT-2016, CRYPIS-2016, NC-2016, ITCSE-2016 brought together researchers, 

scientists, engineers, students and practitioners to exchange and share their experiences, new 

ideas and research results in all aspects of the main workshop themes and tracks, and to discuss 

the practical challenges encountered and the solutions adopted. The book is organized as a 

collection of papers from the ICAIT-2016, CRYPIS-2016, NC-2016, ITCSE-2016. 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 

the event and that the friendships and collaborations forged will linger and prosper for many 

years to come.  

                                      

Natarajan Meghanathan 

                     David C. Wyld 
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ABSTRACT 

 

We present a review of research related to the usability testing of mobile applications including 

participants with Down syndrome. The purpose is to identify good usability testing practices 

and possible guidelines for this process when participants are people with this cognitive 

disability. These practices and guidelines should account for their specific impairments. We 

applied document analysis techniques to searches of scientific databases. The results were 

filtered considering how well they matched the research topic. We processed and reported the 

classified and summarized results. The main findings of this literature review is that mobile 

applications usability testing including people with Down syndrome is an issue that has not be 

comprehensively investigated. While there is some related research, this is incomplete, and 

there is no single proposal that takes on board all the issues that could be taken into account. 

Consequently, we propose to develop guidelines on the usability testing process involving 

participants with Down syndrome. 

 

KEYWORDS 

 

Usability Testing,  Mobile Applications,  Cognitive Disability,  Down Syndrome,  Human 

Computer Interaction (HCI),  Mobile Devices. 

 

 

1. INTRODUCTION 

 
Usability is a quality attribute of interactive systems defined by five attributes: learnability, 

efficiency, memorability, errors and satisfaction (Nielsen and Kaufmann). In ISO 9241-11 
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(Abran et al.), the International Organization for Standardizations (ISO) bases usability on three 

quality attributes: effectiveness, efficiency and satisfaction.  Usability is one of the key qualities 

of a product or system. Systems whose usability is good are easy to learn, efficient, not prone to 

errors and generate user satisfaction (Nielsen and Kaufmann), (Abran et al.).This paper focuses 

on one particular cognitive disability: Down syndrome (DS). Down syndrome is a genetic 

disorder with a worldwide incidence close to one in every 700 births (15/10,000), but the risk 

varies with the mother’s age. In 2010 there were approximately 34,000 people with DS in Spain. 

People with DS have impaired cognitive processing, language learning and physical abilities, as 

well as different personal and social characteristics (Yussof and Badioze Zaman). 

 

A usability testing methodology suitable for participants including people with DS needs to be 

well designed (Jones, Scanlon, and Clough). The article is structured as follows. First, it describes 

the nine usability testing process steps. It then describes the literature review process, including 

the applied methodology, searches and filters. 

 

2. USABILITY TESTING PROCESS 
 

A user-centred design process is applied to build products and systems with a satisfactory level of 

usability [1]. As part of this process, planning, context of use analysis, interactive system design 

and evaluation tasks are carried out iteratively. A key step is usability evaluation. There are 

several methods for evaluating how usable a product or system is: heuristic or guideline 

evaluation, usability testing and follow-up studies of installed systems [2]. The most common 

method is usability testing, which involves testing prototypes with real users [3]. Participating 

users are set a number of tasks that they have to perform using a prototype or a full system. Data 

on the effectiveness, efficiency and satisfaction of users are collected during testing. Generally, 

the usability process is divided into the following steps: 1.Recruit participants , 2. Establish the 

tasks, 3.Write the instructions, 4.Define the test plan , 5.Run the pilot test, 6. Refine the test plan , 

7.Run the test session, 8.Analyse the collected objective, 9.Report results. The literature review 

process described in Section 3 focused on identifying papers that report a usability test with 

people with Down syndrome and on retrieving the key information that they provide on each of 

these nine steps 

 

3. LITERATURE REVIEW PROCESS 
 

We applied a review and document analysis (RAD) methodology with two protocols: one for 

searching for sources of information and the other for inspecting the sources of information [4]. 

Table 1 shows the search protocol and Table 2 illustrates the document analysis protocol. 

 

The literature review process (Figure 1) was composed of two searches: one used the terms 

“usability evaluation” and “down syndrome” and the other employed the terms “cognitive 

disabilities” and “usability”. The preliminary list of papers (621 + 415) was first pruned based on 

date of publication and the relevance of paper titles. This returned 58+57 papers. The list was 

further pruned based on the relevance of the content of the abstracts. The result was a list of 98 

papers (43 + 55). These papers were read and analysed, and 11 papers were found to be of 

relevance to the topic of usability testing for people with DS.  
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Table 1: Information source search protocol 

Information source search protocol 

Language: Spanish and English 

Period: 2008 to 2014 

Term Individual Usability, evaluation, down syndrome,  cognitive 

disabilities, hci, human computer interaction 

    Combinations Search 1: USABILITY EVALUATION DOWN 

SYNDROME 

Search 2: COGNITIVE DISABILITIES USABILITY 

Information 

resources 

WEB OF SCIENCE UAM, INGENIO UAM, COPUS UAM, GOOGLE 

ACADEMICO, MICROSOFT ACADEMIC SEARCH, ERIC, REFSEEK, 

SCIENCE RESEARCH, WORLD WIDE SCIENCE, SCIELO CERN, 

SCIENCE DIRECT,  SCIENCE, ACM AND SPRINGER  

Search strategies Two searches were run with combinations of different keywords: 

• Search 1:“usability evaluation” and   “down syndrome” 

• Search 2: “cognitive disabilities” and    “usability” 

The results were successively refined considering: 

1. Year of publication: from 2008 to 2014 

2. Relation of publications to technologies and computing 

3. Relation of usability to computer systems usability (Human-Computer 

Interaction – HCI). 

 

The literature review process has consisted in two searches, one with terms “usability evaluation 

down syndrome” and the other with the terms “cognitive disabilities usability”. The initial list of 

references was pruned in a first stage based on the relevance of their titles. Then a second pruning 

was made based on the relevance of the content of the abstracts. The result was a list of 98 

papers. These papers have been read and analysed, then we had 11 articles.  

 

These 11 papers were thoroughly analysed and sorted by priority (high, medium or low) 

depending on their contributions to the steps of the usability testing process (Table 3). The result 

was a list of five high-priority papers that are analysed in Section 4.  

 

We applied the parameters in table 2 to determinate the level priority 

 
Table 2: Information source inspection protocol 

 

 

 

 

  

Information source inspection protocol 

Inspection rules: The order of inspection is as follows: 

1. Inspection of title 

2. Inspection of abstract 

3. If the information is relevant to the research topic, the 

content is inspected. 

Exclusion criteria: 1. Duplicate information 

2. Information unrelated to the research topic 

3. Outdated information. 

Inclusion criteria: 1. Information relevant and related to the research topic 



4 Computer Science & Information Technology (CS & IT) 

 

SEARCH 1: “Usability 

Evaluation Down 

Syndrome”

621 articles

SEARCH 1: “Cognitive 

Disabilities Usability”

415 articles

Control relevance 

title

58  articles 57  articles

Abstract relevance 

control and elimination 

of duplicate results

43  articles 55  articles

Control of content 

relevance of paper

98 Related Articles

11  articles

Prioritization on the 

issue

5  articles

FILTER 1 

FILTER 2

FILTER 3

FILTER 4

 

 

Figure 1 : Search refinement strategy flow diagram 

 

We applied a new filter giving a priority and an important level to the contribution research 

taking in count the approach of the investigation to the actual research. Finally we obtained result 

5 papers have been useful to extract information about usability testing with participants. 

 
Table 3 : Summary and classification of preselected papers 

 

DOCUMENT PRIORITY SUMMARY 

    A method to evaluate disabled 

user interaction: a case study 

with Down syndrome 

children [5]. 2013. 

High     This study designed by [5] evaluated four children aged between 

6 and 12 years with DS and analyses the development of the 

coding scheme based on the detailed video analysis method 

(DEVAN) to observe the interaction of the children with DS. 

Also applies IQ evaluation and use JECRIPE tool. The test plan 

is to deliver the application to the children, observe and film. No 

pilot test was run. Finally, the workshop was held and the results 

for each child evaluated on average for 45 minutes for all 

process were analysed. 
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     A Usability Evaluation of 

Workplace-Related Tasks on 

a Multi-Touch Tablet 

Computer by Adults with 

Down Syndrome [6]. 2012. 

High      Two pilot sessions are run: administer demographic 

questionnaire to participants and validate participant recruitment 

criteria. Participants were asked to perform five different 

categories of tasks on an iPad (social networking, electronic 

mail, scheduling / planning, price comparison and basic text 

input / note taking). No formal data collection or methodology 

was applied. Use patterns were observed. They were then used to 

write a list of tasks and develop a methodology. Participants 

were reevaluated during the second session, and this information 

was used to rewrite the list of tasks. 

     Designing Usability 

Evaluation Methodology 

Framework of Augmented 

Reality Basic Reading 

Courseware (AR BACA 

SindD) for Down Syndrome 

Learner [7]. 2011. 

High      This paper proposes a usability evaluation framework for an 

augmented reality framework for learners with DS. To do this, 

three to five expert interface design and learning content 

evaluators were recruited. They analysed 10 adults with DS to 

evaluate how proficient they were at using multi-touch tablets 

for job-related tasks. The evaluation was divided into two 

phases: an acceptance testing phase including formative 

assessment and a usability phase including either a formative 

phase with an iterative development cycle or a summative phase 

where testing is conducted with a large number of users. The 

goal was to identify strengths and weaknesses [7]. 

     The complementary role of 

two evaluation methods in 

the usability and accessibility 

evaluation of a non-standard 

system [8]. 2010. 

High      [8] worked with five usability and accessibility experts and six 

learners to evaluate a literacy system in Africa. It was evaluated 

using the heuristic method and a usability field study. First a 

pilot study was run to gain an idea of how the applications work. 

The pilot study activities were: run the evaluation and draft a 

report of the compiled evaluation for submission to the 

immediate evaluator. 

     Usability Evaluation of 

Multimedia Courseware 

(MEL-SindD) [9]. 2009. 

High     This paper discusses the usability assessment of the courseware, 

the methods used for the evaluation, as well as suitable 

approaches that can be deployed to evaluate the courseware 

effectiveness for disabled children. The evaluation was divided 

into three phases: PHASE 1. Identify user needs, PHASE 2. 

Evaluate usability with the participation of 11 students with DS, 

and PHASE 3. Send the data collected by the researcher to the 

specialist teachers and parents of the recruited children with DS. 

     Usability of the 

SAFEWAY2SCHOOL 

system in children with 

cognitive disabilities]. [10] 

Low      Fourteen children with DS and a control group of 23 children 

without disabilities participated in the study conducted by 

(Falkmer et al., 2014) which involved evaluating a system for 

improving safe school transport for children. 

     Validating WCAG versions 

1.0 and 2.0 through usability 

testing with disabled users 

[11]. 2012. 

Low      This paper reports a study that empirically validated the 

usefulness of using WCAG as a heuristic for website 

accessibility. 

     Usability remote evaluation: 

METBA system [12]. 2012. 

Low      This paper reports a solution (METBA) for managing the 

information related to the evaluation of human behavioural 

observation . The system is used to register and manage the 

information derived from remote usability evaluation and 

complements the methodology commonly used in this research 

area. 

     Computer Usage by Children 

with Down Syndrome: 

Challenges and Future 

Research [13]. 2010 

Low      This paper reports the text responses collected in the survey and 

is intended as a step towards understanding the difficulties 

experienced by children with DS when using computers. 
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     A multi-method, user-

centered evaluation of 

accessibility for persons with 

disabilities [14]. 2009. 

Low        The Study  have assessed the accessibility of web site from 

federal e-government. The conclusion is that web sites should be 

accessible to persons with disabilities. 

    Computer Usage by Young 

Individuals with Down 

Syndrome: An Exploratory 

Study [15]. 2008. 

Low      This paper discusses the results of an online survey that 

investigates how children and young adults with DS use 

computers and computer-related devices.  

 

4. LITERATURE REVIEW RESULTS  
 

We analysed the five selected papers with regard to their contributions to each of the usability 

testing process Figure 2.  A user-centred design process is applied to build products and systems 

with a satisfactory level of usability (Standard). As part of this process, planning, context of use 

analysis, interactive system design and evaluation tasks are carried out iteratively. A key step is 

usability evaluation. There are several methods for evaluating how usable a product or system is: 

heuristic or guideline evaluation, usability testing and follow-up studies of installed systems 

(Adebesin and Gelderblom).  The most common method is usability testing, which involves 

testing prototypes with real users (Diah et al.). Participating users are set a number of tasks that 

they have to perform using a prototype or a full system. Data on the effectiveness, efficiency and 

satisfaction of users are collected during testing. Generally, the usability process is divided into 

the following steps: 

 

1. Recruit participants after determining the population group of interest and the 

required number of participants.  

 

2. Establish the tasks that are to be used in the usability tests. 

 

3. Write the instructions that participants will be given to perform the usability test.  

 

4. Define the test plan, which is a protocol stating activities like welcome, pre-test 

interview, observed task performance by user, satisfaction questionnaire, personal 

interview to gather qualitative information, etc.  

 

5. Run the pilot test to analyse whether the process works to plan. 

 

6. Refine the test plan after analysing the results of the pilot tests. 

 

7. Run the test session.  

 

8. Analyse the collected objective (times, number of errors, etc.) and subjective 

(satisfaction questionnaires) data. 

 

9. Report results to the development team or management. 
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1. Recruit participants

2.  Establish tasks

3. Write instructions

4. Define Test Plan

5. Pilot testing

6. Refine Test Plan

7. Testing

8.  Analyze data collected 

9. Present the results to the 

Development Team 

USABILITY EVALUATION 

OK

NO

YES

 

 

Figure 2: Usability Testing Process 

 

The literature review process described in Section 3 focused on identifying papers that report a 

usability test with people with Down syndrome and on retrieving the key information that they 

provide on each of these nine steps. The Table:4 , show the detailed contribution of each author 

in each phase of the usability process. 

 
Table 4: Part of the analysis of the research on usability testing for people with DS 

 

1. Recruit 
particip

ants 

From the analysis of the research with regard to the recruitment of participants, we find that [5] 

take four children aged from 6 to 12 years with DS, [8] use five usability experts and six learners, 

[7] use from three to five interface design and learning content experts, and [16] work with two 

paediatricians, primary school teachers and 11 children with DS. This illustrates the importance 

of working with on average 10 paediatricians, interface and learning content evaluators and 

people with DS. 

2. Establish 

tasks 
 [5] holds a 30-minute training session, takes 20-minute videos per child and uses the DEVAN 

method to work directly with children with DS. On the other hand, [8] evaluate a literacy portal 

in Africa using the following tasks: submission of evaluation criteria, submission of document 

stating procedure to be followed, submission of document on interfaces and applications for 

evaluation, signature of anonymity and confidentiality forms.  In the research by [8], the experts 

identify critical usability problems in the early stages of the development cycle and divide the 

evaluation into two phases: acceptance testing and usability. [9] divide the tasks used in the 

evaluation into several phases: PHASE 1. Identify user needs, iteratively engage students in 
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testing, and collect data from teachers and parents of students with DS, PHASE 2. Conduct the 

usability evaluation, and PHASE 3. Collect the data from specialist teachers and parents and hold 

the scheduled interviews. The activities specified by [6] are validate the criteria for recruiting 

participants, like computer experience.  

 3. Write 

instructions 

 

[9] describe the instructions for identifying the needs of users, which are collect data, interview 

students’ paediatrician and primary school teachers, interact socially with students; identify the 

learning needs. Understand the problems through conversations with parents; interview 

specialists, teachers and parents as informers on the background of students and the research. 

5. Pilot 
testing 

 [8] conduct a pilot test aimed at understanding how applications work. [6] believe formal data 

collection to be important for the pilot test. This should be followed by a second session during 

which they suggest modifying the list of tasks, adding a warm-up task, giving tips on how to 

move forward and encouraging thinking aloud. 

6. Testing [9] collect the data iteratively from people with DS in Phase 1. Another aim is identify the 

suitability of the teaching material for the learning problems that students are set. [8] describe the 

testing steps: execute evaluation, write report, submit report to immediate evaluator, okay report, 

and compile evaluation reports. 

 

After the exhaustive analysis we wrote the contributions of each paper Table 5 sets out the 

information regarding which papers provide key information for each of the steps.  

 
Table 5: Contributions of usability testing papers 

 

Paper 1. Recruit 
participants 

2.Establish 
tasks 

3. Write 
instructions 

5. Pilot 
testing 

7.Testing 

[5] 2013. X X    

[8] 2010. X X  X. X 

[7] 2011. X X    

[6] 2012.  X  X  

[9]. 2009. X X X  X 

 

Note that there are contributions regarding five of the nine usability testing steps: recruit 

participants (1), establish tasks (2), write instructions (3), pilot testing (5) and testing (7). Table 5 

contains the key contributions regarding each of the steps. 

 

Briefly, the retrieved information is as follows. As regards the instructions on tasks, there is very 

little information. Additionally, the test plan that can be enacted for the population group of 

interest is not clearly defined. Even though pilot testing greatly improves the second round of 

testing, pilot tests are seldom used, and the papers fail to establish the format or steps to be taken. 

As regards testing, they only describe the activities performed without any specific specifications 

for participants with DS. Therefore, we can conclude that the different papers contain no 

recommendations as regards the addressed research topic. Table 5 details the activities to be 

performed to achieve the specific goal of each piece of research but not a general-purpose method 

proposed by the authors that is applicable across the board. 

 

5. CONCLUSION AND FUTURE WORK 

 
The document analysis reveals that usability has been well researched. As regards usability 

evaluation, there are many proposals and methodologies. However, we have not found any 
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significant efforts considering mobile applications and people with DS. On this ground, there is a 

patent need to state guidelines on all the steps to be taken to test the usability of applications for 

mobile devices for people with DS. 

 

We have started to work on this line of research. To do this, we will take into account some of the 

interesting contributions identified in the analysed papers. Specifically, children with DS find it 

hard to express their feelings and thoughts. On this ground, it is recommended that they should 

not be asked to verbalize their suggestions [5].  A pre-test demographic questionnaire is 

recommended [7]. Different methods, including heuristic evaluation, pluralistic walkthrough, 

cognitive walkthrough, and graphical jog through, can be used, which should, additionally, be 

rounded out with a field study. Adults with DS are able to effectively use multi-touch devices for 

job-related tasks, although password use is still a usability challenge for people with DS. A five-

point Likert scale can be used if users are required to rate task difficulty. People with DS have 

strong visual motor, visual processing and visual memory learning skills, whereas auditory 

processing and auditory memory are found to be relatively weaker learning channels. The key 

problems identified were text input using virtual keyboards, problems with passwords and 

problems with pull-down menus [6]. Researchers should make sure that they gain the trust of and 

get acquainted with users before the evaluation session [9]. 

 

On the other hand, as the identified information is incomplete, we are conducting experimental 

studies in order to round out the guidelines using the knowledge acquired directly from contact 

with people with DS. For example, we are holding workshops for both children and adults with 

DS in order to identify their needs with respect to the use of mobile devices with a basic gesture-

based application, including touch, double touch, drag, rotation, press, scale down and scale up. 

We have found that the 108 participants have special needs and the general usability testing 

procedures do not work well.  

 

Mobile computing has a very promising future with a view to improving the life of people with 

DS, provided that the developed solutions meet the needs of these people. Accordingly, the 

proposed research on usability testing with people with DS is an opportunity to improve the 

inclusion of this population group which is at risk of exclusion from technological development. 
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ABSTRACT 

 

Graphics Processing Units (GPUs) have been emerged as powerful parallel compute platforms for various 

application domains. A GPU consists of hundreds or even thousands processor cores and adopts Single 

Instruction Multiple Threading (SIMT) architecture. Previously, we have proposed an approach that 

optimizes the Tabu Search algorithm for solving the Permutation Flowshop Scheduling Problem (PFSP) 

on a GPU by using a math function to generate all different permutations, avoiding the need of placing all 

the permutations in the global memory. Based on the research result, this paper proposes another 

approach that further improves the performance by avoiding duplicated computation among threads, 

which is incurred when any two permutations have the same prefix. Experimental results show that the 

GPU implementation of our proposed Tabu Search for PFSP runs up to 1.5 times faster than another GPU 

implementation proposed by Czapiński and Barnes. 

 

KEYWORDS 

 

GPU, CUDA, Parallel algorithm, Tabu Search, Permutation Flowshop Scheduling Problem  

 

 

1. INTRODUCTION 
 

GPUs (Graphics Processing Units) have been emerged as powerful parallel compute platforms 

for various application domains. A GPU consists of hundreds, even more than one thousand, of 

processing elements, making it very suitable for executing applications with big data and data-

level parallelism [1, 2]. Compute Unified Device Architecture (CUDA) [3-5] is proposed by 

nVIDIA for easier programming on nVIDIA GPUs. Due to the low cost and the popular GPU-

inside desktops and laptops, more and more researchers focus on how to parallelize various 

algorithms on GPU architecture. On the other hand, computational intelligence has been 

successfully applied to solve many kinds of applications [6-9]. Researchers have investigated 

how to use GPU computing to accelerate computational intelligence. For example, Janiak et al. 

[10] proposed the GPU implementations of the Tabu Search algorithm for the Travelling 

Salesman Problem and the Permutation Flowshop Scheduling Problem. Lots of research has 
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reported that the optimized GPU implementations can run tens of times, or even more than one 

hundred times, faster than their sequential CPU counterparts.  

 

The Tabu Search algorithm is a neighbourhood-based and deterministic metaheuristic, which is 

proposed to solve many discrete optimisation problems by Glover [11, 12]. This algorithm is 

similar to the function of human’s memory. If the solution has been chosen by the previous 

generation, then it cannot be chosen again until a specified time interval has passed. This way can 

avoid choosing the local optimal solution to the problems. While computing the flowtime of the 

permutations, we use the Tabu list to record which permutations have been chosen to produce 

local optimal solutions during the previous several generations. In addition, users can set an 

initial value for the so called Tabu value, which determines how many generations the 

corresponding permutation cannot be used again since the permutation is selected. Whenever a 

permutation is selected, it is added into the Tabu list and its corresponding Tabu value is set to 

the user specified input value. Each Tabu value in the Tabu list will be decreased by one 

whenever proceeding to the next generation. The permutations in the Tabu list cannot be used 

until its corresponding Tabu value becomes zero. How to optimizing Tabu search on GPUs has 

been discussed on several projects [13-15].   

 

The Permutation Flowshop Scheduling Problem (PFSP) has been first proposed by Johnson [16] 

in 1954. The PFSP is to find the best way to schedule many jobs to be processed on several 

ordered machines, which minimizes the flowtime that is equal to the total processing time of a 

permutation of the jobs. PFSP can be applied to the manufacturing and resources management in 

factories and companies. Due to the large number of jobs, the sequential program for PFSP is too 

slow to be adopted. GPUs have been adopted to solving the PFSP by using the Tabu search [14, 

17]. To compute the flowtime of all permutations on GPUs, the previous work proposed placing 

all the permutations in the global memory initially to avoid branch divergence [14]. These 

permutations are produced by CPU sequentially. In each generation, each thread will read a 

permutation from the global memory. For efficient global memory access, the authors of 

Reference [10] proposed a data placement method that enables coalesced global memory 

accesses. They arrange all the permutations in an interleaving way. In other words, all the i-th 

elements of C
N

2 permutations are stored in the global memory contiguously. Following the i-th 

elements are the contiguous C
N

2 (i+1)-th elements. Nevertheless, it takes time to read the 

permutations from the global memory in each generation. The latency of global memory access is 

about 300 to 400 cycles. Previously, we have address this problem about how to create the 

appropriate numbers of threads and blocks and efficiently manage the shared memory [17]. 

Moreover, we propose using a math function to generate all the permutations on the fly, without 

the need of generating all the permutations by CPU and placing them on the global memory. 

 

To solve the PFSP, in each generation of Tabu search, every thread will exchange two positions 

of the parent permutation to generate its child permutation. In the previous work [14,17], every 

thread has to compute the flowtime by constructing the whole completion time table. However, 

we have observed the following feature. If two child the two corresponding permutations share 

the same prefix, completion time tables contain several identical column data between them. 

More precisely, the number of identical columns equals to the legth of the same prefix .Therefore 

, there is much duplicated computation between threads in the previous work[14.17]. We will 

address this issue in this paper. Compared with the sequential CPU version, our new approach 

can run up to 1.5 times faster. 
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This paper is organized as follows. Section 2 introduces the CUDA architecture, the Permutation 

Flowshop Scheduling Problem, and related parallel methods. In Section 3, our proposed approach 

for implementing the PFSP on a CUDA GPU is described in detail. Section 4 demonstrates the 

experimental results and analyse the performance. Finally, conclusions are given in Section 5. 

 

2. RELATED WORK 
 

2.1. Compute unified device architecture 
 

The CUDA (Compute Unified Device Architecture) development environment is mainly based 

on a sequential programming language, such as C/C++, and extended with some special functions 

that hide most issues of GPUs [3-5]. A GPU consists of several streaming multiprocessors (SMs) 

and each SM has multiple streaming processor cores [1-2]. From the software perspective, a 

CUDA’s device program is organized as a hierarchy of grids, blocks and threads. To design a 

CUDA device program, programmers must define a C/C++ function, called kernel. While a CPU 

invokes a kernel to execute the kernel on GPU, the programmer must specify the number of 

blocks and the number of threads to be created. A block will be allocated to a SM and the threads 

within a block are able to communicate each other through the shared memory in the SM. Each 

thread is executed on a streaming processor. One or more blocks can be executed concurrently on 

a streaming multiprocessor at a time. There are hundreds or even thousands of threads within a 

block on CUDA. These threads can be organized as a 1-, 2- or 3-dimensional array, as shown in 

Figure 1. However, blocks can be organized as only a 1-, or 2-dimensional array. 

 

There are many types of memory on GPU. They have different size, access time, and whether 

they can be written or read by blocks and threads. The description of each memory type is as 

below. Global memory is the main memory on a GPU, it can be allocated and deallocated 

explicitly through invoking the CUDA APIs in the kernel to communicate the CPU with the 

GPU. It has the largest memory space on the GPU, but it requires 400-600 clock cycles to 

complete a read or write operation. Blocks can communicate with each other via the global 

memory. 

 

Constant memory is accessible as global memory except it is cached. A read operation takes the 

same time as that for the global memory in the case of a cache miss, otherwise it is much faster. 

The CPU can write and read the constant memory. It is read-only for GPU threads. Shared 

memory is a very fast memory on the GPU, it is used to communicate between threads in the 

same block. Data in the shared memory of a block cannot be directly accessed by other blocks. 

Accessing shared memory requires only 2-4 clock cycles. Unfortunately, the memory space of 

shared memory is limited. The maximum space is 16384 bytes per block for Tesla C1060. When 

a thread needs more space than the shared memory, the thread has to swap out and in the data in 

shared memory explicitly. Registers are the fastest memory that can only be used in the thread 

scope. They are for automatic variables. The number of 32-bit register is limited up to 16384 on 

each streaming multiprocessor on Tesla C1060. Local memory is used for large automatic 

variables per-thread, such as arrays. Both read and write operations take the same time as that for 

the global memory.  
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Figure 1. 

2.2. Permutation Flowshop Scheduling Problem

In the PFSP, a set of N jobs is to be processed on a set of 

into R parts and go through the R

is Job k. Let Pi,j denote the processing time of Job 

denoted as Ci,k, for processing Jk

permutation has its own flowtime 

where

C

C

C

C

To solve the PFSP is to find the minimum of all flowtimes from all permutations. Let 

permutation, then Cm,n(ωi) denotes the flowtime of the permutation 

permutations of length x.   

,x Cω Ω∈∀

Because the PFSP is a NP problem, it has been parallelized to shorten its execution time. For 

instance, Chakroun et al. [10] used the branch

method to improve the performance of the flowshop problem on GPUs. 

each thread calculates the flowtime for a permutation. Each thread is responsible for sequentially 

computing the flowtime for a permutation. The advantage is that the threads have no data 

dependency between each other in the block
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R machines in a predefined order. Assume Mi is Machine 
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To solve the PFSP is to find the minimum of all flowtimes from all permutations. Let 

denotes the flowtime of the permutation ωi. Ωx denotes the set of all 

)}(),...,(),(max{ ,2,1,max xnmnmnm CCCC ωωω=  

Because the PFSP is a NP problem, it has been parallelized to shorten its execution time. For 

[10] used the branch-and-bound algorithm and the inter

method to improve the performance of the flowshop problem on GPUs. In the inter

each thread calculates the flowtime for a permutation. Each thread is responsible for sequentially 

computing the flowtime for a permutation. The advantage is that the threads have no data 

dependency between each other in the block, so they do not need to synchronize with each other 

machines. Each job will be divided 

is Machine i, and Jk 

. Compute the flowtime, 

, which is defined as the following formula. Each 

To solve the PFSP is to find the minimum of all flowtimes from all permutations. Let ωi is a 

denotes the set of all 

Because the PFSP is a NP problem, it has been parallelized to shorten its execution time. For 

bound algorithm and the inter-task parallel 

In the inter-task method, 

each thread calculates the flowtime for a permutation. Each thread is responsible for sequentially 

computing the flowtime for a permutation. The advantage is that the threads have no data 

, so they do not need to synchronize with each other 
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or wait for another. The disadvantage is that each thread needs a large amount of the shared 

memory space for processing a permutation. It has low performance when more jobs and 

machines have to be processed because threads in the same block contend for the use of the 

shared memory. Due to the limitation of available shared memory space, the maximum number 

of threads per block cannot be very large.  

On the other hand, the intra-task method let all the threads in a block process a permutation 

together. Michael et al. [11] used the intra-task method by well utilizing the characteristic of the 

GPU memory, such as memory coalescing for accessing the global memory, and avoiding bank 

conflict on the shared memory. They let each block be responsible for computing the flowtime of 

a permutation, where multiple threads in a block work together to compute the flowtime for a 

permutation. The advantage of the method is that a larger number of threads can execute the 

PFSP concurrently because of using less shared memory when the flowtime of a permutation is 

processed by a block. In other words, it means the elements in an anti-diagonal have no data 

dependency between each other. Unfortunately, this method has two drawbasks. First, the 

number of threads in each phase is not equivalent. It causes the waste of thread resources, due to 

the idle threads in some phases. Second, the elements in each anti-diagonal have to wait for the 

results produced by the elements in the previous anti-diagonal. It needs synchronization between 

threads and blocks, making it necessary to invoke one kernel for each phase. 

 

3. AVOIDING DUPLICATED COMPUTATION 

 
In this section, we describe the proposed approach of avoiding duplicated computation. Section 

3.1 presents the relation between the completion tables of the parent permutation and the child 

permutation. Section 3.2 explains how we can use the above important observation to design an 

algorithm to accelerate the execution of the completion time tables for child permutations. 
 

3.1. Observation 
 

For the Tabu search for PFSP, in each generation, the permutations to be processed are generated 

based on the best processing order of jobs produced in the previous generation. If there are N 

jobs, there will be C
N

2 permutations at most to be processed in each generation, where any 

permutation leading to a job processing order the same as one in the Tabu list will be prohibited 

in the generation.  

 

In each generation of the Tabu search, each thread will be assigned on permutation to calculate 

the flow time of the permutation. To accelerate the computation of the flow time, each thread will 

be allocated with M words on shared memory if there are M machines in the PFSP. Shared 

memory is fast memory for the scope of a CUDA block. The number of threads is limited by the 

available space of shared memory if each thread requires shared memory space. In other words, if 

each thread uses less shared memory space to process and compute the flowtime of a 

permutation, the block can have more threads. For PFSP, the number of machines is less than that 

of jobs in general. To keep the required shared memory as much as possible, the number of 

shared memory words per thread is equal to the number of machines. As shown in Figure 2, if 

there are 3 machines and 4 jobs, we allocate 3 shared memory words for a thread. Then, it 

computes sequentially according to the order of the permutation. 
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Fig. 2. The space allocation of shared memory, the completion time table, 

calculating completion time within the same column

For the thread to process the permutation, J

completion time for J0 on each machine, from M

continues the computations for the subsequent jobs, J

flow time for the permutation. If we exchange the positions of J

new permutation, J0, J1, J3, J2, is generated. To compute the flow time, a thread will be assigned to 

perform the same procedures as that illustrated in Figure 2

two tables in Figure 3 to show the completion times for each job on different machines f

above two permutations. Note that each call of any table contains one completion time and all the 

completion time in one table are calculated one by one from top to bottom and from left to night. 

As a result, the first two columns in both tables hav

first two jobs in the two permutations are both J

tables are different because the third job in the original permutation is J

new permutation is J2. Since the calculation of i

column, the results in the two third columns are diffe

columns, the same columns on both tables have

In general, assume there are a parent permutation, 

derived from the parent permutation by  exchanging two positions, 

≦ n , 0 ≦ j ≦ n , The first (i-1) columns in the two corresponding table

have the same contents. For the subsequent columns in the two tables any pair of two columns 

with the same column number must have different completion times. As a result, if we have the 

completion time table of the parent permuta

permutation from the i-th column after copying the 

parent permutation. In fact the computation of the first 

for the child permutation is redundant if we are given the completion time table for the parent 

permutation. 

To solve the PFSP, at most C
N

2 

search based on the parent permutation, where each child permutation is obtained by exchanging 

two positions in the parent permutation. In previous world [14, 17], at most 

forked in each generation and each thread is assigned with one child permutation. All threads 

compute the flowtimes in parallel for their permutations because each flowtime computation 

depends on only the parent permutation. Since each thread constructs a

time for its assigned permutation from the scratch based on mainly the parent permutation, too 
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The space allocation of shared memory, the completion time table, and the register reutilization for 

calculating completion time within the same column 

For the thread to process the permutation, J0, J1, J2, J3, as show in Figure 2, it will calculate the 

on each machine, from M0 to M2 one by one, as show in Figure 2

continues the computations for the subsequent jobs, J1, J2, J3, one by one, and finally obtain the 

flow time for the permutation. If we exchange the positions of J2 and J3 on the above permutation, 

, is generated. To compute the flow time, a thread will be assigned to 

as that illustrated in Figure 2, except the job ordering. 

to show the completion times for each job on different machines f

above two permutations. Note that each call of any table contains one completion time and all the 

completion time in one table are calculated one by one from top to bottom and from left to night. 

As a result, the first two columns in both tables have the same contents, respectively because the 

first two jobs in the two permutations are both J0 and J1. However, the two third columns in the 

tables are different because the third job in the original permutation is J3 but the third Job in the 

. Since the calculation of i-th column depends in the results in 

column, the results in the two third columns are different. Furthermore, for the following 

columns, the same columns on both tables have different values. 

assume there are a parent permutation, π0, π1, π2, … …, πn and a child permutation is 

the parent permutation by  exchanging two positions, πi and πj , where i<j and 0 

1) columns in the two corresponding tables of completion time will 

have the same contents. For the subsequent columns in the two tables any pair of two columns 

with the same column number must have different completion times. As a result, if we have the 

completion time table of the parent permutation, we can calculate the flowtime of the child 

column after copying the (i-1)-th column in the completion table for the 

parent permutation. In fact the computation of the first (i-1) columns in the completion time table 

child permutation is redundant if we are given the completion time table for the parent 

 child permutations will be generated in each generation of Tabu 

search based on the parent permutation, where each child permutation is obtained by exchanging 

two positions in the parent permutation. In previous world [14, 17], at most C
N

2 threads will be

forked in each generation and each thread is assigned with one child permutation. All threads 

compute the flowtimes in parallel for their permutations because each flowtime computation 

depends on only the parent permutation. Since each thread constructs all the table of completion 

time for its assigned permutation from the scratch based on mainly the parent permutation, too 

and the register reutilization for 

, it will calculate the 

show in Figure 2. Next, it 

, one by one, and finally obtain the 

on the above permutation, 

, is generated. To compute the flow time, a thread will be assigned to 

, except the job ordering. We depict 

to show the completion times for each job on different machines for the 

above two permutations. Note that each call of any table contains one completion time and all the 

completion time in one table are calculated one by one from top to bottom and from left to night. 

e the same contents, respectively because the 

. However, the two third columns in the 

but the third Job in the 

th column depends in the results in (i-1)-th 

nt. Furthermore, for the following 

ld permutation is 

, where i<j and 0 ≦ i 

s of completion time will 

have the same contents. For the subsequent columns in the two tables any pair of two columns 

with the same column number must have different completion times. As a result, if we have the 

tion, we can calculate the flowtime of the child 

column in the completion table for the 

columns in the completion time table 

child permutation is redundant if we are given the completion time table for the parent 

child permutations will be generated in each generation of Tabu 

search based on the parent permutation, where each child permutation is obtained by exchanging 

threads will be 

forked in each generation and each thread is assigned with one child permutation. All threads 

compute the flowtimes in parallel for their permutations because each flowtime computation 

ll the table of completion 

time for its assigned permutation from the scratch based on mainly the parent permutation, too 
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much redundant computation is performed, resulting in worse performance. Therefore, we 

propose an approach in the following subsection

by using Tabu search on GPU. 

 

Fig. 3. Comparison between completion time tables of two permutations, where two positions are different 

3.2. Our Proposed Approach

Instead of computing the flowtime from the empty completion time table as that adopted in the 

previous for each child permutation work [14, 17], we start the computation from the 

after copying the (i-1)-th column from the parent’s completion ti

we have to store all the completion time table for the parent permutation in the global memory, 

which is not necessary in the previous work [14, 17]. Figure 4

proposed approach. The completion t

calculated and stored in the global memory. Assume the thread T

the parent permutation to produce his child permutation, (1, 2, 6, 4, 5, 3). T

whole second column in the completion time table of the parent permutation in the global 

memory and save the column data into shared memory. Following the similar computat

procedures shown in Figure 2, T

way, T1 can avoid the computation of the first two columns, resulting in a shorter execution time. 

Similarly, if T2 will exchange Jobs 4 and 6 in the parent permutation, it has to fetch the third 

column from the global memory, which is used to 

following columns and derive the flowtime. Totally, the computation of three columns are 

avoided for T2. After the flowtimes for all possible child permutation are produced, we will select 

the permutation with the minimum flowtime to become the parent permutation for the next 

generation. However, in fact, the completion time table of the newly selected parent permutation 

does not exist because all column data are stored in the same shared memory of one

size, as shown in Figure 4. At the end, only the last column data are stored in shared memory.

 

Note that it is impossible to store all the information about the whole completion time table in 

shared memory for every thread because of the limited shared memor

impossible to know which child permutation will become the parent permutation for the next 

generation before the flowtimes of all possible child permutations are calculated. One possible 

solution to address the above problem is that eve

memory. However, this solution will result in high overhead due to a large amount of long

latency global memory access. 
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much redundant computation is performed, resulting in worse performance. Therefore, we 

propose an approach in the following subsection to accelerate the execution of solving the PFSP 

Comparison between completion time tables of two permutations, where two positions are different 

in the permutations 

Our Proposed Approach 

Instead of computing the flowtime from the empty completion time table as that adopted in the 

previous for each child permutation work [14, 17], we start the computation from the 

column from the parent’s completion time table. To achieve the goal, 

we have to store all the completion time table for the parent permutation in the global memory, 

previous work [14, 17]. Figure 4 demonstrates an example of our 

proposed approach. The completion time table for the parent permutation, (1, 2, 3, 4, 5, 6), is 

calculated and stored in the global memory. Assume the thread T1, will exchange Jobs 3 and 6 in 

the parent permutation to produce his child permutation, (1, 2, 6, 4, 5, 3). T1 has to fetch the 

ole second column in the completion time table of the parent permutation in the global 

memory and save the column data into shared memory. Following the similar computat

, T1 can calculate the flowtime for its child permutati

can avoid the computation of the first two columns, resulting in a shorter execution time. 

will exchange Jobs 4 and 6 in the parent permutation, it has to fetch the third 

column from the global memory, which is used to calculate the completion times for the 

following columns and derive the flowtime. Totally, the computation of three columns are 

. After the flowtimes for all possible child permutation are produced, we will select 

imum flowtime to become the parent permutation for the next 

generation. However, in fact, the completion time table of the newly selected parent permutation 

does not exist because all column data are stored in the same shared memory of one-

e, as shown in Figure 4. At the end, only the last column data are stored in shared memory.

Note that it is impossible to store all the information about the whole completion time table in 

shared memory for every thread because of the limited shared memory space. Also it is 

impossible to know which child permutation will become the parent permutation for the next 

generation before the flowtimes of all possible child permutations are calculated. One possible 

solution to address the above problem is that every thread writes all its column data to the global 

memory. However, this solution will result in high overhead due to a large amount of long
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much redundant computation is performed, resulting in worse performance. Therefore, we 

to accelerate the execution of solving the PFSP 

 
Comparison between completion time tables of two permutations, where two positions are different 

Instead of computing the flowtime from the empty completion time table as that adopted in the 

previous for each child permutation work [14, 17], we start the computation from the i-th column 

me table. To achieve the goal, 

we have to store all the completion time table for the parent permutation in the global memory, 

demonstrates an example of our 

ime table for the parent permutation, (1, 2, 3, 4, 5, 6), is 

, will exchange Jobs 3 and 6 in 

has to fetch the 

ole second column in the completion time table of the parent permutation in the global 

memory and save the column data into shared memory. Following the similar computation 

can calculate the flowtime for its child permutation. In this 

can avoid the computation of the first two columns, resulting in a shorter execution time. 

will exchange Jobs 4 and 6 in the parent permutation, it has to fetch the third 

calculate the completion times for the 

following columns and derive the flowtime. Totally, the computation of three columns are 

. After the flowtimes for all possible child permutation are produced, we will select 

imum flowtime to become the parent permutation for the next 

generation. However, in fact, the completion time table of the newly selected parent permutation 

-table-column 

e, as shown in Figure 4. At the end, only the last column data are stored in shared memory. 

Note that it is impossible to store all the information about the whole completion time table in 

y space. Also it is 

impossible to know which child permutation will become the parent permutation for the next 

generation before the flowtimes of all possible child permutations are calculated. One possible 

ry thread writes all its column data to the global 

memory. However, this solution will result in high overhead due to a large amount of long-
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Fig. 4 Avoiding duplicated computation when calculating the completion time table of child permutations 

We adopt another solution to address the above problem. After the new parent permutation is 

selected, we use one thread block to calculate the completion time table of the new parent 

permutation and store the table in global memory.

construct the completion time table for the next parent permutation, which is the unique overhead 

for our approach comparing the previous work [14, 17]. Therefore, minimizing the execution 

time of constructing the table is the key issue of the success of our proposed approach. We 

parallelize the above table construction with a single thread block 

Because of the data dependency, the completion time table construction, is parallelized 

diagonally. In the example shown in Figure 5

construction consists of 7 phases, indicated by dash lines wit

of threads required is 4. Between any two consecutive phases, we need to insert a synchronization 

to enforce data consistency between threads.
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Avoiding duplicated computation when calculating the completion time table of child permutations 

from the one of the parent permutation. 

We adopt another solution to address the above problem. After the new parent permutation is 

d block to calculate the completion time table of the new parent 

permutation and store the table in global memory. In our proposed approach, we need to 

construct the completion time table for the next parent permutation, which is the unique overhead 

r approach comparing the previous work [14, 17]. Therefore, minimizing the execution 

time of constructing the table is the key issue of the success of our proposed approach. We 

parallelize the above table construction with a single thread block [11], as shown in Figure 5

Because of the data dependency, the completion time table construction, is parallelized 

In the example shown in Figure 5, there are 4 machines and 4 jobs. The table 

construction consists of 7 phases, indicated by dash lines with numbers. The maximum number 

of threads required is 4. Between any two consecutive phases, we need to insert a synchronization 

to enforce data consistency between threads. 

 
Avoiding duplicated computation when calculating the completion time table of child permutations 

We adopt another solution to address the above problem. After the new parent permutation is 

d block to calculate the completion time table of the new parent 

In our proposed approach, we need to 

construct the completion time table for the next parent permutation, which is the unique overhead 

r approach comparing the previous work [14, 17]. Therefore, minimizing the execution 

time of constructing the table is the key issue of the success of our proposed approach. We 

own in Figure 5. 

Because of the data dependency, the completion time table construction, is parallelized 

, there are 4 machines and 4 jobs. The table 

h numbers. The maximum number 

of threads required is 4. Between any two consecutive phases, we need to insert a synchronization 
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Fig. 5. The parallelization of building the completion time table of the next par

4. EXPERIMENT RESULTS

The Tabu Search for PFSP is written in C and evaluated on an 

GB memory and NVIDIA Tesla C2050 with 448 CUDA cores

configurations are shown in Table 1. 

approaches of ours and Czapi

Problem using the Tabu Search algorithm. The operating system instal

is Ubuntu 11.10, 32-bit. 

 
Table 1.  The specifications of the Intel Pentium CPU and the NVIDIA Tesla C2050.

Intel® Pentium® D

# of Cores 2 

# of Threads 2 

Clock Speed 3GHz

Memory Size 2GB

Memory Types DDR2 667

Cache 2MB

We show the speedups of our approach over the 

we vary the numbers of the machines, jobs and generations. The speedup is derived from dividing 

the execution time of our approach by the execution time of 

the shared memory size (SMs) is either 16 MB or 48 MB. 

and (# of jobs) is smaller than or equal to 3000, our approach would degrade the performance. 

The reason is as follows. (1) The number of columns that we have no need to re

rather limited. (2) The computation time of constructing the next parent permutation the 

completion time table of significantly increases the critical path of the whole execution.

other hand, when the product is bigger than or equal to 5000, our approach

previous work. The larger the product, the higher the speedup. The reason is because we can 

avoid more duplicated computation for larger problem sizes.
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The parallelization of building the completion time table of the next parent permutation by one 

thread block. 

ESULTS 

The Tabu Search for PFSP is written in C and evaluated on an Intel Pentium 2.5 GHz CPU with 

Tesla C2050 with 448 CUDA cores and 2.6 GB memory. Detailed 

configurations are shown in Table 1. We use CUDA version 4.2 to implement 

Czapiński and Barnes’, for the Permutation Flowshop Scheduling 

Problem using the Tabu Search algorithm. The operating system installed is Linux and its version 

The specifications of the Intel Pentium CPU and the NVIDIA Tesla C2050.

Intel® Pentium® D NVIDIA Tesla C2050 

# of GPUs 1 

Processor cores 448 

3GHz Clock Speed 1.15GHz 

2GB Memory Size 2.6GB 

DDR2 667 Memory Types GDDR5 

2MB Memory Clock 800MHz 

 

We show the speedups of our approach over the Czapiński and Barnes’ method in Table 2, where 

we vary the numbers of the machines, jobs and generations. The speedup is derived from dividing 

the execution time of our approach by the execution time of Czapiński and Barnes’ method. Also, 

s) is either 16 MB or 48 MB. When the product of (# of machines) 

and (# of jobs) is smaller than or equal to 3000, our approach would degrade the performance. 

The reason is as follows. (1) The number of columns that we have no need to re

r limited. (2) The computation time of constructing the next parent permutation the 

completion time table of significantly increases the critical path of the whole execution.

other hand, when the product is bigger than or equal to 5000, our approach outperforms the 

previous work. The larger the product, the higher the speedup. The reason is because we can 

avoid more duplicated computation for larger problem sizes. 
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ent permutation by one 

2.5 GHz CPU with 2 

B memory. Detailed 

.2 to implement both the 

for the Permutation Flowshop Scheduling 

led is Linux and its version 

The specifications of the Intel Pentium CPU and the NVIDIA Tesla C2050. 

and Barnes’ method in Table 2, where 

we vary the numbers of the machines, jobs and generations. The speedup is derived from dividing 

and Barnes’ method. Also, 

When the product of (# of machines) 

and (# of jobs) is smaller than or equal to 3000, our approach would degrade the performance. 

The reason is as follows. (1) The number of columns that we have no need to re-calculate is 

r limited. (2) The computation time of constructing the next parent permutation the 

completion time table of significantly increases the critical path of the whole execution. On the 

outperforms the 

previous work. The larger the product, the higher the speedup. The reason is because we can 
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Table 2.  Speedups of Tabu Search for PFSP, compared with the Czapiński and Barnes’ method 

 

 
 

5. CONCLUSION 
 

In this paper, an approach of avoiding duplicated computation was presented for the Tabu Search 

algorithm to solve PFSP on a CUDA GPU. In the previous work, each thread has to calculate the 

whole completion time table for its assigned child permutation in every iteration. However, we 

have observed that most child permutations has the same prefix as the parent permutation. Using 

this observation, we have proposed a new approach. One thread block builds the completion time 

table of the next parent permutation in parallel and stores the table in the global memory. Each 

thread fetches the table data of the column, from the global memory, corresponding to the last job 

in the same prefix. Next, each thread calculates the flowtime according to the column data, 

without the need of constructing the whole completion time table for its child permutation. 

Experimental results demonstrated our approach has the best speedup up to 1.5, comparing with 

the previous work.  

 

In further work, we will apply more optimization techniques of CUDA and utilize the features of 

a GPU workstation to optimize the Tabu search algorithm, such as how to efficiently manage 

device memories, synchronize blocks, and reduce the number of computing subtasks.  
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ABSTRACT 

 

Proxy signature scheme permits an original signer to delegate his/her signing capability to a 

proxy signer and then the proxy signer generates a signing message on behalf of the original 

signer. So far, the proxy signature scheme is only applied in a special duration, when the 

original signer is not in his office or when he travels outside.  The two parties must be able to 

authenticate one another and agree on a secret encryption key, in order to communicate 

securely over an unreliable public network. Authenticated key agreement protocols have an 

important role in building a secure communications network between the two parties. In this 

paper, we propose a secure proxy signature scheme over an efficient and secure authenticated 

key agreement protocol based on RSA cryptosystem. 

 

KEYWORDS 

 

Digital Signature, Proxy Signature, RSA, Key Agreement 

 

 

1. INTRODUCTION 

 
The cryptographic treatment of proxy signature scheme was first introduced by Mambo et Al.in 

1996 [1]. Proxy signature is an important inquiry in the field of a digital signature. It permits an 

original signer to delegate his signing rights to a proxy signer, and then the proxy signer performs 

message signing on behalf of the original signer. For example, a director of a company wants to 

survive for a long trip. He would require a proxy agent, to whom he would delegate his signing 

capability, and thereafter the proxy agent would sign the documents on behalf of the director. The 

classification of the proxy signature is dependent on the basis of delegation, namely full 

delegation, partial delegation and delegation by warrant, and presents a well-organized strategy. 
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In full delegation, the proxy signer signs document using the same secret key of the original 

signer given by the original signer. The drawback of proxy signature with full delegation is the 

difficulty to distinct/differentiate between original signer and proxy signer. In partial delegation, 

the proxy key is derived from the secret key of the original signer and hands it over to the proxy 

signer as a delegation capability. Due to partial delegation cannot restrict the proxy signer’s 

signing capability, he can misuse the delegation capability. The weaknesses of full delegation and 

partial delegation are eliminated by partial delegation with warrant. A warrant, explicitly states 

the signer’s identity, delegation period and the qualification of messages on which the proxy 

signer can sign. 

 

In 1997, Kim, et al., [2] proposed a scheme using the concept of partial delegation with a warrant 

to restrict proxy signer signing capability. In 1999, Okamoto, et al., [3], for the first time, 

proposed proxy unprotected signature scheme based on RSA scheme.  A proxy-protected 

signature scheme based on the RSA assumption was proposed by Lee, et al., in 2001 [4, 5].  In 

2002, Shum and Wei [6] proposed another proxy protected signature scheme. Shao proposed the 

first proxy signature scheme based on the factoring integer problem in 2003 [7]. In 2005, Zhou, et 

al., [8] proposed two efficient proxy-protected signature schemes. Their first system is based on 

RSA assumption and the second strategy was based on the integer factorization problem. Park, et 

al., [9] observed the defect of Zhou, et al.,  systems. The normal proxy signature scheme and 

multi-proxy signature scheme based on the difficulty of factoring of large integers was proposed 

by  Xue, et al. in 2006.   In 2009, Shao [10] proposed proxy-protected signature scheme based on 

RSA. Yong, et al., [11] pointed out provably secure proxy signature scheme from the 

factorization in 2012. Several variants of RSA-based proxy signature scheme were pointed in the 

sequel [12, 13, 14]. 

 

Key establishment protocols are applied at the beginning of a communication session in order to 

verify the parties’ identities and build a common session key to communicate together securely 

over an unreliable public network. Authenticated key agreement protocols have an important role 

in establishing secure communications between any two parties over the open network. The most 

famous protocol for key agreement was proposed by Diffie and Hellman which is based on the 

concept of public-key cryptography (DL) [15]. There are two types of the Diffie-Hellman 

protocol namely static and ephemeral. In the first one, the parities exchange static public keys, 

and in the second, they exchange ephemeral public keys [16]. The important feature of the 

designed protocol is the established session key is formed as a combination of static and 

ephemeral private keys of two parties. 

 

In this paper, we propose a secure proxy signature scheme over an efficient and secure 

authenticated key agreement protocol based on RSA cryptosystem. The designed protocol 

depends on the relation between two assumptions (RSA factoring and DLP). Moreover, it is 

efficient and provides authentication between original signer and proxy signer before exchanging 

the session keys. The remaining parts of this paper are organized as follows. In Section 2, we 

elaborate security properties of the proxy signature scheme. Next, we discuss the designed 

protocol in Section 3. In Section 4, we proposed our proxy signature scheme. We analyze the 

security properties and common attacks of our proposed scheme in Section 5. We analyze the 

performance analysis of our proposed scheme in Section 6. Finally, in Section 7, we give our 

conclusion. 
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2. SECURITY REQUIREMENTS OF PROXY SIGNATURE 
 

Due to the security features of proxy signature scheme, it’s become popular and widely. So, any 

proxy signature should satisfy several requirements. Therefore, a secure proxy signature scheme 

satisfies the following five requirements [17]: 

 
1. Verifiability: A verifier can be confident of the original signer’s agreement on the signed 

message from a proxy signature. 

2. Strong unforgeability: Only the designated proxy signer can generate a valid proxy 

signature. 

3. Strong identifiability: The identity of the proxy signer can be determined by any verifier 

from a proxy signature. 

4. Strong undeniability: The proxy signer cannot repudiate the signature creation against 

anyone else, once he creates a valid proxy signature on behalf of an original signer. 

5. Prevention of misuse: The responsibility of the proxy signer should be determined 

explicitly if he misuses the proxy key for the purposes other than generating a valid 

proxy signature. 

 

3. THE NEW SECURE KEY AGREEMENT PROTOCOL 

 
The used protocol for authenticated key agreement [18] provides authentication between the two 

parties A and B before exchanging the session keys. The protocol consists of three phases; The 

Registration Phase, The Transfer and Substantiation Phase, and The Key Generation Phase. 

Figure1 shows the overall operation of the new protocol.The system picks short-term private 

key ��, ��, they are random integers 2 ≤ ��, �� < 	1  and ��
��, 	1� = 1 	1 = �� − 1��� −

1� where �, � are large safe prime numbers normally at least 512 bits.  ��, ��  are short-term 

public keys where �� = ���  ��� 	   and �� = ���  ��� 	 , g is a generator of ��
∗  and 	 = �� 

long term public key at least 1024 bits. Then the system picks long-term private keys ��, ��  they 

are random integer where  2 ≤ ��, �� < 	1  and ��
��, 	1� = 1 and compute long-term public 

key  � ,  � where  � = �!�  ��� 	 and  � = �!�  ��� 	. "�� is the shared secret key calculated 

by the new secure protocol between the two parties A and B. 

 

 
 

Fig. 1. Overall operation of the proposed protocol 
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4. PROPOSED PROXY SIGNATURE SCHEME 
 

The proposed scheme is based on a proxy signature scheme with the new secure key agreement 

protocol and is divided into five phases: Initialization, Proxy key generation, Proxy key 

verification, Proxy signature generation and Proxy signature verification. 

 

4.1 Initialization 

 
The notation used in our scheme is included as follows: 

 

 
 

4.2 Proxy Key Generation 

 

The original signer A does the following: 

 

1. Computes  #� = ℎ��%‖'�
(‖"��

(�)�  ��� 	�. 

 

2. Sends (#�, �%) to the proxy signer over a public channel. 

 

4.3 Proxy Key Verification 

 

The proxy signer B checks whether ℎ��%‖'�
(‖"��

(� = #�
*�   ���  	� . If it holds, the proxy 

signer accepts it as a valid proxy key; otherwise, rejects it. 

 

4.4 Proxy Signature Generation 

 

To sign message m on behalf of the original signer A, the proxy signer does the following: 

 

1. Computes #� = �#� ⊕ ℎ��‖�%
(‖'�

(�� )�   ��� 	� where ⊕ is an exclusive OR operation. 

 

2. The proxy signature of message m is (m,�% , #� , '�, '� , "���. 

 

4.5 Proxy Signature Verification 

 

The verifier verifies whether    ℎ��%‖'�
(‖"��

(� = �,�
*���� 	� ⊕ ℎ��‖�%

(‖'�
(��*�  ��� 	�. If 

it holds, he accepts it as a valid proxy signature; otherwise, rejects it. 
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5. SECURITY ANALYSIS 
 

In the following, we show that the proposed schemes satisfy the security features, namely, 

verifiability, strong unforgeability, strong, undeniability, strong identifiability and prevention of 

misuse. 

 

5.1 Verifiability  

 

The verifier of proxy signature, can check whether verification equation            

ℎ��%‖'�
(‖"��

(� = �,�
*���� 	� ⊕ ℎ��‖�%

(‖'�
(��*���� 	�  holds or not. We prove this as 

follows: 

 

�,�
*���� 	� ⊕ ℎ��‖�%

(‖'�
(��*���� 	� 

        = {�#� ⊕ ℎ��‖�%
(‖'�

(����	� ⊕ ℎ��‖�%
(‖'��(}*���� 	� 

= {�ℎ��%‖'�
(‖"��

(�)���� 	���� 	� ⊕ ℎ��‖�%
(‖'�

(� ⊕ ℎ��‖�%
(‖'�

(�}*���� 	�  

       =   ℎ��%‖'�
(‖"���( ⊕ ℎ��‖�%

(‖'�
(�*���� 	� ⊕ ℎ��‖�%

(‖'�
(�*���� 	�  

       = ℎ��%‖'�
(‖"���( 

 

5.2 Strong Unforgeability 

In this scheme, the proxy signature is created with the proxy signer's secret key  �� and delegated 

proxy key  #�. The proxy key is binding with the original signer's secret key�� and the session 

key  "�� where, #� = �#� ⊕ ℎ��‖�%
(‖'�

(�� )�   ��� 	�  and   #� = ℎ��%‖'�
(‖"��

(�)���� 	�.    

No one (including the original signer) can construct the proxy signature without having the 

knowledge of the secret keys �� and ��. Obtaining these secret keys by any other party is as 

difficult as breaking RSA. Moreover, the verification of ℎ��%‖'�
(‖"���(  with the signed 

message prevents the dishonest party from the creation of forged proxy signatures. Therefore, any 

party, including the original signer cannot forge a valid proxy signature and thus the proposed 

scheme satisfies the unforgeability property. 

 

5.3 Strong Identifiability 

 
Any verifier can determine the identity of the proxy signer from the proxy signatures created by 

the proxy signer. Therefore, in the proposed scheme, any verifier can identify the identity of the 

proxy signer from the proxy signature generated by him, because the signed message is #� =

�#� ⊕ ℎ��‖�%
(‖'�

(�� )�  ���	� , where #�  is the signed warrant by the original signer. 

Therefore, in the verification process any verifier can determine the identity of the proxy signer 

from �%. 

 

5.4 Strong Undeniability: 

 
From the proposed scheme, the proxy signer and the original signer cannot deny their 

involvement in a valid proxy signature. In the proposed scheme, their involvements are 

determined by the warrant  �% , the connection of the public keys  '� and '� and the common 

session key "�� in the verification process.So the scheme satisfies the undeniability property. 
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5.5 Prevention of Misuse 

 

In the proposed scheme, the proxy signer cannot forge the delegated rights. The responsibility of 

the proxy signer is determined from the warrant �% in the case of the proxy signer's misuse. 

Therefore, the original signer's misuse is also prevented because he cannot compute a valid proxy 

signature against the proxy signer. 

 

Next, we show that our scheme is heuristically secured by considering the following five most 

common attacks. 

 

Known-Key Security (K-KS): In the proposed scheme, if an established session key between 

original signer and proxy signer  is disclosed, the adversary is unable to learn other established 

session keys. In each run of the proposed scheme between the two parties should produce a 

unique session key "��which depends on  ��  and  ��. Therefore, the opponent can’t compute "�� 

and the proposed scheme still achieves its goal in the face of the opponent. 

 

(Perfect) Forward Secrecy: The secrecy of previous session keys established by honest entities 

is not affected if long-term private keys of one or more entities are compromised.The used 

protocol possesses a forward secrecy. Suppose that static private keys �� and �� of two parties 

are compromised. Even so, the secrecy of previous session keys established by honest parties is 

not affected, because an opponent who captured their private keys keys ��  or �� should extract 

the ephemeral keys  �� or  �� from the exchanged values to know the previous or next session 

keys between them. However, this is RSA factorization problem and DLP (Discrete Logarithm 

Problem).     

 

Key-Compromise Impersonation (K-CI): When A's static private key is compromised, it may 

be desirable that this event does not enable an adversary to impersonate other entities to A. 

Suppose A’s long-term private key ��  , is disclosed. Now an opponent who knows this value can 

clearly impersonate A. But he can't impersonates B to A without knowing the B’s long-term 

private key��. For the success of the impersonation, the opponent must know A’s ephemeral key 

�� .So, in this case, the opponent should extract the value �� from �� = ���  ��� 	 , then compute 

��′ from ��′�� = 1 ��� 	1  which is RSA factorization problem. 

 

Unknown Key-Share (UK-S): Entity B cannot be coerced into sharing a key with entity A 

without B’s knowledge, i.e., when B believes the key is shared with some entity C ≠ A, and A 

correctly believes the key is shared with B. The designed protocol prevents unknown key-share. 

Consequent to the assumption of this protocol that s1 has verified that A possesses the private 

key �� corresponding to his static public key   �  , an opponent can't register A's public key  � as 

its own and subsequently deceive B into believing that A's messages are originated from the 

opponent. Therefore B cannot be coerced into sharing a key with entity A without B's knowledge      

 

Subgroup Confinement Attack: Also small subgroup attack [9], the generator g  is a primitive 

root of the prime p. If the selected prime p is such that p-1 has several small prime factors, then 

some values between 1 and p-1 do not generate groups of order p-1, but of subgroups of smaller 

orders. If the public parameter of either A or B lies within one of these small subgroups, so the 

shared secret key would be confined to that subgroup. The intruder may launch a brute force 

attack to determine the exact value of the shared secret key. The Solution to counter this kind of 

an attack is to choose a Safe Prime and use g that generates a large prime order subgroup or at the 
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very least make sure that composite order subgroup are not vulnerable for instance the order's 

prime number factorization contains only large primes, which we provided in our protocol, we 

choose two safe prime numbers and use generator of order p'q' 

 

6. PERFORMANCE ANALYSIS 
 

In order to analyze the performance of our scheme, we compare the computational complexity of 

our scheme with the existing RSA-based proxy signature schemes Lee, et al., [2], Shao [11] and 

Sawati, et al. [17]. Our scheme and the existing schemes do not provide the proxy revocation 

mechanism. From this comparison, we show that our scheme and Sawati, et al. have the same 

performance analysis and they are efficient than the existing schemes; but our scheme provides 

extra security than the existing schemes by using new key agreement protocol  to protect system 

fron any intruder . For simplicity, we neglect exclusive-OR operation (⊕) time of the scheme. 

 
Table1. Comparison of Computational Time with Previous Schemes 

 

 

The notations used in the Table 1 are as follows:  

Te: computation time for an exponentiation operation 

Tm: computation time for a multiplication operation 

To: computation time for a modular operation 

H: computation time for a hash operation. 

The computation time of different phases of the schemes is given in Table 1. It is important to 

note that the computation time for a valid proxy signature falls into two parts. The first part 

consists of the time taken for the setup parameters, proxy key generation and proxy key 

verification process, which are a one-time computation and remain fixed for the entire delegation 

period. It is observed from Table 1 that for a proxy signature without revocation our scheme has 

the same performance as [17]  in  saving at least Te or To time unit in comparisons to others but 

it is more secure than the others. 

7. CONCLUSION 

 
In this paper, we proposed a new secure proxy signature scheme with a secure and efficient 

authentication key agreement protocol based on RSA cryptosystem. The used protocol depends 

Phases 
LKK schemes 

(2001) 

Shao’s scheme 

(2003) 

Swati scheme 

(2013) 
Our Scheme 

Setup 

parameters 

2Te + 2Tm + 

2To 
Te + Tm + To 2Te + 2Tm + 2To 2Te + 2Tm + 2To 

Proxy key 

generation 
Te + To + H Te + To + H Te + To + H Te + To + H 

Proxy key 

verification 
Te + To + H Te + To + Tm + H Te + To + H Te + To + H 

Signature 

generation 
3Te + 3To + 2H 

2Te + 2Tm + 2To + 

H 
Te + To + H Te + To + H 

Signature 

verification 
3Te + 3To + 2H 

2Te + Tm + To + 

2H 
2Te + 2Tm + 2To 2Te + 2Tm + 2To 



32 Computer Science & Information Technology (CS & IT) 

 

on the relation between two assumption (RSA factoring and DLP). Our scheme does not consider 

proxy revocation mechanism. The proposed scheme satisfies the necessary security requirements 

of proxy signature and has a secure channel to deliver the proxy key, through the designed new 

protocol. The system meets the security attributes and strong against most of potential attacks. So 

our system can be used to improve the security in an open Internet network. 
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ABSTRACT 

 

Fault tolerance and data security are two important issues in modern communication systems. 

In this paper, we propose a secure and efficient digital signature scheme with fault tolerance 

based on the improved RSA system. The proposed scheme for the RSA cryptosystem contains 

three prime numbers and overcome several attacks possible on RSA. By using the Chinese 

Reminder Theorem (CRT) the proposed scheme has a speed improvement on the RSA decryption 

side and it provides high security also. 

 

KEYWORDS 

 

Digital Signature, Fault tolerance, RSA Cryptosystem, Security Analysis 

 

 

1. INTRODUCTION 

 
Digital signature schemes with fault tolerance make it possible for error detections and 

corrections during the processes of data computations and transmissions. Recently, Zhang, in 

1999 [1] Lee and Tsai, in 2003[2] have respectively proposed two efficient fault-tolerant schemes 

based on the RSA cryptosystem. Both of them can efficiently check the sender’s identity and 

keep the confidentiality of the transmitted document. Furthermore, they can detect the errors and 

correct them. However, these schemes have a common weakness in security, that is, different 

messages may easily be computed that have the same signature. Thus, a valid signature could be 

reused in another document. 

 

The vulnerability of Zhang’s scheme was pointed out by Iuon-Chang Lei et. Al [3], i.e. a 

pernicious client could produce an alternate message with the same signature by permuting the 

rows or columns in the original message matrix X. They suggested a new method; this is certainly 
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improved of Zhang’s scheme in which the original message matrix is multiplied by two prime 

matrices with the same length of the original message.  Next for the resulting matrix hash value is 

calculated to determine which digital signature it is. Afterwards, the checksum calculated for 

each row and column is inserted at the end of the original matrix. The hash value is appended to 

the last position of the matrix. The resulting (m+1) × (n+1) matrix is converted into ciphertext 

and sent to the desired user. They showed that a pernicious client cannot forge a valid  message 

with the same signature by permuting the rows and columns in the matrix. 

 

In 2013, Shreenath Acharya, Sunaina Kotekar and Seema S Joshi [4] have improved the 

mechanism of Iuon-Chang Lei et. Al with providing extra security by making use of transpose 

matrix based on the RSA. If a malicious looks into the message he will find it difficult to 

understand or calculate checksum/ hash value, thus it will confuse the malicious. To keep the 

confidentiality of the data that transfers over a public network R. Rivest et. al [5] have proposed 

RSA technique as a public key cryptosystems. According to the proposed scheme, the sender can 

use the receiver’s public key to encrypt a message and the receiver can use his secret key to 

decrypt the encrypted message. Also, they conveyed that a message can be signed with the secret 

key of the sender and the signature can be verified by any receiver using the sender’s public key. 

As a result the RSA technique is useful in keeping the confidentiality of the transmitted message, 

verifying the integrity of the received message, and to prove the sender’s identity. 

 

In 2014, [6] Nikita Somani and Dharmendra Mangal have proposed a new security scheme for 

the RSA cryptosystem contains three prime numbers and overcome several attacks possible on 

RSA. The new scheme has a speed improvement on the RSA decryption side by using the 

Chinese Reminder Theorem (CRT). This paper addresses a secure and efficient digital signature 

scheme with fault tolerance based on the improved RSA system. The remaining parts of this 

paper are organized as follows: In Section 2, we elaborate Improved of Zhang’s scheme. Next, 

we discuss the improved of the standard RSA in Section 3. In Section 4, we proposed our 

scheme. We analyze the security properties and common attacks of our proposed scheme in 

Section 5. Finally, in Section 6, we give our conclusion. 

 

2. IMPROVED VERSION OF ZHANG’S SCHEME 

 
Improved version of Zhang’s digital signature scheme [4] with fault tolerance is based on the 

RSA cryptography. In the RSA cryptography, each user provides a public key     (e, N) and a 

secret key d, where N is the product of two large prime numbers p and q such that  � = � × �, 

and the public key e and secret key d must satisfy the equation  � = �	
(� − 1)(� − 1). Let (��, ��) and (�� , ��) be the public keys of user A and user B, �� and   ��  are their secret keys. 

Moreover, assume �� ≠ �� and the length of  �� and �� are the same for simplification.  An 

improved algorithm is as shown. Here the original message matrix is not directly encrypted. But 

the transpose of the message matrix is taken and then encrypted. As observed in the result part 

though anyone tries to decrypt the message it is not the clear message line by line. Suppose that 

user B wants to send a message X to user A, 

 
Algorithm 1: 

 

Step1: User B sends an n×m message matrix to X user A: 
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� = ��

 �
� … �
���
⋮ ���⋮ …⋱ ���⋮��
 ��� … ���
� 

 

Where  ���, 1 ≤  ≤ !, 1 ≤ " ≤ #, is a message block which has the same length as N% and N& 

 

Step 2: Now we take the transpose of the original matrix: 

 

' = ( )

 )
� … )
�)�
⋮ )��⋮ …⋱ )��⋮)�
 )�� … )��
* = � �

 ��
 … ��
�
�⋮ ���⋮ …⋱ ���⋮�
� ��� … ���

� 

 

Step 3: User B then creates two prime number matrix P and Q as follows: 

+ = ��
 �� … ���
⋮ ��⋮ …⋱ ��⋮�
 �� … ��
�         ,      , = � �
 �
 … �
��⋮ ��⋮ …⋱ ��⋮�� �� … ��

� 

   
Where matrix P and Q both have the same dimensions with the message matrix T, which is a  

(m × n) matrix. 

 

Step 4: The sender B computes a new message matrix �- which is the entry-wise product of the 

matrix T, P and Q:  
 

'- = ( )

 )
� … )
�)�
⋮ )��⋮ …⋱ )��⋮)�
 )�� … )��
* ��
 �� … ���
⋮ ��⋮ …⋱ ��⋮�
 �� … ��

� � �
 �
 … �
��⋮ ��⋮ …⋱ ��⋮�� �� … ��
� 

                         = ( )

 × �
 × �
 )
� × �� × �
 … )
� × �� × ��)�
 × �
 × ��⋮ )�� × �� × ��⋮ …⋱ )�� × �� × ��⋮)�
 × �
 × �� )�� × �� × �� … )�� × �� × ��
* 

                        = ( )
̅
 )
̅� … )
̅�)�̅
⋮ )�̅�⋮ …⋱ )�̅�⋮)�̅
 )�̅� … )�̅�
* 

Step 5: For the message matrix '/ , the sender B now constructs an (n+1)*(m+1) matrix '0 as 

follows: 

'0   =
12
3 )
̅
 )
̅� … )
̅�    )�̅
⋮ )�̅�⋮ …⋱ )�̅�⋮    )�̅
'
 )�̅�'�

…… )�̅�'�   
'
'�⋮'�ℎ 56

7
 

Where, 
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'� = 8 )�� ∗ ��  #:� �� , ;:< 1 ≤  ≤ #  ,�
�=
  '� = 8 )�� ∗ �� #:� �� , ;:< 1 ≤ " ≤ !   >!�   �

�=
  

ℎ = 8 ?8 )�� #:� ��
�

�=
 @   #:� ��   �
�=
  

 

Step 6: The sender B computes an (n+1)*(m+1) ciphered matrix as follows: 

 

A0   =
12
3 B

 B
� … B
�    B�
⋮ B��⋮ …⋱ B��⋮    B�
B
 B��B� …… B��B�   

B
B�⋮B�ℎC 56
7

 

Where,  B�� = )�̅�DE#:� ��, A� = '�DE#:� ��, A� = '�DE#:� ��,  ℎC = ℎFG#:� �� , for all                 1 ≤  ≤ !, 1 ≤ " ≤ # 

Note that '�  and '� are the checksums and A� and A� are the ciphered checksums. 

Step 7: The receiver A uses his/her secret key d% to decrypt CJ and obtains decrypted message as 

follows: 

'-0   =
12
3 )
̅
 )
̅� … )
̅�    )�̅
⋮ )�̅�⋮ …⋱ )�̅�⋮    )�̅
'-
 )�̅�'-�

…… )�̅�'-�   
'-
'-�⋮'-�ℎ- 56

7
 

Step 8: Now the receiver A verify the checksum to check the following: 

'-� = 8 )�̅� ∗ ��  #:� �� , ;:< 1 ≤  ≤ #     �
�=
  

'-� = 8 )�̅� ∗ �� #:� �� , ;:< 1 ≤ " ≤ !     �
�=
  

 ℎ- = 8 ?8 )�̅� #:� ��
�

�=
 @   #:� ��  �
�=
  

If the verifications are positive, then the receiver believes that the message was not altered during 

the transmission. Otherwise, there are some errors in the decrypted message. 

 

Step 9: Then user A can detect the error by the following two equations 

'-K ≠ 8 )�̅� ∗ ��  #:���  , ;:< 1 ≤  ≤ #     �
�=
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'-L ≠ 8 )�̅� ∗ �� #:��� , ;:< 1 ≤ " ≤ !     �
�=
  

Assuming that the error occurs in the message block )K̅L then, user A can correct the error by 

computing one of the following equations: 

)K̅L = '-K × � 8 )K̅�    �
�=
,�ML �	
 #:� �� 

)K̅L = '-L × ? 8 )�̅L     �
�=
,�M K @	
 #:� �� 

Step 10: The receiver A takes the transpose of the matrix which will result in message as follows: 

�0 = ()
̅
 )�̅
 … )�̅
)
̅�⋮ )�̅�⋮ …⋱ )�̅�⋮)
̅� )�̅� … )�̅�
* = (�̅

 �̅
� … �̅
��̅�
⋮ �̅��⋮ …⋱ �̅��⋮�̅�
 �̅�� … �̅��

* 

 

3. IMPROVEMENTS OVER THE STANDARD RSA 

 
The improved RSA scheme provides an enhancement of the Hamami and Aldariseh [7] method 

by improving the speed on the RSA decryption side and also provides the security by avoiding 

some attacks possible on RSA. If the same message is encrypted more than one time it will look 

different every time by using the random number k. The general idea of the improved scheme is 

to use the Key generation algorithm of Hamami and Aldariseh method and proposed a scheme for 

encryption and decryption algorithm. The existence of three prime numbers, the difficulty of 

analysis of variable n must be increases and the key generation time must be reduces. The 

algorithm for the proposed scheme is as follows: 

 

3.1 Key Generation for Improved RSA Scheme  

To generate the key using three prime numbers, user B should do the following:  

a) Generate three large prime numbers p, q, and s.  

b) Calculate ! = � × � × N  >!�  O(!) = (� − 1)(� − 1)(N − 1). 

c) Select e such that (�, O(!))are relatively co-prime.  

d) Get the value of d by using �� #:� O(!) = 1.  
e) Find �Q = � #:�(� − 1), �R = � #:�(� − 1), �S = � #:�(N − 1). 
f) Public Key TU < �, ! > and Private Key  TX <  �, �, �, N, �Q,  �R ,  �S  >. 

3.2 Encryption Algorithm 

To encrypt the message M user A should do the following:  

User A should obtained the public key of user B <e, n>  

a) Represent the message M as an integer form in interval [0 to n-1].  

b) Select k as a random integer YAZ([, !) = 1 and 1< k < n-1.  

c) Compute C1=[D #:� !.  
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d) Compute C2=\D[ #:� !.  

e) Send the cipher text values (C1, C2) to user A 

3.3 Decryption Algorithm  

On decryption process the concept of RSA is used with CRT. To recover the message from 

cipher text C2 user A should do the following:  

 

a) Calculate  AQ = A1 #:� �,   AR = A1 #:� �,  AS = A1 #:� N  and then calculate       [Q = AQF]  #:� �, [R = ARF^  #:� �  >!� [S = ASF_  #:� N.  

b) By using the formula calculate k        [ = [ [Q. (�N)(Q	
) #:� ! +  [Q. (�N)(R	
) #:� ! +  [S. (��)(S	
) #:� !].  
c) By using the Euclidean algorithm, calculate the value of the unique integer         

 ) ∗ [ #:� ! = 1  and 1< t < n.  

d) Then compute \D , C2*t = (\D.k)*t = (\D) k*t = \D #:� !.  

e) For getting the value of message M should do the following steps  

First calculate AcQ = \D #:� �, AcR = \D #:� �, AcS = \D #:� N and then calculate \Q = AcQ #:� �, \R = AcR #:� � , \S = AcS #:� N.   
f) Finally, recover the message M by using the following formula:  

    \ = [ \Q. (�N)(Q	
) #:� ! +  \Q. (�N)(R	
) #:� ! +  \S. (��)(S	
) #:� !]. 
 

4. PROPOSED SCHEME 

We propose a secure and efficient digital signature scheme with fault tolerance based on the 

improved RSA system. In the RSA cryptography, each user provides a public key (e, N) and a 

secret key d, where N is the product of three large prime numbers �, � >!� N such that  � = � ×� × N, and the public key e and secret key d must satisfy the equation � = �	
(� − 1)(� −1)(N − 1). 

Algorithm 2:  

Step 1to5: Same as Algorithm 1 

Step 6: Compute the following ciphertext matrix: 

a) Select k as a random integer YAZ([, ��) = 1 and    1< k < �� − 1.  

b) Compute C1 = [DE  #:� �� .  
c) Compute C2 = '0DE[ #:� �� .  

A2  =
12
3 B

 B
� … B
�    B�
⋮ B��⋮ …⋱ B��⋮    B�
B
 B��B� …… B��B�   

B
B�⋮B�ℎC 56
7 ∗ [ 

 Where,  B�� = )�̅�DE  #:� ��,  A� = '�DE#:� ��, A� = '�DE  #:� ��,   ℎC = ℎFG#:� ��,  

for all  1 ≤  ≤ !, 1 ≤ " ≤ # 

d) Send the cipher text values (C1, C2) to user A 

Step 7: To recover the message '0  from cipher text C2 user A should do the following:  

a) Calculate  AQ = A1 #:� �,     AR = A1 #:� �,  AS = A1 #:� N  and then calculate 
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     [Q = AQF]  #:� �, [R = ARF^  #:� �  >!�  [S = ASF_  #:� N.  

b) By using the formula calculate k       [ = [ [Q. (�N)(Q	
) #:� �� +  [Q. (�N)(R	
) #:� �� +  [S. (��)(S	
) #:� �� ].  
c) By using the Euclidean algorithm, calculate the value of the unique integer t, ) ∗[ #:� �� = 1  and  1< t <��.  

d) Then compute '0DE , C2*t = ('0DE.k)*t = ('0DE) k*t = '0DE  #:� �� .  
e) For getting the value of message M should do the following steps  

First calculate AcQ = '0DE  #:� �, AcR = '0DE  #:� �, AcS = '0DE #:� N and then calculate 'Q = AcQ #:� �, 'R = AcR #:� � , 'S = AcS #:� N. 
f) Finally, recover the message '0 by using the following formula:       '0  = [ 'Q. (�N)(Q	
) #:� �� +  'Q. (�N)(R	
) #:���  +  'S. (��)(S	
) #:� ��]. 
 

'-0   =
12
3 )
̅
 )
̅� … )
̅�    )�̅
⋮ )�̅�⋮ …⋱ )�̅�⋮    )�̅
'-
 )�̅�'-�

…… )�̅�'-�   
'-
'-�⋮'-�ℎ- 56

7
 

 

Step 8: Now the receiver A verify the checksum to check the following: 

'-� = 8 )�̅� ∗ ��  #:� �� , ;:< 1 ≤  ≤ #     �
�=
  

'-� = 8 )�̅� ∗ �� #:� �� , ;:< 1 ≤ " ≤ !     �
�=
  

ℎ- = 8 ?8 )�̅� #:� ��
�

�=
 @   #:� ��   �
�=
  

If the verifications are positive, then the receiver believes that the message was not altered during 

the transmission. 

Step 9: The receiver A takes the transpose of the matrix which will result in message as follows: 

�- = ()
̅
 )�̅
 … )�̅
)
̅�⋮ )�̅�⋮ …⋱ )�̅�⋮)
̅� )�̅� … )�̅�
* = (�̅

 �̅
� … �̅
��̅�
⋮ �̅��⋮ …⋱ �̅��⋮�̅�
 �̅�� … �̅��

* 

 

5. SECURITY ANALYSIS 
 

The proposed scheme further provides extra security and speed improvements by making use of 

transpose matrix and improve the decryption side of RSA. If an intruder appearance into the 

message he can realize it difficult to know or calculate checksum/ hash value therefore it'll 

confuse the intruder. Hence this is often a really smart solution for eavesdropping drawback.  

Next, we show that our scheme is heuristically secured by considering the following attacks [8]. 
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Common Modulus Attack: The common modulus attack (CMA) [8] can be occurred by using 

the same modulus n, when the same message X is encrypted twice and by that attack one can 

retrieve the message X algorithm. The CMA is applicable in Iuon-Chang Lei et. al [3] scheme 

method because it uses the encryption and decryption as same as original RSA. In the proposed 

scheme using a unique integer k by that there are two cipheretext generated and it appears to be 

impractical to apply that attack on proposed scheme. 

 

Chosen Cipher Text Attack: Chosen-cipher text attack (CCA) [9] is possible in RSA due to the 

multiplicative property of the modular arithmetic [10] following by RSA. That means product of 

the two cipher texts is equal to the encryption of the product of the corresponding plaintexts. The 

CCA is applicable in both original RSA algorithm, and in the proposed one, but by applying 

CCA on the proposed scheme for getting the value of message X, it appears to be complex and 

more time consuming as compared to the original RSA algorithm. 

 

Timing Attack: An attacker can determine the value of the private key by maintaining the track 

of how much time a computer takes to decrypt the encrypted message this because of Timing 

attack that occurs at RSA implementation Kocher [11]. Timing attack is applicable in majority 

digital signature fault tolerant schemes based on original RSA algorithm because by measuring 

the time for encryption and decryption, and time for key generation one can determine the value 

of the secrete key exponent d, but in the proposed scheme by using a random unique integer k in 

both the encryption and decryption process makes it difficult to distinguish between the time for 

public key e or private key d and the time for k. 

 

Known Plain-Text Attack: If the attacker has known some quantity of plaintext and 

corresponding ciphertext, this will refer to known-plaintext attack [12]. The known-plaintext 

attack deals with the some known plaintext corresponding to the ciphertext and it is applicable in 

the digital signature with fault tolerance based on the original RSA algorithm. But it seems to be 

impractical in the proposed scheme because here, generating the two ciphertexts for the one 

particular plaintext and if it is applicable to the proposed scheme, it is very difficult to get the 

value of particular plaintext by applying these attacks. 

 

6. CONCLUSION 

 
The proposed scheme described in the paper is an attempt to provide a speed improvement on the 

decryption side of digital signature scheme fault tolerance based on improving the RSA algorithm 

using the concept of the Chinese remainder theorem. The algorithm for the proposed scheme can 

protect us from several common attacks. Further, it provides extra security measures by making 

use of transpose matrix of the original message. 
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ABSTRACT 
 

In an era where communication has a most important role in modern societies, designing efficient 

algorithms for data transmission is of the outmost importance. TDMA is a technology used in many 

communication systems such as satellites and cell phones. In order to transmit data in such systems we 

need to cluster them in packages. To achieve a faster transmission we are allowed to preempt the 

transmission of any packet in order to resume at a later time.  Such preemptions though come with a delay 

in order to setup for the next transmission. In this paper we propose an algorithm which yields improved 

transmission scheduling. This algorithm we call MGA. We have proven an approximation ratio for MGA 

and ran experiments to establish that it works even better in practice. In order to  conclude that MGA will 

be a very helpful tool in constructing an improved schedule for packet routing using preemtion with a setup 

cost, we compare its results to two other efficient algorithms designed  by researchers in the past. 

 

KEYWORDS 
 

Communication networks, setup delay, preemption, packet routing 

 

 

1. INTRODUCTION 

 
In the course of the last fifty years technological and scientific evolution has lead to an era of vast 

information and the need for fast and efficient communication.  In the framework of enhancing 

communication network performance and dissemination of information researchers have 

introduced the Time Division Multiple Access (TDMA) technology. TDMA technology has been 

for decades a cornerstone of the global network infrastructure, as it plays an important role in 

many different communication systems.  

 

To be more precise:  

 

- Most 2G cellular systems are TDMA based. The GSM (Global System for Mobile 

Communications) currently accounts for approximately  80% of the subscribers worldwide.  

Many other 2G systems use TDMA technology among which are Personal Digital Cellular 

(PDC), the Digital Enhanced Cordless Telecommunications (DECT) standard for portable phones 

and PHS. Surprisingly enough 2G systems are not at all obsolete. They are still often used 

independently or in co-existence with the newest 3G and 4G systems. 
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- TDMA technology is used in some 3G cellular systems such as the Universal Mobile 

Telecommunications System (UMTS).  

 

- TDMA technology is also still used in satellite systems, in combat-net radio systems and in the 

Passive Optical Networks (PON). 

TDMA based systems aim in transmitting data between multiple sender and receiver stations in 

packages simultaneously. While trying to reduce the time frame, preemption of a transmission is 

allowed in order to send the remaining parts of the messages at a later time with a newly 

scheduled package. Yet, in order to ready for the next package’s transmission there is a setup cost 

which results in delaying the overall data transmission. Figure 1 depicts how a TDMA based 

technology transmission might work. This problem is referred to in bibliography as the MINSWT 

problem in case the number of frequencies does not suffice to serve all stations at once. In case 

the number of frequencies is at least as large as the number of senders as well as the number of 

receivers the problem is referred to as PBS. In this paper we handle the later. To this end we have 

designed a near optimal algorithm with an efficient approximation ratio. We have provided a 

proof for that approximation ratio and compared it to two other efficient algorithms handling the 

same problem. One which minimizes the number of packets and one which has the best 

approximation proven in bibliography so far. 

 

Figure 1. TDMA transmission in a 3-source:(t1,t2,t3) , 3-receiver:(r1,r2,r3) system. 

2. GRAPH REPRESENTATION AND NOTATIONS   

For the purposes of our research we will represent an input instance by a bipartite graph 

G(V,U,E,w). V will denote the transmitters, U will stand for receivers, whereas the set of edges 

will comprise the information about data traffic through the TDMA system. The weight w(v,u), 
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assigned to each edge e=(v,u), v∈V, u∈U is the time required for the full transmission of each 

message. 

Furthermore the following notation will be used: ∆=∆(G)=max{
v V

max(deg(v))
∈

,
u U

max(deg(u))
∈

}, 

that is, ∆ will denote degree of the bipartite graph which in practice equals to the maximum 

number of messages to be transferred from or to any of the stations. 

W=W(G)=max{
Vv

max
∈

{ ∑
∈Uu

)u,v(w },
Uu

max
∈

{ ∑
∈Vv

)u,v(w }}, that is W will denote the maximum 

total weight of all the edges adjacent to any of the nodes. This in turn equals to the maximum 

total workload of any station. 

d∈Z
*
+  will denote the setup delay, namely the time required so that the next transmission may 

begin. 

The objective function to be minimized is F(G,d)=∑
=

N

1i
i )M(t +d·N, where N is the number of 

distinct transmissions in order to transfer the entire data workload and t(Mi) is the time required 

for the completion of a specific transmission Mi. 

Since transmission cannot be concluded before the maximum workload of any station is 

scheduled and the number of transmissions will be at least as many as the messages to be sent or 

received by any station, a lower bound to the optimal solution is LB=W+d·∆. Yet, this lower 

bound is not always achievable as shown in [6]. 

3. PREVIOUS RESEARCH 

As shown in [4], PBS is  4/3-ε inapproximable for any ε>0, unless P=NP. Even though the 

problem is NP-Hard there do exist special cases of input for which the optimal solution can be 

found in polynomial time ([1], [4], [5], [6]). The best approximation ratio proven so far is 

1d

1
2

+
−  by the authors of [1]. Experiments have been ran by many researchers to test the 

output of various algorithms proposed in [2], [4], [5], [6], [10] and [12]. 

The performance of our newly presented algorithm will be compared to that of two algorithms 

found in bibliography: 

- The algorithm presented in [8]  which we will refer to as  GWA (Gopal-Wong Algorithm). 

GWA calculates exactly ∆ matchings, corresponding to ∆ transmission packages. GWA will 

always achieve the minimum number of switchings and in order to produce a competitive 

transmission time for each package, the matchings are constructed so that edges of similar weight 

are grouped together. GWA has been tested in experiments in [6] and appears to perform well 

when the value of d increases significantly compared to duration of the messages. Unfortunately 

it has an unbounded approximation ratio as shown also in [6]. 

- A-PBS(d+1) as described in [1], preempts each edge to a multiple of  d+1 and repeatedly 

computes matchings that correspond to  transmission packets. Until now A-PBS(d+1) is the only 

algorithm that has a proven approximation ratio strictly less than 2. Yet, in most cases it produces 

schedules with makespan undesirably larger than the optimal. 
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Table 1.  Summary of the 3 algorithms comparison: GWA, A-PBS(d+1), MGA 

Algorithm Approximation ratio Experimental results’ conclusions 

GWA Unbounded 

Works well only for large values of d and works 

undesirably bad for specific instances regardless the value 

of d. 

A-PBS(d+1) 
1d

1
2

+
−  

Often produces results with more than 50% deviation from 

the optimal. 

MGA ∆+1 
Produces efficient schedules on average as well in the 

worst case scenario regardless the input. 

 

Our newly developed algorithm, which we call MGA aims in mitigating these disadvantages of 

WGA and A-PBS(d+1). MGA tackles GWA’s disadvantage, namely the fact that there are 

instances for which GWA produces a solution of unbounded approximation ratio and in addition 

it produces schedules that are on average a lot close to the optimal than those produced by A-

PBS(d+1). Table 1 illustrates all of the above. 

4. MGA:  AN IMPROVED  ROUTING  ALGORITHM  FOR DATA 

TRANSMISSION IN TDMA SYSTEMS 

For the purposes of this paper we have designed an algorithm aiming in mitigating the 

disadvantage of GWA, namely an algorithm with a bounded approximation ratio. We will refer to 

this algorithm as MGA (MultiGraph Algorithm), as the main concept in order to achieve a 

bounded approximation ratio is to split each edge of undesirably large weight into smaller edges 

to be handled and scheduled independently. 

The MultiGraph Algorithm  (MGA) 

Step1: Split each edge of weight more than 






∆

W
 in parts each having weight no more than 








∆

W
. The splitting will be done in the following way: Split each edge e∈E with weight w(e) 

into at most 




 ∆

W

)e(w
+1 edges the weight of each of which will be 






∆

W
 except perhaps for the 

last one which will weigh  w(e)- 




 ∆

W

)e(w
⋅ 






∆

W
=w(e) MOD 






∆

W
.Thus G will become a 

multigraph. 

Step 2: Add nodes and edges to the multigraph in order to make it a regular multigraph. Each 

newly added edge e, will have w(e)=0. 

Step 3: Compute a perfect matching for the regular multigraph and schedule the corresponding 

parts of the edges of this matching for transmission. 

Step 4: Remove the edges corresponding to the previous transmission from the multigraph.  

Step 5: repeat steps 3 and 4 until E=∅. 
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Theorem1: MGA’s  approximation ratio is bounded by ∆+1. 

Proof: In the multigraph constructed by steps 1 and 2 the maximum edge weight is 






∆

W
. 

Therefore the cost of each transmission will not exceed 






∆

W
. The multigraph’s degree is at 

most ∆΄≤( 






 ∆⋅

W

w max +1)⋅∆ since there can be at most ∆ edges to be split and each will be split in 








 ∆⋅

W

w max +1 parts, where wmax is the maximum weight of any edge in the graph. Step 2 ensures 

that each node has degree ∆΄ and that removing the edges of a perfect matching from G will 

reduce the graph’s degree by exactly one after each iteration. Thus the number of terations will be 

∆΄. Therefore the cost C of the entire process to transmit all data will be bounded by: 

C≤( 






 ∆⋅

W

w max +1)⋅∆⋅ 






∆

W
+d⋅∆΄≤( 







 ∆⋅

W

w max +1)⋅∆⋅ 






∆

W
+d⋅( 







 ∆⋅

W

w max +1)⋅∆ 

Taking into account that wmax≤W, a≤ a, for all a∈Q we conclude that 

C ≤ (
W

W ∆⋅
+1)⋅∆⋅

∆

W
+d⋅(

W

W ∆⋅
+1)⋅∆=(∆+1)⋅W+d⋅(∆+1)⋅∆=(∆+1)⋅(W+d⋅∆) 

Which implies that C≤(∆+1)⋅LB, thus bounding MGA’s approximation ratio by ∆+1 

 

5. RUNNING TEST CASES TO EVALUATE THE PERFORMANCES OF 

THE THREE ALGORITHMS 

One thousand test cases have been ran for a 50 source-50 destination system for values of setup 

cost varying from 0 to 100 and message durations varying from 0  to 100.  We have to point out 

that since PBS is an NP-Hard problem, calculating an optimal schedule is inefficient therefore to 

estimate the approximation ratio we have used the lower bound to the optimal solution which is 

W+∆⋅d. 

Figure 2 establishes that MGA works better than GWA not only in the theoretical sense that 

theorem 1 implies but also  in practice as well. We ran both algorithms using as input the “bad” 

instance presented in [6]. MGA will still yield an approximation ratio lower than 2 and will 

regardless the value of d perform better than GWA. We thereof have established that our newly 

presented algorithm will perform well, even for the worst transmission scenario. 

 

Figure 3 presents the worst performance of MGA. It suggests that even though our proven 

approximation is ∆-dependent, in practice MGA will not exceed an approximation ratio of 2 or 

even less. In fact MGA’s (worst case/lower bound) will in no case exceed 1.55. Furthermore 

MGA’s worst performance for any instance does not fluctuate much from its average 

performance, making it a stable and reliable tool for constructing an efficient schedule for the 

problem at hand. 
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Figure 2. Solution cost/lower bound comparison of GWA and MGA for a single “bad” instance. 

 
Figure 3. worst performance of MGA  

Figure 4 compares MGA with A-PBS(d+1). A-PBS(d+1) will perform better only for very small 

values of d and even though it has a better approximation ratio, MGA produces a lot better results 

as d’s value increases. 
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Figure 4: Average cost/lower bound comparison of A-PBS(d+1) and MGA 

 

6. CONCLUSIONS AND FUTURE WORK 

In this paper we have presented MGA, a ∆+1- approximation algorithm for the problem of 

transmitting data packages through a TDMA based communication system. Furthermore, we ran 

experiments to establish how efficient MGA is in practice. Experiments suggest that it might be 

possible to prove a better approximation ratio than ∆+1. That approximation ratio may even be 

less than two. We compared MGA with two algorithm found in bibliography. One which 

achieved the minimum number of preemtions and another which has the best approximation ratio 

proven so far, to establish that MGA works even better in practice. Yet, in order to prove MGA’s 

approximation ratio we designed MGA so that it  forcefully preempts transmission numerous 

times resulting in a schedule burdened by many delays. Future work might also suggest of a way 

to reduce the number of those preemptions leading to even better experimental results or even a 

proof for a lower approximation ratio. 
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ABSTRACT 
 

The main objective of this research is to identify the factors influencing the intentions to adopt 

the public computing by the private sector firms.  In this research the researcher examined the 

ten factors influencing the cloud computing adoption using a proposed  integrated  model which 

incorporates aspects of the Technology, Organization and Environment  factors such as 

Complexity, Compatibility, Security Concerns, Trialability, Cost Saving, Top Management 

Support, Prior IT Experience, Organizational Readiness, Competitive Pressure and External 

Support. In order to test influencing factors a survey was conducted and one hundred and 

twenty two valid responses were received from IT decision makers from forty firms in different 

industries. The results revealed that the Compatibility, Cost Saving, Trialability and External 

Support are the main influential factors in the adoption intentions of public cloud computing. 

Future research could be built on this study by developing different model for each industry 

because each industry has unique characteristics that can influence the adoption of the 

technological innovations.  

 

KEYWORDS 

 
cloud computing, virtualization, security, Compatibility, Complexity, Trialability  

 

 

1. INTRODUCTION 

 
Due to the intense market competition and a rapidly changing business environment, firms have 

been driven to adopt various modern information technologies in order to improve their business 

operations and increasing their productivity [1]. Since the private sector firms are important 

players in each industry which significantly contribute to the economy’s Gross domestic 

product and labor force, it is important to propose new strategies and technologies that can help 
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the private sector firms to become more efficient and effective. The high cost of computing 

technologies is due to complex information architecture and infrastructure, and that will 

discourage the firms from adopting advanced IT services [2].  Based on that, one approach that 

helps the firms to enhance the productivity and being efficient is to invest in public cloud 

computing. . Cloud computing offers several benefits for enterprises. The cloud frees 

organizations from having to set up an IT infrastructure and allows them to rent resources and 

pay only for the services they use [3]. Yet, the emergence of cloud computing solves this problem 

by reducing direct expenses of information technology. For many firms, the adoption of public 

cloud computing became more beneficial as it can quickly add more capabilities to their IT 

systems without investing in new expensive infrastructure, buying or deploying new application 

systems, or training new IT personnel. The concerns related to the clients’ data privacy and 

protection, problems with data separation in the cloud and long-term viability of the public cloud 

provider can negatively affect the firms’ willingness to adopt the public cloud computing. Thus 

such firms are mostly hesitant to adopt the public cloud services. This research studied the factors 

that influence the adoption intentions of public cloud computing by the IT decision makers in the 

private sector firms using a proposed integrated model and the research aims to spot the light to 

the adoption intentions of cloud computing in a wide range of private sector firms from different 

industries, as well as contributing to the body of knowledge related to the factors of adoption. 

 

2. METHODOLOGY 

 
Public Cloud Computing is one of the emerging areas in the field of information technology.  

Cloud computing is considered in the second place after business intelligent on the list of the top 

five most influential technologies. However, despite the fact that the adoption of public cloud 

computing has been growing, its rate of acceptance remains practically very low in the 

developing countries to about 37% , and the rate expected to be even lower in the less developed 

countries as the case with most of the technological innovations [1].  Therefore, it is important to 

investigate the factors that affect the adoption intentions of public cloud computing by IT 

decision makers in the private sector firms. [4][5]The diagram below is a model proposed model 

to identify the factors influencing the public cloud adoption in the private sectors. The ten factors 

influence in the cloud computing adoption is examined in this research is using the proposed  

integrated  model incorporates aspects of the Technology,  Organization and Environment  

factors such as Complexity, Compatibility, Security Concerns, Trialability , Cost Saving, Top 

Management Support, Prior IT Experience, Organizational Readiness, Competitive Pressure and 

External Support [6][7]. 

 

 
Figure1: A proposed model for cloud computing adoption 
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The main question of this research is “What are the factors that influence the intentions in 

adopting public cloud computing in the private sector firms?” with the following main 

objectives. 

 

• Analyze the technological, organizational and environmental factors influencing the IT 

decision maker intentions to adopt public cloud computing in the private sector. 

 

• Provide suggestions and recommendations for the firms and the service providers in 

order to increase the adoption rate of public cloud computing between the firms in the 

private sector. 

 

The targeted population in this research is defined as “managers and professionals who are 

involved in the decision process for the adoption of a new information technology in large firms 

in the private sector”[10][11]. This measure taken in this research to avoid small and medium 

firms based on the assumption that the large firms have more knowledge about the cloud 

computing because they mostly have experience with its related technologies such as 

virtualization and utility computing.  As part of this research the researcher measured the degree 

of satisfaction in the firms already adopted the cloud services. A list of 30 firms preferably 

known as leader firms in different industries have selected as the target population[8][9]. The 

senior personnel of the IT department in these firms were contacted to in identifying the relevant 

hypothetical respondents for this survey within their firms as the targeted sample. An online 

questionnaire survey was conducted among the participants. 

 

3. DATA ANALYSIS 
 

Respondents’ Profile: 

 

All the participants in this research are IT decision makers who are familiar with public cloud 

computing. In addition to the participants’ job titles, the type of industry in which the firms 

conducted their business was also captured. In terms of the respondents’ profile, the collected 

data indicated that 76% of the respondents were not adopting public cloud computing services in 

their firms, while 29 % were already adopting. Figure 3 views the respondents adoption status of 

public cloud computing. 

 

 
Figure 2: respondents’ adoption status of public cloud computing 
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Technological Factors 

 

Complexity: 

 

As shown in Figure 3, only 27% of the respondents agreed with the fact that the work with cloud 

computing is complicated and about 26% agreed that the integration between their current IT 

infrastructure and cloud based services is difficult.  At last, about 19% of the respondents agreed 

with the fact that administrating and monitoring the cloud based services are complex tasks.  

 

 
Figure 3: Analysis of respondents’ perception about Complexity 

 

Compatibility:            

      

Using three questions, this construct measures the degree to which cloud computing is perceived 

as consistent with the existing infrastructure, culture and previous practices of the firms.   As it 

can be viewed in Figure 4, about 66% of respondents think that cloud computing is compatible 

with the business model of their firms (Compatibility_1).  More than 60% agreed that the 

adoption of cloud computing is compatible with the norms and culture of their firms 

(Compatibility _2).  About 61% think that cloud computing is compatible with their current IT 

infrastructure (Compatibility _3).  

 

 
Figure 4: Analysis of respondents’ perception about Compatibility 

 

Security Concerns: 

 
As shown in Figure 5, 46% of respondents think that it is unsecured to keep their business data in 

the Cloud providers' data center (Security_1).  About 41% claim that it is unsecured to use the 



Computer Science & Information Technology (CS & IT)                                  59 

 

cloud services over the internet to conduct their business' operations (Security_2), and 38.5% 

claim that the cloud computing concept does not satisfy their firms’ security and privacy policies 

(Security_3). 

 

 
Figure 5: Analysis of respondents’ perception about the security concerns 

Trialability: 
 

As shown in Figure 6, more than 70% of the participants think that before taking the adoption 

decision they will have the opportunity to use cloud computing services on a trial basis 

(Triability_1) and run partial integration test between the cloud applications and their existing 

system (Triability_2).  Also, about 58% agreed that the cloud providers offer their services on a 

trial basis long enough to prove the platform capabilities and benefits (Triability_3).       

 

 
Figure 6: Analysis of respondents’ perception about Perceived Trialability 

 

Environmental Factors 

 

Competitive Pressure: 
 

Figure 7 depicted that more than 75% of the respondents perceive very intense competition 

within their industry.  About 72% claimed that their competitors are always looking for the 

technological innovation to gain competitive advantages, and about 63% of respondents believe 

that cloud computing can enhance the competitive power of their firms.                                                                               

 



60  Computer Science & Information Technology (CS & IT) 

 

 
Figure 7: Respondents’ perception about Competitive Pressure 

External Support: 

 

External support measured the participants expectations about the training program 

(External_Support_1); the technical support (External_Support_2); and the live support (hotline) 

provided by major cloud providers in the market (External_Support_3).  Figure 8 shows the 

overall responses to each one.  More than 80% of respondents believe that the level of external 

support delivered by cloud providers in each question either good, very good or excellent. 

 

 
Figure 8: Analysis of respondents’ perception about External Support 

 

Organizational Factors 

 

Cost Saving:     

             

The participants opinion about the cost of adopting public cloud computing is measured from 

different perspectives.  As it can be observed from Figure 9, about 77% think that the benefits of 

cloud computing are greater than the costs of its adoption (Cost_Saving_1).  Around 73% agreed 

that acquiring applications systems through cloud computing is more economical than developing 

it in-house (Cost_Saving_2), and 62% of the participants think that adopting an application 

system via cloud computing is more economical than purchasing it as Off-the-Shelf 

(Cost_Saving_3).   
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Figure 9: Analysis of respondents’ perception about Cost Saving 

 

Top Management Support:   

               

Top management support is defined as the degree to which top management in the firm provides 

adequate resources and encourages the adoption of new technological innovations.  As it can be 

viewed in Figure 10, about 70% agreed that their top management supports the implementation of 

the new technological innovations (Top_Mgt_Support_1) and provides strong leadership and 

engagements when it comes to the adoption of new technology (Top_Mgt_Support_2).   At the 

same time, only 52% think that their top management is willing to take the responsibility of 

unfavorable consequences related to the adoption of the new technology (Top_Mgt_Support_3).  

 

 
Figure 10: Analysis of respondents’ perception about Perceived Top Management Support 

 

Prior IT Experience: 

 
Three questions were used to measures the firms’ previous experience in the virtualization 

(Prior_IT Experience_1); Cluster computing (Prior_IT Experience_2); and Multi-Tenancy 

software architecture (Prior_IT Experience_3).  Figure 11 shows that, 79% of the participants 

have enough experience in virtualization technology in their firms, 81% claimed that they have 

experience in cluster computing, and about 73% have experience in multi-tenancy software 

architecture. 
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Figure 11: Analysis of respondents’ perception about Prior IT experience 

 

Organizational Readiness: 

 

In this research the organizational readiness is defined as the degree to which the organization is 

technically and financially prepared to implement the cloud computing. As viewed in Figure 12, 

72% of the participants claimed that their firms have sufficient financial resources to adopt cloud 

computing (Organizational_Readiness_1); 77% think that their firms have the technological 

resources to adopt cloud computing (Organizational_Readiness _2); and about 75% claimed that 

they have a qualified IT staff in order to adopt cloud computing (Organizational_Readiness _3). 

 

 
Figure 12: Analysis of respondents’ perception about Organizational Readiness 

 

Satisfaction Level: 
 

For the participants who are already adopted the public cloud computing in their firms, we asked 

whether they are satisfied with the services received from cloud provider. As it can be seen in 

Figure 13, 79% (24 % + 55%) of participants are satisfied with the service they receive. 
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Figure 13: Cloud Adopters’ Satisfaction 

 

Adoption Intentions: 
 

Only respondents, who have not adopted cloud computing yet, answered the questions related to 

the adoption intentions.  The respondents asked whether the concept of cloud computing is 

acceptable in their firms (Adoption_Int_1); whether they recommend to use the cloud based 

applications in their firms in the future (Adoption_Int _2); whether they intent to adopt cloud 

computing in the coming two years (Adoption_Int _3); and whether they plan to adopt cloud 

computing in the next coming two years (Adoption_Int _4). As Figure 14 shows, about 72% of 

the non-adopters think that the concept of public cloud computing is acceptable in their firms and 

recommended the adoption of cloud based applications.  Also, about 74% think that they should 

adopt (or plan to adopt) public cloud based applications in coming two years.  Overall the 

intention to adopt public cloud computing is high. 

 

 
Figure 14: Analysis of non-adopters Intentions to adopt cloud computing 

 

4. CONCLUSION 
 

This research tries to increase the theoretical background about public cloud computing adoption 

in the private sector firms in the developing countries from different points of views by adopting 

a complete framework that incorporates Technological, Organizational and Environmental factors 

to examine the intentions adoption of cloud computing.  This research demonstrates several key 
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findings about the factors influencing the adoption intentions of public cloud computing in 

private sector firms. These key findings are as follows: 

 

• Four variables (Compatibility, Cost Saving, Trialability, and External support) were 

found to be significant determinants of public cloud computing adoption. 

 

• Two variables (Organizational readiness, prior IT experience) were found to be positively 

related to the intentions to adopt the public cloud computing.  However they have no 

significant impact. 

 

• Three variables (Complexity, Security concerns and Competitive presser) were found to 

be negatively related to the intentions to adopt the public cloud computing but they have 

no significant impact. 

 

•  Among the determinants, Cost saving and External support were observed to be the most 

influential factor affecting the firm’s adoption intentions. 

 

According to the findings, there was no agreement between the participants on whether to 

consider the public cloud computing as secure or not.  This resulted from the fact that the cloud 

computing concept still needs more time in order to prove its security capabilities and benefits to 

firms.   Accordingly, when the firm is willing to adopt public cloud computing, it is better to start 

with services that do not mandates storing the critical business data in the provider’s storage such 

as Virtual PBX phone service, Desktop as a Service, and Microsoft Office 365.  [13][14] This 

will help the firm to be more knowledgeable about the capabilities exist within the cloud 

computing before implementing critical services such as ERP and CRM. 

 

In order to be prepared for cloud computing, it is essential for the firm to optimize its network by 

installing intelligent load balancers in their infrastructure.  Those devices allow the firm to 

manage, redirect and priorities the network traffic belong to mission-critical cloud applications 

when their bandwidth is under pressure, as well as allowing to scale up capacity over peak times.  

Also, it is important to analyze the existing IT assets to identify the tools that can re-use in the 

cloud without any modification and estimate how much effort (in terms of new development and 

deployment effort) will be required to integrate them with cloud based services before taking the 

adoption decision. [15][16]On the other hand, the cloud providers need to be aware of the 

concerns that firms experience when they make their adoption decision, such as cost saving, 

trialability and external support. The cloud providers should utilize various mass media in order 

to convince the firms that the migration to cloud-based system can help to dramatically reduce 

not only the fixed costs (such as licensing, hardware, software, storage, etc.), but also operating 

costs (such as cost of infrastructure administration, hardware and software maintenance, systems 

updates and upgrade, etc.) as well as training costs[17]. In addition, the service provider must 

arrange their services in order to be experimental. Giving the opportunity for the firms to try the 

services in experimental environment long enough to prove the platform capabilities and concept 

which more likely result an increase in the adoption rate. Although the of the majority 

participants in this research perceive the cloud services as more likely to be trialable ,it is 

necessary for service providers to make trialability more convenient and accessible.  Furthermore, 

the cloud provides should support their clients according to a comprehensive service level 

agreement that assure high quality remote and onsite technical support[18].  That will allow the 

firms to obtain assistance for suspected defects and get valuable answers for task-oriented 
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questions related to the installation and operation of the currently acquired services.  In addition, 

it is essential to maintain a 24/7 responsive support service, and to offer electronic access to the 

provider’s technical support knowledgebase and technical product specialists. 

 

5. RECOMMENDATIONS 

 
Future research could be built on this study by developing different model for each industry other 

than a comprehensive one, because each industry has unique characteristics that can influence the 

adoption of the technological innovations. In addition, this research investigates only the large 

firms which in turn limit the ability to generalize the findings.  Therefore, the future researches 

could investigate the small and medium-sized enterprises (SMEs) in addition to the large ones. In 

order to enhance the data quality in future researches, it is essential to conduct semi-structured 

interview in addition to the survey.  This approach is useful in delving into business-related 

decision analysis and gives the opportunity for the researchers to interact directly with the 

decision-makers to clarify any misleading points related to the data collection instruments.  
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ABSTRACT 

While most studies are concerned with the industry, but for non-profit organizations has not 

received much attention. Various have highlighted KS for creates value, however an obstacle 

from the perspective among employees still exists. The main problem is still difficult because 

employees will not share their knowledge. This study investigated factors and develop that 

influence KS among employees of non-profit organizations in Indonesia. The survey 364 

respondents were used, 325 were returned, and 39 were not returned. Likert and smart PLS to 

confirm construct. This paper conclude factors that helping others, trust, soft reward, and 

personality of employees motivation are factors which influencing the KS behaviour. Finally, 

the findings were discussed. 

KEYWORDS 

Knowledge Management (KM), Knowledge Transfer, Knowledge Performance, Smart PLS, 

Employees Characteristics, Indonesia.  

 

1. INTRODUCTION 

Strategic plan each companies may impacts to progress and setbacks performance of the 

company. This is determined by seriously support from peoples at all level in company. 

Therefore, the maximizing transfer all resources together (employees and knowledge) that 
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possessed must be closely connected with the presence from employees contribution in 

knowledge practice.  

 

Based on the data from the Delphi Research Group that nearly 50% of 100% of organizational 

knowledge stored in the mind of their employees [1].That is to say, in the future the company 

needs to seriously attention for how to capture existing assets in the minds of their employees to 

be shared other employees and to achieve business objectives. 

 

According to [2], knowledge transfer is a process where individual exchange his or her 

knowledge and ideas through discussions to create new knowledge or ideas. For individual 

employees, knowledge transfer is talking to colleagues to help them get something done better, 

more quickly, or more efficiently. Knowledge transfer can helps employees to new understanding 

their jobs and bring personal recognition within the department. Knowledge transfer include 

employee willingness to communicate actively with colleagues (i.e. donate knowledge), and 

actively consult with colleagues to learn from them (i.e. collect knowledge) 

 

However, this is not always easy, because it is still embedded paradigm that tangible assets are 

always given more attention, while the capacity and scientific (intangible assets) actors rarely get 

more servings. In fact, if the long-term of mind-set puts forward that the challenge for 

productivity of all resources can be productively together.  

 

A critical problem regarding the knowledge base in an organization is making employees willing 

to transfer knowledge from an employee to other employees or to the organization. This problem 

arises from the employee himself or the organization climate. An employee may be anxious that 

he will lose his power or value by transfer his knowledge.  

 

Individuals do not always willing to share their knowledge and they may not be willing to share 

as much as the organization would like them to. It is important to understand when people are 

willing to share their knowledge and how an organization can facilitate this type of behaviour 

from both research and practical standpoint.  

 

This is important because it is still crucial to accurately explain the knowledge transfer behaviour 

of individual professional groups [3]. This idea is also in line with suggestions from previous 

studied stating that findings from current studies need to be expanded team and organizational 

level knowledge is influenced by the extent to which knowledge transfer occurs between 

employees [4]-[7].  

 

Therefore, while reciprocation arguably has attracted most attention, the author believe there are 

other reasons that deserve further research attention. Most studies in the literature, relating to all 

aspects of KM, are concerned with the manufacturing industry, and non-profit in particular has 

not received much attention, especially in Indonesia. This study differs essentially from prior 

studies by examining existing factors of knowledge transfer in the context where the employees 

come from different culture in Indonesia’s organizations.  

 

2. LITERATURE REVIEW 

Nowadays, the ability of individuals in organization to share their knowledge within them is 

identifying as one of the critical contributing factors for organizational competitiveness. Due to 

this reason, there is a need to study the factors that influence individual knowledge transfer 

behaviour in organizations. 

 

Knowledge management (KM) is critical to the operation of modern organizations and has 

attracted much attention by the business world since the introduction of the concept by [5], [8]. It 
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can help businesses retain their valuable intangible assets that are keeping in the mind of their 

employees. Particularly, effective knowledge transfer among units of an organization has been 

one of the most important issues of KM. 

 

According to [9], there are two benefits organization gained if the members in organization 

shared their knowledge. Firstly, valuable knowledge can be disseminating effectively and 

efficiently within the organization through the process of knowledge transfer. Secondly, the 

ability of individual knowledge to recognize the value of knowledge, assimilate it, and apply it in 

the commercial end, can be increase by knowledge transfer among individuals of an organization. 

Knowledge transfer offers an organization the potential for increased productivity as well as 

retention of intellectual capital, even after employees leave the organization, which is necessary 

for business that creates value added [10]. 

 

Previous researchers tried to found what the reason why the employee didn’t to share them 

knowledge to other and have noted that firms can successfully promote a knowledge transfer 

culture not only by directly incorporating knowledge in their business strategy, but also by 

changing employee attitudes and behaviours to promote willing and consistent knowledge 

transfer, like mentioned by [11]-[13]. This is a crucial process for an organization to become 

successful. [14]-[16] found that anticipated extrinsic rewards had a negative effect on attitudes 

toward knowledge transfer. Several studies found no relationship between extrinsic motivation 

and knowledge transfer intentions or attitudes toward knowledge transfer [10], [17].  

 

It is important to recognize that employees may decide to share (or not share) knowledge for 

various reasons. For example, as [18] reviewed earlier, research has shown that individuals may 

share knowledge because they enjoy helping others as a result of reciprocation. It is a problem to 

encourage the employees to share their knowledge because the knowledge is with them and is a 

sign of power to them [19]. Achieving effective knowledge transfer practices thus depends on 

individuals’ willingness to put significant effort into the associated social processes [20]. 

 

3. KNOWLEDGE TRANSFER  

 
KM is the process through which organizations generate value from their intellectual and 

knowledge based assets. Defined in this manner, it becomes apparent that KM is concerned with 

the process of identifying, acquiring, distributing and maintaining knowledge that is essential to 

the organization. 

 

The presence of KM concept began to attract attention as a device capable of supporting the 

company in maximizing the knowledge and information at all levels of management to help 

improve the performance of the company [21], [22]. An increasing performance is supported by 

KM practice and find successful implementation requires integration of four pillars, namely 

leadership, learning, organizational structure, and technology. 

 

Knowledge creation phase includes the emergence of knowledge from the origin to the 

development, later stages of development, such as documentation of knowledge, recorder of 

knowledge, transfer of knowledge, and distribution of knowledge. There are two main aspects of 

KM, namely, information management and people management [23]. Viewed from this 

perspective, KM is about information, on one hand, and people, on the other. 

 

Organizations must also consider how to transfer expertise and knowledge from experts who have 

it to novices who need to [24]. The presence of KM concept began as a device capable of 

supporting about how the company should maximize the knowledge and information asset at all 

levels management to help improve performance of the company. 
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Knowledge transfer challenges were caused by the fact that knowledge has become a routine 

process, but the employees are not fully aware of the separate steps taken in the process of 

explicitly expressing knowledge [22]. The fundamental reason why Japanese companies are 

successful, because of their skills and experience was created of organizational knowledge [5]. 

Knowledge creation is achieved through acquiring of synergistic relationship between tacit and 

explicit knowledge. 

 

The process of knowledge integration often encounters barriers i.e. tacit and knowledge that are 

embedded in routines and standalone [25]. Tacit knowledge that exists in system and the 

organization made the implementation knowledge integration to be slow and difficult [13] [5]. 

There is ongoing debate on what is the most important enabler for KM. A number of management 

analysts contend that technology is the most important. Others consider people to be the most 

important in knowledge management and argue that KM initiatives that focus mainly on 

technology can and do often fail. Both are, of course, important to the success of any KM 

systems. But the success of a KM systems depends on many factors, and among the most 

important is the efficient management of people and culture within the organization.  

 

Ways to do this include encouraging communication, offering opportunities to learn, and 

promoting the transfer of appropriate knowledge artefact (KM is an attempt to increase the useful 

knowledge in the organization, among nurture a culture of communication between personnel, 

provide opportunities for learning, and promoting each other to share the knowledge).  

 

4. FRAMEWORK  

 
The research framework (see Fig. 1) is formulated based on selected related research as important 

factors that influence knowledge transfer and performance. These factors of knowledge transfer 

behaviour in the research framework were derived from existing constructs in the knowledge 

transfer and knowledge performance domain [10], [26]–[31]. 

 

Collecting 
Knowledge

Donation  
Knowledge

KNOWLEDGE 

TRANSFER

KNOWLEDGE 

PERFORMANCE

Relevant

Accurate

Complete

Reliable

Timely

Easy to 

Understand

H5

SOFT REWARD

HELPING 

OTHERS

TRUST

PERSONALITY

 
Figure 1. Research Framework 

Six variables were selected to form the six hypotheses highlighted (H1, H2, H3, H4 and H5) in 

the research framework and empirically tested. The following discussion is presented to support 

our hypotheses. 

4.1 Helping Others to Knowledge Transfer  

Knowledge employees may be motivated by relative helping others owing to their desire to help 

others [8] [32]. Helping others as including discretionary behaviours that help specific others with 

organizationally relevant tasks or problems Organ (1998) as cited in [33]. Previous research 
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shows that employees are intrinsically motivated to contribute knowledge because engaging in 

intellectual pursuits and solving problems is challenging or pleasurable, and because they enjoy 

helping others [34].  

4.2 Trust to Knowledge Transfer 

 

Study conducted by [18] examined the impact of trust as a contextual factor and postulated that 

the degree of trust has an impact on collaborative efficiency in the organization. Many previous 

studies [35]–[39] have reported that a high level of trust facilitates knowledge transfer. Thus it 

concludes that high level of interpersonal trust correlate with high levels or willingness to 

knowledge transfer Kalantzis & Cope (2003) as cited in [2]. Many people are willing to share 

their knowledge with others if they feel that the person is honest and can be trusted [40]. 

 
4.3 Soft Reward to Knowledge Transfer 

 
Soft rewards are defined as individuals expectations of achieving implicit outcomes (e.g., 

personal reputation and relationships with significant others) in return for performing knowledge 

transfer behaviour [18], [41], [42]. In addition, soft rewards may make individuals feel implicitly 

controlled or pressured to perform the behaviour due to the implicit consequences related to the 

behaviour, and are thus forms of interjected regulations/moderately controlled motivations [43], 

[44]. The following hypotheses are thus proposed.  

 

4.4 Personality to Knowledge Transfer 

 
The results of multiple regression analysis indicate that personality is the most significant 

predictor of knowledge performance followed by trust and awareness. This is evident when Awad 

& Ghaziri (2004) as cited in [28] suggest factors like personality and attitude; also suggests 

helpingothers in helping others and self-efficacy [33] and identifies motivations, trust and care 

that enable knowledge transfer [45].  
 

4.5 Knowledge Transfer to Knowledge Performance  

 
These two distinct processes are active processes in the sense that one is either engaged in active 

communication with others for the purpose of transferring knowledge, or consulting others in 

order to gain some access to their intellectual capital [46]. Knowledge donating aims to see 

individual knowledge become group and organizational knowledge over time, which in turn 

improves the stock of knowledge available to the firm [47]. However, previous research is still 

limitation discussed about collecting and receiving of knowledge that influence to knowledge 

transfer performance. According to [30] a system can be evaluated in terms of information 

quality. These items are known as main independent factors of the Delone and Maclean IS 

(information systems) success model. Then [48] mentioned that knowledge could be added to the 

information quality of the model as information or knowledge performance for achieving the KM 

success model. The performance of knowledge transfer was examined by the scale adapted from 

[29], [30].  

 

5. RESEARCH METHOD 

 
The data was collected by questionnaires, the data of this study also was taken from the non-profit 

organizations in Indonesia. 
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5.1 Sample and Data  

 
We estimated total of respondents is about 364 respondents from 6 institutions that are willing to 

joint this research. The details are 4 universities and 2 schools in 3 district of Riau Province in 

Indonesia. For respondents in non-profit organization that total questionnaires returned is 325 of 

364 questionnaires that we provided, there are 39 questionnaires were not returned. In this study, 

we used a structured questionnaire consisting of three parts. The first part is the briefly 

introduction about the important of this research. The second part is the demographic information 

about the participants which had seven demographic items including participant current position, 

age, how long participants have been work for company, education level of respondents, gender, 

name and email. The third part of the questionnaire measures based on the constructs in the 

research model, in conjunction with thirty-three main questionnaire items and also the last part of 

the questionnaire is the comment section by respondents for this study. 

 

5.2 Measures  

 
PLS and SPSS were used because its premises are less limiting and the sample size of data was 

relatively small [49]. These items were scored using Likert scale with 5 five-points, which 1 

corresponds to “strongly disagree” and 5 to “strongly agree. We assess knowledge transfer 

behaviour using 8 items adapted from [31], [50]. For motivation and individual characteristics 

measures 15 items were adapted and we divided into four factors groups that helping others with 

4 items, 4 items for trust, reward with 4 items and 3 items for personality adapted based on the 

study [10], [28], [51], [52]. For knowledge transfer performance we assess using 6 items adapted 

from [29], [30], [53] 

 

6. RESULTS  

 
To examine our proposed research model at both individual and organizational levels, the PLS 

technique was used for the data analysis. SmartPLS 3.2 was adopted for measurement validation 

and for testing the structural model based on the data collected from the 325 survey respondents 

in 6 non-profit organizations. Confirmatory factor analysis was performed to examine the validity 

and reliability of the constructs. In addition, a bootstrapping procedure was conducted for the 

significant tests of the research hypotheses.  

 

Based on table 3 that show for male and female were 50.8% and 48.8%, is missing 1.2%. The 

questionnaire survey about job title of respondents were dean / vice dean (1.5%), chairman of 

department (2.8%), head of division (7.7%), staff (49.9%), secretary (0.9%) and staff is the 

biggest number (34.5%). The biggest of responses come from lecturer / teacher is 52.6%.   

 

To assess confidence in their answers, respondents were also asked to indicate how long they had 

worked in their firms. Based on the data SPSS result Table 1, we know that 26.5% of the 

respondents had worked 1-3 years, 16.3% of the respondents had worked 4-6 years, 27.4% of the 

respondents had worked 7-9 years, 9.5% of the respondents had worked 10-12% years, and 

18.8% of the respondents had worked for more than 13 years.  

 

For education level, there is any the respondents of education in S3 (Doctoral) level is 2 

respondents or 0.6% and for S2 (Master) 167 respondents or 51.4%, 20.9% of the respondents are 

S1 (Bachelor) level, 13.8% of the respondents are D3 (Diploma III) level, 11.1% of the 

respondents are Senior High School level, and for elementary school level only 0.6% of the 

respondents.     
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Table 1. Profile of Respondent (N=325) 

Sample Characteristics Frequency % 

Job Title 

Dean / Vice Dean 5 1.5 

Chairman of Department 9 2.8 

Head of Division 25 7.7 

Lecturer / Teacher  171 52.6 

Secretary 3 0.9 

Staff 112 34.5 

Working Year 

1-3 years 86 26.5 

4-6 years 53 16.3 

7-9 years 89 27.4 

10-12 years 31 9.5 

More than 13 years 61 18.8 

Missing  5 1.5 

 S3 2 0.6 

Education Level 

S2 167 51.4 

S1 68 20.9 

D3 45 13.8 

Senior High School 36 11.1 

Elementary School 2 0.6 

Missing 5 1.5 

Gender  

Male 165 50.8 

Female 156 48.8 

Missing 4 1.2 

 

6.1 The Measurement Model 

 
The measurement model was first assessed by CFA. The measurement model was further 

assessed for construct reliability and validity. Computing composite reliability assessed construct 

reliability. The composite reliability for each construct of this study is presented in Table 2. The 

composite reliability values was used to examine reliability shown in table 3, which all of the 

constructs composite reliability was exceed recommended cutoff of 0.7 that indicating a 

commonly acceptable level for confirmatory research [54]. 

 

6.1.1 Convergent Validity: 

 

Convergent validity was evaluated for measurement scales using three criteria suggested by [55]–

[59]. All indicator factor loading should be significant and exceed 0.6, composite reliability 

should exceed 0.7, and average variance extracted (AVE) from each construct should exceed 0.5 

[55]–[59]. 

 
Table 2. Factors loadings and reliability 

Constructs Items Loadings Status CA AVE CR 

Helping 

Others 

HO 1 0.85 Valid 

0.85 0.70 0.90 
HO 2 0.91 Valid 

HO 3 0.90 Valid 

HO 4 0.68 Invalid 

Trust Trs 1 0.74 Valid 

0.79 0.62 0.86 
Trs 2 0.78 Valid 

Trs 3 0.86 Valid 

Trs 4 0.75 Valid 
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Constructs Items Loadings Status CA AVE CR 

Soft Reward Srd 1 0.85 Valid 

0.92 0.80 0.94 
Srd 2 0.92 Valid 

Srd 3 0.90 Valid 

Srd 4 0.90 Valid 

Personality Per 1 0.84 Valid 

0.75 0.66 0.85 Per 2 0.80 Valid 

Per 3 0.80 Valid 

Knowledge 

Transfer 

Col 1 0.77 Valid 

0.84 0.51 0.88 

Col 2 0.80 Valid 

Col 3 0.73 Valid 

Col 4 0.65 Invalid 

Don 1 0.77 Valid 

Don 2 0.70 Valid 

Don 3 0.64 Invalid 

Don 4 0.56 Invalid 

Knowledge 

Performance 

KP 1 0.68 Valid 

0.88 0.62 0.91 

KP 2 0.80 Valid 

KP 3 0.83 Valid 

KP 4 0.87 Valid 

KP 5 0.82 Valid 

KP 6 0.71 Valid 

                Note: CA (Cronbach Alpha), AVE (Average Variance Extracted), CR (Composite Reliability)  

The data collected were subjected to convergent and discriminant validity analysis before the 

final analysis was conducted. Factor loadings, composite reliability and average variance 

extracted were used to assess convergence validity. The loadings for all items exceeded the 

recommended value of 0.7 except items for Don 3 and 4 (knowledge transfer). Composite 

reliability values (see Table 2), which showed the degree to which the items indicated the latent 

construct, ranged from 0.70 (KT) to 0.94 (soft reward), which exceeded the recommended value 

of 0.7 [55]–[59]. The average variance extracted (AVE) was in the range of 0.51, which exceeded 

the recommended value of 0.5 and 0.7 [55]–[59]. 

 

6.1.2 Discriminant Validity 

 
Discriminant validity measure by cross loading [60]. Discriminant validity can be examined by 

comparing the squared correlations between constructs and variance extracted from a construct. 

Table 3 indicating the measure has adequately discriminant validity. 

 
Table 3. Correlation matrix (fornell-larcker) and discriminant validity 

 

Constructs  AL KSB KSQ PE RE TR 

HO 0.84      

KT 0.46 0.71     

KP 0.30 0.61 0.79    

PE 0.34 0.52 0.51 0.81   

SR 0.44 0.48 0.37 0.44 0.89  

TR 0.34 0.43 0.36 0.26 0.36 0.78 

 Note: HO (Helping Others), KS (Knowledge Transfer), KP (Knowledge Performance),  
           PE (Personality), SR (Soft Reward), TR (Trust).   
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6.2 The Model and Hypotheses Results 

 
The results of the structural model analysis are displayed in Figure 2. The structural model links 

the constructs to one another. Analysis of the structural model is the analysis of patterns of 

relationships between variables is an analysis of the hypotheses of the study. Research hypothesis 

is acceptable if a connection variable correlated positively and significantly based on the test 

results of the t-test and path coefficients.  
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SOFT REWARD

HELPING 

OTHERS

TRUST

PERSONALITY

R=0.44 R=0.37

 
Figure 2. Results of structural model. 

To identify the relationship between individual factors and knowledge performance, correlation 

analysis was conducted. Correlation analysis indicates the strength and direction of relationship 

between the independent and dependent variables under studied. The result of correlation analysis 

shows that all the variables are significantly correlated with knowledge transfer behaviour and 

knowledge performance. Based on Table 4 shows that the relationship between variables is 

positive or positively correlated and significant effect (t-statistic has a value greater than 1.96* for 

p-value<0.05, 2.59** for p-value<0.01, and 3.32*** for p-value<0.001 of 325 respondents).  

 
 Table 4. Hypothesis tests based on PLS-SEM based model 

Hypothesis Hypothesis Path Coefficients T-Values P-Values 
Accept /  

Reject 

H1 Helping Others → Knowledge 

Transfer  
0.20 4.29 0.00 Accept*** 

H2 Trust → Knowledge Transfer 0.22 4.91 0.00 Accept*** 

H3 Soft Reward → Knowledge 

Transfer  
0.13 2.68 0.01 Accept** 

H4 Personality → Knowledge 

Transfer 
0.31 5.76 0.00 Accept*** 

H5 Knowledge Transfer → 

Knowledge Performance 
0.61 17.36 0.00 Accept*** 

 

7. DISCUSSION 

The research results also confirm the positive direct effects of trust, helping others, soft rewards 

and personality for knowledge transfer behaviour. We found that knowledge transfer behaviour 

influence to knowledge transfer performance. We measures that knowledge transfer behaviour 

from two sub-factors that donation and collecting knowledge among employees based on [31], 

[50]. Then, for knowledge transfer performance was examined by the scale adapted from [29], 

[30], these items measured by easy to understand, accuracy, completeness, reliability, and 

timeliness. 
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Many previous studies also suggested that helping others among employees is one of the success 

factors of knowledge transfer behaviours. The results of this study showed that helping others 

(H1, coefficient = 0.20, p<0.05), have significant influence on knowledge transfer behaviours. 

Helping others as including discretionary behaviours that help specific others with 

organizationally relevant tasks or problems Organ (1998) as cited in [10]. 

 

Trust among employees is a critical factor that influences knowledge transfer behaviour [35]–

[39]. The results of this study showed that trust (H2, coefficient = 0.22, p<0.05), have significant 

influence on knowledge transfer behaviours. The result also indicates that trust among the 

employees is considered as an important factor that influences employees to share knowledge. 

This suggests that employees may share their knowledge based on trust and irrespective of others 

different cultures, educational level and also job position.  

 

The results of this study showed that soft reward a positive influence on knowledge transfer 

behaviour (H3, coefficient = 0.13, p<0.05). Rewards are defined as individuals expectations of 

achieving implicit outcomes (e.g., personal reputation and relationships with significant others) in 

return for performing knowledge transfer behaviour [18], [41], [42].  

 

Based on the PLS results, is that personality should implement a supportive knowledge transfer 

behaviours. The results of this study showed that personality (H5, coefficient = 0.31, p<0.05), 

have significant influence on knowledge transfer behaviours and also personality is that have a 

higher number of path coefficient among all factors that influence to knowledge transfer 

behaviour.  

 

In this research found is that knowledge transfer behaviour (coefficient = 0.61), have significant 

influence on knowledge performance. Knowledge transfer has two facets, collecting or receiving 

and disseminating or sending knowledge.  

 

8. CONCLUSION  

 
This is important because it is still crucial to accurately explain the knowledge transfer behaviour 

of individual professional groups [3] and also because team and organizational level knowledge is 

influenced by the extent to which knowledge transfer occurs between employees [4]–[7]. For this 

reason, we have provided a research model derived from previous studies to be tested in a non-

profit organization. This would provide helpful guidelines for human resource managers and 

knowledge employees working in today’s growing number of knowledge-intensive organizations.  

As mentioned earlier, this study attempted to fill the gap in the current literature by examining the 

factors that influence knowledge transfer among employees of non-profit organizations. The 

results of this study indicated that helping others, trust, soft reward, and personality have an 

influence on knowledge transfer, and also knowledge transfer behaviour have an influence on 

knowledge performance.  
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