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Preface 
 

The Sixth International Conference on Computer Science, Engineering & Applications (ICCSEA 

2016) was held in Dubai, UAE, during September 24~25, 2016. The Fifth International 

Conference on Signal, Image Processing and Pattern Recognition (SPPR 2016) and The Seventh 

International Conference on Ubiquitous Computing (Ubic 2016) were collocated with the 

ICCSEA-2016. The conferences attracted many local and international delegates, presenting a 

balanced mixture of intellect from the East and from the West.  

 

The goal of this conference series is to bring together researchers and practitioners from academia 

and industry to focus on understanding computer science and information technology and to 

establish new collaborations in these areas. Authors are invited to contribute to the conference by 

submitting articles that illustrate research results, projects, survey work and industrial experiences 

describing significant advances in all areas of computer science and information technology. 

 

The ICCSEA-2016, SPPR-2016, Ubic-2016 Committees rigorously invited submissions for many 

months from researchers, scientists, engineers, students and practitioners related to the relevant 

themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled 

number of internationally recognized top-level researchers. All the submissions underwent a 

strenuous peer review process which comprised expert reviewers. These reviewers were selected 

from a talented pool of Technical Committee members and external reviewers on the basis of 

their expertise. The papers were then reviewed based on their contributions, technical content, 

originality and clarity. The entire process, which includes the submission, review and acceptance 

processes, was done electronically. All these efforts undertaken by the Organizing and Technical 

Committees led to an exciting, rich and a high quality technical conference program, which 

featured high-impact presentations for all attendees to enjoy, appreciate and expand their 

expertise in the latest developments in computer network and communications research. 

In closing, ICCSEA-2016, SPPR-2016, Ubic-2016 brought together researchers, scientists, 

engineers, students and practitioners to exchange and share their experiences, new ideas and 

research results in all aspects of the main workshop themes and tracks, and to discuss the 

practical challenges encountered and the solutions adopted. The book is organized as a collection 

of papers from the ICCSEA-2016, SPPR-2016, Ubic-2016. 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 

the event and that the friendships and collaborations forged will linger and prosper for many 

years to come.  

                                      

Dhinaharan Nagamalai 

                              Jan Zizka 
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ABSTRACT 

 
When a software system evolves, new requirements may be added, existing functionalities 

modified, or some structural change introduced. During such evolution, disorder may be 

introduced, complexity increased or unintended consequences introduced, producing ripple-

effect across the system. JHotDraw (JHD), a well-tested and widely used open source Java-

based graphics framework developed with the best software engineering practice was selected 

as a test suite.   Six versions were profiled and data collected dynamically, from which two 

metrics were derived namely entropy and software maturity index. These metrics were used to 

investigate degradation as the software transitions from one version to another. This study 

observed that entropy tends to decrease as the software evolves. It was also found that a 

software product attains its lowest decrease in entropy at the turning point where its highest 

maturity index is attained, implying a possible correlation between the point of lowest decrease 

in entropy and software maturity index. 

 

KEYWORDS 

 

Software Evolution, Software maintainability and degradation, Change ripple-effect, Change 

Impact, Change Propagation 

 

 

1. INTRODUCTION 

 
After a software system is developed, there is a high possibility that it may undergo some 

evolution due to change in business dynamics, response to environmental change, bug fix 

exercise, improving design, preventive maintenance or intentional modifications for overall 

improvement of the performance of the software system. A small change in an object-oriented 

software system however, may produce major local and nonlocal ripple effects across the 

software system. The goal of software evolution is to explore and study ripple-effects and 

cumulative effects of changes over time; observing whether quality, stability and  extendability of  
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the software are affected as the software system evolves from one version to another. Considering 

the size and complexity of the modern software systems, tracking and discovering parts of the 

software impacted, risks associated with change, and consequences of a change cannot be 

overemphasized. 

 

When used properly, change impact assessment can help in managing and assessing software 

maintenance risks, thereby providing guidelines for effective software evolution implementation. 

This project investigated six versions of JHotDraw, a widely used open-source Java graphics 

framework as a test suite. The novel idea about this project is that while similar research efforts 

used static data collection methods, this project applied dynamic data collection methods on the 

test suite software under study. 

 

According to [1], software maintenance includes corrective, adaptive and perfective maintenance 

enhancements which are technically not a part of software maintenance but, being a post-release 

activity.   

 

Identifying potential consequences of a change or estimating what needs to be modified to 

accomplish a change may be a daunting task. According to [2] when a software system undergoes 

modifications, enhancements and continuous change, the complexity of software system 

eventually increases, with a possibility that some level of disorder may be introduced, making the 

software system becoming disorganized as it grows, thereby losing its original design structure. 

Considering the size and complexity of the modern software systems, tracking the effect of the 

change, understanding change impact and what parts of the software are affected and possible 

risks associated with a proposed change and potential consequences (side-effects) of a change 

cannot be overemphasized. When used properly and effectively, software change impact 

assessment can proactively provide a means of managing software maintenance risks and help 

guide the implementation of the software change. 

 

On the issue of measuring software degradation, [3 and 4] suggest the use of entropy as an 

effective measure, and opined that software declines in quality, maintainability, and 

understandability as it goes through its lifetime.  This paper sets out to study six consecutive 

versions of JHotDraw, a matured and well-structured open source graphics software framework 

that has been widely used in many research projects as test subject software.  Each of the test 

versions was subjected to dynamic profiling and tracing routine that collected data from which 

Shannon entropy and software maturity index were derived.   

 

The goal was to observe the entropy level change, and whether there is any correlation between 

entropy and software maturity index as the software system evolves from one version to another. 

 

2. RELEVANCE 

 
According to [5], the two most common meanings of software maintenance include defect repairs 

and enhancements or adding new features to existing software applications. Another view 

expressed by [5] also opined that the word “maintenance” is surprisingly ambiguous in a software 

context and that in normal usage it can span some twenty-one forms of modification to existing 

applications. 
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According to [6], almost 50% of software life cycle cost is attributed to maintenance; and yet, 

relatively very little is known about the software maintenance process and the factors that 

influence its cost. Considering the cost magnitude associated with maintenance and the ever-

increasing size and sophistication of modern day software systems; it is then clear that software 

maintenance cost decisions and associated evolution risks cannot be taken lightly. 

 

3. RELATED STUDIES 
 

In a software evolution research, [7], analyzed change of software complexity and size during 

software evolution process, and discussed the characteristics related to the Lehman's Second Law 

(Lehman et al., 1997), which deals with complexity in the evolution of large software systems 

and suggests the need for reducing complexity that increases, as new features are added to the 

system during maintenance activities. Also, [7] opined that addition of features leads to the 

change of basic software characteristics (such as complexity/entropy) in the system. Their paper 

used this change as a means to determine different stages of evolution of a software system, 

proposing a software evolution visualization method called Evolution curve (or E-curve). 

 

Discussing software maintenance consequences, [5] also observed that in every industry, 

maintenance tends to require more personnel than those building new products. For the software 

industry, the number of personnel required to perform maintenance is unusually large and may 

top 75% of all technical software workers. The main reasons for the high maintenance efforts in 

the software industry are the intrinsic difficulties of working with aging software, and the 

growing impact of mass updates. In an empirical study conducted by [8], thirteen versions of 

JHotDraw and 16 versions of Rhino released over the period of ten years were studied, where 

Object-Oriented metrics were measured and analyzed. The observed changes and the 

applicability of Lehman’s Laws of Software Evolution on Object Oriented software systems were 

tested and compared. 

 

In a research paper, [9] presented how graph-based characterization can be used to capture 

software system evolution and facilitate development that helps estimate bug severity, prioritize 

refactoring efforts, and predict defect-prone releases.  Also, [10] presented a set of approaches to 

address some problems in high-confidence software evolution. In particular, a history-based 

matching approach was presented to identify a set of transformation rules between different APIs 

to support framework evolution, and a transformation language to support automatic 

transformation. 

 

In another paper, [11] compared software evolution to other kinds of evolutions from science and 

social sciences, and examined the forces that shape change, and discussed the changing nature of 

software in general as it relates to evolution, and proposed open challenges and future directions 

for software evolution research. From software evolution point of view, [12]  described how and 

when the software evolution laws, and the software evolution field, evolved, and  also addressed 

the current state of affairs about the validity of the laws, how they are perceived by the research 

community and the developments and challenges that are likely to occur in the coming years. 

 

In contrast, this paper focuses on measuring software degradation in the evolution of six versions 

of a large-scale open-source software system with a special focus on investigating the 

introduction of disorder and observing the software maturity level as the software system evolves 

from one version to another. 
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4. METHODOLOGY  
 

In order to explore and investigate the effect of change and its impact on the amount of disorder 

introduced as a software system evolves from one version to another, this study considers six 

versions of JHotDraw (JHD) as a test suite. These six versions were produced in a period of 

about five years (2006 to 2011), reflecting its natural evolution as new requirements were added, 

existing functionalities modified or enhanced, and some were deleted.  

 

4.1 Test Program (JHotDraw) 
 

JHotDraw is a very popular, mature and well documented widely used open-source Java-based 

graphics framework that has been used extensively in many software engineering research 

projects as a test suite. This framework provides a skeleton for developing highly structured 

drawing editors and production of document-oriented applications. The framework is known to 

be heavily loaded with numerous design patterns, developed based on the solid object-oriented 

principles, and based on the best software engineering practices. 

 

To justify using the six different versions of JHotDraw in this research, we referred to some 

authors who have used them previously; this includes [7] and [8] where they recommended the 

use of JHotDraw as an Aspect Mining validation benchmark. Also, [13] and [14] used JHotDraw 

as a benchmark test suite in their research work. In addition, [8] used JHD as one of the test suites 

in his project. 

 

Since JHotDraw is a mature and widely used test software programs, this research project also 

adopted it as a test program.  It should be noted that, although there are ten documented versions 

of JHotDraw, seven versions are considered in this research study because the difference between 

earlier versions (7.0.6 and 7.07) is minimal as explained by [7]. To help us understand the 

chronological nature of the test program and its various versions, some characteristics details are 

presented in table 1 below: 

 
Table I. Characteristics of the six versions of JHotDraw 

 

Versions Release Date Size 

(MB) 

LOC No. 

Classes 

NOM No. of 

Attributes 

Version 7.0.9 6/21/2007 11.2 52,913 487 4,234 1090 

Version 7.1 3/8/2008 27.6 53,753 485 2,800 1087 

Version 7.2 5/9/2008 22.6 71,675 621 5,486 1479 

Version 7.3.1 10/18/2009 22.7 73,361 638 5,627 1516 

Version 7.4.1 1/16/2010 22.6 72,933 639 5,582 1455 

Version 7.5.1 1/8/2010 23.3 79,275 669 5,845 1599 

Version 7.6 6/1/2011 23.5 80,169 672 5,885 1606 

 

 

Seven different versions of JHotDraw are evaluated and tested (see table 1). Each of the versions 

of JHotDraw) were dynamically profiled and traced through the use of AspectJ run-timed weaver.  

(AspectJ runtime weaver is discussed in section 4.2). In order to maximize code coverage, forty-

six of the major functionalities of each of the JHD applet versions were exercised as they execute. 

The granularity level adopted in targeting the various test program artifacts for data collection in 

this project is at the method level, rather than at class level.  
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One of the reasons for the choice is that methods in Object Oriented programming represent a 

modular unit by which programmers attribute well-defined abstraction of ideas and concepts. 

[15], defined methods in object-oriented paradigm as self-contained units where distinct tasks are 

defined, and where implementation details reside, making software reusability possible. 

According to [16], methods are less complex than classes, are easier to compare, and provide 

significant coverage and easy distinction, and have a high probability of informal reuse. [17] 

Observed that all known dynamic Aspect Mining techniques are structural and behavioral and 

work at method granularity level. 

 

Event traces were dynamically collected as the test software versions were executed, with the 

AspectJ runtime weaver seamlessly running in the background.  The runtime weaver has the 

capability to dynamically insert probes at selected points in the target test software (in this case 

class methods) at specify   points known as (joinpoints), where all method executions were traced 

and data collected. In this project, we are interested in the sequence and frequency of calls, rather 

than method fan-in and fan-out.  Frequency counts for each method calls were tallied, from which 

probabilities of method invocation were calculated and assigned. 

 

Note that, since methods with the same name in different classes may be counted as one and the 

same, we left the class prefix along with method names to make sure that such methods are 

counted distinctly and correctly.  Note also that duplicate method calls were left intact in the data 

collected, since removing such duplicate calls will distort the frequency counts of the method 

invocations. 

 

The assigned probabilities represent the probability that such code units will be invoked as the 

system is run. It is from this frequency count that the entropy is calculated as the software 

changes from one version to another.  The other metric used was software maturity index (SMI); 

this was derived from the static data collected from documentations produced by [15].  

Explanation on how these two metrics are used are discussed in the next few pages. 

 

4.2 Dynamic Data Collection tool (AspectJ Weaver) 
  

AspectJ runtime weaver allows probes to be inserted at specific points of interest statically or 

dynamically when the software source code to be profiled executes. Code that allows observing 

tracing or changing the software source code is weaved according to the required action specified 

in what is called (pointcut).  The weaved/inserted code logs the behaviors of the test software, 

track its actions based on the given behavior specified by pointcut; in our case, tracing and 

profiling each of the methods in our test software system as they are executed or invoked.  

AspectJ runtime weaver can be used to seamlessly and dynamically collect data on the test 

software as it executes. 

 

The weaver evaluates the pointcut expressions and determines the (joinpoints) where code from 

the aspects is added. This may happen dynamically at runtime or statically at compile time.  The 

runtime weaver then creates a combined source by weaving the source code of the aspects into 

the sources of the program under investigation. The generated program code is then compiled 

with the compiler of the component language, which is Java in our case. 
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Figure 1. Example of how AspectJ Weaver works 

 

 

4.3 Metrics derived from collected data 
  

To assess, evaluate and study the nature of the test software as it evolves from one version to 

another, two software metrics were considered in this research project.  Included are the 

Shannon's Entropy and Software maturity Index (SMI). These metrics were derived from the 

datum collected as the test programs run. 

 

4.3.1 Shannon's Entropy 
 

Within the context of software evolution, entropy can be thought of as the tendency for a 

software system that undergoes continuous change eventually become more complex and 

disorganized as it grows over time, thereby becoming more difficult and costly to maintain. 

 

One of the metrics derived in this project is Entropy, with this metric; we will be able to find a 

way to assess whether the test software versions get degraded as they evolve from one version to 

another.  According to [4], when investigating and studying the effect of a change in a software 

system, Shannon’s equation may be better than complexity averaging.  According to [1], in 

addition to measuring disorder introduced into software evolution, entropy also provides a 

measure of the complexity of the software system.  [3], [20] stated that entropy can anecdotally 

be defined to mean that software declines in quality, maintainability, and understandability 

through its lifetime. For effective measurement and assessment of software degradation, [4] 

recommended the use of entropy for the study of software degradation.  

 

Many  variations  of  Shannon’s  entropy  formula  is  presented  in  academic  papers,  but the  

generalized Shannon’s entropy formula is expected as follows :  

 

 
Where 

 

H = System Complexity Entropy, 
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pi = Probability that method mi in test software is invoked 

i = Integer value 1, 2…j, representing each of the categories considered 

 

Note that the negative sign in the equation is introduced to cancel the negative sign induced by 

taking the log of a number less than 1. 

 

As explained earlier in the introduction section, the entropy probability in this project is derived 

based on the method invocation frequency counts collected when the different versions of the test 

programs are executed and exercised. As an example of how entropy is derived in this project, 

consider the example of a software system S with three classes C1, C2, C3. Methods (m11, m21) 

are contained in C1, methods (m12, m22, m32) contained in C2, and (m13, m23, m33, m43, m53) 

contained in C3. The numbers shown beside class methods are representations of the frequency of 

method invocations when the test software was exercised. 

  

 

Figure 2. Example of method invocation from three different classes in (software S) 

 

Based on the given example of the three classes and the associated method invocations shown in 

figure 2 above, we can construct probability required for the calculation of the entropies for all 

methods in the software being tested as shown in table 2 below 

 
Table II.  Example of calculation of probability of method invocation. 

 

Classes Invoked Methods Invocation Frequency Invocation Probability 

C1 m1C1 

m2C1 

8 

12 

0.1231 

0.1846 

C2 m1C2 

m2C2 

m3C2 

10 

3 

5 

0.1538 

0.0462 

0.0765 

C3 m1C3 

m2C3 

m3C3 

m4C3 

m5C3 

4 

3 

4 

9 

7 

0.0615 

0.0462 

0.0615 

0.1385 

0.1077 

  Total             65 0.9696 

 

Figure 3 below shows a graph of chronological change of JHD entropy values from one version 

to another.  To construct the graphs displayed in figure 3, entropy calculated for a version was 

compared to the previous one.  As depicted, it should be noted that initially, the entropy remains 
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stubbornly the same, but at a later stage, the entropy dropped consistently as the test software 

versions transition from one version to another. 

 

 
 

Figure 3 Entropy graph Version to Version 

 

The graph shown in figure 3a is for the initial version of JHD (version 7.0.1) before any change is 

made. The subsequent figures (3b through 3f) are a superimposition of entropy values 

representing transitions from one version to another (two versions at a time). From these graphs, 

a gradual decrease in entropy values can be observed.  The high spikes in the middle of each 

graph are indications of changes reused packets and other add-in modules have undergone 

throughout the transitional evolution of the test software system. 
 

4.3.2 Software Maturity Index (SMI) 
 

When discussing software maturity, [6] defined Software Maturity Index (SMI) as a metric that 

provides an indication of the stability of a software product (based on changes that occur for each 

release of the product). The software maturity index is computed in the following manner: 
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SMI = [MT- (Fa+ Fc+ Fd)]/MT 

Where, 

MT= number of modules in the current release 

Fc= number of modules in the current release that have been changed 

Fa= number of modules in the current release that have been added 

Fd= number of modules from the preceding release that were deleted in current release 

Software maturity index (SMI) is especially used for assessing release readiness when changes, 

additions or deletions are made to an existing software system. An observation made by [6] 

emphasized that, as SMI approaches 1.0, the product begins to stabilize. SMI may also be used as 

metric for planning software maintenance activities. The mean time to produce a release of a 

software product can be correlated with SMI, and empirical models for maintenance effort can be 

developed. In this project, this metric was derived from the chronology of JHotDraw 

Updates/Additions/Deletions documented and presented by [5].  In this project, the calculation of 

SMI is based on the package rather than at class or method granularity levels. 

 
Table 3. Data for Software maturity index calculation 

 

From Version to Version No. Of 

Package

s 

Packages 

Added 

Packages 

Changed 

Packages 

Deleted 

Calculated 

(SMI) 

JHD-V7.1 to JHS-V7.2 46 8 24 0 0.30 

JHD-V7.2  to JHS-V7.3.1 46 0 23 0 0.50 

JHD-V7.3.1 to JHS-V7.4.1 44 6 0 2 0.81 

JHD-V7.4.1 to JHS-V7.5.1 46 3 6 0 0.80 

JHD-V7.5.1 to JHS-V7.6 45 1 7 1 0.80 

 

From archive data obtained from [18] and [19], a summary of all addition, changes, and deletions 

made to JHD versions 7.1 through version 7.6 were used to calculate the software maturity index 

as shown in table 3 above.  Also, from this data, the SMI graph is drawn and displayed in figure 4 

below.  From this graph, it will be seen that the Maturity Index (MI) increases and then levels off 

as the optimal level of 0.8 is reached, starting from the evolution transition point (V7.3.1 to 

V7.4.4), stagnating all the way through (V7.6). 

 

 
Figure 4 Inter-version Maturity Index 
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To further view the nature of the JHD evolution and the attained maturity pictorially, the SMI is 

calculated from the collected transition data for all versions and graphed as shown in figure 5 

below. 

 

 
 

Figure 5. Entropy Values for all 6 versions of JHD 

 

5. ANALYSIS OF RESULTS 
 

On close observation, it will be noted that all versions started with high entropy values, but as 

soon as the software transitions from JHD7.31 to JHD7.4.1, the entropy starts to drop and then 

stays consistently at a lower level.  If we observe figure 4 above, we can also see that JHD 

attained its maturity during the transition from JHD 7.3.1 to V.7.4.1.  According to [6], a software 

product reaches its maturity when software maturity index approaches 1.  From both figure 6 and 

7, we can theorize that in well-designed software that is based on best practices such as 

JHotDraw, the maturity level is reached at the turning point at which observed entropy starts to 

decrease.  To allow us to visualize the adjustments JHD went through as it transitions and 

matures.  The chart shown in figure 6 are constructed from data extracted from table 1. 

 

 
Figure 6. Blown-up Pie Chart for all the six Versions of JHD 
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It can be seen from the blown-up pie chart shown in figure 6 above that, when initially 

transitioning from (version 7.09 to 7.1 and from version 7.1 to 7.2), the pie parts in this transition 

did not align up properly with the outer pie pieces; however, as JHD evolves and transitions 

(clockwise), the pie pieces started to form perfect alliance with their respective outer pieces, 

indicating that maturity level has been attained, and the SMI remaining constant at 0.8 for 

(Version 7.4.1, Version 7.5.1 and the final Version 7.6). 

 

When this observation is compared with the values of maturity index calculated from the static 

data collection, (see graph in figure 4 above), there is a correlation between the two results, in the 

sense that the expected maturity level is attained when JHD transitioned from (version 7.4.1 to 

7.51); which is the point at which lowest entropy was reached and the highest software maturity 

index was attained.  Another important observation is that, when JHD version transition static 

data (size, the number of classes, the number of methods and number of attributes) were graphed 

as shown in figure 7 below, it was observed that the number of methods  consistently decreases 

as the software evolves and transitions from one version to another. 

 

 
 

Figure 7. Correlation Between software size, number of classes, methods, and attributes 

 

6. CONCLUSION 
  

When a software system evolves and transitions from one version to another, it is expected that 

the new version will outperform the previous one and that the new version is better structurally 

containing fewer defects; however, this may not be the case, as new unintended consequences 

may be introduced, structure may be degraded and a measure of degradation and disorder may be 

introduced.  This study is a first step towards investigating the behavior of a large-scale matured 

software system with a view to learn some lessons that can be used as a guideline in design, 

development, and management of new and existing software systems.  In this work, it was 

consistently observed that JHD software components (classes, methods, and packages) that have 

undergone change or modifications in JHD evolution tend to generate higher entropy values than 

those with little or no unchanged; which is in line with an observation by [21] that, the most 

frequently invoked classes/methods in object-oriented software system are the ones that have the 

highest possibilities of being changed or modified.  It is also observed that the entropy values 

consistently decreases as the software system evolves from one version to another, indicating that 

the software system was moving towards its optimal maturity level.  
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When JHD evolved few versions away from the last version, it is observed that the maximum 

maturity index attained was (0.8), confirming the statement made by [6] that, a software product 

reaches its optimal maturity level when its maturity index approaches the value of 1.0.  In this 

research, when the optimal value of 0.8 SMI was reached, the entropy value remains stagnant 

with little or no change. Also, it was at this turning point that the JHD entropy level tends 

towards its lowest level, implying a possible correlation or connection between SMI and decrease 

in entropy, (i.e. decrease in degradation or disorder). In future efforts, we intend to study large-

scale, middle-size and small-size object-oriented software systems that have gone through many 

versions with a view to finding some other hints that may generally be used as a maturity 

indicator, and a decision guideline for release readiness of software systems. 
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ABSTRACT 

 

There are various definitions, view and explanations about Semantic Web, its usage and its 

underlying architecture. However, the various flavours of explanations seem to have swayed 

way off-topic to the real purpose of Semantic Web. In this paper, we try to review the literature 

of Semantic Web based on the original views of the pioneers of Semantic Web which includes, 

Sir Tim Berners-Lee, Dean Allemang, Ora Lassila and James Hendler. Understanding the 

vision of the pioneers of any technology is cornerstone to the development. We have broken 

down Semantic Web into two approaches which allows us to reason with why Semantic Web is 

not mainstream. 
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1. INTRODUCTION 

 
This “The power of the Web is in its universality. Access by everyone regardless of disability is 

an essential aspect.” – Sir Tim Berners-Lee (Inventor of the World Wide Web) [1] 

 

The World Wide Web (WWW) was created by Sir Tim Berners-Lee with the vision of 

connecting people. It didn’t take long for WWW to become a global phenomenon and become 

the backbone for communication on a global level. So much information has been uploaded on 

the Web that, information could be found just about anything on the Web. This phenomenon kept 

on growing and essentially the Web has become the brain of planet Earth. [2] There is 

approximately 100 petabytes of data available on the Internet.  [3] 

 

How can you find the right information about a particular topic from this vast ocean of data 

depends on who wants to find the right information, whether it is a human being or a machine. 

Search engines have become so important because it helps us retrieve various information about a 

particular topic. But human beings are capable to compare the different webpages and make an 

informed choice because, we understand the ‘meaning of the information’. 
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The existing Web does provide a fair degree of aid for machines to find information. But 

definitely that’s not enough to find the right information. Currently the extent of the capability of 

machines are to find the information based on a keyword match and its variants. But machines for 

a fact do not understand the meaning of those keywords. Many Artificial Intelligence researchers 

believe that Machine Learning is the key to unlocking machine understanding. However, 

Machine Learning is hugely based on mathematical equations and statistical analysis. It is 

computationally very costly even to perform the smallest of tasks, like identifying an image.  [4] 

 

“If I have a virtual personal assistant and have somebody who is helping me do my shopping, you 

are essentially selling to the machine or my agent. Suddenly, that means you need to be good at 

data. It means that you need to make sure that you have all your products and all the scripts are 

described in the data that the machine understands.” – Sir Tim Berners-Lee [5] 

 

Sir Tim Berners-Lee believes that this is only possible with the adoption of the ‘Semantic Web’.  

 

Semantic Web is the evolution of the WWW due to the enhancement in other parallel 

technologies like pervasive computing, sentient computing, internet of things, artificial 

intelligence etc. Semantic Web tries to classify the data based on different topics and assign 

meaning to it. This would in turn not only aid in better human understanding, but also in 

enhancing the understanding of the machines. Truly the power of WWW can become an 

extension of the human mind’s capacity at this point. 

 

Even though the importance of Semantic Web has been stressed upon by various technology 

futurists and other respected personalities within the technology world, nothing disruptive has 

been happening towards this area.  [6] [7] 

 

There are tasks and processes which human beings are far superior to computer and vice-versa. 

Semantic Web would enable machines and humans to cooperatively perform tasks, which would 

utilize the strength of both realms and provide with a better result.  

 

If machines are able to find commonalities and anomalies among various ontologies, they would 

be able to create a knowledge base that would really enhance the understanding of the machines. 

And if machines understand better, then humans would be able to delegate a lot of tasks that a 

machine could do better and faster. The real essence of ‘Co-computing’ would become a reality 

by the use Semantic Web. 

 

2. STRUCTURE OF THE REPORT 

 
The introduction section above, threw light on setting the tone at which the pioneers looked upon 

at Semantic Web and how do this technology fit in to the realm of the machines. 

 

The section below, deals with the Literature Review, where we explain the basic concepts and 

terminologies of Semantic Web briefly as per the descriptions and explanations of the pioneers. 

Finally, we explain few criticisms that Semantic Web faces and what are the replies provided by 

the creators of Semantic Web. 

 

Finally, we conclude the paper by summarizing the essence of the vision of the creators of 

Semantic Web and what would be a good start to refresh the perspective about Semantic Web. 
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3. RELATED WORKS 

 
There is a lot of literature review that has been done on Semantic Web, but very few work has 

been done reiterating the idea behind Semantic Web from the pioneers’ perspective. The real 

essence of where and why Semantic Web should be used has really deviated. The introduction 

was a snapshot of the vision of what Semantic Web should be doing. On these lines, Janev and 

Vrane has spoken about few concepts of what Semantic Web can do and also done a survey on 

the existing tools and languages available to achieve it [28]. But they are focusing on the 

constraints of Semantic Web in general and not particular to the bigger role that Semantic Web 

should be playing. 

 

Guns Raf has done another analysis on tracing back the origins of Semantic Web [29]. He tried to 

counter debate the criticism of Semantic Web just being Web. They have traced back Semantic 

Web origins back to early concepts of Artificial Intelligence. This would prove to be in alignment 

with the concepts of how Semantic Web can be used according to Sir Tim Berners-Lee.  

 

Benslimane et al. discuss the importance of how Semantic Web can become important for 

machines if there is proper method to structure existing data into Semantic format using RDF and 

OWL [30]. This is again an outcome of Semantic Web’s real use.  

 

We will try to explain the literature that is available to understand Semantic Web in its real 

essence in the following section. 

 

4. LITERATURE REVIEW 
 

4.1 From Web to Semantic Web 

 
Most people thought WWW wouldn’t become successful as there a lot of problems like, who will 

upload the data, who will manage it, who will fix the issues etc. But the widespread adoption of 

WWW has been on a planetary level and just about everything has a webpage for it.  

 

The Web infrastructure currently is a distributed network of interlinked webpages with Unique 

Resource Locators. This helps to categorize webpages of a particular niche and identify them. 

The idea of Semantic Web is to push the very same infrastructure, where the linking of resources 

is on the data level. Semantic Web is based on the idea of Smart Data [9]. 

 

 
 

Figure 1: From Web to Semantic Web. 

 

Smart Data is interlinked data that allows not only humans to use the information, but machines 

too. Even if each entity of the data is held by individual organization, since they are all 

interlinked, it could make more meaning [10]. Sir Tim Berners-Lee believed that when 

interlinked data could also have the property of self-description, it would lead to Semantic Web. 
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Some of the features of Semantic Web are to be compared with how the Web itself was 

developed to understand it better: 

 

• The voice – WWW took off to a flying start because anyone was able to say anything 

about any topic (AAA slogan). There could be hundreds of opinions about a particular 

topic and it is up to the reader to make a decision. This is one of the striking phenomenon 

that led to WWW becoming a global endeavor. But this also resulted in the Web 

becoming a place full of information but hard to find out the “right information”. 

Semantic Web needs to allow the same heterogeneity of data, but at the same time have a 

small model to start off the discussion on any topic. For this purpose, RDF was created 

which helps to link data [9].  

 

• Content creators – The most resounding question to the proposition of the Web was “who 

is going to create pages?” The answer to this question was that “everyone would create 

content”. It proved to be true against the speculation of the skeptics, and to even the 

proponents of the Web. The same concept needs to be borrowed for Semantic Web. 

  The web already proved to us that content wouldn’t be a problem and it will eventually 

 be populated. The same goes for Semantic Web. The Web grew because of the ‘network 

 effect’. Crowd sourced contents like Wikipedia and IMDB made their entry and grew 

 into massive sources of information [9]. 

 

• The users – The Web was meant for humans to share information with one another. 

Semantic Web has another user – “Machines”. One of the major reasons as to why the 

importance of Semantic Web is increasing is the evolution of Pervasive Computing and 

Internet of Things. The estimated increase of the number of devices are exponential [7]. 

This means only one thing – “More Data”. If all this data would have been linked to each 

other, the potential of this data would be massive [9]. 

 

4.2 Semantic Modelling 

 
If we adopt the main three principles of the Web for Semantic Web and create non-unique 

naming, it creates an environment which will allow Semantic Web to grow like a network effect 

and become a global phenomenon. But a problem still persists; how to find the right plant within 

a forest? 

 

Finding the right information whether it is linked or non-linked is of utmost importance. 

Especially Semantic Web is intended for machines too. Humans have the capacity to reason and 

analyze the ‘right information’. But even for humans it would be time consuming to find the 

correct information from huge collection of data [4]. 

 

Even we human beings create an abstraction of information that we come across and then 

transform it into knowledge. This process of abstraction and the quality of this process is 

cornerstone to our understanding of a topic. If we are to instil this sort of mechanism to a 

machine, it is important that there is a model followed. 

 

Modelling is the process of organizing the information. This solves the problem of finding the 

‘right information’ to a great level of accuracy and further provides: 
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• A framework for human communication. 

• Meaning for explaining conclusions. 

• Structure for mediating various viewpoints. 

If the information is categorized and modelled, it is easier to find the right information. This 

simple principle is the very reason as to why we have markup languages and frameworks like 

RDF, OWL etc. They provide a mechanism to model the data and provide semantics [9]. 

 
4.3 Resource Description Framework (RDF) 
 

According to W3C “RDF is a standard model for data interchange on the Web. RDF has features 

that facilitate data merging even if the underlying schemas differ, and it specifically supports the 

evolution of schemas over time without requiring all the data consumers to be changed.” [11] 

 

• An RDF is generally expressed using something known as a triple which is the most 

basic unit of information. 

 

• A triple contains a subject, a predicate and an object. 

 

• Namespaces are provided to solve the problem on ambiguity in RDF [12]. 

 

A simple instance of an RDF document is shown below: 

 

 
Figure 2: An RDF representation of a fact [13]. 

 

The idea of this simple unit of information is that it could be expressed in various formats that 

could be easily read by machines. The RDFS (RDF Schema) is used for describing the properties 

and classes of an RDF document. RDFS acts similar to the function of metadata for RDF. 

 

The instance of the triple in the figure is shown in XML and JSON below: 

 

 
 

Figure 3: RDF in XML [13]. 
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Figure 4: RDF in JSON [13]. 

 

4.4 Web Ontology Language (OWL) 
 

Web Ontology Language (OWL) is another standard from the W3C Consortium to aid in the 

progress of Semantic Web. 

 

OWL provides greater machine interpretations by providing additional vocabulary along with 

other semantics. OWL adds more vocabulary to describe the RDFS (RDF Schema). This concept 

is the fundamental idea behind the improvement of machine understandability by the use of OWL 

[14]. 

 

OWL was categorized into three sublanguages to fit the need of the users: 

 

OWL Lite – A simple sublanguage that provides classification hierarchy and constraints. The 

cardinality can only be values of 0 or 1, thereby restricting and shrinking down the complexities 

of relations. 

 

OWL DL – The DL stands for ‘Description Logics’, which is one of the foundational areas for 

the creation of OWL. OWL DL is for users who wants to achieve the full expressiveness of a 

topic while ensuring that the computation will finish on a finite set of time. 

 

OWL Full – OWL Full is for users who needs to traverse the entire hierarchy of a subject to its 

root and even the metadata of the root. It has no computational guarantee as it is quite 

understandable that this process could be really complex. However, OWL Full pushes to create 

all the possible meaning of an RDF class [14]. 

 

4.5 Ontology 
 

An ontology doesn’t have a formally accepted definition. However, a vocabulary and ontology is 

often used with the same meaning. An ontology can be defined as a set of URIs that makes up 

meaning for a particular topic [15]. 

 

The units that make up an ontology would be a set of RDF along with OWL. There are various 

ontologies that has been created and frequently used. However most of the ontologies are created 

by humans and machines have little to no say in this matter. 
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Examples of few ontologies:  

 

Dublin Core – They have an ontology for metadata of data. Their ontology set includes classes, 

properties, vocabulary encoding schemes, syntax encoding schemes and collections [16]. All of 

them have several set of RDFs explaining what the data is about. 

 

Dbpedia – “It is a crowd-sourced community effort to extract structured information from 

Wikipedia and make this information available on the Web. Dbpedia allows you to ask 

sophisticated queries against Wikipedia, and to link the different data sets on the Web to 

Wikipedia data. Furthermore, it might inspire new mechanisms for navigating, linking, and 

improving the encyclopedia itself.” [17] 

 

The above quotation is the official description of Dbpedia from its authors. It would be fair to say 

that Dbpedia is a Semantic Web version of Wikipedia. The Dbpedia ontology is massive and has 

4.2 million instances of objects which include things, person, place, work, organization, and 

species. This massive amount of data is structured using RDF and OWL. Some of them are 

linked to other linked-data sources turning Dbpedia into the nucleus of Web of Data as mentioned 

[18]. 

 

There are various other examples of ontologies like FOAF, Good Relations, Music Ontology etc. 

[15] Now all these ontologies need to be stored somewhere and for that purpose we have Triple 

Stores. 

 

4.6 Triple Store 
 

A Triple Store is a specific kind of database store for storing and retrieving triples. They are 

stored in the format of subject, predicate and object. For instance, “Alice knows Bob”, “Alice is 

15” etc. They are custom built for the purpose of Semantic Web and Linked Data. Similar to any 

database, the information is retrieved via a query language. A Triple Store has the ability to 

import and export the required information in RDF format as well [19]. 

 

There are a lot of different variants of Triple Stores, some of them are created from scratch and 

some of them are built on-top of existing SQL and NoSQL databases. Triple Stores are often also 

called as RDF stores [20]. 

 

Few examples of Triple Stores are: 

 

Virtuoso – It is a middleware that supports traditional Relation Database Management Systems 

(RDBMS) and also has specialized support for RDF document storage and retrieval. It supports 

multiple protocols and uses a single multi-threaded process. It is also known as Openlink 

Virtuoso. It provides a SPARQL end point like all the Triple Stores. Virtuoso is well known for 

its performance in holding huge datasets. For instance, Dbpedia is hosted on a Virtuoso Triple 

Store [21]. 

 

Fuseki – It is a sub project from Apache Jena. It provides an RDF server that can be a Triple 

Store, which can be administered and managed via REST protocols. It can run as a service on a 

remote machine, a WAR (Java Web application file) or as a standalone server. Fuseki supports 
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SPARQL 1.1 and also has added in logging support to keep a close watch of what happens on the 

triple store. 

 

Fuseki’s latest version v2, provides security through Apache Shiro. It adds cryptography and 

session management to Fuseki [22]. 

 

These Triple Stores have an endpoint for SPARQL to query the RDF documents. 

 

There has been a lot of study conducted to find the most optimal Triple Stores. A comparison 

done between Apache Fuseki, Blazegraph, Sesame and Virtuoso is shown in Table 2. 

 
Table 1: Comparison of Triple Stores [26] 

 

Name License Deployment Language 

Apache Fuseki Apache License 2 Standalone or WAR Java 

Blazegraph GPLv2 or commercial Standalone or WAR Java 

Sesame BSD WAR Java 

Virtuoso GPL Native C 

 

A performance benchmarking was done by Vladimir Mironov et al. of various Triple Stores. The 

findings were also a positive addition to the selection of Fuseki  [27]. 

 

Figure 5: Average Response Time of various Triple Stores [27] 

 

Apache Fuseki is based on Jena TDB and currently only known as Fuseki. So it is evident from 

the conclusion of the study (See Figure 8), that Fuseki is a winner in case of average response 

time of queries. 

 

4.7 SPARQL 
 

SPARQL is another W3C standard in the category for Semantic Web. It is a query language 

similar to that of Structured Query Language (SQL) for Relational Database Management 

Systems (RDBMS). SPARQL is used to query RDF documents. RDF documents as explained in 
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Section 2.2.1, are depicted in the format of labelled triples. This allows a graph representation of 

the RDF document. So SPARQL queries can be result sets of graphs [23]. 

 

The results set is either a literal (value) or a URI. The ability to fetch the literal or even convert 

URI into their labels provide a direct and easy way for applications to use the result set directly. 

 
Table 2: Keywords used by SPARQL [23]. 

 

BASE SELECT ORDER BY FROM GRAPH STR isURI 

PREFIX CONSTRUCT LIMIT FROM NAMED OPTIONAL LANG isIRI 

  DESCRIBE OFFSET WHERE UNION LANGMATCHES isLITERAL 

  ASK DISTINCT   FILTER DATATYPE REGEX 

    REDUCED   a BOUND true 

          sameTERM false 

 

Table 2, shows the list of most commonly used keywords used by SPARQL. A SPARQL 

Abstract Query is a tuple (E, DS, QF) where: 

 

• E is a SPARQL algebra expression 

• DS is an RDF Dataset 

• QF is a query form 

Every triple store has a SPARQL endpoint as mentioned. But triple stores generally can restrict 

the kind of SPARQL queries than can be executed. So permissions can be controlled at the 

application level. 
 

5. DISCUSSIONS 

 
We start our discussion with two main views on Semantic Web by different authors on this topic. 

These approaches can be collated in to two different sets of a Venn Diagram namely, Semantic 

and Web. The main driver in semantic is artificial intelligence and in Web is Smart Linked Data. 

 
Semantic Approach 

 

As discussed earlier, when Tim Berners Lee spoke about having personal agents, it meant that 

these software agents would be able to interpret data and accomplish personal task for us. The 

way this would be done would be with the concept of inference or reasoning. This is a very 

common approaches in Knowledge based AI where new facts are inferred from existing facts and 

reasoning can be done on existing datasets. This would give the ability to agents to not only use 

the information that has been given to them at the start but also create new intelligence on their 

own. 

 

A survey was done by Jorge Cordoso titled “The Semantic Web Vision: Where are We?”, which 

has a criterion that is quite interesting to our paper [31]. They list out the top reasons as to why 

Semantic Web is in use in Figure 5, and sharing common understanding of information structure 

among people and agents are on top.  



24 Computer Science & Information Technology (CS & IT)  

 

 

 
Figure 6: The Pioneers' Perspective 

 

 
 

Figure 7: Reason of Semantic Web usage [31]. 

 

Roughly about 70% of the users find that Semantic Web’s main purpose is to share common 

understanding of the structure of information. This enhances the machines to reason and infer on 

the same base knowledge.  

 

The supporters of this approach were interested in the semantic aspects rather than the 

hyperlinking of resources aspect. In a nutshell, here semantic web is used for performing artificial 

intelligence research and developing practical solutions. 

 

Web Approach 
 

In this approach, the Linked Data is the driving force. Here the usage of Semantic Web has been 

to connect data available at different sources. The source could be structured or unstructured 

giving rise to a flexible model of data usage. For instance, a crowd sourced project called as The 

Linked Open Data (LOD) has 31+ billion facts in the LOD cloud as of 2014. 
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Figure 8 : Linked Open Data Cloud [24] 

 

The supporters of this approach believe the Artificial intelligence is an unwanted liability as they 

perceive their application would be become more complex. 
 

Semantic and Web Intersection: The Pioneers Approach 
 

In this approach, the pioneers’ envisioned the use of Semantic Web where, inferencing is a major 

aspect. Inferencing and reasoning would essentially lead to knowledge management. This comes 

from the first part of the semantic approach. But the knowledge that is derived from linked data is 

more insightful as the data is processed from various sources. And this is based on the second 

approach, which is the Web approach. But there are quite few concerns shown by the skeptics 

mainly about the usage of such a system. This is being asked over and over again [25]. 

 

James Hendler along with Sir Tim Berners-Lee, responds to this in his presentation by arguing 

that once we have enough semantic data everyone would want to become a Semantic Web user 

including governments. The open data project which more and more governments are joining is a 

clear indication towards this phenomenon [8]. 

 

Sir Tim Berners-Lee in his famous TED talk says “The power to ask questions, questions that 

bridge across different disciplines is a complete sea change.”  [4] 

 

This is done through Semantic Web. The relationship among various things form the ‘bridges’ 

that Sir Tim Berners-Lee speaks about. This is the very basis of enabling cross discipline analysis 

and research. 

 

James Hendler talks about the application of Semantic Web and how pervasive it has become. He 

provides enough examples to prove that knowingly or unknowingly everyone uses the fruits of 

Semantic Web. Facebook’s open graph protocol, Oracle’s Semantic Web extensions, Google’s 

search result etc. are all ways in which everyone is already a user of Semantic Web [10]. 

 

As discussed above we find that these approaches are not mutually exclusive but in practice this 

is what the pioneers approach actually should be. 
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6. CONCLUSION 
 

After a brief analysis of the Literature Review in Semantic Web, we are able to understand the 

vision of the pioneers of Semantic Web. The main target was to transform the current Web to that 

which has smarter data. This would in turn allow the machines to understand and use the data 

better.  

 

We have broken down Semantic Web into two approaches and explained them individually to 

reach to an intersection. Semantic Web is a technology that has great potential for the betterment 

of the society. But as explained, the focus of researchers is usually only on one approach. And the 

real value of Semantic Web is at its intersection between the two approaches – The Pioneers’ 

Perspective. 
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ABSTRACT 

 

Several solutions exist for file storage, sharing, and synchronization. Many of them involve a 

central server, or a collection of servers, that either store the files, or act as a gateway for them 

to be shared. Some systems take a decentralized approach, wherein interconnected users form a 

peer-to-peer (P2P) network, and partake in the sharing process: they share the files they 

possess with others, and can obtain the files owned by other peers. 

 

In this paper, we survey various technologies, both cloud-based and P2P-based, that users use 

to synchronize their files across the network, and discuss their strengths and weaknesses. 

 

KEYWORDS 

 

Cloud storage, Peer-to-Peer, P2P, BitTorrent, & Synchronization 

 

 

1. INTRODUCTION 

 
Sharing digital files over a network is a common application of the networking technology. Files 

can be shared between: a) Users and machines (eg: when one downloads a file from a server, or 

uploads a file to a server), b) Machines (eg: automated backups), c) Different users (through 

machines: uploading the file to a server, from which the other party can download it; directly: 

using P2P file sharing services). It is common nowadays for users to share files across their own 

devices connected over a network using synchronization services such as Dropbox [1] or Google 

Drive [2]. They usually do so by allowing a user to upload their files from one device to central 

servers, and allowing other devices owned by the same user to download them from those 

servers. Note that the users also have the option to share their files with others, or make them 

public. Peer-to-peer (P2P) based synchronization systems split the files into chunks (or pieces), 

which are then replicated on a subset of peers. The original peer’s other devices can retrieve the 

chunks and combine them to form the original file. In this paper we review the main existing file 

synchronization systems, and compare them. The rest of this paper is organized as follows: 

section II introduces important backbone technologies. Notable existing file synchronization 

systems are reviewed in section III. We discuss those system in section IV. Section V concludes 

our paper 
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2. BACKBONE TECHNOLOGIES 
 

Prior to diving deeper into the survey, it is important to have some knowledge of the underlying 

technologies of the reviewed services. While the technologies used by cloud-based storage 

systems are quite straight-forward, P2P infrastructures are of a more complex nature. This is why 

we briefly describe important P2P protocols in this section. 

 

It should be noted that P2P might have slightly different meanings in different contexts. The 

definition presented in this paper is according to [3]. In a P2P system, each peer in the system 

provides the service that it is intended to, by sharing its resources (eg: storage and processing 

power). These peers communicate directly, without the need of an intermediate node. 

 

A pure P2P system is fully decentralized, but partially centralized P2P systems do exist. The best 

example of such a P2P system is the BitTorrent protocol, wherein a central server, a tracker, 

tracks the peers currently downloading each file. Other peers can then contact the tracker and 

request the list of these peers, and contact them. 

 

For a truly decentralized P2P network to exist, the nodes first need to find other nodes in the 

network (peer discovery). In a local network, a simple scan could reveal other nodes that 

participate, or are interested in participating in a local P2P network. Over a wider network (such 

as the Internet), however, this would be a non-trivial task, as it would be unfeasible for a node to 

look up the entire network to connect to the ones that share the same interests. 

 

There are a few protocols that allow peers to discover each other in a P2P network. In the 

following subsection, we review Pastry [4], a P2P discovery protocol; we then review BitTorrent, 

the defacto P2P standard. 

 

2.1. Pastry 
 

In [4], Rowstron and Druschel presented Pastry a new object location protocol for large scale P2P 

systems. Pastry performs application level node look up and routing over a large network 

connected via the Internet; when a node receives a message along with a key, it routes the 

message along all the live nodes to the node which has a nodeID ’numerically’ closest to the key. 

Each node in Pastry keeps track of its immediate neighbors, and notifies other nodes of any 

changes in the network, such as when a new node joins the network, or if one leaves the network. 

 

Pastry is completely decentralized, and aims to reduce the routing steps that messages have to 

take to reach the destination. The expected number of routing steps in Pastry is O(log N), where 

N is the number of Pastry nodes in the network. 

 

A nodeID is randomly calculated, and ranges from 0 to 2128−1, allowing them to be “diverse in 

geography, ownership, jurisdiction, etc.” A node is said to be “close” to be another node if its 

nodeID is numerically close to the key that it receives along with the message. The message is 

routed to one of such closest nodes in Pastry, which is usually a node near the originator node. 

 

An example of an application of Pastry is PAST [5], a largescale P2P file storage utility, 

developed by the same authors. More on PAST is detailed in the next section. 
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2.2. BitTorrent 

 
According to the official specification, [6], BitTorrent is a P2P file sharing protocol, used to 

transfer files of any size across the web, and according to [7], it was created by Bram Cohen to 

replace the standard FTP. It uses a server (called a tracker) that tracks the files, and aids the 

clients in downloading and combining the chunks (pieces, according to [6]) of the file into the 

original file. There are, however, “trackerless” implementations of the protocol, which create a 

true decentralized environment for BitTorrent based P2P file transfers. 

 

Unlike a typical P2P network, BitTorrent ensures that each client uploads files while 

downloading files from other peers, ensuring fairness, better availability of files, and a boost in 

performance. 

 

3. FILE SYNCHRONIZATION SYSTEMS 

 
This section presents the most notable file synchronization systems. We distinguish two major 

categories: cloud-based file synchronization systems, and P2P-based file synchronization 

systems. 

 

3.1. Cloud-based File Synchronization Systems 

 
A cloud-based synchronization system (also a cloud-based storage service) is used to store users’ 

files in a central server, owned and governed by a certain entity (eg: an enterprise, or a small 

company). Users upload their files to this server from one device, and download them on another 

(or on the same device, in case the user loses the original file). Users can also share their files 

with others, and depending on the service provided, a cloud-based synchronization service can be 

extended to provide a collaboration platform to the users. 

 

These services are provided across many different platforms, using web as well as native 

application development technologies as their front-end. Some of them provide desktop 

applications that act as drives connected to the PC, to provide a seamless interaction with the 

actual cloud drive. These services usually employ a freemium model: a fixed amount of initial 

storage is given for free, with limited feature set, while allowing users to upgrade to a higher plan 

with more storage and additional features. A good comparison of some of the most popular cloud 

storage and synchronization services can be seen in [8]. Such a model makes cloud services much 

more accessible and convenient to the users. 

 

3.1.1. Google Drive 

 
Google Drive [2] is a file storage and synchronization service by Google. At the time of writing 

this paper, new users to the service get 15 GB of storage for free, with various monthly 

subscription plans available for more storage [9]. 

 

Users can not only store and synchronize their files using Google Drive, they can also view, 

modify, delete, and in some instances, collaborate on them with other users, using either the web 

interface, or a native applications available on major platforms. Google Drive supports a plethora 

of file formats for a user to store, synchronize, and work with. 
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3.1.2. OneDrive 

 

OneDrive [10] by Microsoft is a file storage and synchronization service with similar features to 

Google Drive, and is powered by Microsoft Azure [11], Microsoft’s cloud computing platform. 

As of January 2016, OneDrive has dropped down its storage capacity for new users from 15 GB 

to 5 GB. Users who had obtained the 15 GB previously would retain it. Like Google Drive, 

OneDrive allows users to upgrade the storage using one of the various monthly subscription plans 

[12]. 

 

Along with file storage and synchronization, OneDrive allows users to view, update and delete 

the files, and collaborate on them using Office Online - a free online Microsoft Office utility. 

 

3.1.3. iCloud Drive 

 

A cloud storage and synchronization service identical to Google Drive and OneDrive, iCloud 

Drive [13] by Apple offers similar features to users as the previously mentioned cloud-based 

services. In terms of file storage capacity, iCloud Drive offers 5 GB of free space to new users, 

like Microsoft’s OneDrive, with plans for upgrade available [14]. 

 

According to [15], iCloud is utilizes both Amazon Web Services (AWS) by Amazon [16], and 

Microsoft Azure [11] since 2011 (when iCloud first launched). However, there are numerous 

reports which state that Apple is siding with Google’s Google Cloud Platform [17] to provide 

some of iCloud’s services [18] [19] [20]. 

 

3.1.4. Dropbox 

 

Dropbox [1] is one of the most popular file storage and synchronization service, created not by 

large entities such as those mentioned above, but by a startup company of the same name. 

 

Dropbox offers 2 GB of storage space initially to new users, with options to upgrade to 1 TB, 

with a monthly subscription (or unlimited storage for Business users) [21]. 

 

3.2. P2P-based File Synchronization Systems 

 

A P2P-based synchronization system, unlike a cloud-based synchronization system, is a 

decentralized system wherein each peer in the network acts as both a server, as well as a client, to 

synchronize files between a user’s authorized devices. In this system, files are broken down into 

encrypted pieces, and each peer uploads a certain number of pieces to, and downloads from, other 

nodes in the system, ensuring that the files are almost always available for synchronization, and 

that no one peer contains the complete file, thus enforcing privacy and security of the users’ data. 

Furthermore, the load is divided among the connected peers, rather than a single server, thus 

increasing the performance of the synchronization process. 

 

Like centralized cloud synchronization services, P2P service providers provide a similar business 

model of a free though limited plan, while setting additional storage space up for purchase. 

However, unlike centralized cloud storage and synchronization services, it is much more efficient 

and convenient to conjure a private P2P cloud service with possibly unlimited storage (as storage 

space depends upon the storage shared by each node many nodes equal a lot of storage). 
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Below are some of the examples of such a system. 

 

3.2.1. PAST 

 

PAST is an application of Pastry, developed by the developers of Pastry themselves. PAST 

extends Pastry’s capabilities to form a peer-to-peer file storage system that uses a file’s name, as 

well as the owner’s name, to calculate a hash which is used as its fileID. The fileID is used as the 

key in PAST. 

 

3.2.2. Symform 

 
Symform by Quantum [22] is a popular P2Pbased file synchronization service, in which each 

node forms a cloud in the decentralized network, and contributes its resources (storage space), 

while receiving certain amount of space itself from other nodes. 

 

In Symform, files are broken down into blocks, encrypted, and spread across the network. This 

way, the files are always available for synchronization, privacy is maintained, security is 

enforced, and the synchronization performance enhanced on the network. 

 

3.2.3. Resilio Connect 

 

Resilio Connect (formerly Sync, by BitTorrent, Inc.) [23] creates a P2P cloud using BitTorrent 

among a user’s devices, rather than including external nodes into the network. This makes the 

cloud even more secure, but reduces the reliability of the synchronization service, as offline 

nodes cannot transmit or receive files. 

 

4. DISCUSSION 

 
Table 1 compares the existing technologies and services we mentioned in the previous section. 

As can be seen from the table, P2P-based file synchronization systems tend to offer the most 

value to the consumers than the cloud-based services in terms of storage capacity. 

 

P2P-based systems offer potentially unlimited storage, as each node in the network acts as a 

server as well as a client. Furthermore, since the pieces of files are replicated on multiple nodes, 

even if a node is (or a set of nodes containing those pieces are) offline, downloaders can obtain 

those pieces from the online nodes, thus making the files more readily available for 

synchronization, and the network more reliable. All nodes in the network need to go offline at the 

same time for the network to be completely down. Moreover, since the pieces are encrypted, and 

scattered across the network, security and privacy are ensured in such systems. 

 

Resilio Connect is the only P2P-based synchronization system that is powered by BitTorrent, and 

inherits almost all the benefits of other P2P-based systems. Although the table shows that Resilio 

Connect may not have the same level of performance and availability of files as the other 

systems, a BitTorrent powered synchronization can, in fact, be developed with these advantages. 

 

In what follows, we discuss why we expect Resilio Connect, and more generally BitTorrent-

based systems, to be the go-to technology for file synchronization systems. 

 



34 Computer Science & Information Technology (CS & IT)  

 

Table 1. Comparison of existing file synchronization technologies and services. 

 
 

4.1. BitTorrent Advantages 

 
The main reasons in focusing on BitTorrent in this paper to give insights on the superiority of 

BitTorrent-powered, P2Pbased file sharing and synchronization systems are: 

 

4.1.1. Popularity 

 
According to statistics released by BitTorrent, Inc. [24], there are 45 million daily active users, 

whereas on a monthly scale, a staggering 170 million users are active each month. 

 

BitTorrent is very popular among the younger population, with 63% of the users aged 34 and 

below [24]. Furthermore, most of these users are “educated and tech-savvy” males, according to 

BitTorrent. 

 

It should be noted that, although coming from the official website, these statistics are not 

complete, as it is rather difficult to collect stats on BitTorrent, due to its nature of being used in a 

decentralized, and at many times a private networking environment. 
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4.1.2. Availability 

 

Since BitTorrent is a P2P network, the complete file is almost always available to be 

downloaded, as long as a single peer is online in the network (assuming it contains the whole 

file). Furthermore, since the files are divided into pieces, individual pieces can be downloaded 

from the online nodes. Missing pieces can be downloaded from nodes once they come online. 

Comparing this to a client/server architecture, wherein a server holds the file to be downloaded, 

one can definitely see how reliable a P2P network is, more so the BitTorrent protocol. 

 

4.1.3. Performance 

 
Several research works focused on the capabilities of a P2P network, many of which report the 

performance gains when downloading files using BitTorrent. 

 

Raymond et al. measured the load on centralized servers when using BitTorrent conjointly [25]. 

The paper showed how BitTorrent reduces the load on a server, and increases the download 

performance. Using various technologies and measurements, this research presents various tests 

and analyses results on the performance of the BitTorrent protocol. 

 

As noted above, along with the performance gains, BitTorrent, being a P2P protocol, also reduces 

the server load by making each node in the network act like a server. Moreover, the network 

adjusts accordingly to new nodes joining it, or nodes going offline, thus making the network 

more scalable. 

 

4.1.4. Scalability 

 

In a P2P system, each client is a potential server. That is, increasing demand translates into 

increasing offer. This results in the unique scalability that characterizes P2P systems. This is 

unlike a typical server/client architecture, in which a server has to handle an increase, or even a 

decrease in the number of connected clients. An increase in the number of clients increases the 

server load, whereas a decrease in the number makes the system less efficient. 

 

4.2. BitTorrent Limitations 

 

BitTorrent may inherit the advantages of a P2P network, but it does come with its limitations. 

The most prominent limitation of the protocol being is its security. There is a number of well-

known security holes in BitTorrent [26], [27], including Authentication, Authorization and Trust 

& Reputation. 

 

We reviewed the already available P2P file synchronization technologies that have already 

implemented security in their systems. One of the best examples of such a service is Symform, 

which encrypts file chunks before replicating them on the network [28]. These systems provide 

confidentiality and data integrity by encrypting the file chunks. They also provide authentication 

of the user, by a username and password combination, prior to sharing or downloading files. 
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5. CONCLUSIONS 

We reviewed various file sharing and synchronization technologies and services in this paper. We 

also compared and discussed these technologies and services, and presented our arguments on 

why we believe that P2P-based, or more specifically, BitTorrent powered file synchronization 

systems are superior to traditional cloud-based file synchronization systems, and should be the 

go-to technologies for reliable and secure file sharing and synchronization services. Future works 

should focus on enabling online collaboration over P2P-based synchronization systems. 
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       ABSTRACT 

 
Facial Expression Recognition is a hot topic in recent years. As artificial intelligent technology 

is growing rapidly, to communicate with machines, facial expression recognition is essential. 

The recent feature extraction methods for facial expression recognition are similar to face 

recognition, and those caused heavy load for calculation. In this paper, Digitalized Facial 

Features based on Active Shape Model method is used to reduce the computational complexity 

and extract the most useful information from the facial image. The result shows by using this 

method the computational complexity is dramatically reduced, and very good performance was 

obtained compared with other extraction methods. 

 

       KEYWORDS 

 
Facial Expression Recognition, Active Shape Model, Feature Digitalisation, Computational 

Complexity Reduction  

 

1. INTRODUCTION 
 

Computers are behaving more and more likely as human. They can talk and play with a human, 

but a deeper communication needs interactions of emotions. Thus Facial Expression Recognition 

(FER) function is important and highly required for future computers. 

 

Since Paul Ekman introduced the 6 basic expressions [1], many FER methods have been 

developed. Local Binary Pattern (LBP) for texture analysis was introduced by T. Ojala [2, 3]. 

Then, T. Ahonen presented LBP-based methods for face detection and recognition [4, 5]. X. Tan 

solved the problem with difficult lighting conditions using LBP [6]. Some researchers believe that 

using Gabor wavelets for FER is a better way. M. Bartlett did his work utilizing the Gabor filter 

to recognize the facial expression [7]. The temporal extension of Gabor features in facial 

expression analysis work was done by L. Ma [8]. Both LBP and Gabor filters deal with the image 

pixels directly, the extracted features are therefore still related to pixel information. That means 

the facial images need to be aligned or treated by blocks. The disadvantage of using the above 

methods is that the complexity of calculation during training and classifying relies on the 

resolution of the image.  
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Active Shape Model (ASM) was developed by T. Cootes in 1992 [9], which detects the profile of 

the image. Unlike LBP and Gabor filters, the result of ASM for facial feature extraction is not 

related to pixels but the positions of facial landmarks. Many variations of the ASM method for 

FER have been introduced: Optimal Features ASM (OFASM) is high in accuracy but is more 

computationally expensive [10]. F. Sukno extended OFASM to allow application in more 

complex geometries [11]. However, the above methods do not consider the wrinkle features, 

which is quite important in real-world FER. 

 

In this paper, we suggest a new method called Digitalized Facial Features based on Active Shape 

Model (DFFA) to extract the facial features. ASM is only used to get the landmarks and a part of 

the useful features. Wrinkle features and other useful facial features are extracted by edge 

detection and pixel analysis. Finally, all the features are digitalized to simple variables to 

represent their strength. Artificial Neural Network is used for the final facial expression 

classification. 

 

The paper is organized as follows. Section 3 introduces basic concepts of ASM. Detailed 

digitalized facial feature extraction is described in Section 4. In Section 5 the comparisons and 

experiment results are discussed, and the conclusions are given in Section 6. 

 

2. RELATED WORKS 
 

Z. Yu suggested to use ASM as facial landmarks locating method, with RS-SVM for selection 

and classification [12]. RS-SVM reduced the computational complexity. However, its attribute 

reduction stage was not specifically designed for facial features. Detailed local facial feature 

extraction methods are not discussed.  

 

R. Shibib developed a whole set of methods for facial expression recognition [13]. The facial 

features were extracted directly from ASM, and were not processed. An example in Chapter 3 

shows only using ASM may cause confusions. 

 

C. Hsieh and M. Jiang focused on local facial features, some regions of interest (ROI) were 

discussed [14]. However, the final extracted data are still in pixel format which increases the 

computing load of the following classifier. 

 

All the above research agree that ASM is essential for FER. More detailed locations of ROI and 

more simplified extracted data are needed for FER. 

 

3. BASIC CONCEPT ABOUT ACTIVE SHAPE MODEL 
 

Active Shape Model (ASM) detects the profile of an object, it can be used to detect the shape of 

face and the parts of the face. To perform ASM to the face, a set of training samples of faces need 

to be labelled with landmark positions. Then apply Principal Component Analysis (PCA) to the 

data to find the eigenvalue and eigenvectors. Using different eigenvectors to form the new shapes 

which are limited by the eigenvalues. 

 

The main idea of using ASM here is to locate the facial landmarks, so the locations of the other 

useful features can be found. With edge detection and pixel analysis, those useful features are 

accurately and easily extracted. Features such as the shapes of the nose and eyes will not be 

extracted because they are less related to facial expression, and this makes sure only the useful 

features are extracted. 
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Figure 1. ASM Landmarks Locating 
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Figure 2. DFFA Flow Chart 

 

The flow chart shows the whole progress of facial expression recognition using digitalized facial 

feature extraction. Face detection will be performed when an image is coming in, the rough face 

location will be found. Energy based searching will find more detailed facial parts locations. Then 

ASM will be applied to the facial image to search for the facial landmark. Edge detection and 

pixel analysis will extract the wrinkle features and eyeball feature. Then the useful features are 

digitalized. Passing through ANN classifier, the facial expression is recognized. 

 

4.1. Energy Based Searching 
 

Pre-processing of the facial image is very necessary for landmarks locating. In Face Detection 

stage, Haar-like features are used for face detection, however, only knowing the rough location of 

the face is not enough for ASM searching, more details need to be given to make sure the 

searching will not be trapped into local optima. So Energy Based Searching is used here to find 

out the rough centers of the key facial parts. 

 

The facial image will first pass to a Gaussian filter to make the image smooth. Then accumulate 

the pixels horizontally and vertically. At last, calculate the first derivative and second derivative 

to find the centers. Figure 3 shows the original facial image and the plot of first derivatives in 

horizontal and vertical for Energy Based Searching. 
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Figure 3. Energy Based Searching for Facial Parts Centers 

 

By knowing the rough locations of the centers of eyes, nose and mouth, ASM searching is further 

limited. More accurate ASM results are assured. 

 

4.2. ASM landmarks locating 
 

When the face is detected, and the centers of facial parts are located, ASM is applied to the facial 

image. By using ASM, the profile of the facial parts are found. However, the ASM result cannot 

be used directly for expression recognition, here is an example.  

 

 

 

Figure 4. Confusing Expression with Only ASM Shapes without Wrinkles 

 

Figure 4 shows a disgust expression, but if without wrinkles and using the ASM result only, it is 

difficult to tell the exact expression. So only using ASM is not capable of recognizing an 

expression. That means apart from ASM result, there is some other important information which 

are not extracted.  

 

4.3. Edge Detection and Pixel Analysis 
 

From Figure 4, it can be seen not the whole face is sending expression message. Dealing with 

parts which send no information is a waste. By using ASM for locating, the useful locations can 

be found. They are the locations of the forehead, between eyes and beside the nose. Wrinkles in 

those locations are crucial for FER. Thanks to ASM landmarks, these locations are already found. 

Edge Detection with Sobel Operator can easily detect the wrinkles. 

 

Another useful information for expression is the eyeball black/white radio and the coverage of the 

upper and lower eyeball. ASM had already located the eye area, so the work here is to calculate 

the pixel inside the eye for analysis. 
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4.4. Digitalization of the Features 
 

Wrinkle features for different people vary, but sometimes different wrinkles are giving the same 

expression. Simply using pixels or LBP or Gabor filters for feature extraction will have very 

different results. If these wrinkle features can be just described in a variable with a scalar to show 

the strength of the wrinkle, the problem is solved. It is the further digitalization of the features.  

After the landmarks are found by ASM, five areas are the regions of interest (ROI). The forehead 

for wrinkle features (Area1), between eyes for wrinkle features (Area2), the eye feature (Area3), 

the mouth feature (Area4) and beside nose wrinkle features (Area5). 

 

Features in the above 5 areas will be extracted and digitalized. In different areas, the features are 

selected differently. As the image may be stretched, the distance between centers of eyes and the 

distance between the end of nose to the point in the middle of eyes are used as a reference for 

horizontal and vertical. 

 

To digitalize the wrinkles, the area needs to be defined.  The digitalized wrinkle Dw  is expressed 

as  

an

P

P
Dw

N
=

∑
      (1) 

Where anP  is the magnitude of pixels which are above the threshold of Edge Detection, PN  is 

the total number of pixels in the area. 

 

To digitalize the eye feature, a global average grey scale factor RG  for the face area need to be 

calculated. Eyeball black/white ratio rDe   is expressed as 

 

E Pw
r
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N N
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N

−

=     (2) 

Where EN   is the total number of pixels in the eyes area, PwN   is the number of pixels which are 

lighter than the average factor RG . 

The eyeball upper coverage uDe   feature is expressed as  

Pub
u

Eh

N
De

N
=       (3) 

Where PubN   is the number of pixels of the upper eyeball which are black. EhN   is the number of 

pixels of half eyeball. 

 

The eyeball lower coverage lDe   feature is expressed as  

 

Plb
l

Eh

N
De

N
=       (4) 

Where PlbN   is the number of pixels of upper eyeball which are black.  
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Considering all the faces are highly symmetrical, only the right eye feature is used for 

digitalization. 

 

To digitalize the mouth features mD  , four curvatures are used, the value of curvatures are from 

ASM result. 

 

 Finally, the facial features are expressed by  

 

f be bn r u l 1 2 3 4[Dw ,Dw ,Dw ,De ,De ,De ,Dm ,Dm ,Dm ,Dm ]F =    (5) 

 

5. EXPERIMENTS AND RESULTS 
 

5.1. Experiment Conditions and Training 
 

The facial expression database used for training is Cohn-Kanade (CK) database [15, 16]. 

Compared with other facial expression databases like Japanese Female Facial Expression 

(JAFFE) database which only has 213 faces from 7 women, CK database has better diversity and 

more images. 

 

 

Figure 5: Example of Cohn-Kanade database 

 

150 of images are chosen randomly from the CK database with six basic expressions and neutral 

expression equally, 101 of them are used for training, and 49 of them are for verification. 

 

 

 
Figure 6. 82 points ASM landmarks 

 

5.2. Comparison with Other Feature Extraction Methods 
 

For DFFA, five key areas with ten parameters are extracted, the ASM searching uses 82 key 

landmarks. For Gabor filters, eight directions and five scales are used. 

 
The first comparison is about the computational complexity of the extracted features for the 

following classifier between different feature extraction methods and different resolutions. 
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Table 1. Parameters after Extraction 

 

Resolution DFFA Gabor Filters 

(8d5s) 
LBP 

64x64 10 1638400 4096 

128x128 10 6553600 16384 

 

 

Table 1 shows, after extraction, the computational complexity of DFFA is much lower, such scale 

of Gabor wavelet features are almost unable to be processed in real-time. 

 
The next comparison is the recognition rate between the different feature extraction methods, the 

classifier is ANN. 

 
Table 2. Feature Extraction Methods Comparison 

 

Type of Method Recognition Rate 

Gabor Features 89.87% 

LBP 71.4% 

DFFA 85.7% 

 

 

The result shows DFFA has acceptable recognition rate.  

 

6. CONCLUSION 
 

DFFA shows high performance in FER and is suitable for real-time FER. It reduces the 

computational complexity while keeping acceptable recognition rate. Thanks to the digitalization 

of facial features and edge detections, the huge facial feature data were extracted and only the 

most useful feature information is converted into small scaled data set. Future works will focus on 

a high-efficiency classifier design for the digitalized data. 
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ABSTRACT 

 

This paper proposes a simple but yet an effective new method for the problem of digital video 

camera identification. It is known that after an exposure time of 0.15 seconds, the green 

channel is the noisiest of the three RGB colour channels [5]. Based on this observation, the 

digital camera pattern noise reference, which is extracted using only the green channel of the 

frames and is called Green-channel Photo Response Non-Uniformity (G-PRNU), is exploited as 

a fingerprint of the camera.  The green channels are first resized to a standard frame size 

(512x512) using bilinear interpolation. Then the camera fingerprint is obtained by a wavelet 

based denoising filter described in [4] and averaged over the frames. 2-D correlation 

coefficient is used in the detection test. This method has been evaluated using 290 video 

sequences taken by four consumer digital video cameras and two mobile phones. The results 

show G-PRNU has potential to be a reliable technique in digital video camera identification, 

and gives better results than PRNU. 

 

KEYWORDS 

 
PRNU, G-PRNU, Video Forensics. 

 

1.  INTRODUCTION 
 
The first legislation which recognized computer crime was in 1978 (Florida Computer Crimes 

Act), which was against the unauthorized modification or deletion of data on a computer system. 

Since then, ‘Digital Evidence’ has become a new type of evidence in the judicial system. 

 

Digital evidence has increased tremendously in the last few decades, as courts of law allow the 

use of e-mails, digital photographs, digital video or audio files, ATM transaction logs, word 

processing documents, spread-sheets, internet browser histories, computer memory contents, 

computer backups, and Global Positioning Systems tracks. 
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As with any other type of evidence presented to the court of law, digital evidence is subjected to 

integrity and authenticity checks. An integrity check aims to ensure that the act of seizing did not 

modify the evidence; authenticity refers to the ability to confirm the trustworthiness of presented 

evidence; e.g. to show it has not been tampered with. 

 

Digital videos were introduced commercially in 1986 with the Sony D-1 format. Since then they 

have experienced enormous growth, and have been used in a growing number of applications. 

They can be found everywhere in today’s daily life like consumer digital video cameras, mobile 

phones, CCTV cameras, DVDs, internet, etc. Research topics in digital video forensics include 

source camera identification, device linking, authentication, integrity verification, etc.  It has 

become an emerging field due to the availability of sophisticated video editing tools, and because 

of the lack of methodologies for validating the source of digital videos. 

 

Identifying the device used in acquiring a particular digital video is important, as it can be used as 

a definitive proof (or disproof) of events in a court of law. It can be likened to firearm forensics, 

in which the imperfections in the surface of the interior of the barrel create cracks on the 

projectiles which produce a unique “bullet scratch” pattern on every bullet that passes through the 

barrel of the firearm. The equivalent of “bullet scratch” in digital forensics is the Photo Response 

Non-Uniformity (PRNU). 

 

Extracting PRNU is very sensitive process as the PRNU is a weak signal and can be manipulated 

easily by the content in the digital data, previous research has shown that by including a 

weighting factor during PRNU extraction can improve the correct identification, by using the 

weighting factor smooth regions are emphasized, edges and highly-texture regions are 

deemphasized during the denoising process [23].  

 

Other research worked on enhancing the estimation of PRNU using probabilistically estimated 

raw data to obtain better camera identification for small dimension patches, Poisson process and 

Maximum Likelihood Estimation (MLE) is used to extract the PRNU [21]. 

 

Not only in the field of source identification and manipulation detection ,  PRNU  can  also  be  

used  to  improve  a  biometric  systems  Security  by  ensuring  the  authenticity and integrity of 

images acquired with a biometric sensor [22]. 

 

In a digital video camera the light passes through a colour filter array (CFA), which is positioned 

over the sensor to separate out the red, green, and blue components of light falling on it. The 

GRGB Bayer Pattern is the most common CFA used in digital video cameras as depicted in 

Figure 1; this process produces the digital video frame, which can be represented by a matrix of 

RGB values. 

 



Computer Science & Information Technology (CS & IT)                                  49 

 

 
 

Figure 1. The digital video frame acquisition process. 

 
Previous research has shown that the relationship between the PRNU and the exposure time is 

approximately linear, and that the green channel has the highest PRNU, followed by the red and 

then the blue channels respectively. After an exposure time of 0.15s the green channel is the 

noisiest channel among the three colours RGB [5]. 

 

In this paper, a new method for digital video source identification using Green-Channel PRNU 

(G-PRNU) is proposed. First the frames are resized to 512x512 using bilinear interpolation, to 

facilitate calculating 2-D correlation between different video sequences. Then the noise in the 

resized frames is obtained using a wavelet-based denoising filter [4]. The camera fingerprint is 

obtained by averaging the noise over all frames. Performance of green channel only PRNU in 

video sequences is superior to ordinary PRNU. Moreover the use of bilinear interpolation for 

resizing also improves the performance of the proposed method.  

 

The rest of the paper is organised as follows: PRNU is introduced in the next section. Section 3 

presents G-PRNU and explains how the camera reference is extracted. The bilinear interpolation 

and noise detection strategy are also discussed in this section. The results are presented in Section 

4 and the conclusions are drawn in Section 5. 

 

2.  PHOTO RESPONSE NON-UNIFORMITY (PRNU) 
 
PRNU can be simply defined as: The imperfections of manufacturing semiconductor wafers, and 

the variations in which individual sensor pixels create a sensor-specific noise pattern which 

makes it possible to identify the imaging source. Its reliability in identifying devices and related 

models has been demonstrated [3,9,10,12,14,18,19,20]. 

 

The PRNU method creates the digital camera reference (the consistent noise pattern of each 

sensor pixel) by finding the noise in captured images, and averaging this noise over a set of 

images to give the camera reference.  The noise can be estimated by denoising the original 

images. 

 

PRNU has proved to be an effective technique for determining the source of a digital image (the 

‘suspected image’) using the following steps: 
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• Create the digital camera reference, by averaging the noise obtained by, for example, a 

Wavelet based denoising algorithm.  

 

• Create the suspected image reference: this image reference is the noise obtained by using the 

previous denoising technique. 

 

• Finally, apply a camera reference detection method, by matching the suspected image 

reference against a set of camera reference images.  The main detection methods are: 

normalized correlation coefficient, the peak to correlation energy (PCE) and correlation to 

circular correlation norm (CCN) [9,16]. 

 

3. G-PRNU CAMERA REFERENCE 
 

3.1. G-PRNU EXTRACTION 

 
Most previous research has focused on still images, while modern forensic applications are 

mostly based on digital videos rather than still images (CCTV, camcorders, cell-phones, etc.); 

therefore our aim in this paper is to create an effective method to determine the source of a digital 

video. The motivation behind this is the need to authenticate digital video evidence and prove its 

trustworthiness in a court of law. 

 

Because the green colour channel of video frames is normally noisier than the other colour 

channels, G-PRNU (Green - Photo Response Non-Uniformity) was created by examining the 

green colour channel of the video frames. 

 

�′� = �(��)  (1) 

Where �′	 is the denoised digital video frame (k),�	is the actual captured frame and  f is the 

denoising function [4].  

 

The actual noise can then be extracted from frame k: 


� = �� − �′�  (2) 

Where �	 is the frame (k) noise.  Then we average this over a set of captured frames: 


 = ∑ 
������   (3) 

Where y is the digital video G-PRNU reference, l  is the total number of frames (in our case, 350 

frames per video). 
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Figure 2. G-PRNU reference of Canon IXUS 8515 (C2), Note: The reference image is x6 scaled for 

viewing purpose. 

 

 
 

Figure 3. G-PRNU reference of Huawei Ascends G300 (C6), Note: reference image is x6 scaled for 

viewing purpose. 

 

The difference in G-PRNU camera reference for two different cameras can be visually noted: in 

Figure 2, note the greater level of noise at the left edge of the reference image, while in Figure 3 

the noise is more smoothly distributed with little bit more noise on the right edge. 

 

3.2. FRAME RESIZING   

 
When comparing videos potentially from a range of different cameras, the question of frame size 

was encountered. Even a single camera can produce a range of frame sizes. Also, the suspected 

videos may have been resized. Therefore, all reference images are resized to a standard size (for 

example, 512x512 is used), for comparison using 2-D correlation. This should be carried out with 

extra care avoiding any damage of the characteristic noise patterns. 

 

Bilinear Interpolation which is an extension of linear interpolation was used in this work where 

the output (interpolated) pixel value is a weighted average of pixels in the nearest 2x2 

neighbourhood, This results in much smoother looking images than Nearest Neighbor and 

Bicubic interpolation which they were experimentally used in this work but yet Bilinear 

Interpolation proved to give the best correlation results [Table 3]. 
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CALCULATING BILINEAR INTERPOLATION 

 

 
 

Figure 4. Bilinear Interpolation calculating method 

 

There are several equivalent ways to calculate the value of the bilinear interpolation P. An easy 

way to calculate the value of  P would be to first calculate the value of the two blue dots, R2, and 

R1. R2 is effectively a weighted average of Q12 and Q22, while R1 is a weighted average of Q11 

and Q21. 
 

R1 = ((x2 – x)/(x2 – x1))*Q11 + ((x – x1)/(x2 – x1))*Q21 

 

R2 = ((x2 – x)/(x2 – x1))*Q12 + ((x – x1)/(x2 – x1))*Q22 

 

After the two R values are calculated, the value of P can finally be calculated by a weighted 

average of R1 and R2. 

 

P = ((y2 – y)/(y2 – y1))*R1 + ((y – y1)/(y2 – y1))*R2 
 

There are two main reasons for using bilinear interpolation over other methods: first it helps to 

get better correlation [Table 2], and second it solves the matrix dimension mismatch problem 

which deters the calculation of 2-D correlation coefficients.  
 

3.3. G-PRNU DETECTION 
 

Applying an effective detection method for camera identification is no less important than 

constructing the camera reference in the first place. Some researchers have used the normalized 

correlation coefficient for this purpose [1,2,6] while others have shown that the peak to 

correlation energy (PCE) can give better results in detection tests [8,9].  Furthermore circular 

correlation norm (CCN) [10] has also been used as a statistical detection test which basically 

enhances the results of PCE by lowering the false positive rates. 

 

In this research the 2-D correlation coefficient was used  in the camera detection test, which 

computes the correlation coefficient between the video camera reference (A) and the suspected 

video reference (B), where A and B are G-PRNU matrices of the same size. 
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� =  ∑ ∑ (������)(������)��
��∑ ∑ (������)�� ���∑ ∑ (������)�� ��

            (4) 

 

A� and B� are the mean of A, B respectively. 

 
Overall the proposed G-PRNU method can be summarised as follows: 

 

1. Extract the green channel frames from the video (350 frames/video). 

 

2. Resize the extracted frames to [512x512] using bilinear interpolation. 

 

3. Perform wavelet-based de-noising on these green channel frames (denoising by soft-

thresholding [4]). 

 

4. Create the G-PRNU map for the video by averaging the results of step 3. 

 

5. To create a camera reference, perform steps1-4 on 9 videos captured by the same camera. 

6. Use the 2-D correlation coefficient as the camera detection test. 

 

4. EXPERIMENTAL RESULTS 
 

First, a dataset of videos taken by a range of consumer video cameras was constructed. To try to 

simulate the real life cases of digital video forensics, four video cameras and two mobile phones 

(Samsung GT-S5830 and Huawei Ascend G300) [Table 1] were considered. Over a period of 

four months, these cameras were used to capture a total of 254 videos under various conditions: 

indoors, outdoors, sunny days, rainy days, good lighting and poor lighting; some videos were 

captured by two different cameras at the same time by holding them side by side. 

 

The camera reference for each of the six cameras was calculated by selecting nine videos from 

each camera; the remaining 236 videos used as the test data set.  

 

The 2-D correlation coefficient detection test was applied to identify the source of each of the 236 

test videos, by matching against all six video references, using PRNU, G-PRNU, and G-PRNU 

interpolated by 512x512 bilinear interpolations. The results are shown in Table 2. This shows the 

cameras' identification rates and proves that the G-PRNU approach gives considerable success in 

identifying the source device of digital video. From a total of 236 test videos, G-PRNU could 

correctly determine the source of 234 videos (correct detection rate was 99.15%);in comparison, 

using PCE [9], the correct detection rate was 41.15%.Note, in creating PRNU references, the 

same method was used as in creating the G-PRNU references. 

 

Figure 5 shows the 2-D correlation of videos captured by C4 versus the six cameras G-PRNU 

fingerprints, all videos in figure 5 have obtained higher correlation with the C4 G-PRNU 

fingerprint, this led to the conclusion that videos in figure 5 were captured by C4,figures 6 and 7 

describe the same situation for C5 and C6, respectively. 
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Table 1: Cameras used in G-PRNU experiments 

 

Symbol Camera Brand Sensor Format 

C1 Fujifilm F550EXR 1/2" (6.4 x 4.8 mm) EXRCMOS .mov 

C2 Canon IXUS 8515 1/2.3" (6.17 x 4.55 mm) CCD .avi 

C3 Samsung GT-S5830  Unknown .mp4 

C4 Canon SD1000 1/2.5" (5.744 x 4.308 mm) CCD .avi 

C5 Fujifilm jv2000 1/2.3" (6.17 x 4.55 mm) CCD .avi 

C6 Huawei Ascend G300 Unknown .mp4 

 

Table 2:  Source camera identification rates  

 

Camera PRNU G-PRNU G-PRNU with Bilinear 

interpolation 

C1 15% 97.5% 100% 

C2 36.58% 95.12% 97.56% 

C3 25.8% 96.77% 97.56% 

C4 37.83% 100% 100% 

C5 26.47% 100% 100% 

C6 95.34% 97.67% 100% 

Total 41.15% 97.79% 99.15% 

 

Table 3:  Source camera successful identification rates using deferent Interpolations and Dimensions 

 

Interpolation 
Dimension 

64x64 128x128 256x256 512x512 640x640 

Bicubic 76.51 82.53 88.55 92.77 92.17 

Bilinear 72.29 82.53 87.35 99.15 93.37 

Nearest 71.69 80.72 85.96 88.55 79.52 
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Figure 5. G-PRNU Correlation of videos captured by C5. 

 

 
 

Figure 6. G-PRNU Correlation of videos captured by C4. 

 

 
 

Figure 7. G-PRNU Correlation of videos captured by C6. 
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5.  CONCLUSIONS 
 

A new method for video camera identification has been proposed, called G-PRNU. The method 

was tested using six cameras (4 consumer cameras and two mobile phones). 290 videos were 

captured under various conditions. In initial experiments, the G-PRNU method showed potential 

to be a reliable technique in digital video camera identification and proven to give better results 

than PRNU in the problem of digital videos source identification. 

 

Also the question of frame size was encountered, as even a single camera can produce a range of 

frame sizes, Frame resizing should be carried out with extra care avoiding any damage of the 

characteristic noise patterns. The Bilinear Interpolation which is an extension of linear 

interpolation gave results much smoother looking images and correct detection results than 

Nearest Neighbor and Bicubic interpolation. 
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ABSTRACT 

The common vision of smart systems today, is by and large associated with one single concept, 

the internet of things (IoT), where the whole physical infrastructure is linked with intelligent 

monitoring and communication technologies through the use of wireless sensors.  In such an 

intelligent vibrant system, sensors are connected to send useful information and control 

instructions via distributed sensor networks. Wireless sensors have an easy deployment and 

better flexibility of devices contrary to wired setup. With the rapid technological development of 

sensors, wireless sensor networks (WSNs) will become the key technology for IoT and an 

invaluable resource for realizing the vision of Internet of things (IoT) paradigm. It is also 

important to consider whether the sensors of a WSN should be completely integrated into IoT or 

not.  New security challenges arise when heterogeneous sensors are integrated into the IoT. 

Security needs to be considered at a global perspective, not just at a local scale. This paper 

gives an overview of sensor integration into IoT, some major security challenges and also a 

number of security primitives that can be taken to protect their data over the internet. 

KEYWORDS 

Internet of Things (IoT), Wireless Sensor Network (WSN), Security, Privacy, Integration, 

Confidentiality   

1. INTRODUCTION AND RELATED WORK 

Today, Internet of things (IoT) itself has become a thing – a thing worth talking about, from the 

university project discussions to conferences to giant tech companies’ meetings. IoT is being 

identified as one of the top emerging future technologies. The concept is simple at its core; 

connecting devices over the internet: making them ‘smart’. We can think of it as the internet 

expanding from being a network of computers to a network of both computers and things. This 

idea is not even new, indeed first ‘thing’ connected to internet was a Coke vending machine by 

Carnegie Mellon University students in 1982. What is new added into this concept, are the 

sensors - tiny sensors embedded in devices that can gather almost any kind of information about 

their surrounding environment (temperature, light, sound, time, movement, speed, distance, and 

more). 

 

The term internet of things was devised by Kevin Ashton in 1999, co-founder and executive 

director of Auto-ID Center at MIT and  refers  to uniquely  identifiable  objects  and  their  virtual  
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representations in an “internet-like” structure. With the advancement in technology, the cost of 

sensors, processors and transmitters is becoming less and their computational and processing 

powers becoming higher, allowing putting them into any object of our day-to-day life i.e. the 

food, the clothes, the medicines and so on. The technological advances also enhance this 

connectivity by adding one more dimension to it - connecting anything. Just to give an example, 

Nike has recently introduced a new line of running shoes that can track its wearer’s progress and 

post updates online. The age of so called ‘smart dust’, which we have been talking about for years 

now, is finally upon us after the development of a fully functional computer with built-in wireless 

connectivity measuring just one cubic mm [2]. There is even a tree in Brussels, Belgium packed 

with sensors and cameras that constantly posts local environmental updates on Twitter. And that 

tree has 3,000 followers, how many people on Twitter can say they have 3,000 followers? At least 

I can’t [2].  

 

 

 

 

 

 

 

 

 
Figure 1. Internet of things Applications [14] 

 

It is estimated that the number of connected devices is expected to grow exponentially to 50 

billion by 2020 by Cisco. Intel, more optimistically, predicts 200 billion by that same year. The 

main driver for this growth is not human population; rather, the fact that devices we use in our 

daily life (e.g., refrigerators, cars, fans, lights) and operational technologies such as those found 

on the factory floor are becoming connected entities across the globe. This world of 

interconnected things - where the humans are interacting with the machines and machines are 

talking with other machines (M2M) — is here and it is here to stay [13].  

 

An interesting trend contributing to the growth of IoT is shift from the consumer-based IPv4 

Internet of tablets and laptops, that is, IT to Operational Technology (OT) based IPv6 Internet of 

M2M interactions. This includes sensors, smart objects and clustered systems (for example, Smart 

Grid). IPv6 is new enabling technology, an upgrade to the Internet’s original fundamental 

protocol – the Internet Protocol (IP), which supports all communications on the Internet. IPv6 is 

necessary because the Internet is running out of original IPv4 addresses. Key challenge here is to 

make IPv6 interoperable for the most IoT software developed for IPv4 and readily available. 

Many experts believe, however, that IPv6 is the best connectivity option and will allow IoT to 

reach its potential.  

 

Challenges that need to be addressed include how to communicate effectively and securely 

between devices, how to transmit and store huge amounts of data, and how to protect the privacy. 

A major barrier to realizing the full promise of IoT is that around 85% of existing things were not 

designed to connect to the Internet and cannot share data with the cloud [4]. Addressing this 

issue, gateways from mobile, home, and industry playing the part to act as intermediaries between 

legacy things and the cloud, not only providing the required connectivity but also security and the 

manageability [14] as shown in figure 2. 

 

The things to be connected to the Internet largely vary in terms of characteristics. This ranges 

from very small and static devices (e.g., RFIDs) to large and mobile devices (e.g., vehicles). Such 
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heterogeneity induces complexity and stipulates the presence of an advanced middleware that can 

mask this heterogeneity and promote transparency. Among other technologies, radio  

 
 

Figure 2.  Addressing Endless Use Cases and Gateways [14] 

 

frequency identification (RFID) and wireless sensor network (WSN) represent two of the most 

promising technologies enabling the implementation of IoT infrastructure. RFID is a low-cost, 

low-power technology consisting of passive or battery-assisted passive devices (tags) that are able 

to transmit data when powered by the electromagnetic field generated by an interrogator (reader). 

Since passive RFID tags do not need a source of energy to operate, their lifetime can be measured 

in decades, thus making the RFID technology well suited in a variety of application scenarios, 

including the industrial and healthcare ones [4]. The main challenges for RFID are non-uniform 

encoding, conflict collision and RFID privacy protection. 

 

On the other hand, WSNs are basically self-organizing ad hoc networks of small, cost-effective 

devices (motes) that communicate/cooperate in a multi-hop fashion to provide monitor and 

control functionalities in critical applications including industrial, military, home, automotive, 

and healthcare scenarios. Currently, most WSN motes are battery-powered computing platforms 

integrating analogue/digital sensors and an IEEE 802.15.4 radio enabling up to 100m outdoor 

communication range (single hop). Unlike other networks, WSNs have the particular 

characteristic of collecting sensed data (temperature, motion, pressure, fire detection, 

voltage/current, etc) and forwarding it to the base station or gateway. Even though most WSN 

protocols were not designed for two-way communications as illustrated in IMS research, they 

should also be able to receive information and send it to the sensors (a command for example), 

and react on behalf of the commander/user, e.g., automating home appliances. 

 

2. SENSOR NETWORKS IN A GLOBALLY CONNECTED NETWORK 

 
Integration of Wireless Sensor Networks (WSN) into IoT is not mere speculation, a number of 

big technology companies supporting and developing their IoT infrastructure around WSN. 

Noteworthy examples are IBM’s ‘A Smarter Planet’, a strategy considers sensors as fundamental 

pillars in intelligent water management systems and intelligent cities; and the CeNSE project by 

HP Labs, focused on the deployment of a worldwide sensor network in order to create a “central 

nervous system for the Earth” [11]. 
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The question how sensor nodes should provide their services when connecting WSN to the 

Internet is important; either directly or through the base station. The ‘thing’ connected to Internet 

is required to be locatable and addressable via the Internet, but this particular configuration might 

not be suitable for certain scenarios. Some specific scenarios for instance, in SCADA systems a 

sensor node does not need to provide its services directly and other scenarios are where a sensor 

node should be completely integrated into the Internet.  

 

There are different approaches in which WSNs are integrated into IoT depending upon the 

application requirements and already deployed WSNs infrastructure. Some of these approaches 

are described below: 

 

• Completely independent from internet where WSN has its own protocol and sensor nodes 

communicate through a centralized device called base station. Any query coming from 

internet host is traversed through base station that collects and holds all data from sensor 

nodes. If base station acts as applications layer gateway, then Internet hosts and sensor 

nodes able to address each other and exchange information without establishing a true 

direct connection. WSN still independent of internet, all queries go through gateway. 

 

• Sensor nodes implement TCP/IP stack (or a compatible set of protocols such as 

6LoWPAN) so that any internet host can have direct communication with them & vice 

versa. Sensor nodes are no longer to use specific WSN protocols. 

 

• There’s another topology based integration approach in which level of integration 

depends on actual location of the nodes, nodes can be dual sensors (base stations) located 

on the root of the WSN or full-fledged backbone of devices that allow sensing nodes to 

access Internet in one-hop (access point). WSN becomes unbalanced tree with multiple 

roots, leaves are normal sensors nodes and other elements are internet-enabled nodes. 

 
Figure 3. Typical Body Area Network Scenario in context of IoT 

 

The evolution of the IoT has its origin in the convergence of wireless technologies, advancements 

of MEMS and digital electronics where as a result miniature devices with the ability to sense and 

compute are communicating wirelessly. However, having IP connectivity does not mean that 

every sensor node should be directly connected to the Internet. There are many challenges that 

must be carefully considered, and one of those challenges is security [11]. In the era of IoT, the 
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interaction or relationship between humans and machines needs to be considered more seriously 

as machines getting smarter and starting to handle more human tasks. A thing might be a patient 

with a medical implant to facilitate real-time monitoring in a healthcare application or an 

accelerometer for movement attached to the cow in a farm environment. In such a situation, 

humans are required to trust the machines and feel safe about it [10]. 
 

3. IOT SECURITY AND PRIVACY 

 
IoT applications projections predict a safer, smarter and efficient world while some observers 

show concerns that it would be a darker world of surveillance, privacy and security violations, 

and consumer lock–in. The scale and context of the IoT make it a compelling target for those who 

would do harm to companies, organizations, nations, and more importantly people. With 

continued adoption of IP networks, IoT applications have already become a target for attacks that 

will continue to grow in both magnitude and sophistication. The interconnected nature of IoT 

devices means that every poorly secured device that is connected online potentially affects the 

security and resilience of the Internet globally. The weakest link defines the overall level of 

security of the whole infrastructure. This challenge is amplified by other considerations like the 

mass-scale deployment of homogenous IoT devices, the ability of some devices to automatically 

connect to other devices, and the likelihood of fielding these devices in unsecure environments. 

IoT presents new challenges to network and security architects. Smarter security systems that 

include managed threat detection, anomaly detection, and predictive analysis need to evolve [13]. 

There are various challenges to design security solutions in the IoT because of network 

characteristics e.g., device heterogeneity, resource constraints, unreliable communication 

links and the distributed nature. In traditional TCP/IP networks, security is built to protect the 

confidentiality, integrity and availability of network data. It makes the system reliable and 

protects the system from malicious attacks which can lead to malfunctioning systems and 

information disclosure. The IoT requires multi-facet security solutions where the communication 

is secured with confidentiality, integrity, and authentication services; the network is protected 

against intrusions and disruptions; and the sensor node as in WSN, additional security protection 

requirements and user privacy are imposed depending on the application scenario.  

 

With IPv6 there are enough IP addresses to connect billions of ‘things’ to form our new IoT 

world but whether these things would be secured enough to ensure individual privacy rights and 

secure the systems from malicious attacks? The cryptographic algorithms are required to be 

highly efficient, low power, low energy realizations especially for battery operated or passively 

powered devices.  In many practical applications, the gateway needs to send periodic control 

messages, notifications, and sensitive confidential data to all the wearable devices where a 

common secret key is required to encrypt the broadcast messages. Symmetric key cryptography 

such as AES provides fast and lightweight encryption/decryption on such smart devices and their 

integrated hardware supports it as well. However, when this number of connected devices 

becomes high, exchanging symmetric keys becomes infeasible and the need to have an efficient 

scalable key establishment protocol becomes critical. Another approach is to distribute keys by 

asymmetric key cryptography but it requires high computational costs; the main concern for 

resource-constrained devices [16]. Therefore, conventional security primitives cannot be applied 

due to the heterogeneous nature of sensors (either implanted, on-body or wearable), low resources 

and the system architecture of IoT based healthcare systems [3]. 

 

4. IOT SECURITY PRIMITIVES 

 
Devices will only be smart if they include technology to provide security and privacy. Poorly 

secured IoT devices could serve as entry points for cyber-attack by allowing malicious 
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individuals to re-program a device or cause it to malfunction. Moreover, unique to cryptographic 

implementations is that they also need protection against physical tampering either active or 

passive. This means that countermeasures need to be included during the design process. Security 

in the IoT must ensure secrecy and integrity of communication, as well as the authenticity of 

messages being exchanged.  

 

From the end-user’s perspective, it is not possible to easily modify these smart devices; security 

primitives must be pre-embedded into the system. The integration of sensors in the Internet must 

ensure the interoperability, transparency and flexibility. However, sensor nodes inherently have 

constrained resources; small batteries are typically the main energy sources for these sensor nodes 

with the requirement to operate for longer durations [17]. Hence, energy efficiency becomes an 

important factor besides security and privacy issues. 

 

Different approaches are being employed for secure E2E communication in WSNs and IoT, they 

can be classified into major research directions as follows 

 

• Centralized Approaches 

• Protocol-based Extensions and Optimizations 

• Alternative Delegation Architectures 

• Solutions that Require Special Purpose Hardware Modules 

 

It is also important to understand the attack techniques in order to rationalize security 

mechanisms in communication protocols. Some important attacks with respect to IoT are 

 

• Eavesdropping: process of overhearing an ongoing communication, that is as well 

preliminary for launching next attacks. In wireless communication, everyone has in 

general access to the medium so takes less effort to launch as compared to wired 

communication. Confidentiality is a typical counter-measurement against eavesdropping 

but if keying material is not exchanged in secure manner, eavesdropper could 

compromise the confidentiality. Secure key exchange algorithms such as Diffe-Hellman 

(DH) are used.  

 

• Impersonation: a malicious party pretends to be a legitimate entity for instance by 

replaying a generic message, in order to bypass the aforementioned security goals. 

 

• MITM Attack: Man-in-the-middle attack takes place when a malicious entity is on the 

network path of two genuine entities. Capable of delaying, modifying or dropping 

messages.  Interesting within the context of PKC, malicious entity doesn’t attempt to 

break the keys of involved parties but rather to become the falsely trusted MITM.  

 

• DoS Attack: targets the availability of a system that offers services, is achieved by 

exhaustingly consuming resources at the victim so that the offered services become 

unavailable to legitimate entities. A common way to launch this attack is to trigger 

expensive operations at the victim that consume resources such as computational power, 

memory bandwidth or energy. This attack is critical for constrained devices where 

existing resources are already scarce. 

 

Conventional security primitives cannot be applied due to the heterogeneous nature of sensors, 

low resources and the system architecture of IoT based systems. Any unauthorized use of data or 

privacy concerns may restrict people to utilize IoT-based applications. To mitigate these security 

and privacy threats, strong network security infrastructures are required. Peer authentication and 
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End-to-End data protection are crucial requirements to prevent eavesdropping on sensitive data or 

malicious triggering of harmful actuating tasks [15]. 

 

Some other security primitives worth consideration are: 

 

• Securing device identity and mechanisms to authenticate it. IoT devices may not have the 

required compute power, memory or storage to support the current authentication 

protocols. Therefore, authentication and authorization will require appropriate re-

engineering to accommodate our new IoT connected world. 

 

• Protection of the initial configuration and provisioning of devices from tampering, theft 

and other forms of compromise throughout its usable life, which in many cases can be 

years.  

 

• Application of geographic location and privacy levels to data  

 

• Strong identities  

 

• Strengthening of other network-centric methods such as the Domain Name System 

(DNS) with DNSSEC and the DHCP to prevent attacks  

 

• Adoption of other protocols that are more tolerant to delay or transient connectivity (such 

as Delay Tolerant Networks) 

 

• Lastly, the communication and the data transport channels should be secured to allow 

devices to send and collect data to and from the agents and the data collection systems. 

While not all IoT endpoints may have bi-directional communications, leveraging SMS 

(automatically or via a network administrator) allows secure communication with the 

device when an action needs to be taken [12]. 

 

Data Privacy is another important challenge; privacy fears stemming from the potential misuse of 

IoT data have captured public attention. There are various questions to be answered: Who owns 

the data? How a user can be sure that this data is safe and will not be used without his consent? 

How personal data can be disclosed and used by authorized parties? 

 

Privacy issues are particularly relevant in healthcare, and there are many interesting healthcare 

applications that fall within the realm of IoT. We can cite among others the tracking of medical 

equipment in a hospital, the monitoring of vital statistics for patients at home or in an assisted 

living facility. The system application might be looking for a continuous monitoring of the 

person's health parameters, while the sensor's ability to record data might limit the sophistication 

of the security solution used to protect the data it records. In situations for instance, emergency 

data should be readily available to the medical care unit or responders even without the user’s 

interaction. There would always be a trade-off between functionality and privacy. The one 

important question still remains: how much privacy are we happy to give up for the potential 

benefits this new technology can do for humans? 

 

5. IS INTERNET OF THINGS REAL? 

 
Internet of Things is coming. It’s not a matter of if or whether, but when and how. And also 

where do the humans will be placed into this exponentially expanding growth of IoT? Innovations 

in technology mostly emerge from the needs of human society. Today’s top emerging technology: 
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IoT, focused on proficiently monitoring and controlling different activities will have the impact 

on human society including everyday life of common people. Ultimately, people will become a 

part of the IoT through devices for instance in the case of medical implants, without even 

knowing that they have become part of today’s technology.  

 

Here, I will like to quote Mark Weiser’s statement in his well-known Scientific American paper, 

back in 1991. “The most profound technologies are those that disappear. They weave themselves 

into the fabric of everyday life until they are indistinguishable from it”.  

 

6. CONCLUSIONS                                 
 

This paper aims to give an introductory overview to the reader how wireless sensor are integrated 

into the Internet of Things, what are the security challenges and the security primitives that might 

be taken to protect the sensors’ data. Current approaches are focused on pre-deployed pre-shared 

keys on both ends whereas certificate-based authentication is generally considered infeasible for 

constrained resource sensors. Any unauthorized use of data or privacy concerns may restrict 

people to utilize IoT-based applications. Peer authentication and data protection are crucial 

requirements to prevent eavesdropping on sensitive data or malicious triggering of harmful 

actuating tasks. There are other challenges to be solved if the sensor nodes are integrated into the 

internet infrastructure and the complete integration of sensor networks and the internet still 

remains as an open issue. Secret key distribution for heterogeneous sensors in Internet of Things 

becomes challenging due to the inconsistencies in their cryptographic primitives and 

computational resources in varying applications. Highly constrained sensors cannot provide 

enough resources required for the heavy computational operations. The paper studies the 

interactions between sensor networks and the internet from the point of view of security 

identifying both the security challenges and the primitives as well.  
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