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Preface 
 

The Fifth International Conference on Advanced Information Technologies and Applications 

(ICAITA 2016) was held in Dubai, UAE, during November 12~13, 2016. The Fifth International 

Conference on Data Mining & Knowledge Management Process (CDKP 2016), The Second 

International Conference on Control, Modeling and Computing (CMC 2016), The Second 

International Conference on Software Engineering (SOFT 2016) and The Fifth International 

Conference on Soft Computing, Artificial Intelligence and Applications (SAI 2016) was 

collocated with the ICAITA-2016. The conferences attracted many local and international 

delegates, presenting a balanced mixture of intellect from the East and from the West.  

 

The goal of this conference series is to bring together researchers and practitioners from academia 

and industry to focus on understanding computer science and information technology and to 

establish new collaborations in these areas. Authors are invited to contribute to the conference by 

submitting articles that illustrate research results, projects, survey work and industrial experiences 

describing significant advances in all areas of computer science and information technology. 

 

The ICAITA-2016, CDKP-2016, CMC-2016, SOFT-2016, SAI-2016 Committees rigorously 

invited submissions for many months from researchers, scientists, engineers, students and 

practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed 

submissions from an unparalleled number of internationally recognized top-level researchers. All 

the submissions underwent a strenuous peer review process which comprised expert reviewers. 

These reviewers were selected from a talented pool of Technical Committee members and 

external reviewers on the basis of their expertise. The papers were then reviewed based on their 

contributions, technical content, originality and clarity. The entire process, which includes the 

submission, review and acceptance processes, was done electronically. All these efforts 

undertaken by the Organizing and Technical Committees led to an exciting, rich and a high 

quality technical conference program, which featured high-impact presentations for all attendees 

to enjoy, appreciate and expand their expertise in the latest developments in computer network 

and communications research. 

In closing, ICAITA-2016, CDKP-2016, CMC-2016, SOFT-2016, SAI-2016 brought together 

researchers, scientists, engineers, students and practitioners to exchange and share their 

experiences, new ideas and research results in all aspects of the main workshop themes and 

tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is 

organized as a collection of papers from the ICAITA-2016, CDKP-2016, CMC-2016, SOFT-

2016, SAI-2016. 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 

the event and that the friendships and collaborations forged will linger and prosper for many 

years to come.  

                                      

David C. Wyld 

                              Jan Zizka 
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ABSTRACT 

 

In this paper, we measure and analyze the correlation of betweenness centrality (BWC) to five 

centrality measures, including eigenvector centrality (EVC), degree centrality (DEG), 

clustering coefficient centrality (CCC), farness centrality (FRC), and closeness centrality 

(CLC). We simulate the evolution of random networks and small-world networks to test the 

correlation between BWC and the five measures. Additionally, nine real-world networks are 

also involved in our present study to further examine the correlation. We find that DEG is 

highly correlated to BWC on most cases and can serve as alternative to computationally-

expensive BWC. Moreover, EVC, CLC and FRC are also good candidates to replace BWC on 

random networks. Although it is not a perfect correlation for all the real-world networks, there 

still exists a relatively good correlation between BWC and other three measures (CLC, FRC and 

EVC) on some networks. Our findings in this paper can help us understand how BWC correlates 

to other centrality measures and when to decide a good alternative to BWC.  

 

KEYWORDS 

 

Betweenness Centrality, Random Networks, Small-World Networks, Real-World Networks, 

Correlation Coefficient  

 

 

1. INTRODUCTION 
 

Over the past decades, a large number of centrality measures have been introduced and developed 

to quantify the significance and importance of the nodes in various networks. Betweenness 

centrality (BWC) is one of the most widely used measures, first developed in the 1970s by 

Freeman [1] and Anthonisse [2], independently. BWC is a measure of the degree to which a node 

functions as the mediation node by calculating the fraction score of all shortest paths (geodesic) 

between other pairs of nodes that go through it. It is expected that the network would be 

disconnected if one or two nodes with high BWC were removed. Thus one can expect that a node 

with high BWC does not belong to one of the dense groups, but connects them. For the rest of the 

paper, the terms 'node' and 'vertex', 'link' and 'edge', 'network' and 'graph' are used 

interchangeably. They mean the same. 
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BWC has been widely applied to a large number of complex network analyses. For instance, it 

has been proposed as an indicator of the “interdisciplinary” nature of scientific journals [3]. In 

general, BWC of the nodes in a network increases with connectivity as a power law with an 

exponent η [4]. Thus, it is known to be computationally time consuming to obtain exact BWC: 

O(nm) time for unweighted graphs and O(nm + n
2
logn) time for weighted graphs, where n is the 

number of vertices and m is the number of edges in the network [5][6][14]. In this paper, we 

focus on analyzing the correlation between BWC and five well-known centrality measures, 

including eigenvector centrality (EVC), degree centrality (DEG), clustering coefficient centrality 

(CCC), farness centrality (FRC), and closeness centrality (CLC). Random network, small-world 

network, and several real-world networks are involved in this paper. 

 

2. COMPUTATION OF BETWEENNESS CENTRALITY 
 

The computation of BWC in this paper follows the algorithm by Brandes (2001) [5]. If the 

number of shortest paths between two nodes i and j that pass through node k as the intermediate 

node is denoted as gij
k
 and the total number of geodesic between the two nodes i and j is denoted 

as gij, then the BWC for node k is defined as 

 

 

 
 

Figure 1: Representative Example to Compute the Betweenness Centrality of the Vertices in a Network 

 

The representative BWC calculation is illustrated in Figure 1. On the basis of the algorithm 

proposed by Brandes (2001) [5], breadth-first search is involved in the computation. It is clear 
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that BWC is different to degree-based ranking as shown in Figure 1. Nodes 3 and 4 have highest 

degree in this present network; however, node 3 has highest BWC. Nodes 0, 1, 5, and 6 each has 

a degree of 2, but with a BWC of 0. 

 

3. CORRELATION ANALYSIS 
 

3.1. Analysis on Random Networks 

 
Firstly, random networks were simulated to investigate all the six centrality measures including 

BWC, EVC, DEG, CCC, FRC, and CLC. In this section, networks with 100 nodes were 

simulated. Particularly, the probability of linkage between nodes is varied from 0.05 to 0.9 to 

evaluate above mentioned centrality measures. The probability of linkage is increased from 0.05 

to 0.1 by 0.01; from 0.1 to 0.9 by 0.1. Representative random networks are shown in Figure 2 

with a ranking factor of BWC. Correlation between BWC and other five measures, including 

DEG, EVC, CCC, FRC, and CLC, was then determined. Average correlation coefficient value 

was calculated based on 100 trials.  

  
 

Figure 2: Simulation of Random Networks with Various Probability of Linkage Values 

[Ranking Factor is Betweenness Centrality] 
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Figure 3: Correlation Coefficient between BWC and the other Five Centrality Measures: DEG, EVC, CCC, 

FRC and CLC on Random Networks with Various Probability of Linkage Values 

 

As shown in Figure 3, BWC is highly correlated to all measures except CCC. Our data suggests a 

strong correlation between BWC and DEG, ranging from 0.9316 to 0.9513. The highest 

correlation of BWC to FRC, CLC, and EVC reaches -0.9576, -0.9495, and 0.94, respectively. The 

negative correlation indicates that an increase in one variable reliably predicts a decrease in the 

other one. A high value in negative correlation still suggests high correlation. It is pretty sure that 

we can select DEG, FRC, CLC, EVC as alternatives to BWC in random networks. 

 

3.2. Analysis on Small-World Networks  
  

We investigated on small-world networks evolved from regular network. Similar to random 

network simulation, 100 nodes with a k-regular value (initial number of links per node) of 10 are 

set for small-world network simulation. In this section, the probability of rewiring was varied 

from 0.01 to 0.09 with increment of 0.01; and from 0.1 to 0.9 with increment of 0.1. 

Representative small-world networks are shown in Figure 4 with a ranking factor of BWC. 

Correlation between BWC and the other five measures, including DEG, EVC, CCC, FRC, and 

CLC, was then calculated. Average correlation coefficient value was calculated based on 100 

trials. 
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Figure 4: Simulation of Small-World Networks with Various Probability of Rewiring Values 

[Ranking Factor is Betweenness Centrality] 

 

For small-world networks, there is a strong correlation between BWC and the other centrality 

metrics, except EVC, at a probability of rewiring lower than 0.2. The correlation coefficient was 

larger than 0.51 when the probability of rewiring reaches 0.2 for DEG, FRC, CLC, and CCC. The 

highest correlation coefficient of BWC to DEG, FRC, and CLC reaches to 0.5325, -0.7499, and -

0.7348 at probability of rewiring of 0.08. The correlation between BWC and CCC decreases from 

0.8131 to 0.0683 along with the increase of probability of rewiring. 

 

In a previous work, a transformation between small-world network and random network was 

revealed [15]. It was found that simulated network from a regular network would be small-world 

network when the probability of rewiring is from 0.01 to 0.1; however, it changes to random 

network when the probability of rewiring is between 0.1 and 1.0. In this study, we also observed a 

clear turning point at probability of rewiring of 0.1 as shown in Figure 5. Overall, we could 
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preferably use CCC as alternative to BWC at probability of rewiring lower than 0.07. At a critical 

probability of rewiring lower than 0.2, we still could use DEG, FRC, CLC, and CCC as 

alternatives.  
 

 
 

Figure 5: Correlation Coefficient between BWC and the other Five Centrality Measures, including DEG, 

EVC, CCC, FRC and CLC, on Small-World Networks with Various Probability of Rewiring Values 

 

3.3. Analysis on Real-World Networks 

In order to evaluate the feasibility of applying the above mentioned candidate centrality metrics to 

replace BWC practically, multiple real-world networks were also studied. Analysis on real-world 

networks is crucial to understanding how BWC relates to other measures in real world. In this 

study, nine real-world networks (see Figure 6) were analyzed. These are: Dolphins social network 

(Dolphins), Word adjacency network of common adjectives and nouns in the novel David 

Copperfield by Charles Dickens (WordAdj), Celegensmetabolic network representing the 

metabolic network of C. elegans (Celegm), Celegensneural network representing the neural 

network of C. elegans (Celegn), American football games network between Division IA colleges 

during regular season Fall 2000 (Football), Karate Social network of friendships between 34 

members of a karate club at a US university in the 1970 (Karate), LesMis Coappearance network 

of characters in the novel Les Miserables (LesMis), the 1997 US Airports network (AirNet), and 

Political books network (BookNet). Average correlation between BWC and other five measures, 

including DEG, EVC, CCC, FRC, and CLC, was determined on 100 trials. 
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Figure 6: Distribution of the Nodes in Real-World Networks  

[Ranking Factor: Betweenness Centrality] 

 

 
 

Figure 7: Correlation Coefficient between BWC and the other Five Centrality Measures, including DEG, 

EVC, CCC, FRC and CLC on Real-World Networks 
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Unlike the random and small-world networks, the correlation of BWC to CLC and FRC is 

relatively low with a correlation coefficient value less than 0.6 for five tested networks out of 

nine (WordAdj, Celegm, Celegn, LesMis, and AirNet). Similarly, correlation coefficient between 

BWC and EVC is also relatively low with a value less than 0.6 for five tested networks including 

Dolphins, Football, LesMis, AirNet, and BookNet. Particularly, the correlation coefficient 

between BWC and EVC on Football network only shows a value of 0.14. It is also similar to 

BWC and DEG with a correlation coefficient of 0.28 on Football network. Notably, the 

correlation coefficient between BWC and CCC is lower than 0.6 on all tested networks.  It is 

noteworthy that BWC correlates well with DEG on all but Football network. On Football 

network, BWC has a high correlation with FRC and CLC 

 

4. RELATED WORK 

 
Recently, Meghanathan (2016) proposed a hybrid centrality metric (takes both the degree and the 

shortest paths into account) called the local clustering coefficient-based degree centrality 

(LCCDC) [10]. The local clustering coefficient (LCC) of a vertex is a measure of the probability 

that any two neighbors of the vertex are connected. If a vertex has a larger LCC value, then the 

neighbors of the vertex can directly communicate with each other rather than going through the 

particular vertex. If the neighbors of a vertex do not need go through the vertex for shortest path 

communication, then it is more likely that the rest of the vertices in the network would not need 

to go through the vertex for shortest path communication. If a vertex has a smaller LCC, then the 

neighbors of the vertex are more likely to go through the vertex for shortest path communication 

between themselves (as there is more likely not a direct edge between the two neighbors, because 

of the low LCC for the vertex). More specifically, if a vertex has a low LCC and a high degree, 

then several of the neighbors of the vertex (and as a result, several of the two-hop, three-hop 

neighbors and so on) are more likely to go through the vertex for shortest path communication. 

Such vertices are expected to have a higher BWC. The LCCDC metric captures such high BWC 

vertices (with a strongly positive correlation) and could be used to rank the vertices in a graph in 

lieu of the BWC. Since the strongly positive correlation between BWC and LCCDC has been 

already studied in [10], in this paper, we explore any of the other well-known centrality metrics 

exhibit a strong correlation with BWC. 

 

There are some other algorithms proposed to further develop the application of BWC. For 

instance, the random-walk betweenness measure calculated for all vertices in a network in worst-

case time O((m+n)n
2
) using matrix methods [8]. Others such as bounded-distance betweenness 

[9], distance-scaled betweenness [9], edge betweenness [11] and group betweenness [12] are also 

introduced. Alternatively, an approximation computation of BWC of a given vertex with an 

adaptive sampling technique is discussed in the paper by Bader et al (2007) [7]. Nevertheless, the 

computation cost of these betweenness measures is still high. It is more feasible if we could find 

another centrality measure with low computation cost that is highly correlated to BWC. It was 

shown that the BWC is related to the degree in social networks [13] and scale-free network [14]. 

However, there still lacks substantial support on the alternatives to BWC. 

 

BWC measures the interrelationships among vertices. The results of our simulation studies 

suggest that BWC is highly correlated to DEG on most tested networks. Leydesdorff (2007) [3] 

also observed high correlation between BWC and DEG with a correlation coefficient value of 

0.724 on Journal Citing Social Networks. Recently, Pozzi et al (2013) [16] observed a strong 

correlation of the centrality indices between unweighted BWC and DEG calculated on Planar 
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Maximally Filtered Graphs (PMFG) with a value of 0.97. There is also a moderate correlation 

between BWC and CLC papered with a value of 0.54 [3]. CLC refers to the relatedness among a 

set of vertices, providing a global measure of relationships among all vertices. A good correlation 

between BWC and CLC is valuable when it comes to a connection between global and local 

view. 

 

5. CONCLUSIONS 

 
In this paper, we analyzed the six commonly studied centrality measures on random networks, 

small-world networks, and multiple real-world networks. A clear correlation of BWC to DEG is 

shown on most tested networks. It is safe to conclude that there is a strong correlation between 

BWC and DEG. In addition, FRC, CLC and EVC can also serve as alternatives to BWC in 

random network. For small-world networks, DEG, FRC, CLC and CCC could be preferably used 

as alternative to BWC at probability of rewiring lower than 0.2. Unlike the random and small-

world networks, BWC is relatively less correlated to CLC and FRC on five tested real-world 

networks out of nine. DEG still is one of the best alternatives to BWC on real-world networks. In 

conclusion, we have found the computationally-cheap DEG as a good candidate to replace 

computationally-expensive BWC on most occasions. 
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ABSTRACT 

 

Cloud computing promises good opportunities for economies around the world, as it can help 

reduce capital expenditure and administration costs, and improve resource utilization. However 

there are challenges regarding the adoption of cloud computing, key amongst those are security 

and privacy, reliability and liability, access and usage restriction. Some of these challenges lead 

to a need for cloud computing policy so that they can be addressed. The purpose of this paper is 

twofold. First is to discuss challenges that prompt a need for cloud computing policy. Secondly, 

is to look at South African ICT policies and regulatory laws in relation to the emergence of 

cloud computing. 

 

Since this is literature review paper, the data was collected mainly through literature reviews. 

The findings reveals that indeed cloud computing raises policy challenges that needs to be 

addressed by policy makers. A lack of policy that addresses cloud computing challenges can 

negatively have an impact on areas such as security and privacy, competition, intellectual 

property and liability, consumer protection, cross border and juridical challenges. 
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1. INTRODUCTION 

 
Technology evolution has helped economies around the world to become more competitive. The 

emergence of Information and Communication technology (ICT) has helped businesses around 

the world to streamline and improve their business processes in order to respond quickly to 

customer needs. Of those technology evolution, cloud computing happens to be a technology that 

when used, it can help reduces capital expenditure and furthermore improve competitiveness 

globally. 
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However, with technology evolution such as cloud computing, there are some noticeable 

challenges which might hinder the adoption rate and therefore deny companies economy of scale. 

Key amongst those challenges includes security and privacy, reliability and liability, access and 

usage restriction. Therefore such challenges necessitate a need for cloud computing policy that 

when adopted, it can help improve public confidence in the adoption and use of cloud computing 

and furthermore help improve competitiveness.   

    

In this paper we set the scene by first describing the overview of cloud computing, more 

specifically defining cloud computing and also a brief discussion of cloud deployment models 

and services. We then proceed by discussing key challenges that leads to a need for cloud 

computing policy. We furthermore move to the core aspect of this paper which is the discussion 

of key South African laws and regulation in relation to cloud computing. 

 

The next section describe the overview of cloud computing, starting with the definition of cloud. 

 

2. OVERVIEW OF CLOUD COMPUTING 
 

2.1. Definition of Cloud computing 

 
Cloud computing can be briefly defined as computing over the internet, whereby services such as 

data storage, application software are accessible over the internet [1].  The European Community 

for Software and Services [2] defines cloud computing as “the delivery of computational 

resources from a location other than your current one” 

 

The National Institute of Standard and Technology (NIST) gave a detailed definition as they 

define cloud computing as “ a model for enabling convenient, on-demand network access to a 

shared pool of configurable computing resources (e.g., networks, servers, storage, applications, 

and services) that can be rapidly provisioned and released with minimal management effort or 

service-provider interaction” [3]. 

 

The above definitions characterise cloud computing as convenient and on-demand service, shared 

resource pooling, rapid elasticity and broad network access [12]. 

 

2.2. Cloud Computing Deployment Models 

 
By cloud deployment models, we refer to cloud targeted deployment models such as public, 

private, hybrid and community. 

 

• Public Cloud – refers to computing services that are publicly accessible over the internet 

by subscribed cloud consumers. Examples of public cloud services includes but not 

limited to Google Email, Google Drive, Dropbox, Amazon Web Services (AWS), etc. [4] 

[5]. 

 

• Private Clouds – unlike public clouds whereby the hosting infrastructure and software 

application is hosted by third party and there is multi-tenancy of different cloud 

customers, private clouds are privately owned and accessible privately. In most cases 

enterprises that have deployed private clouds choose not to publish some of the private 

and confidential data to public cloud, rather manage such sensitive data internally [4] [5]. 
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• Hybrid Clouds – is made up of two or more clouds with the characteristics of both 

private and public cloud [7], [8], [9].  NIST [3] corroborates the above by defining hybrid 

cloud as “a composition of two or more distinct cloud infrastructures (private, 

community, or public) that remain unique entities, but are bound together by standardized 

or proprietary technology that enables data and application portability (e.g., cloud 

bursting for load balancing between clouds). 

 

• Community Cloud – Institutions with shared mission and goals, computing needs, 

policies and security requirements can form what is termed “community cloud” as a 

means to share hosting infrastructure (hardware, network resources, etc.) amongst 

community members [4], [5], [10]. 

 

2.3. Cloud Computing Service Models 

 
Cloud services models refers to computing services that are offered on the cloud. These includes 

services such as Platform as a Service (PaaS), Infrastructure as a Service (IaaS), and Software as 

a Service (SaaS) [11].  

 

• Platform as a Service are services that creates a platform for software application 

developers to develop, deploy and manage their applications over the internet. Examples 

of PaaS include but no limited to Amazon Elastic Beanstalk, Microsoft Windows Azure, 

Google App Engine, and Apache Stratos. 

 

• Infrastructure as a Service are services that provides customers with hardware and 

computing infrastructure that is typically hosted and managed by cloud computing 

service provider [13]. Examples includes but not limited to Amazon EC2, Google 

Compute Engine and Rackspace. 

 

Software as a Service is the delivery of software solutions in a form of a service whereby the 

software is hosted by the service provider and is accessible over the internet. You don’t necessary 

have to install the software locally on your computing device, rather you access it over the 

internet. The advantage therefore is the licensing model which is subscription based [16]. 

Examples includes Microsoft 365 office, Google Apps and Salesforce. 

 

3. CHALLENGES THAT LEAD TO A NEED FOR CLOUD COMPUTING 

POLICY 
 
There are several challenges that lead to a need for cloud computing policy that when addressed, 

can help improve public confidence and improve the adoption rate. These challenges are 

discussed below starting with key security and privacy. 

 

3.1. Security and Data Privacy 

 
Cloud services are accessible over the internet and are made up of cloud services such as email 

services (Gmail, Yahoo mail, etc.), social network (such as Facebook, etc.), storage services such 

as Dropbox, Google Drive, VMware storage services, etc. These cloud services stores huge 
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amount of personal and sensitive information at data centers around the world. Due to the fact 

that these data is accessible over the internet, this raises privacy and security risks. 

 

Cloud computing like other networked systems, is more prone to traditional threats such as data 

confidentiality, privacy and authentication. This is because cloud computing resources are 

accessed over the internet and can be exposed to such security threats. Other threats includes but 

no limited to – abuse and nefarious use, insecure interfaces and APIs, malicious insiders, shared 

technology issues, data loss or leakage, account and service hijacking. 

 

Conversely, there are security issues which are more specific to the cloud environment and which 

are exacerbated by the multi-tenancy and distributed nature of the cloud. These include 

confidentiality, service availability, access control, identity management and privacy amongst the 

list [14], [15].   

 

3.2. Access to the Cloud and Necessary ICT Infrastructure 

 
Cloud computing due to its cost model, has the potential of enabling Small and Medium 

Enterprises (SMEs) to have access to the latest software services that will enable them to compete 

with large enterprises. Conversely, most of non-profit organisations make use of technological 

tools to advance their social and community developmental course. Since such organisations 

survive on donor funding, it makes sense to create access points to cloud services at a reduced 

cost. 

 

Furthermore many countries have broadband challenges as most of it is not strong enough to 

enable business and general public to make use of cloud computing services, especially in rural 

places. Moreover, the cost of internet access and data usage tend to be expensive in most of 

countries, especially in South Africa.  

 

3.3. Competition and Antitrust 

 
The International Telecommunication Union (ITU) attributes the following as cloud computing 

competition concerns, namely: - data portability, lack of industry standards, public procurement 

practices and restrictive license condition [16].  Cloud computing deployment models consist of 

Software as a Service (SaaS), Infrastructure as a Service (IaaS) and Platform as a Service (Pass). 

ITU assert that “vendor lock-in” can occur within any of these three segments and this can 

become an impediment regarding data or application movements [16]. 

 

Conversely, Sluijs, Larouche and Sauter [17] identified three potential concerns which may 

constitute anticompetitive behaviour, namely 1) Interoperability and portability concerns, 2) 

Vertical integration and discrimination and 3) Internalization of market by a group of Internet 

Service Providers (ISP) to deny cloud computing providers to provide ubiquitous services. 

Vertical integration and discrimination could occur if the ISP decides to vertically integrate 

within the cloud computing market, i.e. deciding to provide cloud computing services as part of 

their differentiation strategy [17]. 
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3.4. Wiretapping and Electronic Surveillance 

 
In 2013, there were revelations made by former United States of Americas National Security 

Agency (NSA) contractor Edward Snowden regarding the NSA’s programs that compromises the 

privacy of data stored in the cloud, especially the data that stored by USA cloud computing 

providers such as Microsoft and Google. The revelations by former NSA contractor has sparked 

public outrage in the cloud computing community. Such public outrage can negatively affect 

USA cloud providers doing business in other countries. This necessitate a need for transparency 

in electronic surveillance activities conducted by government agencies in order to ensure that the 

privacy of citizen is not violated. 

 

3.5. Intellectual Property and Liability 

 
As with on premise software, cloud computing services providers also rely on copyrights and 

patent laws and other forms of protections for their intellectual property (IP). We have recently 

witnessed companies such as Apple, Google and Microsoft filling patent and IP court papers 

seeking recourse due to the violation of their IP.  Therefore to promote the development of cloud 

computing, there is a need for strong policy initiative that will comprehensively address issues of 

IP and copyright in order to protect cloud computing companies against any infringement of their 

IP and copyrights. 

 

3.6. Consumer Protection and Vendor Lock-in 

 
Issues of cloud reliability and liability necessitate a need for cloud computing policy regime. 

Cloud users expect cloud services to be reliable at all time, however this becomes a challenge. 

For instance cloud provider blackouts can render some of the mission critical applications 

unavailable.  

 

Van Belle & Hinde [18] argues that Cloud computing risks and challenges from a South African 

perspective also include cloud lock-in.  Cloud/Vendor lock–in is largely used by cloud vendors to 

technically ensure that consumers heavily depend on cloud vendor services, thus making it 

difficult for the consumer to easily switch from one vendor to another. Therefore there is a need 

to mitigate this cloud lock-in in order to ensure that consumers are protected from this and can 

easily switch from one vendor to another. 

 

3.7. Cybercrime 

 
The cloud computing market is growing rapidly and there is huge amount of data that is being 

stored on the cloud, and these vaults of data attracts cybercriminals. As cloud computing market 

grows, it will be very challenging to protect such data from cyber-attacks. This necessitate a need 

for a policy that will ensure effective law enforcement to deal with such acts of crimes. 

 

3.8. Cross Border and Jurisdictional Challenges 

 
Most cloud computing vendors have data centers around the world and most cloud consumers do 

not know the location where their information is stored. For instance, a cloud user staying in 

Nigeria can access his/her data that is stored in Australia. A question worth asking is which laws 

and regulations apply? The location of cloud provider’s data center can have an influence the way 
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in which users are legally protected. There is a need for policy initiative that will address cross 

border cloud computing regulatory issues and therefore improve public confidence. 

 

4. SOUTH AFRICAN POLICIES IN RELATION TO CLOUD COMPUTING:   

ANALYSIS AND DISCUSSION 

 
The recent BSA Global Cloud Computing Scorecard survey done by the Software Alliance [19] 

revealed a significant improvement of South Africa regarding privacy laws and regulations. This 

is due to the recent privacy laws such as Protection of Personal Information Act (POPI). While 

cloud computing is gradually gaining its maturity and the usage increases, new challenges will 

eventually start to emerge. 

 

For the purpose of this paper, three key regulatory laws are reviewed and discussed, namely 

POPI, Electronic Communication and Transaction Act, as well as The South African Competition 

Act. We purposefully selected these three regulatory laws as they are more inclined to the 

fundamental purpose of this study, as well as to analyse, discuss and interpret under the auspices 

of the identified challenges that leads to cloud computing policy, which were discussed in the 

previous section of this paper. Of those identified regulatory laws and regulations, we first start 

discussing and analysing POPI Act 

 

4.1. Protection of Personal Information Act (POPI) 

 
With the increase of criminal acts such as identity theft and the intrusion of personal privacy, 

governments all over the world have increasingly become concerned regarding these criminal acts 

as well as the way in which personal information is collected, handled and processed by 

companies. South Africa is not an exception to these global concerns of privacy issues, hence 

there is now a new act called the Protection of Personal Information Act (POPI) which was 

enacted on 26 November 2013. 

 

The premise of POPI is to regulate the way in which organisations collect and process personal 

information for business purpose. This is done with the aim of ensuring that individual right to 

privacy is safeguarded. Therefore gone are the days whereby organisations could obtain 

individual personal information and process it without the consent of the data subject. The data 

subject is described as the person to whom the personal information relates [20]. POPI scope is 

very wide as it applies to almost every activity that one might do with the personal information, 

including the handling and processing of employees personal information. 

 

The purpose of POPI is to uphold and enhance privacy of personal information as well as 

prescribing to international standards with regard to data privacy and protection [21]. POPI is 

influenced by other privacy regulations in countries such as the United Kingdom (UK), Canada, 

Australia and the European Union [21]. POPI act consists of 8 conditions regarding the lawful 

processing of personal information act, namely - accountability, processing limitation, purpose 

specification, further processing limitation, information quality, openness, security safeguards 

and data subject specification. These 8 principles are discussed below, starting with 

accountability condition. 

 

Some of the advantages that can be drawn from the POPI Act is that it strives to ensure privacy, 

safety and confidentiality of data subject personal information. It strives to ensure that data is 
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processed in a lawful manner and with accountability. Furthermore, it ensures that the data 

subject participates in the process of processing of personal information. Moreover, it hold the 

responsible party and the operator accountable with regard to the unlawful processing of personal 

information. However it is worth mentioning that there are some noticeable challenges regarding 

POPI act. 

 

POPI act is one of the comprehensive legislation act and compliance by companies is going to be 

a cumbersome process. The act allows companies to have in place privacy and security policies, 

however most of the enterprises do not have such policies [21], [22]. According to the survey 

conducted by ITWeb/Delloite, over 55% of companies participated in the survey did not have 

security or privacy policies in place [22]. Thus a lack of readiness in ensuring POPI compliance 

remains a concerns. 

 

Furthermore, there are challenges with chapter 9 of the act which deals with cross-border data 

transfer. As discussed above, the act allows data to be transferred to other countries provided the 

data subject gives a concern and the laws and of the foreign country regarding privacy policies 

are similar to that of the republic. By having a restriction on information flow can affect 

international trade. From economic point of view, the unrestricted flow of information can ensure 

the development of global supply chain. While the restriction of information flow from privacy 

and security point of view makes sense, this has to be minimized to a level that it does not 

negatively impact global trade. 

 

Another argument the researcher would like to raise regarding restrictive cross-border 

information flow is that in relation to competition. Most multinational companies like Google, 

Amazon and Microsoft offers competitive prices for their cloud computing services.  Some of 

these multinationals stores personal information of data subject to countries which might not have 

privacy laws similar to that of South Africa, and as a result, this might have a competitive 

disadvantage for their South African market segment.  

 

For instance, you might end up in a situation whereby there are local CSP which has local data 

centers but charges exorbitant prices compared to multinationals, because they comply with the 

act. It would be beneficial to maintain a balance between the POPI act and competitiveness, in 

order to ensure that there is economic growth through competitiveness and furthermore there is 

privacy laws that do not hinder such competitiveness and economic growth. 

 

4.2. Electronic Communication and Transaction Act (ECTA 2002) 

 
The Electronic Communication and Transaction Act (ETCA) was promulgated in 2002 in order 

to provide a regulatory framework to address electronic communications and other transactions 

conducted on the internet. With the increase of internet usage and e-commerce industry in South 

Africa, the ECTA was purposefully designed and implemented to:  

 

• Facilitate and regulate the use of electronic communications and transactions. 

 

• Necessitate the development of South African national e-strategy by the ministry of 

communication 
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• Promote access and use of electronic communication and transaction by Small, Micro 

and Medium Enterprises (SMMEs). 

 

• Provide a regulatory framework to guard against abuse and malicious use of 

information systems. 

 

• Promote the use of e-government services. 

 

The ECTA of 2002 is a detailed regulatory act and consist of fourteen chapters outlining the 

government regulatory position regarding the use of electronic communication and online 

transaction. Furthermore the act address key factors such as and not limited to - facilitating 

electronic transactions, registration of cryptography providers, accreditation of authentication 

services providers, consumer  and personal information protection in relation to electronic 

communication and transaction, liability of service providers and cybercrime. 

 

One of the advantages of ECTA of 2002 is that some of the provisions in the Act are in line with 

international standards [23]. Another advantage of this Act is the provision for the protection of 

South African (SA) consumers, even though some critics suggest that the Act does so extensively 

to a level that it can create some trade challenges with international suppliers doing business with 

SA consumers [24]. 

 

The Act affords consumers with cooling-off period, to cancel without reason and penalty any 

credit agreement for the supply of goods within 7 days after the date of receipt of goods or 

services and within 7 days after the conclusion of the agreement.  Therefore this serves as an 

advantage to the consumer as it afford him/her the opportunity to terminate the contract if he/she 

is not satisfied with the goods or services provided. 

 

Cybercrime has become a global problem and the issue of cybercrime is not only affecting South 

Africa but other African countries as well [25];[26]. The increase in cybercrime in some countries 

in Africa is exacerbated by a rapid increase in the use of Information and communication 

technologies such smartphones, increased bandwidth, adoption of mobile money applications, etc. 

[27]; [28]; Kritzinger & von Solms, 2012). However the provision of cybercrime in the ACTA of 

2002 serves as an advantage as it aims to address issues of cybercrime as well as making 

proclaiming cybercrime as a criminal offence punishable by jail term or fine. 

 

There are notable challenges regarding this ECTA of 2002. De Villers [23] argued that some 

terms in the act are not clear, therefore there is a need for clarification of terms in order to 

increase legal certainty. Another challenge with this act is issues around trans-border jurisdiction 

and enforcement of judgment [23]; [29]. For instance, a South African consumer cannot institute 

a legal action against a supplier in a foreign country as the foreign court might refuse to recognize 

or enforce the ECTA of 2002.  

 

Furthermore another challenges is around the use of cryptography as a form of data security, 

however with the emergence of cloud computing, the question is whether cryptography is 

compatible and sufficient enough in ensuring security online, the safety, integrity and authenticity 

of the data processed in the cloud environment. There seems to be are security challenges 

regarding the use of cryptographic in the cloud environment [30]; [31];[32]. Due to the diverse 
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layers of cloud computing, it is complex to manage cryptographic keys. Van Dijk and Juels [33] 

argued that the use of cryptography alone in enforcing privacy is not sufficient enough.  

 

Another challenge with this act is that it was promulgated a decade ago and there are concerns 

regarding its applicability with the advancement of technology [34], such as cloud computing, 

mobile commerce, smartphones, phablets, and so forth. The advancement in technology 

necessitate a need for policy makers to review and adjust policies. Failure to do this will render 

some policies inefficient and raise gaps which can then cause problems. 

 

4.3. The South African Competition Act 

 
The South African government has a competition policy which was drafted in the early years of 

our democracy. The then new administration of the founding father of our democracy, the late 

Tata Nelson Mandela, brought new policy reforms. Tata is isiXhosa word that means “Father” 

and it is this word that many South Africans use to refer to the late President Nelson Mandela.  

The policy reforms back then were necessary as part of a country’s comprehensive program for 

economic, social and political transformation and as well as the re-integration of South African 

economy in a global economy after years of exclusion and isolation under the apartheid regime 

[35]. In October 1998, the South African competition act was legislated and became an act 

regulating competition in South Africa. The purpose of the South African competition act is to 

promote and sustain completion in South Africa, by:  

 

• The promotion of the efficiency, adaptability and development of the economy. 

 

• Providing consumers with competitive prices and product choices. 

 

• The promotion of employment and the advancement of the social and economic 

welfare of South Africans. 

 

• The expansion of opportunities for South African participation in world markets and 

recognizing the role of foreign competition in the Republic. 

 

• Ensuring that small and medium-sized enterprises have an equitable opportunity to 

participate in the economy. 

 

• The promotion of a greater spread of ownership, in particular to increase the 

ownership stakes of historically disadvantaged persons.[36] 
 

From the objectives above, it can be argued that the aim of  South African competition act is 

twofold or rather has a dual objective [37], firstly to promote and sustain competition in South 

African, and secondly to achieve economic transformation in South Africa and address “the 

historical economic structure and encourage broad-based economic growth” [38]. 

 

One of the advantages of the South African Competition Act is the control of anti-competitive 

conduct and the promotion of competition within the domestic market [40]. Due to the fact that 

South African emerged from a highly segregated society and with the economy used to be 

dominated by large conglomerates [40], it was therefore necessary to design a policy that is 

inclusive and promotes fair competition.  The promotion of competition within the domestic 
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market includes the participation of previously disadvantaged people (mainly African natives) so 

that they can also participate in the economy of South Africa. 

 

Furthermore another advantage of the Act is its dual objective, as this competition law is 

perceived to have exceed its scope of typical competition law as compared to laws of developed 

countries, as it aims to find a balance between the promotion of competition and development 

[39]. In addition, another advantage of this Act is that it takes into consideration aspects that are 

unique to South Africa’s development, including but not limited to public interest issues such as 

empowerment, employment and SMEs [35].   

 

Furthermore the establishment of three institutions (such as the competition commission, 

competition tribunal and competition appeal court) ensures that there are processes in place with 

regard to addressing anti-competitive conduct and as well as ensuring a fair trial amongst the 

parties which might be involved in competitive disputes. 

 

Legh, Staples and Masamba [37] argued that while progress has been made by the competition 

commission in promoting and furthering the policy and its objectives, there are however some 

challenges. One of the challenges as noted by Legh, Staples and Masamba [37] is the competition 

commission authorities’ failure to follow due process in enforcing the competition Act. 

 

Furthermore it is of a view of a researcher that the South African Competition Act in its current 

form is more likely to cause issues with the emergence of cloud computing. This is corroborated 

by Luciano and Walden [41] as they have noted that competition law challenges are likely to 

emerge as cloud computing gains its maturity, however they are some areas currently which 

competition issues have started to emerge. These includes open standards and public 

procurement, interoperability and public procurement, as well as data portability and data 

protection.   

 

5. CONCLUSIONS 

 
From the discussion above, it is evident that cloud computing raises policy challenges that needs 

to be addressed by policy makers. A lack of policy that addresses cloud computing challenges can 

negatively have an impact on areas such as security and privacy, competition, intellectual 

property and liability, consumer protection, cross border and juridical challenges.  Moreover, 

other categories identified by Yoo [42] which can have policy implications on the cloud includes 

Industry structure, Data Centers, Server-related technologies, Access networks and Regulations. 

  

Some of existing policies and regulation reviewed, were enacted decades ago, thus raising a gap 

which needs to be covered in order to accommodate new technological developments. What is 

interesting is that such challenges are not only experienced by South Africa, as there are other 

countries who are stuck with legislation and policy documents that have been enacted decades 

ago. For instance, some privacy policy acts such as the United States Stored Communication 

Acts, was enacted decades ago and therefore not sufficient to handle regulatory issues that are 

being raised by the emergence of cloud computing.  

 

The gap between policy and new technological developments is becoming so significant to a level 

that some argue that policies regarding information security should be rethought. Thus Cloud 

computing is very broad term and it is most likely to raise some policy questions which will need 
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to be addressed. From the discussion above and from a South African perspective, current 

policies and regulatory frameworks are not conducive enough to address all cloud challenges 

which impacts adoption of cloud computing services. 

 

It is evident  from the discussion above that there is a need for a cloud computing policy 

framework that adheres to international standards and that will address some of the pressing 

challenges emanating from the adoption and use of cloud computing. Moreover, there is a need 

for a well thought cloud computing policy that does not overregulate but addresses cloud 

challenges with the aim of improving public user confidence in the cloud and rapid adoption rate 

computing. Conversely, this policy should be interdisciplinary and should include factors such as 

competitiveness, finance, technology and law [43]. 
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ABSTRACT 

 

Multi-agent systems are asynchronous and distributed computer systems. These characteristics 

make them also a discrete-event dynamic system. It is, therefore, important to analyze the 

behavior of such systems to ensure that they terminate correctly and satisfy other important 

properties. This paper presents a formal modeling and analysis of MAS, based on Well-formed 

Nets, in order to ensure the absence of any undesired or unexpected behavior. To validate our 

contribution, we consider the timetable problem, which is a multi-agent resource allocation 

problem. 

 

KEYWORDS 
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1. INTRODUCTION 

 
The paradigm of multi-agent systems (MAS) [1] offers an original way of modeling complex 

system. Therefore, multi-agent systems have been used in several areas, such as 

telecommunications,  finance, Internet, energy, health, embedded systems ... etc. When designing 

MAS, it is often hard to guarantee the system specifications that have been designed, actually 

fulfil the requirements, i.e., whether it satisfies the design requirements, especially for critical 

applications. Tests and simulations have contributed for a long time to validate such systems. 

However, these techniques allow to investigate only one part of the global behavior. Thus, they 

differ from the formal verification techniques, which ensure that a property is verified by all 

possible system executions [2]. Consequently, it becomes crucial to have rigorous methods of 

formal specification and verification to ensure the safe development of agent based systems. 

These systems can be critical with no risk of error for some properties, such as security, integrity 

and robustness. Model checking techniques are widely used in analyzing MASs due to their 

completeness and automaton [3]. 

 

We have already presented in previous works an e-commerce multi-agent system modeling using 

Colored Petri Nets [4] [5], where some general properties verification was performed using CPN 

Tools [6] .Unfortunately CPN Tools does not allow verification of specific properties. In addition 

it suffers from the so called state explosion problem: the number of states in the model grows 
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exponentially. In this paper, we present an efficient formal approach for modeling and verifying 

multi-agent systems, based on Well-formed Nets (WN) and model checking verification using 

GreatSPN [7] and SPOT [8] tools. The main advantage of Well Formed Nets is the notion of 

symbolic reachability graph that is composed of symbolic states. A symbolic state is a state 

representing several concrete states in the state space of the system described by the Petri net. So, 

much larger state spaces can be represented. Indeed, we present the Agent by class of color and 

his actions by transition associated by one or by several conditions. 

 

We study in particular the interaction protocols. Interaction protocols enable agents to reach a 

solution in a quicker way. The agents know the messages they can receive in a given state, the 

message they can send and the rules that guide their choice in case of non-determinism. The 

agents thus go faster towards solution. As case study, we take FIPA contract net protocol applied 

to timetable problem. The timetabling problem is a resource allocation problem. It aims at finding 

an appropriate timetable for a set of courses to be scheduled within limited resources such as 

professors, student groups and class time. 

 

There are generally two types of constraints in timetabling: hard and soft constraints. Hard 

constraints are those that must be satisfied and cannot be violated. For example, a professor can't 

give two courses at the same time to two different groups. Soft constraints are those that are 

preferably satisfied, but may be relaxed if necessary in order to meet hard constraints. For reasons 

of simplification we are interested by the verification of the hard properties which are expressed 

by the temporal logic used in this work. We begin by defining some atomic propositions that will 

help us to translate timetabling properties into LTL formula. 

 

This paper is organized as follows. Related work are presented in Section 2. Section 3 details the 

analysed system and the proposed models. Section 4 describes the verification of the desirable 

properties and experimental results. Finally, we conclude our paper by giving some perspectives 

in Section 5. 

 

2. RELATED WORK 

 
Petri Nets (PN) have been successfully used in several areas for the modeling and analysis of 

distributed systems [9]. Several studies have been proposed to model MAS with Petri Nets. 

Balague [10], proposed a model for a promotional game of viral marketing on the Internet. She 

used Stochastic Petri Nets for modeling a multi-agent wish list. Gazdare [11] used Colored Petri 

Nets (CPN) as a formal method to model a transport MAS with containers, then, simulated and 

solved the storage problem. Lyu [12] used a Stochastic Petri Net (SPN) model to assess 

survivability and fault tolerance of mobile agents systems. They use the model for design and 

evaluation of their proposed agent architecture through simulation. 

 

EL Fallah-Seghrouchni [13], Boukredera [14] and Khosravifar [15] proposed to use the CPN 

formalism to model interaction protocols. These Petri Net-based approaches provided a MAS's 

specification to facilitate applications design and implementation. However, they did not address 

the verification problem of the proposed models. The advantages of having a Petri net model 

were not exploited. The work presented by Hsieh in [16] proposed a new model called a 

collaborative Petri net and addressed the question of deadlock and undesirable state avoidance 

under the contract net protocol. Other Petri Net extensions were proposed in more recent works. 

[17] defined nested predicate transition nets to analyze multi-agent system and a set of translation 



Computer Science & Information Technology (CS & IT)                                  27 

 

rules that translate the multi-agent model to an executable PROMELA model [18]. Marzougui in 

[19] proposed an Agent Petri Net to model interactions between agents. The transformation of the 

obtained model, in an ordinary Petri Net, is also required to analyze the behavioral properties of 

the system. 

 

Recently, model checking techniques are widely used in analyzing MASs due to their 

completeness and automaton. So several model checker are proposed for modelling and verifying 

critical properties of MASs, e.g., MCMAS [20], MCK[21], SPIN [2] and NuSMV [20]. These 

approaches, however, still have some limitations. Specifically, MCMAS and MCK mainly focus 

on concurrent systems without stochastic behaviors, which limits their application in unreliable 

environments or agents with random behaviors. In our work, we use a formal model, based on 

Well formed Nets, a class of high level Petri Nets, allowing qualitative analysis together with 

performance evaluation. This special class of high level Petri nets, allows to express symmetrical 

behaviours, which generates more compact state space. 

 

3. MODELING MULTI-AGENT INTERACTIONS USING WN 
 

An agent is an active and autonomous entity, it perceives its environment and interacts with other 

agents to achieve its goal. 

 

The communication between agents can be structured by the use of protocols, structured 

descriptions of possible interactions between two or more agents. Protocols are a formalization of 

processes, which allow the organization of recurring tasks. 

 

Several protocols have been proposed (see for instance the proposal of FIPA
1
). 

 

3.1 FIPA contract net protocol 
 

The contract net protocol [22] is an elementary protocol that facilitates task allocation between a 

group of agents' roles. In this protocol, there are two different types of roles, an Initiator and a 

Participant. The finite automata in Fig.1 and Fig. 2 model the different states and transitions of 

these roles. The Interaction Protocol is composed of a sequence of four main steps, illustrated by 

the sequence diagrams shown in Fig. 3. The agents must go through the following loop of steps to 

negotiate each contract. 

 

1. The Initiator sends a "call for proposal" (CFP). 

 

2. Participants who receive the announcement can answer by either a Proposal or reject. 

 

3. Initiator receives and evaluates proposals, it sends a Contract to participant agents, whose 

proposals are accepted, and Refuse to other agents.  

 

4. At the end of interaction, the participant sends to the initiator agent, an Inform message to 

confirm the action achieving, or a failure message in a failure case. 

 

 

_______ 
1
FIPA: The Foundation for Intelligent Physical Agents 
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Fig. 1. Initiator automaton 

 

 

 

 

 

 
 

Fig. 2. Participant automaton 
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Fig. 3. FIPA Contract-Net Sequence Diagram 

 

3.2 The Well formed Petri Nets (WN) 
 

As mentioned in the introduction, our method is based on the Well-Formed Petri nets. Petri Nets 

are state based models which are well known for being able to model complex systems with 

concurrency and conflicts, even in the stochastic context. Moreover, WN model can also take 

advantage of behaviourial symmetries of systems' entities, if there are such symmetries. Finally, 

WNs are a well studied class of high level colored Petri nets and benefit from a large set of 

analysis algorithms and tools 

 

A Well-formed Net [23] is a colored Petri net, where places and transitions are provided with a 

structured type of tokens. In this model, tokens are grouped into basic classes called color classes. 

These classes are brought together to form a color domain, which is associated to places and 

transitions. Colors of a place label its tokens, whereas colors of a transition define possible firings 

of the transition. Thus, an initial marking of a place is defined as a multiset (bag) of colored 

tokens. A color function is attached to each arc: its role is to define for, a given color of the 

associated transition, the number of colored tokens to add or to remove from the attached place. 

 

A color domain is a Cartesian product of color classes. A total order, expressed by a successor 

function, can be defined on a color class. The Cartesian product defining a color domain can be 

empty (for example, in the case of a place containing neutral tokens). It can also contain 

repetition of a class (modelling internal synchronization of this class). A color class, grouping 

colors of same nature (eg. processes, resources), can be divided into static sub-classes, where a 

sub-class contains colors with identical behaviours, even in terms of performance. 
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3.3 Case study: Timetabling management benchmark 
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Fig. 4. The MAS model 
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4. EXPERIMENTAL RESULTS 

 

 
 

4.1 Properties verification 
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Fig. 5. Property verification 

 

4.2  State Space Analysis Results 
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ABSTRACT 

For over four decades now, variants of Model Checkers are being used as an approach for 

formal verification of systems consisting of software, hardware or combination of both. Though  

various  model  checking  tools  are  available  like  NuSMV, UPPAAL, PRISM, PAT,FDR, it is  

difficult   to comprehend  their usage for  systems in different domains like telecommunication, 

automobile, health and entertainment. However, industry experts and researchers have 

showcased the use of formal verifications techniques in various   domains including 

Networking, Security and Semiconductor design.  With current generation systems becoming 

more complex, there is an urgent need to better understand and use appropriate methodology, 

language and tool for definite domain. In this paper, we have made an effort to present Model 

checking in detail with relevance to available tools and languages to specific domain. For 

novices in the field, this paper would provide knowledge of model checkers languages and tools 

that would be suitable for various purposes in diverse systems.  

KEYWORDS 

Formal Methods, Formal Verification, Model Checkers, System Modelling 

 

1. INTRODUCTION 

 
The cutting edge technologies in some of the critical systems like Cyber Physical Systems, 

Mobile Cloud Computing, Wireless Sensor Network and Mobile Crowd Sensing systems have 

high degree of complexity.  The complexities of these systems are due to the challenges in 

conformance of software, hardware, network, telecommunication and mobile industry. Large 

software systems comprise of several million lines of source code. Additional complexities could 

include structural, environmental (Reactive, Ubiquitous, context-aware), application domain and 

communication complexity. Hence, it is difficult to understand the requirements, architecture, 

design, implementation and testing of these systems unless a precise engineering notion is used. 

One of the systematized tactics that is prevalent to achieve reliable and correct system is Formal 

Methods (FM) [1][2][3]. 

 

Formal methods are techniques used to model complex systems as mathematical entities [18]. 

They are required for specifying and verifying the system and to ensure that the system is 

developed “correctly”. Formal methods may not be suitable for all types of applications like; 

problems over simple domains are usually less complex and do not warrant formal methods. 

Formal methods are vital whenever the cost of failure is high in business critical systems, safety 

critical systems and machine critical systems [9].  



40 Computer Science & Information Technology (CS & IT) 

 

The development of safety-critical systems requires the use of formal methods for specifying and 

analyzing critical components and their properties. Formal methods are used at all stages of 

System development that is at Specification [2][6], Architecture [11][22][13], Design[24][8], 

Coding[15][16][17] and Testing[18][9]. 

 

Typically Formal methods are employed to  

• Verify the mathematic model at any time of system development   

 

• Find errors at early stage    

 

• Reduce system cost, development time and effort to build the system   

 

• Improve quality of the system like security, reliability and performance and so on 

An application which primarily uses the traditional structured development techniques may use 

formal methods only for the purpose of documenting data dictionaries. The objectives of these 

applications will have different impacts on the development process and consequently will 

influence different choices of model checking techniques. In Formal Methods, mainly we have 

two main steps. One is Formal Specification and the second one is Formal Verification. Currently 

there are many techniques that are employed to verify the correctness of system being built like 

inspection, audit, testing, review, simulation, walkthrough and formal verification. Among these, 

the Formal Verification techniques offer a formal proof grounded on mathematical model of the 

system. We need suitable methodologies, tools and languages which can assist in early detection 

of defects in a structured manner. One such option would be to explore formal verification 

techniques. There are two types of formal verification; Automatic (Model Checkers) and semi-

automatic (Theorem Provers).  Here, we focus primarily on Model checkering Languages and 

Tools with a discussion on current challenges.  

 

There are mainly three major steps in model checking process, namely: 

1. System Specification  

 

2. System Modeling 

 

3. System Verification 

 

The rest of the paper is structured as follows: In Section 2, we present one of the inputs of the 

model checking tool that is Formal specification methods. Section 3 outlines the Formal 

modelling methods. Section 4 summarizes the formal verification methods. Section 5 briefly 

discusses the types of model checking methods and their corresponding tools. Section 6 describes 

model checkers tools and their practical application in various domains. In Section 7, model 

checking languages are described in detail. Section 8 draws conclusion. 

2. SYSTEM (PROPERTY/FEATURE) SPECIFICATION  

 
To apply formal methods, first we should know the characteristics of the problem domain and the 

complexity of their modeling [4. Typically, we can specify the properties of the system using 

temporal logic and automata. Table 1 list the distinct types of Temporal Logics and their 

abbreviations.  
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Table 1. Distinct Types of  Temporal Logics. 

Temporal-based PSL (Property Specification 

Languages) 

Stochastic Logics 

LTL Linear Temporal Logic Continuous Stochastic Logic (CSL)  

CTL Computational Temporal Logic Probabilistic Reward Computation Tree Logic 

(PRCTL) 

CTL* Combination of LTL and CTL Continuous Stochastic Reward Logic (CSRL) 

PLTL Probabilistic LTL Continuous Stochastic Logic (CSL)  

PCTL Probabilistic CTL Continuous Stochastic Logic (CSL)  

TCTL Timed CTL Probabilistic Reward Computation Tree Logic 

(PRCTL) 

 

Temporal logic is a variant of modal logic for expressing temporal modalities and representing 

propositions qualified in terms of time. Depending upon the system types, we have to select the 

distinct types of temporal logic. LTL is more suitable for specifying sequential systems. 

Whenever we have to verify branching cases in some of the states, then CTL is more suitable. 

When systems are stochastic in nature, during that time Probabilistic CTL and Probabilistic CTL 

are appropriate PSL. When we need branching CTL and TCTL are more applicable. Stochastic 

model may be continuous or discrete. Some of the stochastic logics are CSL, PRCTL and CSRL. 
 

3. SYSTEM MODELLING METHODOLOGIES 

 
Inputs to Model Checking are system modelling and system specification. Once we know the 

system specifications from the requirement document, next step is to model the system. We can 

model the system using Finite Automata or a graph at the early stages of system development like 

at architecture or design level. During design or at architecture level, we have to model systems 

without implementation (code). When we have to verify the source code, then we have to extract 

the model from source code. Software model checkers are suitable for extracting model from the 

source code.  There are different methods to Model system formally as specified in the Table 2. 

Some are text based and others are graphics based. Graph based include Petrinets, state chart and 

Statemate. 

Table 2. Distinct Methods to model the systems 

Approaches for 

modelling System 
Characteristics 

Finite State Machine 

[8] 

It is an abstract method having finite number of states. The modelled system 

can be in only one state at any particular instance in time. Here we have 

timed automata and hybrid automata. 

Labelled Transition 

System  (Kripke 

Structure)[19] 

It is a labelled transition graph that can sufficiently capture the temporal 

behaviour of reactive systems 

Model extraction from 

code 

(Software Model 

checkers) 

Model extraction from some of the programming languages like C, JAVA 

and .NET and their corresponding tools are listed below. 

C CBMC (C Bounded Model Checker), BLAST (Berkeley Lazy 

Abstraction Software Verification Tool), CPAchecker 

(Configurable Program Analysis Checker), DSVerifier (Digital 

Systems Verifier), ESBMC, LLBMC (Low-Level Bounded 

Model Checker), SATABS (SAT-based Predicate Abstraction for 

ANSI-C) 

 JAVA JavaPathFinder, BANDERA 

.NET MoonWalker 
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Process Algebra It is a framework to model concurrent systems. Under this framework we 

have CSP, CCS and ACP. 

Petrinets, Statechart, 

Statemate 

Graph based formal specification languages 

 

Table 3 provides input regarding three main semantic models according to untimed, timed and 

stochastic/probabilistic system category. Once we understand the basic fundamental concepts to 

model a given system, later it is easy to select the model checking tools. Otherwise selecting the 

tool is very difficult task. During the design time, if our aim is to check time critical system, then 

we have to use timed transition system. 

Table 3. Types of Semantic model and their purposes 

Types of 

Semantic 

Model 

Purpose MC Applications 

Label 

Transition 

System 

• For untimed systems 

Finite  state Machine 

Process Algebraic based Model 

Graph Transition Model  

 

NuSMV [19],  

CADENCE SMC, 

ARC,DIVINE  

Edinburgh CWB, 

GEAR,LTSA,  

LTSmin 

Used whenever we need 

only the concurrency 

problem without timing 

and stochastic features 

Timed 

Transition 

System 

• Timed automata 

• Timed process Algebra 

 

UPPAAL,RED 

PAT,MRMC 

When precise 

constraints on the 

timing of events are 

needed, timed  

automata are the high-

level model. 

Probabilistic 

Semantic 

Model 

For Markov Decision Process PRISM[21][22], 

MRMC, 

[64],CADP[24], 

Modest, Toolset[25] 

Mobius [26] 

Used to model various 

sources of uncertainty 

[20].  

 

4. SYSTEM VERIFICATION 

 
According to ISO/IEC/IEEE 15288, system verification includes set of activities that compares a 

system or system elements against the requirements, architectures [29] and design characteristics 

and other properties to be verified including deadlock freeness, safety, fairness and aliveness.  

System verification is used to establish that the design, product or system under consideration 

possesses the requisite properties.  

 

The system verification methods can be broadly classified into three categories based on the 

system components or implementation, namely: (a) hardware verification [34] (b) software 

verification, and (c) System Integration verification. Quality expectations/predications are very 

high need in hardware systems due to higher fabrication cost and testing involved. Formal 

Verification uses mathematical reasoning to guarantee the absence of errors. It is an effective bug 

hunting technique [20]. Testing checks that system behaves correctly under a finite number of test 

cases, whereas formal verification is designed to be exhaustive. 

 

Different types of Formal Verification (FV) Techniques  
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• Model Checker (e.g.: SPIN, UPPAAL, PAT, FDR, NuSMV) 

 

• Theorem Proving (e.g.: PVS, HOL [35]) 

 

Theorem Proving is used for system with infinite number of states. Commercial use of automated 

theorem proving is in integrated circuit design and verification. Some of the companies like Intel 

and AMD use automated theorem proving to verify that division and other operations are 

correctly implemented in their processor design. But in this paper our aim is describe model 

checking techniques. 

   

FV is used in various domains for distinct purposes as below. 

 

• Development of Integrated Circuits 

 

• For verifying Electronic Design Automation (EDA) tools 

 

• Stringent regulations for certifications 

 

• To check the correctness of device drivers, cryptographic and communication protocols 

 

• Embedded Control systems [14]. 

 

o Medical devices such as pacemakers and sensors 

o Communication networks 

 

• Safety critical system 

 

o Avionic Industry, Nuclear energy, Process control, Robotics, Transport, Medical. 

 

5. TYPES OF MODEL CHECKING 

Model Checkers (MC) are classified as Modern Model Checkers (Software MC) and Traditional 

Model Checkers [1]. Another category is based on types of verification algorithms as explained 

below.  

• Explicit Model Checker 

 

• Symbolic Model Checker 

 

• Bounded Model Checker 

 

o SAT (Propositional Satisfiability): In BMC, Model checking complexity is 

reduced to a propositional satisfiability problem that can be solved with SAT 

(Satisfiability) solvers. So the size of state space will decrease and increases the 

performance (speed). 

 

o SMT (Satisfiability Modulo Theories) [27]: It is an extension of propositional 

satisfiability (SAT) which is the most well know constraint-satisfaction problem. 

It generalizes Boolean satisfiability by adding equality reasoning, arithmetic, 

fixed-size bit vector, arrays, quantifiers and other useful first-order theories. 
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• On-line Model checkers [28] 

• Parallel Model checkers 

• Software Model checkers 

 

Depending upon the choices of the system model [FSM, Process Algebra, GTS] and property 

specification methods [temporal Logic, automata], different Model checking approaches like 

Explicit MC, Symbolic MC, Bounded MC and On-line MC (OMC). Parallel model checkers are 

used in Semiconductor Industry for verifying multicore processor.These distinct model checker 

are typically classified by how states are stored and manipulated. Table 4 gives brief knowledge 

about the characteristics of the different model checkers and listed reduction methods used in 

different types of model checking tools.  

Table 4. Model checkers types and their characteristics 

Explicit Model 

Checker 

Symbolic Model 

Checker 
Bounded Model Checker 

On-line Model 

checkers 

States are indexed 

directly 

Second generation 

MC. Here state of 

the system is 

represents by 

Boolean Functions. 

Bounded because only states 

reachable within a bounded 

number of times. If  length 

of the path can’t be found at 

a given length K, then the 

search is continued for  

higher than K. 

Here parameters of 

models are continually 

adjusted to remedy 

possible modelling 

faults [18] [17].  

Graph algorithms 

are used to explore 

the state space 

starting from the 

initial state  

To resolve the 

problem of state 

space explosion by 

enumerating states 

symbolically  

It is a successor of 

propositional SAT solvers 

It drops the need for 

models to be accurate 

far into the future. 

It construct State 

Transition Graph by 

reclusively 

generating 

successor of the 

Initial state 

Boolean formulas 

are represented 

using the data 

structure BDD or 

OBD to improve 

the efficiency  

Used in semiconductor 

industry 

OMC offers safety 

assurances for short 

time frames only and 

renews these 

assurances continually 

during operation 

Graph is created 

using DFS (Depth 

First Search ), BFS 

(Breadth First 

Search) or in 

Heuristic manner 

Applicable to system level 

software 

It is used in Medical 

domain because 

patient model is like to 

be inaccurate as the 

physiology of the 

human body is 

complex and differs 

between individuals. 

Methods: Here 

Partial Order 

Reduction (POR) is 

used for state-space 

exploration problem 

Best to find shallow bugs 

[programs without deep 

loops] 

Example: Heart rate 

and oxygen in the 

blood depend on the 

patient’s condition 

It depends on 

extensive search 

through explicit 

representation of 

reachable system 

states [7]. 

It supports full 

counterexample trace. SAT 

based Bounded Model 

Checking is typically 

quicker in finding bugs 

compared to BDDs.  

 

A generalized model 

will always slip 

individual 

characteristics 
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Table 5, list the tools developed under each model checking type and their limitation.  Depending 

upon the system types and types of properties we have to verify, we have select more than one 

model checking tools in system development. DIVINE [30[31] is an example for Parallel Model 

checker. Limitations of parallel Model checkers are communication and load balancing. 

Table 5. List of Model Checking Tools and their limitations 

Explicit Model 

Checker 

Symbolic Model 

Checker 
Bounded Model Checker 

On-line Model 

checkers 

Tools:  

SPIN, 

ZING [7][23] 

PRISM [21][22] 

DiViNe 

Tools: SAL,  

NuSMV 

BEBOP  

MOPED  

SMART MC 

CadenceSMV, 

Tools:  

SAT-based:SAL (Symbolic Analysis 

Laboratory) NuSMV 

SMT-based [27] Z3, CVC4 

Tools: 

Java 

PathExplorer 

(JPaX) [32] 

Limitation: It 

suffers from the 

state-space 

explosion 

problem due to 

the exponential 

growing of the 

explicit state 

space  

Limitation: Human 

verifier manually 

adjusts the order of 

the state variable. 

This can impact the 

size of the Binary 

Decision Diagram 

(BDD).So 

performance will 

reduce. Solution is 

BMC 

Limitations: In SAT procedure, the 

variables must be Boolean type. Due to 

this it is inexpressive for industrial 

problems. 

Example: Computer Programs 

variables of type other than Boolean 

must be encoded into Boolean/bit 

variables which can result in a large 

formula. 

Solution: Alternative new technique is 

SMT (Satisfiability Modulo Theories).  

 

Why BMC? SMT-based BMC are 

more expressive than SAT-based 

BMC. 

Why OMC: It 

permits safety 

assignment at 

all times and 

provides means 

to react before 

safety 

violations 

occur. 

 

Table 6, showcases few software model checkers and their purpose for different programming 

langauges as well as solutions to the state space explosion and their purpose. SLAM project is 

used for making reachability analysis for large sequential C programs mainly to Device Driver 

[1]. BLAST is to prevent all memory safety violations. JPF is used for verification and testing 

environment for Java programs.  

 
Various abstraction techniques are used depending upon the usage. Some of the abstarction 

techniques are modular, lazy, Process counter abstraction, parallel modle checking and slicing 

methods. Few reduction methods are symmetric reduction, and partial order reduction. To achive 

good performance advanced optimization methods are now a days adapted in various model 

checking tools.  
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Table 6. Software model checkers 

Year Tools Developed by State-explosion solutions used 

2000 (SLAM project) 

CHESS 

MODIST 

Microsoft Modular Abstraction 

 

BDD 

2002 BLAST University of California 

Berkeley 

Lazy abstraction 

BDD 

2002 JPF (Java 

PathFinder) [5] 

 

 

 

NASA  • Compression techniques is 

used to handle big states 

• Partial Order Method 

• Symmetric  Reduction 

method 

• Slicing Abstraction 

• Runtime analysis 

Techniques 

 

Some of the demerits of Model checking are listed as below. 

 

• Temporal logic specifications are complex. 

 

• Writing specifications is difficult. 

 

• State explosion is a major problem.  
 

6. MODEL CHECKER TOOLS 

 
Depending upon the characteristics of the system, application domain, here are the some of the 

examples of application of tools for a particular system as shown in the Table 7. The objectives 

for applying a formal method to a project must be clearly identified and documented. Though we 

have described in the previous sections about system specification and modelling methods, for 

detailed understanding of formal languages, we are describing model checking languages in the 

next section 7.  Various model checking tools are used for distinct domain like communication, 

embedded system, Software Engineering, hardware and healthcare so on. Here we have listed few 

purposes like to model concurrent software, real-time systems, clock synchronized protocols, 

synchronous digital logic, asynchronous systems, consistency of software data structure. Table 7, 

list few model checking tool names and their abbreviation. For SPIN model checker, Promela is 

the specification language. It is based on the process algebra.  In UPPAAL, for formal modelling 

timed automata is used for system modelling.  

Table 7. MC tools and their abbreviation  

Tool Abbreviation Developed By 

SPIN Simple Promela Interpreter Bell Labs 

UPPAAL Uppsala and Aalborg Uppsala and Aalborg University 

NuSMV New Symbolic Model Verifier Carnegie Mellon University 

FDR Failures Divergences Refinement University of Oxford 

PRISM Probabilistic Model Checker University of Birmingham 
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Table 8. List of model checker tools and their applicability 

 

MC Purpose Domain 

SPIN Used to model concurrent software or asynchronous 

processes. 

Communication 

protocols 

UPPAAL Used to model real-time systems 

Formal model and analysis of clock-synchronised 

protocols in sensor networks based on timed automata 

[36]. 

Timed systems 

NuSMV Used to model synchronous digital logic. Digital Circuits 

FDR Used to model asynchronous systems  

Alloy Used to analyse consistency of software data structures Requirement 

Analysis 

Simulink 

Design Verifier 

Used to verify models created in Simulink, a data-flow and 

state-machine simulation 

 

Hardware Circuits 

SAT 

Solvers[19] 

Used to in Electronic Design Automation (EDA) 

community for checking correctness of Hardware designs 

mainly in synthesis and verification. 

Hardware design 

PRISM Formal model of flooding and gossiping protocols for 

analysing their performance probabilistic properties 

[35],Cardiac Pacemakers [37] 

For automatically verify whether STRAC (Spatio-

Temporal Access Control based on Reputation, one policy 

for the IoT) policies conform to security properties [38] 

Healthcare 

 

7. MODEL CHECKERS LANGUAGES 

 
There are two different types of specification languages to construct a system model. One is state 

based and another is Event based languages [2]. Both the methods are specified in Figure 1.   

 

Figure 1. State-based and event-based Specification Languages 

Figure 2, lists the important concepts used to develop formal specification languages. Sets, 

Relations, functions are used in state based and Trees. Graph and automata are used in event 

based formal specification languages.  
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Figure 2. Concepts used in formal specification languages.  

 
Current need is to integrate the distinct specification languages to handle different features of the 

systems as itemized in Table 8. RAISE is used for handing rich state space. CIRCUS is used for 

specification, programming, and verification by refinement.  Its semantics is grounded on Hoare. 

It motivated by the need for a notation and techniques to reason about designs and 

implementations of state-rich reactive processes. Used for reasoning about Safety-critical Java 

programs (SCJ), avionics control systems, and Systems of Systems. TCOZ supports Object-

Oriented principles. CML is a combination of Circus and VDM developed for the modelling of 

Systems of Systems (SoS).  

 

LOTOS is used for handling concurrency complexities. LOTOS is used for protocol specification 

in ISO OSI standards LOTOS is an algebraic language that consists of two parts: a part for the 

description of data and operations, based on abstract data types, and a part for the description of 

concurrent processes, based on process calculus. 

Table 9. Integration of specification languages 

State-based 

Language 

Event-based 

Language 

Extension Integrated Specification 

Language 

VDM CCS VDM+CCS RAISE 

Z CSP  CIRCUS 

Object Z Timed CSP Object Z +Timed 

CSP 

TCOZ 

VDM CIRCUS VDM+CIRCUS CML (COMPASS Modelling 

Language) 

 CSP, CCS CSP+CCS LOTOS (Language Of Temporal 

Ordering Specification) [2] 

 

8. CONCLUSION 

 
As systems get complex, a seamless flow becomes imperative. A formal method helps to reduce 

errors, cost and ensure that the developed system will meet all expectations. Understanding the 

role of tools and languages irrespective of the application domain will invariably be a great asset 

to all concerned. The role of Model Checkers in design and verification of systems with relevant 

tools and languages is presented in detail. Suitability of Model Checkers tools and languages in 

various application domains is mainly based on few characteristics of the domain including 

sequential, parallel, timed, untimed, etc. Novices in the field will get a broad view of role of 

Model Checkers in system design and verification. Showcasing the usage of respective tool and 
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language in different domains would be appropriate but is outside the scope of this paper and can 

be considered for future work. 
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ABSTRACT 

 
Markov chain theory isan important tool in applied probability that is quite useful in modeling 

real-world computing applications.For a long time, rresearchers have used Markov chains for 

data modeling in a wide range of applications that belong to different fields such as 

computational linguists, image processing, communications,bioinformatics, finance systems, 

etc. This paper explores the Markov chain theory and its extension hidden Markov models 

(HMM) in natural language processing (NLP) applications. This paper also presents some 

aspects related to Markov chains and HMM such as creating transition matrices, calculating 

data sequence probabilities, and extracting the hidden states. 

 

KEYWORDS 

 
Markov chains,Hidden Markov Models, computational linguistics, pattern recognition, 

statistical 

 

 

1. INTRODUCTION 

 
Markov chains theory is increasingly being adopted in real-world computing applications since it 

provides a convenient way for modeling temporal, time-series data. At each clock tick, the system 

moves into a new state that can be the same as the previous one. A Markov chain model is 

amathematical tool that capture the patterns dependencies in pattern recognition systems. For this 

reason, Markov chain theory is appropriate in natural langue processing (NLP) where it is 

naturally characterized by dependencies between patterns such as characters or words. 
 
Markov chains are directed graphs (a graphical model) that are generally used with relatively long 

data sequences for data-mining tasks. Such tasks include prediction, classification, clustering, 

pattern discovery, software testing, multimedia analysis, networks, etc. Reference [1] indicated 

that there are two reasons of Markov chains popularity; very rich in mathematical structure and 

work well in practice for several important applications. Hidden Markov models (HMM) is an 

extension of Markov chains that used to find the hidden system’s states based on the 

observations. 

 

In order to facilitate the research in this direction, this paper provides a survey of this so popular 

data modeling technique. However, because of the wide range of the research domains that use 

this technique. We specifically focuson the linguistics related applications. Reference [2] list 

some domains that utilize Markov chains theory which include: physics, chemistry, testing, 

speech recognition, information sciences, queueing theory, internet applications, statistics, 

economics and finance, social sciences, mathematical biology, genetics, games, music, baseball, 
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Markov text generators, bioinformatics. Reference [3] lists the five greatest applicati

Markov chains that include Scherr’s application to computer performance evaluation, Brin and 

Page’s application to PageRank and Web Search, Baum’s application to 

application to information theory, and Markov’s application to Eugeny On

 

This paper is organized as follows. The next section presents 

theory. Section 3 highlights the main concepts of HMM followed by a literature review of 

Markov chains and HMM in section 4

2. MARKOV CHAINS 

 
Markov chains are quite useful in modeling 

memorylessstochastic model that describes the behaviour of an integer

The behaviour is the simple form of dependency in w

on the current state. According to [4], a random process is said to be Markov if the future of the 

process, given the present, is independent of the past. To describe the transitions between states, a 

transition diagram is used to describe the model and the probabilities of going from one state to 

another. For example, Figure 1 shows a Markov chain

Hard) that belong to exam cases(i.e. states)

for transition from one state to another.

Figure 1. A Simple Markov chain with 

The Markov chain diagrams are generally represented using 

the transition probabilities from 

using the entire states in the system. For example, i

datathat contains N states (e.g. the size of lexicon)

a matrix A= {aij} of size N*N. In matrix A, 

a state i to a state j. Table 1 shows how 

diagram shown in Figure 1. That is, the matrix carries the state transitions 

the involved states(Easy, Ok, and Hard). For illustration, the P(E|

the next exam to be Easy given tha
 

Table 

 

State 

 

Previous Exam 

 

In Table 1, the sum of the probability values at each row is 1 as the the sum of the probabilities 

coming out of each node should be 1. Hence

worthy topic that has many details. For example
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ioinformatics. Reference [3] lists the five greatest applicati

Markov chains that include Scherr’s application to computer performance evaluation, Brin and 

Page’s application to PageRank and Web Search, Baum’s application to HMM

application to information theory, and Markov’s application to Eugeny Onegin.  

This paper is organized as follows. The next section presents a background of Markov chains 

highlights the main concepts of HMM followed by a literature review of 

ection 4. Finally, we conclude in section 5. 

Markov chains are quite useful in modeling computational linguistics. A Markov chain is a 

model that describes the behaviour of an integer-valued random process. 

The behaviour is the simple form of dependency in which the next state (or event) depends only 

on the current state. According to [4], a random process is said to be Markov if the future of the 

process, given the present, is independent of the past. To describe the transitions between states, a 

diagram is used to describe the model and the probabilities of going from one state to 

another. For example, Figure 1 shows a Markov chain diagram with three states (Easy, Ok, and 

(i.e. states). In the figure, each arc represents the probability value 

for transition from one state to another. 

 
Figure 1. A Simple Markov chain with three states 

 

The Markov chain diagrams are generally represented using state transition matricesthat 

 one state to another. Hence, a state transition matrix is created 

using the entire states in the system. For example, if a particular textual application has a 

(e.g. the size of lexicon), then the state transition matrix is described

. In matrix A, the element aij denote the transition probability from 

Table 1 shows how the state transition matrix used to characterize the Markov 

diagram shown in Figure 1. That is, the matrix carries the state transitions probabilities between 

(Easy, Ok, and Hard). For illustration, the P(E|H) denote to the probability of 

the next exam to be Easy given that the previous exam was Hard. 

Table 1. A state transition matrix of three states 

Next Exam 

Easy (E) Ok (O) Hard (H) 

Easy (E) P(E|E) P(O|E) P(H|E) 

Ok (O) P(E|O) P(O|O) P(H|O) 

Hard (H) P(E|H) P(O|H) P(H|H) 

In Table 1, the sum of the probability values at each row is 1 as the the sum of the probabilities 

coming out of each node should be 1. Hence,P(E|E)+P(O|E)+P(P(H|E) equal 1. Markov chain is a 

worthy topic that has many details. For examples, it contains discrete-time, continuous

ioinformatics. Reference [3] lists the five greatest applications of 

Markov chains that include Scherr’s application to computer performance evaluation, Brin and 

HMM, Shannon’s 

Markov chains 

highlights the main concepts of HMM followed by a literature review of 

linguistics. A Markov chain is a 

valued random process. 

hich the next state (or event) depends only 

on the current state. According to [4], a random process is said to be Markov if the future of the 

process, given the present, is independent of the past. To describe the transitions between states, a 

diagram is used to describe the model and the probabilities of going from one state to 

with three states (Easy, Ok, and 

probability value 

transition matricesthat denote 

Hence, a state transition matrix is created 

a particular textual application has a training 

is described by 

the element aij denote the transition probability from 

characterize the Markov 

probabilities between 

the probability of 

 

In Table 1, the sum of the probability values at each row is 1 as the the sum of the probabilities 

P(E|E)+P(O|E)+P(P(H|E) equal 1. Markov chain is a 

time, continuous-time, 
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time-reversed, reversible, and 

irreducible case, also called ergodic, where it is possible to go from every state to every state.

 

To illustrate a simple Markov chain

used to create a transition matrix based on the 

are inspirational English quotes picked from [5]:

 

(1) Power perceived is power achieved. 

Figure 2 shows the transition matrix of these quotes by counting the total number of occurrences 

of the adjacent two character sequences

number of unique characters appeared in 

creating transition matrix is case insensitive where D is same as d, as an example. In addition, a 

space between two words discarded and 

shows that the maximum number in the matrix’s entries is 3 (a highlighted underlined value) 

which means that moving from character e to r (e

this small corpus. The words that cont

 

Figure 2. A transition matrix of 

Based on the information provided in the transition matrix shown in Figure 2. It is possible to 

answer some questions related to the give

number of the two characterssequences appeared in the given data set

characters sequences that did not

characters sequences in the data set

such as weather forecasting. Therefore, 

to the today’s weather. For example, if we have two states (Sunny, Rainy), and 

to find the probability P(Sunny|Rainy)

provided in the probability transition matrix. 

banking industry. A big portfolio of banks is b

classify loans to different states such as Good, Risky, and Bad loans.

 

For simplicity, the information presented in Figure 2 shows t

number of occurrences. Figure 3 shows
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, and irreducible Markov chains. The case shown in Figure 1 is 

ergodic, where it is possible to go from every state to every state.

chain data model, a small data set contains two English sentences 

used to create a transition matrix based on the neighbouringcharacters sequences. The sentences 

are inspirational English quotes picked from [5]: 

Power perceived is power achieved. (2) If you come to a fork in the road, take it.
 

Figure 2 shows the transition matrix of these quotes by counting the total number of occurrences 

of the adjacent two character sequences. It is a 19 × 19 matrix where the value 19 is the 

number of unique characters appeared in thesentences (i.e the two quotes). In this example, 

creating transition matrix is case insensitive where D is same as d, as an example. In addition, a 

discarded and not considered in the transition matrix.  Figure 2 also 

shows that the maximum number in the matrix’s entries is 3 (a highlighted underlined value) 

which means that moving from character e to r (e�r) is the most frequently sequence 

. The words that contains this sequence are :{ Power (two times) and

 

Figure 2. A transition matrix of two characters sequences 

Based on the information provided in the transition matrix shown in Figure 2. It is possible to 

answer some questions related to the given data collection. Among inquires, what

sequences appeared in the given data set?What 

that did not appear in the data collection?What is the least frequently 

in the data set? Accordingly, Markov chains are used as prediction systems 

. Therefore, it is possible to predict the tomorrow’s weather according 

to the today’s weather. For example, if we have two states (Sunny, Rainy), and the requirement is 

to find the probability P(Sunny|Rainy),  Markov chains make it possible based on the information 

probability transition matrix. Another example of the using Markov chains is 

banking industry. A big portfolio of banks is based on loans. Therefore, Markov chain

classify loans to different states such as Good, Risky, and Bad loans. 

For simplicity, the information presented in Figure 2 shows the transition matrixbased on total 

number of occurrences. Figure 3 shows the same information but using probabilities instead of 
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The case shown in Figure 1 is 

ergodic, where it is possible to go from every state to every state. 

English sentences 

characters sequences. The sentences 

If you come to a fork in the road, take it. 

Figure 2 shows the transition matrix of these quotes by counting the total number of occurrences 

19 is the total 

. In this example, 

creating transition matrix is case insensitive where D is same as d, as an example. In addition, a 

ition matrix.  Figure 2 also 

shows that the maximum number in the matrix’s entries is 3 (a highlighted underlined value) 

r) is the most frequently sequence appeared in 

ins this sequence are :{ Power (two times) andperceived}. 

Based on the information provided in the transition matrix shown in Figure 2. It is possible to 

collection. Among inquires, what is the total 

 are the two 

is the least frequently two 

prediction systems 

it is possible to predict the tomorrow’s weather according 

the requirement is 

the information 

Markov chains is 

ased on loans. Therefore, Markov chainsare used to 

based on total 

the same information but using probabilities instead of 
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the number of occurrences. That is, i

another. As previously indicated, the sum of entries at each row is equal 1. In Figure 3, any 

matrix entry that has 0 means that there is no transition at that case. Similarly, if the matrix entry 

is 1, it means that there is only one possible output of that state. For example, the character “o” 

comes after “y”, and this is the only possible arc of the stat

 

Figure 3. A probability transition matrix of 

3. HIDDEN MARKOV MODELS

 
Hidden Markov models (HMM) 

fortemporal data modeling. However, the difference is that the 

directly observed while they are 

based on Figure 1 that shows athreeexam

supposed that a student’s parents want to 

naturally, it is possible to recognize the exam as Easy or Ok if the 

possible to recognize the exam as Hard

the required states (i.e. Easy, Ok, 

student’s reaction or feeling. Hence, the parents 

to know the hidden states. HMM is described using three matrices: the initial probability matrix, 

the observation probability matrix, and the state transition matrix.

diagram that shows the states and the observations. In the figure, each arc represents the 

probability between the states and between the states and the observations.

Figure 4. A HMM diagram with the transition and the observation arcs
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the number of occurrences. That is, it contains the probability of moving from one character to 

another. As previously indicated, the sum of entries at each row is equal 1. In Figure 3, any 

try that has 0 means that there is no transition at that case. Similarly, if the matrix entry 

is 1, it means that there is only one possible output of that state. For example, the character “o” 

comes after “y”, and this is the only possible arc of the state “y”. 

robability transition matrix of two characters sequences 

 

ODELS 

(HMM) is an extension to Markov chains models as both 

. However, the difference is that the states in Markov chain models 

they are hidden in the case of HMM.We explain the concept of HMM 

threeexam’s states Markov diagram. As a very simple example, 

parents want to know the levels (i.e the difficulty) of theirson’s 

it is possible to recognize the exam as Easy or Ok if the son feels Fine. Similarly, 

as Hard if the son looks Scared. From the parents’ point of view,

Easy, Ok, or Hard) are hidden. However, they directly observe the 

student’s reaction or feeling. Hence, the parents might use the observed reactionas an indication 

HMM is described using three matrices: the initial probability matrix, 

the observation probability matrix, and the state transition matrix. Figure 4 shows a HMM 

diagram that shows the states and the observations. In the figure, each arc represents the 

bability between the states and between the states and the observations. 

 

HMM diagram with the transition and the observation arcs 

t contains the probability of moving from one character to 

another. As previously indicated, the sum of entries at each row is equal 1. In Figure 3, any 

try that has 0 means that there is no transition at that case. Similarly, if the matrix entry 

is 1, it means that there is only one possible output of that state. For example, the character “o” 

 

models as both used 

states in Markov chain models are 

We explain the concept of HMM 

As a very simple example, 

theirson’s exams, 

feels Fine. Similarly, it is 

the parents’ point of view, 

Hard) are hidden. However, they directly observe the 

reactionas an indication 

HMM is described using three matrices: the initial probability matrix, 

Figure 4 shows a HMM 

diagram that shows the states and the observations. In the figure, each arc represents the 



Computer Science & Information Technology (CS & IT)

 

Based on the information provided in the matrices, either Baum

Viterbi (also called best path) algorithms used to find the probability scores during recognition 

phase. Figure 5 shows the trellis diagram 

used to compute the recognitin probability of a sequence, Viterbi is used to find t

sequence associated with the given observtatin, this procoss is also known as back

Hence, after computing the observations sequence probability and finding the 

maximumprobability (supposed the star in Figure 5), the Viterbi 

to identify the states (sources) from which the observations sequence have been emitted.

5, the maximum probalities supposed to be 

Ok, Easy, Hard, respectively. 

 

Figure 5.Trellis diagram of three states HMM

4. LINGUISTIC APPLICATIONS

 
In the literature, there are quite

applications. Markov chain models and HMMs are of great interest to linguistic scholar who 

primarily work on data sequences. Even though this study focuses on linguistic applications, 

however, Markov chains used to model a variety of phenom

are some of studies employed Markov chains.

literature hastoo many studies employed Markov chains:

 

 

 

 

 

 

The following two subsections include some of the

theory. Linguistic applications topics 

recognition,speech emotion recognition

classification, text summarization, optical character recognition (OCR), 

question answering,authorship attribution,

[6] is a good reference as it demonstrates

 

image processing, text and image compression, 

networking, signal processing, communications, software testing, genetics, bioinformatics, 

genome structure recognition, anomaly detection, tumour classification, water quality, 

epidemic spread, wind power, malicious and cyber

physics, chemistry, mathematical biology, games, music, multimedia processing, business 

activities, frauds detection. 
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Based on the information provided in the matrices, either Baum-Welch (also called any path) or 

led best path) algorithms used to find the probability scores during recognition 

shows the trellis diagram forexam states HMM. While Baum-Welch algorithm is 

ompute the recognitin probability of a sequence, Viterbi is used to find t

sequence associated with the given observtatin, this procoss is also known as back

Hence, after computing the observations sequence probability and finding the 

the star in Figure 5), the Viterbi algorithm leads the process back 

) from which the observations sequence have been emitted.

supposed to be achieved at the states shown using the 

Figure 5.Trellis diagram of three states HMM 

PPLICATIONS 

In the literature, there are quite many works on modelingcontent dependencies for linguistics 

applications. Markov chain models and HMMs are of great interest to linguistic scholar who 

primarily work on data sequences. Even though this study focuses on linguistic applications, 

Markov chains used to model a variety of phenomena in different fields. The following 

some of studies employed Markov chains. We intentionally ignored the references 

studies employed Markov chains: 

subsections include some of the linguistic studies that utilized Markov chain 

Linguistic applications topics mainly include (but not limited) speech 

recognition,part-of-speech tagging, machine translation, text 

classification, text summarization, optical character recognition (OCR), named entity recognition

authorship attribution, etc.For the reader who interested in NLP, 

is a good reference as it demonstrates a thorough study of NLP (Almost) from Scratch.

image processing, text and image compression,  video segmentation ,forecasting, 

networking, signal processing, communications, software testing, genetics, bioinformatics, 

genome structure recognition, anomaly detection, tumour classification, water quality, 

epidemic spread, wind power, malicious and cyber-attack detection, traffic management, 

physics, chemistry, mathematical biology, games, music, multimedia processing, business 
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Welch (also called any path) or 

led best path) algorithms used to find the probability scores during recognition 

Welch algorithm is 

ompute the recognitin probability of a sequence, Viterbi is used to find the best-state 

sequence associated with the given observtatin, this procoss is also known as back-trakcing. 

Hence, after computing the observations sequence probability and finding the 

algorithm leads the process back 

) from which the observations sequence have been emitted. In Figure 

shown using the dotted lines: 

 

for linguistics 

applications. Markov chain models and HMMs are of great interest to linguistic scholar who 

primarily work on data sequences. Even though this study focuses on linguistic applications, 

The following 

We intentionally ignored the references as the 

studies that utilized Markov chain 

(but not limited) speech 

, machine translation, text 

ity recognition, 

For the reader who interested in NLP, Reference 

NLP (Almost) from Scratch. 

forecasting, 

networking, signal processing, communications, software testing, genetics, bioinformatics, 

genome structure recognition, anomaly detection, tumour classification, water quality, 

, traffic management, 

physics, chemistry, mathematical biology, games, music, multimedia processing, business 
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4.1. Markov chains based research 

The literature has a large number of studies that employ Markov chains for NLP applications. The 

following are some linguistic related applications. Reference [7] proposed a word-dividing 

algorithm based on statistical language models and Markov chain theory for Chinese speech 

processing. Reference [8] presented a semantic indexing Markov chains algorithm that uses both 

audio and visual information for event detection in soccer programs. Reference [9] investigated 

the use of Markov Chains and sequence kernels for the task of authorship attribution. Reference 

[10] implemented a probabilistic framework for support vector machine (SVM) that allows for 

automatic tuning of the penalty coefficient parameters and the kernel parameters via Markov 

chain for web searching via text categorization. Reference [11] demonstrated an automatic video 

annotation using multimodal Dirichlet process mixture model by collecting samples from the 

corresponding Markov chain. Reference [12] used a linguistic steganography detection method 

based on Markov chain models. Reference [13] showed how probabilistic Markov chain models 

can be used to detect topical structure in large text corpora.  

 

Reference [14] proposed a method of recognizing location names from Chinese texts based on 

Max-Margin Markov Network. Reference [15] utilized Markov chain and statistical language 

models in a linguistic steganography detection algorithm. Reference [16] proposed a Markov 

chain based algorithm for Chinese word segmentation. Reference [17] presented two new textual 

feature selection methods based on Markov chains rank aggregation techniques. Reference [18] 

proposed a Markov chain model for radical descriptors in Arabic Text Mining. Reference [19] 

presented statistical Markov chain models for the distributions of words in text lines. Reference 

[20] proposed a method for handwritten Chinese/Japanese text (character string) recognition 

based on semi-Markov conditional random fields (semi-CRFs). Reference [21] presented a 

Markov chain method to find authorship attribution on relational data between function words. 

Reference [22] utilized a probabilistic Markov chain model to infer the location of Twitter users. 

Reference [23] proposed a Markov chain based technique to determine the number of clusters of a 

corpus of short-text documents.Reference [24] proposed a Markov chain based method for digital 

document authentication. Reference [25] used Markov chain for authorship attribution in Arabic 

poetry. 

 

4.2. Hidden Markov modelsbased research 

Linguistic HMM based research has been for long an active research area due to the rapid 

development in NLP applications.  The literature has many studies as follows. Reference [26] 

proposed to extract acronyms and their meaning from unstructured text as a stochastic process 

using HMM. Reference [27] proposed a morphological segmentation method with HMM method 

for Mongolian.Reference [28] employed HMM for Arabic handwritten word recognition based on 

HMM. Reference [29] presented a scheme for off-line recognition of large-set handwritten 

characters in the framework of the first-order HMMs. Reference [30] proposed the use of hybrid 

HMM/Artificial Neural Network (ANN) models for recognizing unconstrained offline 

handwritten texts. Reference [31] used HMMs for recognizing Farsi handwritten words. 

 

Reference [32] describes recent advances in HMM based OCR for machine-printed Arabic 

documents.Reference [33] proposed a HMMbased method fornamed entity recognition. 

Reference [34] combined text classification and HMM techniques for structuring randomized 

clinical trial abstracts. Reference [35] employed HMM for medical text classification. Reference 

[36] propose text (sequences of pages) categorization architecture based on HMM.Reference [37] 

described a model for machine translation based on first-order HMM.Reference [38] introduced 

speech emotion recognition by use of HMM.Reference [39] presented a HMMbased method for 

speech emotion recognition. Reference [40] discussed the role of HMM in speech recognition. 

Reference [41] indicated that almost all present day large vocabulary continuous speech 



Computer Science & Information Technology (CS & IT)                                   59 

 

recognition (LVCSR) systems based on HMMs.Reference [42] presented a text summarization 

method based on HMM. Reference [43] presented a method for summarizing speech documents 

using HMM. Reference [44] used HMM for part-of-speech tagging task. Reference [45] 

presented a second-order approximation of HMM for part-of-speech tagging task. 

 

5. CONCLUSIONS 

 
This work demonstrates the potential and the size of Markov chains research. The study reveals 

that the Markov chain and HMM is of high important for linguistic applications. Similarly, 

Markov chains are also widely used in many other applications. For future work, it worthy to 

explore the power of Markov chain in new linguistic and scientific directions with more details. 
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ABSTRACT 

 
Direct torque control (DTC) is preferably control method on high performance control of 

induction motors due to its advantages such as fast dynamic response, simple and robust control 

structure. However, high torque and current ripples are mostly faced problems in this control 

method. This paper presents artificial neural network (ANN) based approach to the DTC 

method to overcome mentioned problems. In the study, by taking a different perspective to ANN 

and DTC integration, two different ANN models have been designed, trained and implemented. 

The first ANN model has been used for switch selecting process and the second one has been 

used for sector determine process. Matlab/Simulink model of the proposed ANN based DTC 

method has created in order to compare with the conventional DTC and the proposed DTC 

methods. The simulation studies have proved that the induction motor torque and current 

ripples have been reduced remarkably with the proposed method and this approach can be a 

good alternative to the conventional DTC method for induction motor control.  

 

KEYWORDS   

 
Direct torque control, Induction motor control, Artificial neural networks, Vector control 

 

 

1. INTRODUCTION 

 

In the early 1970s, vector control method was firstly proposed by Blaschke and it was named as 

field oriented control (FOC). About ten years later, another vector based control method was 

presented by Takahashi and it was called as direct torque control (DTC). Control of motors with 

parameters which converted to veal identities, can be acceptable prominent features of the both 

control methods. [1-2]. 

 

Due to rapid development  in the field of power switches and microcontrollers technologies , the 

both methods have shown great development, since they were first presented. When compared 

with the FOC, the DTC method has some structural advantages such as simple control algorithm, 

robust controller character due to independency of motor parameters, needs only stator phase 

resistance, and fast dynamic response. However, the DTC method has some handicaps that can be 

listed as, high torque and current ripples, variable switching frequency behavior, and 

implementation limitations owing to necessity of low sampling time [3]. 
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Over the last decades, different types of the DTC algorithms have been proposed by researchers 

and academics to overcome mentioned handicaps and most of them have focused on torque 

ripples side in their studies. In [4], researchers proposed matrix converter based model predictive 

control approach and they proved that it can be effective in minimizing torque ripples. In [5], 

authors present a modified DTC algorithm for permanent magnet synchronous motor drives with 

fast torque dynamics and constant switching frequency. The authors presents the DTC method 

using fuzzy controller to minimize torque ripples for BLDC in [6] and for induction motors in [7]. 

Artificial neural network model based DTC systems have also been investigated to reduce torque 

ripples in [8]. 

 

This paper presents a different approach to ANN based DTC model to reduce torque ripples on 

DTC controlled induction motor drives. Two different ANN models have been designed, trained 

and performed in the same model. The first ANN model has been used for switch selecting 

process and the second one has been used for sector determine process. Matlab/Simulink model 

of the proposed ANN based DTC method was created in order to compare with the conventional 

DTC and the proposed DTC methods. Basics of the DTC method was explained in Section 2 and 

proposed ANN based DTC method was documented in detail in Section 3. Simulation results 

were presented and commented in Section 4. 

 

2. DIRECT TORQUE CONTROL 

 
Mathematical model of the DTC method contains simpler and fewer equations when compared 

the FOC. Unlike the FOC,  the DTC model needs only one motor parameter in the modelling of 

the control system. Thus, the DTC is considered to be more simple and reliable [9]. 

 

The both control techniques methodology base on mathematical transformation that transforms 

three phase motor parameters to two phase components. The mathematic model of the DTC 

system bases on Clarke transformation. Thus, some measured three phase parameters of the 

motor are converted to two phase components, such as voltages and currents. Instant values of the 

stator flux and produced motor torque can be calculated with these components as defined with 

following equations. The Clarke transformation matrix is given as: 

 

�f�f�� = �� 	1 − �� − ��0 √�� − √��
� �f�f�f�

�     (1) 

Where, fα, fβ are α− β components of motor parameters, and f�, f�, f� are the abc frame 

components[10-11].  

 
α− β components of the stator voltages and flux are expressed in following equations. 

��� = ����� + �� ��� �!         (2) 

��" = ����" + �� ���#�!                (3) 

$�� = %&��� − �����'()        (4) 
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$�" = %*��" − ����"+()            (5) 

The magnitude of the flux can be calculated with: 

$ = ,$��� + $�"�
      (6) 

and position of the stator flux vector is calculated with: 

- = ./0).1 2�#2�          (7) 

And finally produced motor torque equation can be written as: 

34 = �� 5*$��" − $"��+        (8) 

In the DTC, motor torque and flux can be controlled directly with control of stator flux vector. In 

this control, rotation speed of the flux vector controls produced torque while the length controls 

value. The DTC control algorithm is bases on selecting the appropriate inverter switching state to 

directly control stator flux vector’s speed and length that explain why the method is named as 

DTC.  In order to keep the torque and flux errors within the predefined limits, hysteresis 

comparators are used [12]. 

 

In this control process, six active voltage vectors are used to keep stator flux vector in predefined 

hysteresis band limit. The flux vector rotation is divided to six different sectors. Figure 1 

represents six sector and active voltage vectors. 

 

 
 

Figure 1. Six sector and active voltage vectors 

 

3. ANN MODEL BASED DTC SYSTEM 

 
ANN models of the control systems are inspired by biological nervous systems and 

interconnected points, that called neurons, are designed to solve complex problems. In substance, 

this structure bases on actually working principles of human brain to solve problems.  
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In recent decades, ANN models have rising popularity in different kind of control systems due to 

their learning abilities, robust structures, beside their modeling success on non-linear and 

complex mathematical models.  

 

In the proposed ANN based DTC model, two different ANN models have designed to solve 

complex processes in conventional DTC approach; selecting appropriate inverter switching states 

and determining stator flux vector region.  

 

α – β components of stator flux were used in the ANN model to determining stator flux vector 

region process. The ANN model structure is shown in Figure 2 

 

 
 

Figure 2. Structure of ANN model for determining stator flux sector 

 

As shown in Figure 2, flux sector ANN model has two neurons in input layer, six neurons in 

hidden layer and one neuron in output layer. The flux sector ANN was trained about 100000 

input data which were obtained with conventional DTC model. 70000 input data were used to 

train the network while 15000 input data were used for validation and 15000 input data were used 

for test processes after training. Simulink model of the flux sector ANN given in Figure 3. 

 

 
Figure 3. Simulink model of the flux sector ANN unit 
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Outputs of the flux hysteresis, torque hysteresis and flux region data were used as inputs of the 

second ANN model which was created to determine optimum inverter switching states.  
 

 
 

Figure 4. Structure of ANN model for determining optimum inverter switching states 

 

As shown in Figure 4, inverter state ANN model has three neurons in input layer, six neurons in 

hidden layer and one neuron in output layer. The flux sector ANN was trained about 50000 input 

data which were obtained with conventional DTC model. 35000 input data were used to train the 

network while 7500 input data were used for validation and 7500 input data were used for test 

processes after training.  Overall Simulink block diagram of the proposed ANN based DTC 

system is shown in Figure 5. 

 

 
 

Figure 5. Overall Simulink block diagram of the proposed ANN based DTC system 
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4. SIMULATIONS 

 
This section presents comparatively simulation results between conventional DTC (C-DTC) and 

proposed ANN based DTC (ANN-DTC) models. Two different scenarios were applied and 

investigated to obtain fare comparison between both methods. Induction motor and simulation 

parameters were presented in Table 1. Total simulation time was 5 sec. and motor load was 0 Nm 

at the first 3 sec. then switched to 3 Nm reference torque after 3. sec 

 
Table 1. The induction motor and simulation model parameters 

Motor Power (kW) 4 

Bus Voltage (V) 300 

Phase resistance(ohm) 1,54 

Flux Reference (Wb) 0,5 

Flux Hysteresis Band ±0,05 

Torque Hysteresis Band ±0,5 

Sample time (µs) 10 

 

In the first scenario, motor was tested at low speed condition with no-load and loaded conditions. 

The motor speed and torque responses are given in Figure 6 and Figure 7, respectively.  

 

 
Figure 6. Motor speed curves at 250 rpm reference 

 
 

 

 

 

 

 



Computer Science & Information Technology (CS & IT)                                   69 

 

 
 

Figure 7. Motor torque curves at 250 rpm reference 

 

As shown in Figure 6 and Figure 7, motor speed and torque performances are almost same in low 

speed working conditions. In both control approach, torque ripples are about ±2 Nm for unloaded 

period while torque ripples are about +5/1,7 Nm for loaded conditions. Briefly, it can be said that 

there are no meaning difference between the both methods for low speed conditions. 

 

In the second scenario, motor was tested at rated speed (2800rpm) with no-load and loaded 

(3Nm) conditions. The motor speed and torque responses are given in Figure 8 and Figure 9, 

respectively. 

 

 
 

Figure 8. Motor speed curves at 2800 rpm reference 

 

 



70 Computer Science & Information Technology (CS & IT) 

 

 

Figure 9. Motor torque curves at 2800 rpm reference 

The main difference for the proposed ANN-DTC method emerged in the secondary group of tests 

as can be seen clearly in Fig 8 and Fig 9. The speed response of the motor proved that ANN-DTC 

method had faster dynamic responses when compared C-DTC method. Time to reach the 

reference speed was about %50 shorter in the proposed method. On the other hand, when the 

torque curves examined closely, it can be seen that torque ripples of the motor were reduced 

remarkably with the ANN-DTC method. 

 

5. CONCLUSIONS 

 
This paper presents a new artificial neural networks based approach to conventional direct torque 

control method for high performance control of induction motors.  The aim of the paper is 

simplifying the complex mathematical process in conventional direct torque control method by 

usage of neural network models. For this aim, two independent neural models have been 

designed, trained and tested. The first neural model was designed for sectors determine process 

and the second one were designed for optimum switching select unit. Numerical simulations have 

been performed to investigate the effects of the proposed method on the overall system 

performances. Low speed and rated speed performances of the motor were simulated at zero 

loads and rated loads working conditions. Simulation results have been comparatively presented 

and they have been showed that proposed neural network based DTC method has better dynamic 

performance especially closer to rated speed values. The proposed method has faster acceleration 

time in transient state region and torque ripples were reduced with the proposed method in 

steady-state region. The practical works on the proposed method as a real time application are 

still going on and experimental results will be presented by researchers in the future works.  
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ABSTRACT 

 
This research was conducted to gather information about the impact of usingLEGO 

MINDSTORMS NXT ROBOT in science on sixth grade students in primary schools, the need 

ofit in education, its advantages, disadvantages, hardware and software used to develop it and 

whether it fits with the physiological and cognitive developments characteristics of the students. 

The participants attended a LEGO robotic training programin three science experiments to 

study the motion, distance and speed principles. The researchers applied a science test, a 

student's questionnaire, a teacher's interview and a teacher's interview scale to gather the 

needed information. The results show that the LEGO robot is an efficient technology in teaching 

science, increases the students' academic achievement as the science test results show and the 

findings emphasize that this robot is a valuable technology in education and in primary schools 

as it develops the 21st century skills of the students. 

 

KEYWORDS 

 
Robot, Lego Mindstorms NXT Robot,Critical Thinking, Mindtool 

 

 

1. INTRODUCTION 
 

Educational field is one of the primary fields that benefits from new technologies. As we see in 

many countries education becomes rich of effective technologies. For example, in Bahrain, the 

big project, King Hamad Project for Future Schools, which was launched by Ministry of 

Education in 2004, opened the door for education in Bahrain to use new technologies (Smart 

board, Attractive board, Data Show, Camera….etc.) in order to use ICT in the learning 

process[1]. The learning process changes day by day, new strategies and new words come up 

such as collaborative learning, problem-solving strategy, students learning style…etc. Each of 

these strategies needs to use technological tools. So, as a new technology in education within 

these new strategies, it is the chance to enter the world of robotics as a new door for an attractive 

ICT tool in education in Bahrain. The researchers searched about using robotics in education and 
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found many exciting and successful experiments and studies about using the educational LEGO 

MINDSTORMS  NXT  ROBOT  for  teaching  students’ mathematics  and science principles and 

how it is effective in problem-solving, creative thinking and critical thinking strategies [2] 

[3].LEGO Mindstorms is a line of programmable robotics/construction kits, manufactured by the 

Lego Group (LEGO Education, 2011). Lego Mindstorms is primarily used in secondary 

education but most universities also use the Lego Mindstorms NXT for their introductory courses 

in mobile robotics or for projects. There is now a new Lego Mindstorms Robot, called the EV3.In 

this research, the researchersused the Lego Mindstorms NXT 2.0 (8547), the second set from 

LEGO's Lego Mindstorms. The set contains 619 pieces, including a new sensor that can detect 

colors [4]. It provides students to control the behavior of a tangible model by means of a virtual 

environment and conduct science experiments, in which young students investigate a socio 

scientific issue using their scientific process skills both in and out of the classroom[5]. The aim of 

using this set is to study its impact in science on sixth grade students in primary schools in 

Bahrain.The aim of this research is to know more about robotics and the educational Lego 

Mindstorms NXT robot .What is the impact of using it in teaching science at sixth grade 

students? What are the advantages and disadvantages of using robotics in education? Does 

robotics fit with the physiologies and cognitive developments characteristics of sixth grade 

students? What are the software and hardware needed to apply this technology? Can Bahrain 

schools apply it or not? 

 

2. OBJECTIVES OF THE STUDY 
 

The objectives of this researchare to know the different types of robots, to identify the impact of 

educational Lego Mindstorms NXT robot in science classes of sixth grade students, to emphasize 

the advantages and disadvantages of robotics in schools, to know how robotics fit with the 

physiological and cognitive developments characteristics of sixth grade students and to know the 

software and hardware needed to use educational robotics in schools. 

 

3. SIGNIFICANCE OF THE STUDY 
 

The word "robot" expresses the relationship between the child and the games, especially[6][7]. It 

is seen as a new educational object that causes advanced teaching and the growth of kids. The 

robot role is seen as an educational tool that encourages students at all levels (Primary, 

Intermediate and Secondary) to study science. It is also noticed that the students are guided to 

study the principles of programming and engineering. Most of the students try to collect robots 

and program them to do a specific task. So, it opened up doors to the students to create, and apply 

scientific principles[8].Consequently, the importance of directing students to use the robot in the 

learning process can be summarized in the following points: 

 

• Student participation in the educational process (Student-Centered learning process). 

 

• Teaching the principles of science and mathematics through experimentation. 

 

• Learn programming through programming the robot in order to perform a specific task. 

 

• Develop problem-solving skills by building and programming the robot. 

 

• Spark student's interest in Science and Technology. 
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4. REQUIREMENTS SPECIFICATIONS 
 

The robot that used in this research is built using the LEGO Mindstorms NXT 2.0 (8547) kit 

which contains an intelligent NXT Lego brick with 32-bit microprocessor and a large matrix 

display, three interactive servo motors; four sensors (Ultrasonic Sensor, 2 Touch Sensors and the 

all-new Color Sensor).The color sensor has triple functionality: distinguishes color and light 

settings, and function as lamp [9][10].The software that will be used in this research is the 

MINDSTORM Software which lets the user to program the robot. The software is used to create 

a program, and then it is downloaded to the NXT by using the USB cable or the wireless 

Bluetooth connection. Mac- and PC-compatible drag- and- drop software gives the user 16 

building and programming challenges, from beginner to expert [11][12].The researchers used as 

hardware the laptops with Microsoft Windows 7 to program the robot as well as the data show 

and the Smart board to display the work of the students. 

 

5. RESEARCH METHODOLOGY 
 

The researchers found that the MINDSTORM NXT robot is suitable for primary schools students 

as they can build it easily using the Lego parts to design it according to the function they want it 

to perform. Besides, this type of robot comes as a kit with a software CD that has the LEGO 

NXT-G programming language, a graphical language understandable by the small students[13] 

[14].First, we built the robot by hand programmed it using the NXT-G programming language 

software and tested it. Then it is tried it in the school with four sixth grade students.After 

receiving approval from the higher authority to apply this tools and the application on Bahrain 

government’s schools, the researchers prepared the research tools which are questionnaire for 

students, interview questions for teachers, interview scale for the teacher interview and a science 

test for the students in two languages in Arabic and English. At first the researchers introduced 

the concept and objectives of the research to the science teacher then applied the LEGO training 

program and science experiments in motion, distance and speed on a group of six sixth grade 

students which is the experimental group and the other 6 students. The control groups have not 

attended the training program and they studied motion, distance and speed by the regular 

methods. The researchersused two laptops; one of them connected to the data show and used most 

of the time by the researchers. The other laptop used by the students for programming and 

designing instructions. The researchers asked some teachers to attend the training program and 

the science lessons to see the application of the LEGO Mindstorms NXT robot in science 

[15][16]. The researchers then applied a summative evaluation test on groups, the experimental 

and the control groups. The questionnaires were distributed to the experimental group students 

and interviewed the teachers who intended the training program and the science lessons. Also, the 

researchers will ask the teachers to fill the interview scale. The information that collected from 

student’s questionnaire, teacher's interview, teacher's interview scale is used for the data analysis 

both quantitative descriptive. The analysis has done using both Microsoft Excel and SPSS. 

 

6. STUDY POPULATION AND SAMPLING PROCEDURE 
 

The total sample is 12 students in one primary school from sixth grade class divided into two 

equal groups, each group has 6 students. One group is an experimental group and the other is a 

control group. The sample is non-homogeneous since the students are differentiating in learning 

style and academic achievements. The sample of this research is a probability sample.   
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a. LEGO Training Program and Science Experiments 
 

Since the students of the experimental group don't know about this robot before, the researchers 

will conduct a training program on LEGO Mindstorms NXT robot to make the students familiar 

with this robot and to develop their skills in designing and programming it to achieve a specific 

task before starting using it in the science lessons and experiments. The training program was a 

robotic curriculum prepared by the milset ASIA (the International Movement for Leisure 

Activities in Science and Technology) which was established on July 1987 in Kuwait ("Milset 

ASIA," 2014). This training program was applied before on Kuwait intermediate and primary 

schools as an activity program during the students' free times. The researchers scheduled one 

week training program divided into two classes’ everyday as described in the table below.The 

students have taken works as one team with the defined rules; Engineer (builder) - 2 students, 

Software Specialist (programmer)-2 students, Information Specialist (Gets the necessary 

information for the team to move forward) - 1 student and Project Manager (Whip-cracker) - 1 

student. 

 

6.2 Science Experiments 
 

After the application of the LEGO robot training program, the students designed the robot as a 

simple vehicle according to the design guideline embedded within the LEGO Mindstorms 

NXT2.0 software and it comes as a manual with the LEGO kit and the robot used for applying the 

science experiments to learn the scientific principles in motion, distance and speed. In each 

experiment, the students programmed the robot using the NXT-G programming language 

according to the rules given and observed the results and record the data. Finally, they deduced 

the science principle learned from the experiment.The researchers applied three experiments. The 

first experiment is about the linear motion in which the students will use the robot to know the 

definition of a motion, the meaning of the start and end points and to understand what a linear 

motion is by programming the robot to move forward in a straight line at a given time. That is to 

integrate technology with science. The experiments can be summarized by follows: 

 

Experiment#1: Linear Motion 
 

The goals of this experiment are to know the definition of the motion, to know what a start point 

and an end point are and to understand the linear motion. Also, its goal is to improve the robot 

designing skills of the students. The team will design a robot in the shape of a vehicle and they 

program it to move forward at a given time. Then, they will define the start point and the end 

point of the robot motion and deduce what type of motion the robot moves with.  

 

Experiment#2: Distance Measurement 
 

The goals of this experiment are to measure the distance that a robot passes, to improve the 

student skills in designing and programming the robot to pass a certain distance in addition to 

improve the robot designing skills of the students. The team will specify a start point for the robot 

movement and the end point where the robot stops and they will measure the length of the track 

between these two points. They should conclude that the distance is the total length of a track 

between two points and it is measured in meters.  
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Experiment#3: Speed 
 

This experiment consists of two parts. The first part goals are to calculate the speed of the robot 

by measuring the distance it passes within a given time and to explain the relationship between 

the power, the distance and the speed by programming the robot to move forward with a 

predefined power of the motors where the students change the power three times and measure the 

distance and then calculate the speed of the robot. The second part of this experiment is similar to 

the first part. However, it aims to know the time needed for the robot to pass a known distance, to 

calculate the speed and then explain the relationship between the time and the speed. In this 

experiment, the students should know the unit used to measure the time.  

 

7. DATA COLLECTION PROCEDURES 
 

The researchers collected quantitative information from the test and the students questionnaire 

which applied on the students, and the teachers interview scale which answered by the 

interviewed teachers and the researchers collected the qualitative information from the teacher's 

interviews answers, teacher's interview scale, and the test results. In addition, the researchers 

collected qualitative information from the observations in control and experimental groups about 

student's reaction in the learning process in the lessons that the robot used for teaching. 

 

8. DATA ANALYSIS AND RESULTS 
 

a. Analysis of Personal Demography of the Student Test 
 

This part contains the analysis of the student’s test sample demography, which are age, and 

academic achievements of students in marks. The test was done by the experimental and control 

groups. Each group had 6 students. The total number of the test sample was 12 students, 67% of 

the students were 11 years old and 33% of them are 12 years old. This means that all the students 

in the experimental and control group are within the age of sixth grade students according to the 

Ministry of Education.According to the final average achievements  of the science test for the 

first and second terms of the year 2013/2014, 50% of the students got marks between 100-90 

which is A grade, 17% of the students got marks between 89-80 which is B grade, 8% of the 

students got marks between 79-70 which is C grade, 8% of the students got marks between 69-60 

which is D grade and 17% of them got marks less than 60 which is F grade. 

 

b. Analysis of Student's Questionnaire 
 

The questionnaire of the students consists of three major sections, which were: learning 

objectives, learning process and LEGO-robot efficiency and it had two open questions. The 

questionnaire was answered by the experimental group students. The total number of the students 

was6 and all the questionnaires are accepted.  

 

c. Analysis of the Learning Objectives 
 

The mean values of the responses of the questions were between 4.67 and 5.00, the highest mean 

was 5.00 which states that the LEGO-robot helped me to know the relationship between the 

distance,the time and the speed and the participants agreed that LEGO-robot helped them to 

explain the relationships between the power and the speed, to know the definition of a motion, to 
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know the definition of a distance, to know what a start point is and also to know what an end 

point is and to calculate the speed of an object. 

 

 
 

Figure1: Percentage of the LEGO-robot Efficiency Section in the Teacher's Interview Scale 

 

d. Analysis of the LEGO-robot Efficiency 
 

The mean values of the responses of the questions were between 1.17 and 5.00, the highest mean 

is 5.00 which states that the programming of the LEGO-robot was easy, the technology used 

(hardware and software) to build the LEGO-robot was adequate and the use of LEGO-robot need 

to know some computer basics, they we need to use LEGO-robot in future to learn other science 

basics and the programming language used to program the LEGO-robot was understandable. All 

the participants agreed that the design of the LEGO-robot was difficult and it is not just a toy. 

 

9. PROGRAMMING OF THE SCIENCE EXPERIMENTS 

 

 
 

Figure 3: (Exp-1) Programming the LEGO robot to move forward for 3 rotations 
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Figure 3 shows the programming interface of the first experiment, where the student should 

programs the robot to move forward (as clear in the move block) for a given time, and in this 

experiment, the time is given as three rotations which is clear in the (Duration) part. 

 

 
 

Figure 4: (Exp-2) Programming the LEGO robot to move forward three times with different durations 

 

Figure 4 shows the programming interface of the second experiment, where the student should 

programs the robot to move forward from point A to point B for 10 seconds, then move it forward 

again from point B to C for 7 seconds , and finally move it forward from point C to D for 10 

seconds. 

 

 
 

Figure 5: (Exp-3-1) Programming the LEGO robot to move forward three times with different powers for 

10 minutes each time 

 

Figure 5 shows the programming interface of the first part in the third experiment, where the 

student should programs the robot to move forward using different powers for three times, and 

she should change the power in each time. The power of the robot should be 50 at the beginning, 

then it should be changed to 75 and finally it should be changed to 100. 
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Figure 6 :(Exp-3-2) Programming the LEGO robot to move forward three times with different durations 

using different numbers of rotations 

 

Figure 6 shows the programming interface of the second part in the third experiment, where the 

student should programs the robot to move forward using different numbers of rotations three 

times, and she should change the number of rotations in each time. The duration of the robot 

should be 3 rotations at the beginning, then it should be changed to 5 and finally it should be 

changed to 8. 

 

10. DISCUSSION 
 

The researchers conducts this research to determine the needs for the LEGO robots in primary 

schools, determine the advantages and disadvantages of using it in schools, how it fit with the 

physiological and cognitive development characteristics of sixth grade students, what are the 

softwares and the hardwares needed to build and program these robots and to determine whether 

Bahrain schools can apply it or not. 

 

a. Research Findings and Conclusion 
 

The key findings that the researchers collects from applying the LEGO MINDSTORMS NXT 

ROBOT, to collect information about the impact of using it in science on sixth grade students are: 

 

• A robot is a machine used to perform jobs automatically, which is controlled by a 

computer, the basic parts of a robot are: sensors, effectors, and control system. 

 

• The robots canbe divided into different types according to their applicationsas the 

following : industrial, household, medical, service, military, entertainment, hobby and 

copetition, and educational robots. 

 

• LEGO MINDSTORMS NXT ROBOT is an educational robot that comes as a kit consists 

of different parts. The hardware of this robot consists of NXT brick, 619 lego parts, three 

interactive servo motors, and four sensors (2 touch sensors, 1 color sensor, 1 ultrasonic 

sensor) and the software is the LEGO MINDSTORMS NXT software that uses the NXT-

G programming language. 
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• The LEGO robot is needed to use in education and in primary schools since, it fit with the 

new generation’s requirements and fit with the 21th century learning skills ( learning, 

literacy and life skills) as it improves the technology literacy and makes the students 

technology friendly, it develops the learning skills by improving the critical thinking, 

creative thinking , collaboration and communication of the students and it also improve 

the students' life skills in flexibility and leadership as they can manage the work of the 

team and learn independently. 

 

• The advantages of the LEGO robot are: the flexibility in designing it in different shapes, 

easy to build and program, the cost of the kit as it can be bought by the students to 

continue practicing at home, its robust material and projects , the graphical interface of 

NXT-G programming language. 

 

• The disadvantages of the LEGO robot are logistical , they are: cost of providing one robot 

for each student is expensive, the sensors problems, lost or damage of the lego parts and 

the problems with the power of batteries. 

 

• The pedagogical theory that the LEGO robot fit with is: constructionism. 

 

• The psychological theory that the LEGO robot fit with is: cognitive theory where the 

LEGO robot is suitable to be a mindtool. 

 

11. RECOMMENDATIONS 
 

The researchers recommends the following ideas for future works: 

 

• To organize a robotic camp to study the impact of using the LEGO robot in STEM 

education by the participation of different STEM ( science, technology, engineering and 

mathematics ) teachers. 

 

• To conduct a future research to evalute the effects of robotic activities on children's social 

skills. 

 

• To use the LEGO robot to teach other subjects such as Computer , Maths, Physics, Art 

and English. 

 

• To use the LEGO robot for different education stages, primary, intermediate and the 

secondary stages. 

 

• To conduct a research to study the impact of using the LEGO robot with other smart 

technologies such as smartphones and IPads. 

 

• To use the LEGO robot for further advanced research with smartphones to scan qr codes 
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ABSTRACT 

 

Industrial Shop Floor environments require fast intervention of the controller’s computers and 

operators to ensure high industrial production efficiency. This work focuses the electrolytic 

potrooms process control efficiency. The main goal of this work is to design an embedded 

solution for detection and alarm, using multi-agents system technologies so that controllers can 

alert plant operators about the problems in the electrolytic pot still malfunctioning after 

controller intervention. If the controller action was unsuccessful due to a feeder and pot bus 

problem, an audio alarm is immediately issued to the potrooms so that the operator can be 

notified about the specific problem, independently of the potrooms location. 

 

KEYWORDS 

 

Alarm, Potrooms, Agents, Embedded Systems, Pot 

 

 

1. INTRODUCTION 

 
In the aluminum production process, the cost and the quality of the product is strongly affected by 

the amount of alumina added to the pot production. The resistance and variations of first and 

second orders are used to assess the percentage of the alumina concentration in the bath [1]. The 

resistance variation is the primary variable used as an evaluation metric of vessel behavior. In 

practical terms, the monitoring and control of alumina in the bath changes are implemented in 

accordance with the assessment of the resistive variation. There are situations, however, where 

the electrolytic process control computers, even sending signals to the alumina feeding actuators 

and movement of buses that regulate the resistance of the electrolytic cells allow better control of 

the amount of alumina in the pot; this guarantee control may be interrupted by any mechanical 

failures in actuators and busbars. 

Therefore, rapid actuation of the vessel operator to reestablishment of normal operation of the 

equipment and continuity of the aluminum production process with higher production gain 

becomes a daily preoccupation of management, to the extent that an aluminum production room 

comprises hundreds of devices distributed over large production halls. Figure 1 shows the Alumar 
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potroom which has three production lines with 204, 250 and 256 electrolytic cells, each, for a 

total of 710 electrolytic cells. 

 
 

Figure 1. Reduction Alumar 

 

Note that potrooms are arranged in large halls in which the electrolytic cells are disposed in 

series, side by side. These pots are controlled by the process control computers, which send 

signals to drive the feeders allowing it the addition of alumina in the pot. In addition, the control 

computer is responsible for sending signals to drive the mechanical drive bus, responsible for the 

regulation of the electrolytic tank resistance variation. 

 

When, perhaps a mechanical failure occurs in one of these devices, we have as a consequence a 

delay in the correction and re-establishment of the operation of the electrolytic pot, causing the 

excess in the bus drive and alumina supply in the pot, due to unauthorized drives by computer 

control generating the accumulation of alumina or the lack of it, causing increased resistance to 

passage of electric current and negatively affecting the efficiency in aluminum production. 

Thus, it becomes necessary to adopt a technique that best fits the application of electrolytic 

process control computer, in order to provide the necessary information and alerts and can thus 

overcome and minimize problems that may arise, for example, anode effect, unscheduled 

shutdown pot, bored pot, or quality time requirements and life for the potrooms. 

 

Thus, an embedded solution with communications technology based on multi-agent systems is 

built based on stimulus-response model, in order to map and detect all abnormalities prevent the 

correct operation of the electrolytic pot, even with sending signals performance controllers. If 

signs of activity are not sufficient to establish the acceptable level of resistance change, and 

consequently, of alumina in the electrolytic pot, then audio alarms are generated immediately for 

operators and technicians of the potrooms (factory floor) can understand the situation and carry 

out the necessary intervention to solve the physical problem of equipment. The system is 

accessible and can be easily implemented in the automation industries that have controllers such 

as PLC (programming logic controller) and process control computer. 

 

The technologies investigated in this research are the Process Control System, Multi-Agent 

Systems and Embedded Software, all used in the construction of a monitoring and real-time alarm 

solution. To perform this analysis, it is used as a case study alarm management system for 

aluminum production halls, rooms of tanks, which will be built using these technologies. 
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Is approached, therefore, the need for detection and alarm automation environments and control 

in which controllers can not function correctly and precisely, due to mechanical problems in the 

equipment that receive the command signals for actuation, as the emitted pulses the controllers. In 

the case of large factory floor environments where each electrolytic tank requires their respective 

actuators work in real time, the extent to which the actuators are triggered, the delay in 

identifying problems of this nature can lead to loss of productivity and own electrolytic pot of 

aluminum production, generating as a result of damage to the production process. 

 

The contribution of this article is to develop an embedded management solution and alarm based 

on the standard observe and react, using multi-agent systems for monitoring and conversion of 

messages generated by the controllers, allowing the broadcast in real time, state and 

environmental behavior, allowing adoption of preventive actions and operational in the shortest 

time interval, by the vats operators working there. It consists in building a software solution 

embedded in a raspberry PI plate for automation and control environment, based on the response 

stimulus model, able to communicate with controllers electrolytic cells through the use of multi-

agent systems, allowing communication between centralizing agents and controllers for 

transmitting / receiving text messages sent, generated by computer control, warning of each of the 

potential problems identified in several electrolytic cells. These text messages are received by the 

centralizing agent that converts audio messages transmitted to speakers of channels distributed 

over the potrooms, allowing the technician and in charge of the process in it can identify a pot 

with problem despite being in a distant location of the problem. 

 

2. CONTROL SYSTEM POTROOM 
 

In general, the process of aluminum production is based on the amount of alumina (Al2O3), the 

raw material added to the electrolytic bath. In a bowl, electricity circulates between a positive 

(cathode) and a negative pole (anode). That of the alumina mixing process, existing electrolytic 

bath in the pot, and passing electric current anode cathode, it is apparent that liquid aluminum is 

removed from the vessel for the production of ingots. Figure 2 below shows the generic 

functional architecture of the aluminum production process, from the perspective of control 

systems. This architecture is applied to the modeling of a system of pots, specifically for 

monitoring purposes of their states and implementation of its controls. 

 

 
 

Figure 2.  Block diagram for distribution of alumina in vessel 
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The control system comprises sensor, controller and actuator. First, it is an indirect measurement 

system, because from voltage and current signals and other information such as operation status 

pot, to estimate quantities or rates those are used by the control device. The control system 

processes the signals and these are used to making decisions that interfere with the production 

process behavior. For example, control can promote actions to modify the frequency of operation 

of Al2O3 feeder. 

 

This control system is run on computer called process control computer, and has as main 

objective to control the supply of alumina to the electrolytic cells, whether pre-baked type or 

Soderberg point-feeder [2]. The intention is to keep a quantity of alumina dissolved in the bath to 

ensure maximum production of aluminum. In pots of pre-baked type, the optimum concentration 

of alumina in the bath is around 3% in the electrolytic bath. However, there are large variations in 

this concentration, depending on the operations carried out in vats and variations of other control 

parameters [3]. In practice, there is no method to directly measure this quantity or alumina 

concentration in the electrolytic bath in the process of speed control requires [4]. Therefore, the 

process computer controls the amount of alumina should meet the demand of alumina is added to 

the vessel within the rated power range. The feed interval set in seconds, is the time window in 

which the computer will send a pulse to drive the alumina feeders, wherein said range is from pot 

to pot. It means that each production cell (electrolytic tank) has its power gap target. 

 

When the control computer sends a signal to drive the feeders, and for some reason, such feeders 

are not triggered, it means that some physical problem may be occurring. In this case, a physical 

intervention such equipment is required. For this task, they are designated process technicians 

who perform the repair and the reestablishment of the operation of the feeders and voltage 

busbars. The problem becomes complex when technicians deal in a potroom environment with 

large amounts of electrolytic cells arranged in large rooms and corridors in an aluminum 

production plant. 

 

3. MULTI-AGENT SYSTEMS 
 

The definition of an agent can be expressed in many different ways. [5] defines an agent as a 

computational entity software, located in a given environment, which has the perception that 

environment via sensors has reasoning ability and acts autonomously in that environment through 

actuators so to perform a specific function for which it was designed. [6], defined as something 

that can be seen as having the perception of an environment through sensors and acting in this 

environment through actuators. For [7] would be a piece of hardware or a computer system based 

on software that enjoys some properties, such as learning autonomy, responsiveness, pro-activity 

and social skills. 

 

Figure 3 shows the interaction between two or more agents in a computer system and configures a 

Multi-Agent System where these work together to perform certain tasks or perform a set of goals. 

Scientific research and the practical implementation of Multi-Agent Systems is focused on 

building standards, principles and models that allow the creation of small and large companies of 

semi-autonomous agents, able to conveniently interact in order to achieve their objectives [8]. 
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Figure 3. Structure of a Multi-Agent System 

 

3.1. Jade 
 

JADE tool (Java Agent Development Framework) began in 1998 through a CSELT (Telecom 

Italia), whose development was motivated by the need for validation of specifications of FIPA 

(Foundation for Intelligent, Physical Agents). AvJADE in 2000, became an open source platform, 

being distributed by Telecom Italia on the LGPL (Library Gnu Public License) [9]. 

 

JADE provides certain features, such as distributed applications that exploit the use of software 

agents. Being built on the Java platform, enables deployed agents using the JADE framework, 

which can run on any operating system (OS), which makes it ideal for environments where you 

can not get information about the OS used [10]. 

 

Other JADE’s features are the development of agents and control of them via a graphical 

interface [9]. 

 

3.2. Auml 
 

Unified Modeling Language Agent (Auml) is a standardized graphical modeling language by 

FIPA (Foundation Intelligent Physical Agents). Auml was proposed as an extension of UML 

(Unified Modeling Language), which uses decomposition, abstraction and organization to reduce 

the complexity of software development, decomposing a system in small parts of objects, models, 

use case or class, several operational actions. In relation to abstraction, it provides a specialized 

abstract view of modeling (class, use case diagram of interface etc.) and is used to create a set of 

semantics and operating service conditions and infrastructure [11]. 

 

The Auml offers structures as a class diagram and interface to show how agents can be erected in 

an agent system. The model focuses on a point at a time, increasing the ability to understand the 

issues to complex problems during the lifetime of the system design. 
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The main parts of Auml are the mechanisms for modeling multi-agent interaction protocols. This 

is accomplished by introducing a new class diagrams UML diagrams protocol. These extend 

diagrams and sequence diagrams of UML state, as shown in Figures 4 and 5. 

 

 
 

Figure 4.  AUML – Diagram Sequence 

 

 
 

Figure 5. AUML – State Diagram 

 

4. EMBEDDED SYSTEMS 

 
The embedded systems are a combination of computer hardware and software, sometimes having 

mechanical parts designed to perform a dedicated function, wherein such systems are often only a 

small part of a larger system [12]. 

 

Typically, they are implemented from different technologies such as microprocessors, 

microcontrollers, DSP, reconfigurable circuits, analog circuits and microwave and even 

microelectromechanical systems (MEMS - Micro Electro Mechanical Systems) [13]. 

 

4.1. Raspberry PI 
 

The Raspberry Pi model B is a small computer that uses the Broadcom BCM2835 multimedia 

processor, the SoC type (system-on-chip), with 700 MHz 32-bit, built on the ARM11 architecture 

[10]. The board is fed by a micro-USB port, with 5V voltage and requiring at least 700mA, with 

waste of energy varying in 3.5 W [14]. 
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The Raspberry Pi, as shown inFigure 6, has no hard disk on your hardware composition, using 

only one memory card. For operating system installation it is necessary that the card has at least 2 

GB capacity for all the necessary files. The operating system commonly used is the Raspibian, a 

distribution recommended by Raspberry Foundation, based on Debian [15]. 

 

 
 

Figure 6. Raspberry B+ model 

 

5. RELATED WORK 
 

Binnicker [16] in 2015 presents a tool to detect and alert with temperature sensors for vehicles 

occupied by passengers. The system alerts drivers if a child is left unattended in the vehicle in 

order to prevent the child from being exposed to high or low temperatures inside the vehicle. To 

this end, sensors are used to capture data via occupancy sensors, temperature and distance. The 

data captured by the sensors determine the need to alert sent to the vehicle owner (driver) if an 

occupant has been left inside the vehicle, still controlling some functions of the vehicle, allowing 

foreign individuals to rescue him, with the unlocking of doors, windows opening, with possible 

activation temperature of the automobile system. 

 

M. Kumar et al. in [17] designed and developed an intelligent detection and intrusion alert system 

designed to increase security, with real positive identification probability of attackers and 

intruders, compared to other electronic security systems already used. Through multiple sensors, 

the system evaluates the extent of danger exhibited by a person or animal within the confines of 

the residence, conveying the owner of the residence, the various information about critical events 

generated. 

 

Ramya [18] presents a construction work involving containing a microcontroller system for 

detecting and warning of toxic gases, particularly propane and LGP. Specific sensors for 

identification of these two noxious gases are added to the microcontroller, which through the use 

of analog / digital converter capture and analyze the information, which are also shown in the 

display. If the gases exceed acceptable limits, the system immediately generates an alarm and also 

send SMS alert message to authorized persons using GSM technology. 

 

Gaspar et. al. [19] addresses the adoption of an alarm management philosophy for incident 

management that avoids the generation of a huge amount of alarms in order to make life easier 

for technicians who must manage in real time complex and dynamic environments and good 

management alarms can provide crucial information to identify the cause of the fault and replace 

the plant in normal operating state. 

 

Morales [20] created and patented a monitoring and alarm system in a network audio link that 

detects sound alarms triggered and inform the responsible authorities. The system and method 
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created based on the audio produced from alarms which are triggered. Implemented for PC type 

computers or other premises of processors, different sound coming from different alarms, 

classifies the sound as a specific alarm by FFT processing and distributes the alarm over the 

Internet, public telephone switches, or other communication links to central station, which then 

distributes the alarm to the authorities. In another embodiment, the alarm reports are generated 

directly from the PC to the residence or specific company where authority is located. 

 

6. PRELIMINARY RESULTS 
 

As preliminary results, diagrams were built in Agent UML (Auml) for multi-agent embedded 

proposed solution, which includes the deployment diagram, use cases, activities, block, and an 

embedded prototype raspberry pi with jade platform running on environment simulation, where 

the centralizing agent is embedded in the board and the controlling agents are available in 

environments that simulate controllers. All diagrams were constructed using the free tool-day 

standard 0.97.2 (http://live.gnome.org/Dia). The source code of the solution multi-agent was 

developed in Java with Netbeans IDE version 8.1, where the environment is multi-agent on the 

implementation platform JADE, in version 4.4.0. 

 

6.1. Diagram Use Cases 
 

Figure 7 shows the actors are placed in the context of the proposed approach and its use cases, 

showing the set of paths that agents can run through the system, each with a discrete goal. The 

actors representing the controlling system of tanks in practice can be represented by any 

controller technology, this PLC (programmable logic controllers) to real-time vats control 

applications that interact with Analog Stick / digital converters, analog and digital cards 

Mustangs. 

 

 
 

Figure 7. Diagram Use Cases of the proposed system 

 

The use case Send audio alarm, converts the textual words received by dividing each of them into 

audio files (eg. .wav) that are sent to their rooms vats according to the parameter that identifies 

the number of pot with problem. 
 

6.2. Transition State Diagram 
 

The Transition State Diagram shown in Figure 8 represents the state and associated transitions to 

the communication protocol between the developed agents and between the controller and agents, 
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which at the end of processing, transfer to the vat room audible alarm identifying a potential 

problem in an electrolytic tank. Is represented in this case, the level of interaction between 

players by exchanging messages and activation through behaviors. 

 

 
 

Figure 8. State Transition Diagram of the Proposed System 

 

Through this diagram, we see the main actors interacting in the sending and receiving of text 

messages parameterized (Controller and Speech) that is validated, converted to audio and 

broadcast. 
 

6.3.Diagram Deployment 
 

The deployment diagram shown in Figure 9 detailing the distribution of the proposed solution in 

a generic environment potroom controlled by the controlling computer. It is observed that the 

bundled solution raspberry pi plate is arranged in the process control network, in the same 

environment controllers. The audio channel raspberry card is connected to speakers arranged in 

the potroom. Therefore, the power pulses, ascent and descent bus, when they jammed by 

mechanical failures in the vats can be signaled in the form of beep, in which the solution proposal 

report to the operator exactly what existing physical problem. 

 

6.4. Block Diagram of the Proposed Solution 

 
Each controller agent is responsible for receiving the parameterized messages generated by the 

control computer in which the agent is inserted. From the generation and reception of such text 

messages, with the use of multi-agent platform JADE, the controlling agents send text messages 

with the problem identified in a given tank to the centralizing agent, which queues the message 

and is in charge of is converted it audio, transferring them to the speakers of the respective room 

vats, where the pot with problem lies. The solution proposed is the block diagram shown in 

Figure 10. 
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Figure 9. Deployment Diagram of the Proposed System

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. Solution Block Diagram proposal
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Figure 9. Deployment Diagram of the Proposed System 

 

 

Figure 10. Solution Block Diagram proposal 
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7. IMPLEMENTATION 
 

Alarms tanks with high voltage, much increase and / or bus down, swings, and its operating status 

were detected by the controlling agents and sent to the centralizing agent of the respective 

potroom, residing in raspberry pi. The centralizin

messages that are sent in FIFO order (first

warning system, which helps in faster diffusion of the critical situation found. The prototype of 

the proposed system is shown in Figure 11.

 

 

 

 

 

 

 

 

Figure 11. Prototype of the Proposed System

8. CONCLUSIONS 

 
An embedded system using multi

potrooms was implemented. For demonstration purposes they were 

pot and controlling and centralizing agents responsible the generation and transmission of alarms 

in audio format for the tanks room, respectively. The extent to which the controllers identify 

some kind of problem in a particula

parameterized for the pot number identifier is generated and transmitted to the controller agent 

forwards to the centralizing agent. This solution may be suitable for any shop floor environment 

where there is a process automation for large equipment and controllable mechanisms that need to 

maximize their production with minimal stop as a function of real problems identified the 

equipment, enabling operators and technicians act to minimize downtime.
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were detected by the controlling agents and sent to the centralizing agent of the respective 

potroom, residing in raspberry pi. The centralizing agent identifies the queue textual alarm 

messages that are sent in FIFO order (first-in, first-out) to the potroom in an audible format, as a 

warning system, which helps in faster diffusion of the critical situation found. The prototype of 

ystem is shown in Figure 11. 

 

Figure 11. Prototype of the Proposed System 

 

An embedded system using multi-agent platform for detection and alarm electrolytic cells in 

potrooms was implemented. For demonstration purposes they were made simulation controllers 

pot and controlling and centralizing agents responsible the generation and transmission of alarms 

in audio format for the tanks room, respectively. The extent to which the controllers identify 

some kind of problem in a particular pot, textual message of the problem in question, 

parameterized for the pot number identifier is generated and transmitted to the controller agent 

forwards to the centralizing agent. This solution may be suitable for any shop floor environment 

is a process automation for large equipment and controllable mechanisms that need to 

maximize their production with minimal stop as a function of real problems identified the 

equipment, enabling operators and technicians act to minimize downtime. 
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