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Preface

The Fourth International Conference on Computer Science and Information Technology (CoSIT 2017) was held in Geneva, Switzerland, during March 25~26, 2017. The Fourth International Conference on Signal and Image Processing (SIGL 2017), The Fourth International Conference on Artificial Intelligence and Applications (AIAPP 2017), The Fourth International Conference on Cybernetics & Informatics (CYBI 2017), The Third International Conference on Cryptography and Information Security (CRIS 2017), The Third International Conference on Software Engineering (SEC 2017) and The Third International Conference on Data Mining and Applications (DMA 2017) was collocated with The Fourth International Conference on Computer Science and Information Technology (CoSIT 2017). The conferences attracted many local and international delegates, presenting a balanced mixture of intellect from the East and from the West.

The goal of this conference series is to bring together researchers and practitioners from academia and industry to focus on understanding computer science and information technology and to establish new collaborations in these areas. Authors are invited to contribute to the conference by submitting articles that illustrate research results, projects, survey work and industrial experiences describing significant advances in all areas of computer science and information technology.

The CoSIT-2017, SIGL-2017, AIAPP-2017, CYBI-2017, CRIS-2017, SEC-2017, DMA-2017 Committees rigorously invited submissions for many months from researchers, scientists, engineers, students and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of internationally recognized top-level researchers. All the submissions underwent a strenuous peer review process which comprised expert reviewers. These reviewers were selected from a talented pool of Technical Committee members and external reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, technical content, originality and clarity. The entire process, which includes the submission, review and acceptance processes, was done electronically. All these efforts undertaken by the Organizing and Technical Committees led to an exciting, rich and a high quality technical conference program, which featured high-impact presentations for all attendees to enjoy, appreciate and expand their expertise in the latest developments in computer network and communications research.


We would like to thank the General and Program Chairs, organization staff, the members of the Technical Program Committees and external reviewers for their excellent and tireless work. We sincerely wish that all attendees benefited scientifically from the conference and wish them every success in their research. It is the humble wish of the conference organizers that the professional dialogue among the researchers, scientists, engineers, students and educators continues beyond the event and that the friendships and collaborations forged will linger and prosper for many years to come.
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UNSUPERVISED DETECTION OF VIOLENT CONTENT IN ARABIC SOCIAL MEDIA

Kareem E Abdelfatah\textsuperscript{1,3}, Gabriel Terejanu\textsuperscript{1}, Ayman A Alhelbawy\textsuperscript{2,3}

\textsuperscript{1}Department of Computer Science and Engineering, University of South Carolina, Columbia, SC, USA
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\textsuperscript{3}Computers and Information Faculty, Fayoum University, Fayoum, Egypt

\textbf{ABSTRACT}

A monitoring system is proposed to detect violent content in Arabic social media. This is a new and challenging task due to the presence of various Arabic dialects in the social media and the non-violent context where violent words might be used. We proposed to use a probabilistic non-linear dimensionality reduction technique called sparse Gaussian process latent variable model (SGPLVM) followed by k-means to separate violent from non-violent content. This framework does not require any labelled corpora for training. We show that violent and non-violent Arabic tweets are not separable using k-means in the original high dimensional space, however better results are achieved by clustering in low dimensional latent space of SGPLVM.

\textbf{KEYWORDS}

Violence, Social Media, Arabic, SGPLVM, Dimensionality Reduction, Unsupervised learning

1. INTRODUCTION

According to the Arab Social Media Report, there were 6 million Twitter users in the Arab world in March 2014, posting on average around 17 million tweets per day [1]. Twitter provides profound information as people share with others what they like and do not like, their beliefs, their political opinions, and what they observe. Due to dramatic problems plaguing much of the Arab world, a significant amount of content on social media is about violence and abuse.

Detecting offensive and violent content in social media is a very active research area, especially in the last few years. This type of research is valuable to various organizations such as Human Rights Organizations (HRO). In some crisis countries like Iraq or Syria, it may be dangerous and not safe for HROs to obtain reports and monitor the human rights situations through the usual process. Therefore, mining social media might be a solution to the problem of detecting and identifying human rights abuses safely. However, according to our knowledge there is very little work for detecting violent content in Arabic social media. This is a serious gap, as there is a real need for such kind of research in Arabic social media.

Arabic language in social media is one of the most challenges languages to be study and analyzed. Arabic is the official language in around 22 countries with more than 350 million people around the world [2]. All of these countries are Diglossia societies where both the standard form of the language, Modern Standard Arabic (MSA), and the regional dialects (DA) are used [3]. MSA is used in official settings while DA is the native tongue of Arabic speakers. DA does
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not have a standard orthography and it is divided into several groups among these countries [4]. Nowadays, these dialects are extensively utilized in social media text, in spite of their original absence from a written form [3].

Detecting violence content in Arabic social media is not a trivial task. Not only because the different Arabic dialects that we have mentioned above, but also because of violent Arabic words are not always representative of violent context. For example, the word “Killing” has both a violent meaning but it may also be used in a non-violent context as in the following tweet examples [5].

"The memory and the pain twins, you cannot kill the pain without crushing the memory"

"You may kill the flowers but cannot prevent the arrival of spring"

On other hand, the same word can be used in a violent context, like the following example [5]:

"The killing of five people shot dead by gunmen and arrested six suspects"

In this work, we tackle this problem using a recently released dataset that contains 16234 manually annotated Arabic tweets [5]. It contains different violent context like killing, raping, kidnapping, terrorism, invasion, explosion, or execution, etc. According to our knowledge this is the first study conducted on this dataset. We use an unsupervised technique to binary cluster this dataset to violent and non-violent content. First, the Sparse Gaussian Process Latent Variable Model (SG- PLVM) [6] is used as an unsupervised probabilistic non-linear Dimensionality Reduction (DR) model. Then we apply k-means on the features extracted in the previous step. Using recent released Arabic dataset [5], our experiments show that violent and non-violent Arabic tweets are not separable using k-means in the original high dimensional space, however better results are achieved using low dimensional projections provided by the SGPLVM.

2. PREVIOUS WORK

There is much research work in detecting violent content on web [7, 8]. Computer vision techniques have been proposed to detect violence in videos [9–11]. On the other hand, text mining techniques have been used to detect violence in English social media; but little work targets this problem in Arabic social media.

A probabilistic violence detection model (VDM) is proposed in Ref. [12] to extract violence related topics from social media data. The authors propose a weakly supervised technique and they used OpenCalais with Wikipedia documents, and Wikipedia and YAGO categories to build a training corpus. The dataset was built to detect violence categories such as Crimes, Accidents, War Conflict, etc. Non-violence related categories are anything other than violence, like Education and Sports. We tested OpenCalais, but unfortunately it does not support Arabic text. Also, the number of documents under violence categories in Arabic Wikipedia is very small.

Lexical Syntactical Feature (LSF) [13] has been introduced to detect offensive language in social media. The proposed system uses the user profile to get some information about the user’s
English writing style. A set of lexical features like Bag of Words and N-grams, and hand-authoring syntactic rules are used to identify name-calling harassments. In additions, a users potentiality to send out offensive content in social media has been predicted using some features like style, structure, and context-specific features. This proposed method uses Naive Bayes and SVM techniques to train a classifier.

3. CLUSTERING IN A LOWER SPACE

It is very common in NLP to have a really high dimensional feature vectors. Using unsupervised techniques for clustering patterns is good and cheap choice. k-means algorithm is one of the good candidates for unsupervised learning techniques. But, k-means can give better results when it is applied on low dimensional features [14] Therefore, it is common to project a high dimensional data set onto a lower dimensional subspace using unsupervised DR techniques such as Principle Components Analysis (PCA) [15] to improve learning. It is widely used approach to project data onto a lower dimensional subspace using PCA then use k-means to cluster the data in the lower dimensions space [15].

Because unsupervised clustering algorithms such as k-means operate mainly on distances, it is vital to use a DR technique that is able to preserve the distance metric between the data points in the low dimensional subspace. PCA is the most widely used linear DR for obtaining a lower dimensional representation of a data set. PCA may maintain the dissimilarity [14] which can help the K-means to achieve better separation for clustering. We meant by preserve the dissimilarity is the ability to preserve the points that are far apart in data space to be far apart in the latent space. However, due to linearity, PCA may not capture the structure of the data through a low dimensional embedding [16].

Gaussian process latent variable model (GPLVM) [17] is a flexible non-linear approach to probabilistic modelling data in high dimensional spaces. It can be used as DR method which maps between the observed data points $Y \in \mathbb{R}^{N \times D}$ and latent unobserved data points $X \in \mathbb{R}^{N \times q}$. One of its advantages it can preserve the dissimilarity and smoothness between the data in high and low dimension spaces. Smoothness means that if two points in the latent space are close (far) to each other then they will be mapped to two points that are relatively close (far) to each other in the data space. The GPLVM as a probabilistic approach models the relationship between latent variables and the observed data through non-linear parametrized function $y_{i,:} = f(X, w_{i,:}) + \epsilon_{i,:}$ where $y_{i,:} \in \mathbb{R}^{N \times 1}$ represents one dimension of the observed data and $w_{i,:} \in \mathbb{R}^{n \times D}$ is one row of the parameters $W \in \mathbb{R}^{n \times D}$ which it has a prior Gaussian distribution over each of its row with zero mean and unit variance $w_{i} \sim N(0, I)$ and noise $\epsilon_{i,:} \sim N(0, \sigma^2 I)$. GPLVM assumes that there is independency across the data dimensionality. Thus, the likelihood for all dimensions can be written as a product of the likelihood of the $D$ observed dimensions.

\[
p(Y \mid X) = \prod_{i=1}^{D} N(y_{i,:} \mid 0, K + \sigma^2 I)
\]

Inferencing the latent projects can be achieved through maximizing the marginal log-likelihood of the data,
Here, $C$ is a constant and $K \in \mathbb{R}^{N \times N}$ is a kernel matrix that is calculated from the training data. There are different kernel functions available that can be used. In our experiments we used the radial basis function (RBF),

$$k(x_i, x_j) = \theta_{rbf} \exp \left( -\frac{(x_i - x_j)^T(x_i - x_j)}{2\gamma^2} \right)$$

where $\theta_{rbf}, \gamma$ are the parameters or the kernel.

However, a major drawback with the standard GPLVM approach is its computational time. To infer the latent variable $X$, GPLVM uses a gradient based iterative optimization of the log likelihood which requires $O(N^3)$ complexity due to the inverse of $K$ [6]. Therefore, the Sparse-GPLVM (SGPLVM) [6] comes to solve this issue by reducing the complexity to $O(u^2N)$ where $u$ is the number of points retained in the sparse representation. Therefore, using Sparse-GPLVM before K-means can guarantee to preserve the dissimilarity between the data points in the latent space which leads to coherent patterns that can be detected easily via clustering.

4. DATASET

A manually annotated dataset of 16,234 tweets are used for training and testing [5]. Every tweet had been classified by at least five different annotators. As every tweet is classified by different users, it may be assigned different classes. So, a final aggregate class is assigned based on a class confidence score as it is described in the original publication [5]. In our experiments we have kept only the tweets have a confidence score more than 0.7.

<table>
<thead>
<tr>
<th>Class</th>
<th>Training</th>
<th>Testing</th>
<th>Total</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violence</td>
<td>5673</td>
<td>2759</td>
<td>9332</td>
<td>57.5</td>
</tr>
<tr>
<td>Non-Violence</td>
<td>4790</td>
<td>2112</td>
<td>6902</td>
<td>42.5</td>
</tr>
<tr>
<td>Total</td>
<td>11363</td>
<td>4871</td>
<td>16234</td>
<td></td>
</tr>
</tbody>
</table>

The original dataset is classified into seven violence classes: crime, violence, human rights abuse, political opinion, crisis, accidents, and conflict. There is an additional class “other”, which contains non-violence tweets where some violence words had been mentioned.

Because we are interested in detecting the violence acts in Arabic social media regardless the type of violence, all violence classes are mapped to one class “violence”, while the “other” class is mapped to “non-Violence” class. Around 70% of the dataset is used for training and 30% is used for testing as shown in Table 1.

5. EXPERIMENTS SETUP

The Arabic has a complex morphological structure especially for Dialectal Arabic [18]. Until now, there are no available standard resources for Arabic text mining and morphological analysis [18]. However for our study, we use MADIMARA [18] analysis tool because it has most of
common tools for morphological analysis in Arabic. After removing Arabic stop words and web links, we used MADIMARA to extract some morphological features like gloss and token. Tweets are represented in a Vector Space Model (VSM) with TF-IDF weighting scheme. The baseline approach is to cluster the dataset in the original high dimensional space into two clusters using k-means [19] with different features. Then, two different DR techniques (PCA and SGPLVM) are applied. We study the ability to separate these data points in the latent space by clustering the data into two clusters using k-means. We have tried to reduce the data to different dimension (Dim) spaces and reported some of these results. Two sets of experiments have been carried out. The first set is using the Gloss feature where the original space is 14,621 dimensions. So we reduced it to 11,000, and 8000 with PCA.

Another experiment has been carried out with reducing dimensionality to 8000 but using GPLVM. The second set has been carried out using the token feature where the dimensionality is much higher i.e. 44,163 features. PCA had been used to reduce it to 35,000 and 8,000 features. For comparability reasons, GPLVM also used to reduce the dimensionality to 8000 again. To measure the performance for the clustering steps whether in the data space or latent space, we used the training data to assign each cluster to one class which maximizes the precision of “violence” class. Then, we use the precision (P), recall (R), and F-score (F) as an evaluation metric to compare between these different techniques.

6. RESULTS

Table 2 shows the results for applying k-means on the original data space and after reducing the dimensionality using PCA and SGPLVM with different features.

Gloss as a linguistic feature has a level of abstraction which multiple tokens may have the same gloss. It is noiseless as comparable to token feature each new token is considered as a new dimension.

From the gloss results, when we try to reduce the dimension using PCA to different levels (reduced to more than 45% of the original dimension), k-means is still able to sustain its performance. In two cases (higher and lower dimension), k-mean can achieve precision around 47%. However, in the token case, we can see that PCA is affected by the data representation which is noisy.

<table>
<thead>
<tr>
<th>Gloss Feature</th>
<th>Model</th>
<th>Dim</th>
<th>P</th>
<th>R</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K-means (in data space)</td>
<td>14,621</td>
<td>0.46</td>
<td>0.65</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>PCA + K-means</td>
<td>11,000</td>
<td>0.47</td>
<td>0.66</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>PCA + K-means</td>
<td>8000</td>
<td>0.46</td>
<td>0.63</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>SGPLVMx + K-means</td>
<td>8000</td>
<td><strong>0.56</strong></td>
<td>0.60</td>
<td><strong>0.58</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Token Feature</th>
<th>Model</th>
<th>Dim</th>
<th>P</th>
<th>R</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K-means (in data space)</td>
<td>44,163</td>
<td>0.50</td>
<td>0.75</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>PCA + K-means</td>
<td>35,000</td>
<td>0.56</td>
<td>0.98</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>PCA + K-means</td>
<td>8000</td>
<td>0.49</td>
<td>0.72</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>SGPLVMx + K-means</td>
<td>8000</td>
<td><strong>0.58</strong></td>
<td>0.55</td>
<td><strong>0.56</strong></td>
</tr>
</tbody>
</table>
On the other hand, according to the precision metric, SGPLVM can help k-means to achieve better results than both of what it can obtain in the original space and in the lower space using PCA. Using SGPLVM for gloss features, we can increase the precision accuracy around 21% comparable to what we can get from other methods. However using token features, we tremendously decreased the dimensionality using SGPLVM to study if it is able to keep the distance between the points. Unlike the PCA, the results show that the non-linearity of SGPLVM with k-means is still able to outperform the k-means in the high data space.

7. CONCLUSION

In this paper we tackled a new challenging problem in Arabic social media. We introduced an unsupervised framework for detecting violence in the Arabic Twitter. We use a probabilistic non-linear DR technique and an unsupervised cluster algorithm to identify violent tweets in Arabic social media dataset. We compare k-means as a baseline with the results of SGPLVM and PCA with k-means. The preliminary results show that detecting violent content in this dataset using unsupervised techniques can be achieved using a lower dimensional representation of the data with results better than applying clustering on the original data set. More experiments will be carried out to achieve better results.
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INVESTIGATING BINARY STRING ENCODING FOR COMPACT REPRESENTATION OF XML DOCUMENTS
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ABSTRACT

Since Extensible Markup Language abbreviated as XML, became an official World Wide Web Consortium recommendation in 1998, XML has emerged as the predominant mechanism for data storage and exchange, in particular over the World Web. Due to the flexibility and the easy use of XML, it is nowadays widely used in a vast number of application areas and new information is increasingly being encoded as XML documents. Because of the widespread use of XML and the large amounts of data that are represented in XML, it is therefore important to provide a repository for XML documents, which supports efficient management and storage of XML data. Since the logical structure of an XML document is an ordered tree consisting of tree nodes, establishing a relationship between nodes is essential for processing the structural part of the queries. Therefore, tree navigation is essential to answer XML queries. For this purpose, many proposals have been made, the most common ones are node labeling schemes. On the other hand, XML repeatedly uses tags to describe the data itself. This self-describing nature of XML makes it verbose with the result that the storage requirements of XML are often expanded and can be excessive. In addition, the increased size leads to increased costs for data manipulation. Therefore, it also seems natural to use compression techniques to increase the efficiency of storing and querying XML data. In our previous works, we aimed at combining the advantages of both areas (labeling and compaction technologies). Specially, we took advantage of XML structural peculiarities for attempting to reduce storage space requirements and to improve the efficiency of XML query processing using labeling schemes. In this paper, we continue our investigations on variations of binary string encoding forms to decrease the label size. Also We report the experimental results to examine the impact of binary string encoding on reducing the storage size needed to store the compacted XML documents.

KEYWORDS

XML Compaction, XML Labeling, XML Storage, Binary encoding

1. INTRODUCTION

The ability to efficiently manage XML data is essential because the potential benefits of using XML as a representation method for any kind of data. There have been many proposals to manage XML documents. However, XML Labeling and compaction techniques are considered as two major approaches able to provide robust XML document storage and manipulation.

1 Part of this work was done while the author was member of the Database and Information Systems Research Group, University of Konstanz
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Since the logical structure of an XML document is an ordered tree consisting of tree nodes that represent elements, attributes and text data, establishing a relationship between nodes is essential for processing the structural part of the queries. Therefore, tree navigation is essential to answer XML queries. However standard tree navigations (such as depth-first or breadth-first traversals) are not sufficient for efficient evaluation of XML queries, especially the evaluation of ancestor and descendant axes. For this purpose, many node labeling schemes have been made. The use of labeling schemes to encode XML nodes is a common and most beneficial technique to accelerate the processing of XML queries and in general to facilitate XML processing when XML data is stored in databases [15].

The power of XML comes from the fact that it provides self-describing capabilities. XML repeatedly uses tags to describe the data itself. At the same time this self-describing nature of XML makes it verbose with the result that the storage requirements of XML are often expanded and can be excessive. In addition, the increased size leads to increased costs for data manipulation. The inherent verbosity of XML causes doubts about its efficiency as a standard data format for data exchange over the internet. Therefore, compression of XML documents has become an increasingly important research issue and it also seems natural to use compression techniques to increase the efficiency of storing and querying XML data [3, 4, 6, 8]. In our works, we focused on combining the strengths of both labeling and compaction technologies and bridging the gap between them to exploit their benefits and avoid their drawbacks to produce a level of performance that is better than using labeling and compression independently.

In this paper, we continue our investigations on variations of binary encoding forms that would provide for opportunities to further minimize the storage costs of the labels. The rest of the paper is structured as follows: Section 2 and 3 review The CXQU and CXDLS compaction approaches respectively. In Section 4, we present variations of binary encoding schemes can be used to minimize the storage costs of the labels. Experimental results to study the impact of prefix free encoding schemes on reducing the storage size are presented in Section 5. Finally, we conclude and outline future work in Section 6.

2. THE CXQU COMPACTON APPROACH

CXQU is our proposed approach [1] to represent XML documents. It not only supports queries and updates but also compacts the structure of an XML document based on the exploitation of repetitive consecutive tags in the structure of the XML documents by using our proposed labeling scheme called Cluster Labeling Scheme (CLS) [1]. CLS assigns a unique identifier to each group
of elements which have the same parent (i.e. sibling element nodes). CLS preserves the hierarchal structure of XML documents after the compaction and supports the managing compacted XML documents efficiently. It allows insertion of nodes anywhere in the XML tree without the need for the subsequent relabeling of existing nodes. To compact an XML document with CXQU, first, it separates its structural information from the content to improve query processing performance by avoiding scans of irrelevant data values. CXQU then compacts the structure using our algorithm, which basically exploits the repetition of similar sibling nodes of XML structure, where “similar” means: elements with the same tag name. CXQU stores the compacted XML structure and the data separately in a robust compact storage that includes a set of access support structures to guarantee fast query performance and efficient Updates. Figure 1 displays the cluster labels and Figure 2 displays the compacted structure of a simple XML document, where the crossed-out nodes will not be stored.

Figure 2. The compacted structure using CXQU

3. THE CXDLS COMPACTION APPROACH

We also proposed an improved technique called CXDLS [2] combining the strengths of both labeling and compaction techniques. CXDLS bridges the gaps between numbering schemes and compaction technology to provide a solution for the management of XML documents that produces better performance than using labeling and compaction independently. CXDLS compacts the regular structure of XML efficiently. At the same time, it works well when applied to less regular or irregular structures. While this technique has the potential for compact storage, it also supports efficient querying and update processing of the compacted XML documents by taking advantage of the ORDPATH labeling scheme. ORDPATH [14] is a particular variant of a hierarchical labeling scheme, which is used in Microsoft SQL Server's XML support. It aims to enable efficient insertion at any position of an XML tree, and also supports extremely high performance query plans for native XML queries.

CXDLS helps to remove the redundant, duplicate subtrees and tags in an XML document. It takes advantage of the principle of separately compacting structure from data and it also uses the ORDPATH labeling scheme for improving the query and update processing performance on compacted XML structures.

In CXDLS, the XML structure is compacted based on the basic principle of exploiting the repetitions of similar nodes in the XML structure, where two nodes N and N' of XML structure are said to be “similar“ if they are consecutive elements, i.e. sibling nodes, in the structure and have exactly the same tag name. Another principle is to exploit the repetitions of identical
subtrees, where two subtrees S and S’ of XML structure are said to be “identical” if they are consecutive and have exactly the same structure. Figure 3 shows the ORDPATH labels and Figure 4 displays the compacted structure using CXDLS.

4. BYTE REPRESENTATION OF THE LABELS

To achieve low storage consumption for XML documents, we have to reduce the size of node labels. Therefore, both ORDPATH and Cluster labeling schemes used Unicode-like compact representation that consists of a compressed binary representation and a prefix free encoding. It uses successive variable length Li/Oi bitstrings and is generated to maintain document order and allow cheap and easy node comparisons. One Li/Oi bitstring pair represents a component of a label. Li bitstring specifies the number of bits of the succeeding Oi bitstring. The Li bitstrings are represented using a prefix free encoding that can be constructed using a Huffman tree, an example for a prefix free encoding shown in figure 5(a). The binary encoding of a label is produced by locating each component value in the Oi value ranges and appending the corresponding Li bitstring followed by the corresponding number of bits specifying the offset for the component value from the minimum Oi value within that range.

Example: Let us consider the bitstring pairs translation for the label (1.3.22). Note that the first component ‘1’ is located in the Oi value range of [0, 7]. So that the corresponding L0 bitstring is 01 and the length L0 = 3, indicating a 3-bit O0 bitstring. We therefore encode the component “1” with L0 = 01 and O0 = 001. Similar to that the binary encoding of the component “3” is the bitstring pair L1 = 01, O1 = 011. The component 22 is located in the Oi value range of [8,23] and its corresponding L2 bitstring 100 and the length L2= 4. Thus the O2 bitstring is 1111 that is the
offset of 15 from 8 specified in 4 bits. As final result the bitstring 01001010111001111 is the binary encoding of the cluster label (1.3.22).

Variations of prefix free encoding schemes can be created using the idea of Huffman trees, Figure 5 show different forms of prefix free encoding schemes.

Because the labels are binary encoded and stored in a byte array, in the case of use the codes in Figure 5(a) or the codes in Figure 5(b), the last byte may be incomplete. Therefore, it is padded on the right with zeros to end on an 8-bit boundary. This padding can lead to an increase in the storage requirements. For example, by using codes in Figure 5(a), the binary encoding of 1.9 is 010011000001 but its total length in bytes is 2 bytes and will be stored as the following bitstring 0100110000010000. Also by using codes in Figure 5(a), the label 1.9, for example, results in the bit sequence 0111100001, but it is padded by zeros to store it in 2 byte arrays as 0111100001000000 bitstring. In order to avoid padding with zeros, prefix free encoding scheme, shown in figure 5(c), was designed in a way that each division already observes byte boundaries.

<table>
<thead>
<tr>
<th>Bitstring</th>
<th>Li</th>
<th>Oi value range</th>
<th>Bitstring</th>
<th>Li</th>
<th>Oi value range</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>3</td>
<td>[0, 7]</td>
<td>01</td>
<td>0</td>
<td>[1, 1]</td>
</tr>
<tr>
<td>100</td>
<td>14</td>
<td>[8, 23]</td>
<td>10</td>
<td>1</td>
<td>[2, 3]</td>
</tr>
<tr>
<td>101</td>
<td>6</td>
<td>[24, 87]</td>
<td>110</td>
<td>2</td>
<td>[4, 7]</td>
</tr>
<tr>
<td>1100</td>
<td>8</td>
<td>[88, 343]</td>
<td>1110</td>
<td>4</td>
<td>[8, 23]</td>
</tr>
<tr>
<td>1101</td>
<td>12</td>
<td>[344, 4439]</td>
<td>11110</td>
<td>8</td>
<td>[24, 279]</td>
</tr>
<tr>
<td>11100</td>
<td>16</td>
<td>[4440, 69975]</td>
<td>111110</td>
<td>12</td>
<td>[280, 4375]</td>
</tr>
<tr>
<td>11101</td>
<td>32</td>
<td>[60976, 4.3×109]</td>
<td>1111110</td>
<td>16</td>
<td>[4376, 60911]</td>
</tr>
<tr>
<td>11110</td>
<td>48</td>
<td>[4.3×109, 2.8×1014]</td>
<td>11111110</td>
<td>20</td>
<td>[60912, 1118487]</td>
</tr>
</tbody>
</table>

(a)  (b)  (c)

Figure 5. Variations of prefix free encoding schemes

5. THE IMPACTS OF PREFIX FREE ENCODING SCHEMES

In order to examine the impact of prefix free encoding schemes, mentioned in the previous section, on reducing the storage size needed to store the XML documents that are compacted using our approaches CXQU and CXDLS. We did experiment to measure and compare the storage requirements of our approaches and our cluster labeling scheme with other labeling schemes, such as OrdPath and Dewey [7,14]. In the experiment, each approach is suffixed with a number that refers to a prefix free encoding scheme, where number 1 refers to Figure 5(a) and so on respectively. We conducted our experiment using a variety of both synthetic and real datasets that covered a variety of sizes [5, 9, 10, 11, 12, 13, 16], application domains, and document characteristics. Table 1 displays the different structural properties of the used datasets.
Table 1. XML datasets used in the experiments

<table>
<thead>
<tr>
<th>Datasets</th>
<th>File name</th>
<th>Topics</th>
<th>Size</th>
<th>No. of elements</th>
<th>Max depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>Mondial</td>
<td>Geographical database</td>
<td>1.77MB</td>
<td>22423</td>
<td>6</td>
</tr>
<tr>
<td>D2</td>
<td>OT</td>
<td>Religion</td>
<td>3.32 MB</td>
<td>25317</td>
<td>6</td>
</tr>
<tr>
<td>D3</td>
<td>NT</td>
<td>Religion</td>
<td>0.99 MB</td>
<td>8577</td>
<td>6</td>
</tr>
<tr>
<td>D4</td>
<td>BOM</td>
<td>Religion</td>
<td>1.47 MB</td>
<td>7656</td>
<td>6</td>
</tr>
<tr>
<td>D5</td>
<td>XMark</td>
<td>XML benchmark</td>
<td>113 MB</td>
<td>1666315</td>
<td>12</td>
</tr>
<tr>
<td>D6</td>
<td>NCBI</td>
<td>Biological data</td>
<td>427.47 MB</td>
<td>2085385</td>
<td>5</td>
</tr>
<tr>
<td>D7</td>
<td>SwissPort</td>
<td>DB of protein sequences</td>
<td>112 MB</td>
<td>2977031</td>
<td>6</td>
</tr>
<tr>
<td>D8</td>
<td>Medline02n0378</td>
<td>Bibliography medicine science</td>
<td>120 MB</td>
<td>2790422</td>
<td>8</td>
</tr>
<tr>
<td>D9</td>
<td>medline02n0001</td>
<td>Bibliography medicine science</td>
<td>58.13 MB</td>
<td>1895193</td>
<td>8</td>
</tr>
<tr>
<td>D10</td>
<td>Part</td>
<td>TPC-H benchmark</td>
<td>6.02 MB</td>
<td>200001</td>
<td>4</td>
</tr>
<tr>
<td>D11</td>
<td>Lineitem</td>
<td>TPC-H benchmark</td>
<td>30.7 MB</td>
<td>1022976</td>
<td>4</td>
</tr>
<tr>
<td>D12</td>
<td>Customer</td>
<td>TPC-H benchmark</td>
<td>5.14 MB</td>
<td>135001</td>
<td>4</td>
</tr>
<tr>
<td>D13</td>
<td>Orders</td>
<td>TPC-H benchmark</td>
<td>5.12 MB</td>
<td>150001</td>
<td>4</td>
</tr>
<tr>
<td>D14</td>
<td>TOL</td>
<td>Organisms on Earth</td>
<td>5.36 MB</td>
<td>80057</td>
<td>243</td>
</tr>
</tbody>
</table>

It is clearly visible from the results of the experiment in Figures 6, 7 and 8, that the use of third prefix free encoding scheme in our approaches made them more efficient in term of storage requirements for various XML data sets, when compared to other prefix free encoding schemes. These results confirm that the success rate of the use of our approaches (SCQX, CXDLS and cluster labeling scheme) is very high and they can dramatically reduce the storage requirements for almost all the datasets.

From result in Figure 8, it can be observed that the storage requirements, by using the approach CXDLS, are very small for the documents such as PART, Lineitem, Order and Customer because they have a regular structure and CXDLS focuses on compacting regular XML structures. At the same time the storage requirements are still relatively small for other documents that have either an irregular structure or less regular structure.
6. CONCLUSIONS

This work investigated prefix free encoding technique created using the idea of Huffman trees. Our experimental results indicate that it is possible to provide significant benefits in terms of the storage requirements by using prefix free encoding, our compaction and labeling scheme techniques. An interesting future research direction is to explore more encoding formats and study how our compaction techniques could be extended to these formats. Since minimizing the storage costs can further improve query and update performance, one other possible future direction is to test the influence of prefix free encoding schemes on the query and update performance.
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ABSTRACT

This work presents the use of Adaptive Coloured Petri Net (ACPN) in support of decision making. ACPN is an extension of the Coloured Petri Net (CPN) that allows you to change the network topology. Usually, experts in a particular field can establish a set of rules for the proper functioning of a business or even a manufacturing process. On the other hand, it is possible that the same specialist has difficulty in incorporating this set of rules into a CPN that describes and follows the operation of the enterprise and, at the same time, adheres to the rules of good performance. To incorporate the rules of the expert into a CPN, the set of rules from the IF - THEN format to the extended adaptive decision table format is transformed into a set of rules that are dynamically incorporated to APN. The contribution of this paper is the use of ACPN to establish a method that allows the use of proven procedures in one area of knowledge (decision tables) in another area of knowledge (Petri nets and Workflows), making possible the adaptation of techniques and paving the way for new kind of analysis.
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1. INTRODUCTION

Coloured Petri Nets are an improvement of the original Petri Nets introduced by Carl Petri in the 1960s. Because of their ability to describe complex problems, their use has spread both in the engineering area and in the administrative area. Adaptive Coloured Petri Nets introduces an adaptive layer composed of several functions capable of changing the network topology, including or excluding places, transitions and arcs. In the area of decision support systems, the tools most used by specialists are the decision tables, which gave rise to several methods to help managers in their choices.

Among the methods developed for decision support there are the so-called multicriteria methods, which involve the adoption of multiple, hierarchically chained decision tables. In the process of improving the decision tables, new features are observed, which, although more complex, give the specialists the ability to describe their work model in a more realistic way. This paper describes the operation mode of the decision tables and the way of transcribing the rules of the tables for extended functions of Petri nets. By embedding a decision table in a Petri net, the simulation and analysis tools available in the Petri net development environments can be used, which leads to an increase in confidence in the decision criteria adopted.
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2. DECISION TABLES

The Decision Table is an auxiliary tool in describing procedures for solving complex problems [9]. A Conventional Decision Table, presented in Table 1, can be considered as a problem composed of conditions, actions and rules where conditions are variables that must be evaluated for decision making, actions are the set of operations to be performed depending on the conditions at this moment, and the rules are the set of situations that are verified in response to the conditions.

<table>
<thead>
<tr>
<th>Rules column</th>
<th>Conditions rows</th>
<th>Condition values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actions rows</td>
<td>Actions to be taken</td>
<td></td>
</tr>
</tbody>
</table>

A rule is constituted by the association of conditions and actions in a given column. The set of rule columns should cover all possibilities that may occur depending on the observed conditions and the actions to be taken. Depending on the current conditions of a problem, we look for which table rules satisfy these conditions:

- If no rule satisfies the conditions imposed, no action is taken;
- If only one rule applies, then the actions corresponding to the rule are executed;
- If more than one rule satisfies the conditions, then the actions corresponding to the rules are applied in parallel.
- Once the rules are applied, the table can be used again.
- The rules of a decision table are pre-defined and new rules can only be added or deleted by reviewing the table.

2.1. Adaptive Decision Tables

In 2001 Neto introduces the Adaptive Decision Table (ADT) [7] from a rule-driven adaptive device. In addition to rule lookup, an ADT allows you to include or exclude a rule from the rule set during device operation. As an example of its potential, Neto simulates an adaptive automaton to recognize sentences from context-dependent languages. In the ADT a conventional decision table is the underlying device to which a set of lines will be added to define the adaptive functions.

Adaptive functions constitute the adaptive layer of the adaptive device governed by rules. Modifying the rule set implies increasing the number of columns in the case of rule insertion, or decreasing the number of columns in the case of rule deletion. In both cases the amount of lines remains fixed. The Adaptive Decision Table (ADT) is capable to change its set of rules as a response to an external stimulus through the action of adaptive functions [7]. However, the implementation of more complex actions is not a simple task due to the limitation of the three elementary operations supported by ADT [9].

When a typical adaptive device is in operation and does not find applicable rules, it stops executing, indicating that this situation was not foreseen. For continuous operation devices, which do not have accepting or rejecting terminal states, stopping their execution would recognize an unforeseen situation and constitutes an error.
2.2. Extended Adaptive Decision Tables

To overcome this problem faced by continuous operation devices, Tchemra [9] created a variant of ADT and called it Extended Adaptive Decision Table (EADT), shown in Table 2.

Table 2. Extended Adaptive Decision Table.

<table>
<thead>
<tr>
<th>Conventional Decision Table</th>
<th>Adaptive Actions</th>
<th>Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set of auxiliary functions</td>
<td>Criteria</td>
<td>Criteria values</td>
</tr>
<tr>
<td>Adaptive layer</td>
<td>Alternative</td>
<td>Actions to be applied</td>
</tr>
<tr>
<td></td>
<td>Set of elementary</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Auxiliary</td>
<td>Adaptive actions</td>
</tr>
<tr>
<td></td>
<td>functions</td>
<td>Functions to be called</td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>Adaptive actions to be performed</td>
</tr>
<tr>
<td></td>
<td>functions</td>
<td></td>
</tr>
</tbody>
</table>

In EADT, adaptability does not apply only during the application of a rule, but also in the absence of applicable rules. A modifier helper device is queried and the solution produced by the modifier device is incorporated into the table in the form of a new rule, that is, in the repetition of the conditions that called the modifier device, the new rule will be executed and the modifier device will not need to be called.

3. PETRI NETS

3.1. Ordinary Petri Nets

Petri nets (PN) were created by Carl Petri in the 1960s to model communication between automata, which at that time also encompassed Discrete Event Systems (DES). Formally, a Petri net is a quadruple $PN = \{P, T, I, O\}$ where

$P$ is a finite set of places;

$T$ is a finite set of transitions;

$I: (P \times T) \rightarrow N$ is the input application, where $N$ is the set of natural numbers;

$O: (T \times P) \rightarrow N$ is the output application, where $N$ is the set of natural numbers

A marked network is a double $MPN = \{PN, M\}$, where $PN$ is a Petri net and $M$ is a set with the same dimension of $P$ such that $M(p)$ contains the number of marks or tokens of place $p$.

At the initial moment, $M$ represents the initial marking of the $MPN$ and it varies over time as the transitions succeed. In addition to the matrix form indicated in the formal definition of the Petri nets, it is possible to interpret the Petri nets as a graph with two types of nodes interconnected by arcs that presents a dynamic behaviour, and also as a system of rules of the type "condition $\rightarrow$ action" which represent a knowledge base.

Figure 1 shows a Petri net in the form of a graph, in which the circles are the "Places", the rectangles are the "Transitions". The "Places" and the "Transitions" constitute the nodes of the graph and they are interconnected through the oriented arcs.
3.2. Reconfigurable Petri Nets

Several extensions of the Petri Nets were developed with the objective of simplifying the modelling of Discrete Events Systems, even for distributed environments. However, most extensions are not designed to model systems that change during their operation.

One group of Petri Nets extensions that attempts to tackle the problem of modelling systems that change during their operation is composed by the Self-Modifying Petri Nets [10], by the Reconfigurable Petri Nets via graph rewriting [6], by the Adaptive Petri Nets [1] and the Adaptive Fuzzy Petri Nets [5]. Each of these extensions has its own characteristics, but they share the fact that they can modify, during execution, the firing rules of the transitions or the topology of the network.

With the same name, the same acronym, but of different origins, we find in the literature Reconfigurable Petri Nets (RPN) introduced in [3] and in [6]. The work of Llorens and Oliver is an evolution of the work of Badouel and Oliver [1] and combines the techniques of graph grammars with the idea of Valk's Self-Modifying Petri Net, creating a system of rewriting of the network. In their work, Llorens and Oliver demonstrated the equivalence between the RPN and the PN in terms of properties and also that the RPN are equivalent to the Turing machines regarding the power of expression.

In Figure 2 we have schematized a Reconfigurable Petri Net according to Guan [3]. There are two interdependent layers, the control layer and the presentation layer. The places of the control layer are different in their nature from the places of the presentation layer.

Each place of the control layer has associated a set of functions that is capable to change the topology of the presentation layer, that is, they reconfigure the presentation layer. The tokens of the places are actually functions designed to modify the topology of the presentation layer.
3.3. Adaptive Petri Nets

An adaptive Petri net was defined by Camolesi [2] from the underlying device scheme plus adaptive layer as follows:

\[ APN = (C_0, AR_0, \Sigma, c_0, A, NA, BA, AA) \] in initial configuration \( c_0 \).

Input stimuli move the APN to the next configuration if, and only if, a non-empty adaptive action is performed. In the k-th step we have:

\[ APN_k = (C_k, AR_k, \Sigma, c_k, A, NA, BA, AA), \] where

\[ APN = (PN_0, AM) \] is formed by an underlying initial device \( (PN_0) \) and an adaptive mechanism \( AM \);

\( PN \) is the Petri Net device in step \( k \). \( PN_0 \) is the initial underlying device and the set \( CR_0 \) represents the initial non-adaptive behaviour;

\( C_k \) is the set of all possible behaviours of \( PN \) in step \( k \) and \( c_k \in C_k \) is its initial behavior in step \( k \);

\( \varepsilon \) ("empty string") denotes absence of valid element;

\( \Sigma \) is the set of all possible events that make up the input chain;
A ⊆ C is the subset of PN acceptance configurations;

F = C - A is the set of PN rejection configurations;

BA and AA are sets of adaptive actions, which include empty action;

\[ w = w_1w_2 \ldots w_n \text{ is the input string}; \]

NA is a finite set of all symbols that can be generated as output by APN in response to the application of adaptive rules;

\[ AR_k \text{ is the set of adaptive rules that define the adaptive behaviour of APN in step } k \text{ and is given by a relation } AR_k \subseteq BA \times \Sigma \times C \times RP \times AA. \]

\[ AR_0 \text{ defines the initial behaviour of APN and the adaptive actions of insertion or elimination of places and transitions are transforming the set of rules.} \]

The rules \( reg \in AR_k \) are of the form

\[ <ba>, (P, T, I, O), <aa> \]

and operate as follows:

A symbol \( \sigma \in \Sigma \) causes \( reg \) to execute the action \( ba \in BA \). If the action of \( ba \in BA \) deletes \( reg \) from \( AR_k \), the execution of \( reg \) is aborted, otherwise, the underlying rule of \( reg = (P, T, I, O) \) applies. Finally, the adaptive action \( aa \in AA \) is performed.

### 3.4. Adaptive Coloured Petri Nets

The Adaptive Coloured Petri Net uses the same scheme of wrapping the underlying device (CPN) with an adaptive layer (AL).

\[ ACPN = (CPN, AL) \]

where

- CPN is the conventional coloured Petri net,
- LA = (AF, AR) is the adaptive layer.

In turn, the adaptive layer is composed by the set of adaptive functions (AF) and by the set of rules type IF - THEN (AR).

AF is the set of adaptive functions and is embedded in the Adaptive Coloured Petri net.

AR is the set of rules that must be inserted in the Adaptive Coloured Petri net through the execution of the adaptive functions.

The basic adaptive functions are inspection, insertion or incorporation and exclusion of a rule.

The ACPN uses the same strategy of RPN devised by Guan, but the control layer is a kind of interpreter of Decision Tables previously defined in order to produce the decision layer.
4. METHODOLOGY

The operation of the ACPN is based on an algorithm composed of four main phases:

Phase I: definition of the underlying decision table, with the inclusion of the criteria, alternatives and rules of the decision problem;

Phase II: generation of the decision matrix, whose values represent the relative weights and preferences of criteria and alternatives of the decision maker;

Phase III: transformation of the decision matrix in a XML format, in order to incorporate as a set of rules.

Phase IV: appending the XML file to the basic ACPN, resulting in the second layer, the decision layer.

The following example was adapted from [9] to illustrate the sequence of phases mentioned above, based in a decision procedure proposed in [8]. This is a decision problem in which the decision maker needs to certify and select supplier s of a particular product for his company. Two suppliers A and B are analyzed, according to the judgments of the decision-maker in accordance with selected for comparison:

C1 - Quality of services;

C2 - Flexibility for product delivery;

C3 - Distance from supplier and company location.

In phase I, criteria and alternatives to the problem are introduced in a conventional decision table, and the decision maker can create an initial set of rule, as showed in Table 3.

![Table 3](image)

In this example, the comparisons between the criteria are shown in Table 4, in which the decision-maker judges the criteria pairs, obtaining the matrix of reciprocal judgments[7].

![Table 4](image)

After checking the consistency of the values of judgment and normalization of values, the weights of each criterion are calculated, generating the vector of weights:
According to the judgment of the decision maker, the vector with the weight of each criterion represents the relative importance of each one. In this example, the resulting weights indicate that the criterion is more important in relative to others:

Quality: 0.62 - Flexibility: 0.22 - Distance: 0.16.

At this point, it is necessary to check the consistency of the criteria judgments. The matrix of comparison between the criteria of Table 4 is evaluated for the verification of the degree of consistency of the judgments, which is given by the consistency ratio (CR), as a function of the order of the matrix:

a) vector of weights $p_e = (1.98, 0.69, 0.47)^T$

b) consistency vector $c_s = (3.20, 3.08, 3.04)^T$

c) eigenvalue $\lambda_{max} = 3.11$

d) consistency index $CI = 0.05$

e) consistency ratio $CR = 0.09$

According to [8], the value of $CR = 0.09$ indicates that the judgments are consistent and acceptable since $CR < 10\%$, otherwise it would be necessary to review Table 4. The next operation is to obtain the performance matrix. For this, the alternatives are compared to the pairs, with each of the criteria. The comparisons made by the decision maker in the example are shown in Table 5.

<table>
<thead>
<tr>
<th>C1</th>
<th>C2</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1 – Supplier A</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>A2 – Supplier B</td>
<td>1/8</td>
<td>1</td>
</tr>
</tbody>
</table>

Normalizing the matrices, we obtain the following values:

$z_{11} = 0.89$  $z_{12} = 0.86$  $z_{13} = 0.80$

$z_{12} = 0.11$  $z_{22} = 0.14$  $z_{23} = 0.20$

which are performance matrix cells.

<table>
<thead>
<tr>
<th>C1</th>
<th>C2</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1 – Supplier A</td>
<td>0.89</td>
<td>0.86</td>
</tr>
<tr>
<td>A2 – Supplier B</td>
<td>0.11</td>
<td>0.14</td>
</tr>
</tbody>
</table>

From the performance matrix $Z$ we obtain vector $ax$ containing the figures indicating the relative importance of the alternatives.
\(ax_1 = 0.85\) and \(ax_2 = 0.15\) indicating that in this example the alternative A1 is much better than the alternative A2 and supplier A must be chosen. Figure 3 shows the Petri Net version of the initial decision table.

![Petri Net equivalent of initial Decision Table](image1)

Figure 3. Petri Net equivalent of initial Decision Table

![Petri Net Petri net of the decision-making process](image2)

Figure 4. Petri Net Petri net of the decision-making process

Figure 4 summarizes the decision process in a graphical way.
5. CONCLUSIONS

In this paper we show how to incorporate decision tables in Petri nets. Well-established procedures in decision aid using decision tables can be used in a new tool that has additional analysis features to detect inconsistencies in procedures [4][13]. In daily activities, the business expert does not share his knowledge with the factory manager, losing synergy. Sharing two knowledges that are usually isolated provides a synergy. Good management practices are often disregarded in the day-to-day running of an enterprise because of the unawareness of the consequences of certain decisions, which are not always apparent.

In other areas where the use of Petri nets is widespread, gain is also possible, for example in flexible manufacturing systems [11][12]. Reconfigurable networks can be understood as a particular case of adaptive networks, where adaptation is achieved through reconfiguration of the network. The adaptive network is more general than the reconfigurable network because it can change its behavior while maintaining the same configuration by modifying the firing rules of the transitions.

In an adaptive network, the rules for operation in case of failures can be incorporated into the standard network, allowing greater agility in the operation without the need to stop the process until the experts in the failures take control. The recommendations of the experts would already be incorporated into the standard Petri net used in monitoring the operation. Reconfigurable systems during operation are a trend in the design of control systems and the ability to incorporate procedures from related areas is a feature that cannot be underestimated.
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ABSTRACT

In this paper, a novel wavelet-based detection algorithm is introduced for the detection of chipless RFID tags. The chipless RFID tag has a frequency signature which is identical to itself. Here a vector network analyser is used where the received backscatter signal is analysed in frequency domain. Thus the frequency signature is decoded by comparing the wavelet coefficients which identifies the bits accurately. Further, the detection algorithm has been applied for the tag detection under different dynamic environments to check the robustness of the detection algorithm. The new method doesn’t rely on calibration tags and shows robust detection under different environments and movement.
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1. INTRODUCTION

The chipless RFID reader extracts the backscattered signal and decodes the tag ID. This is an ongoing challenge, as the detection procedure for a chipless RFID tag has more complexities compared to a conventional RFID tag. The signal collides with other scatterers or tags which give a ‘clutter’ signal with interference. A number of detection techniques have been applied to achieve an accurate result of its tag ID.

The basic detection technique is based on comparing the received data with threshold values obtained by calibration. It is, therefore, a basic approach and it does not possess the flexibility and adaptability required in the detection process to address errors due to a dynamic environment [1]. Different types of detection algorithms and decoding techniques have been revealed in the past few years.

Moving average technique is a simple de-noising technique which removes noises by acting as a low pass filter. An 11 sample averaging moving average filtering has been successfully implemented on a low-cost mid-range microcontroller having low processing power capabilities, and a smoothened waveform is resulted after using this filtering technique. Hilbert transform
(HT) is a complex analytical signal processing technique [2]. This technique has been used to reconstruct the frequency signatures of the chipless tags. It has been experimentally proven that HT provides the extraction of the amplitude and phase functions of the frequency signature. The signal space representation of chipless RFID tags uses an efficient mathematical model to decode information in a chipless RFID tag [3-4]. The frequency signatures are represented by a matrix which is composed of orthonormal column vectors and a singular value matrix. The constellation of signal points are plotted with a basis function. It can be seen that as the number of bits increase this method will face limitations. Matrix pencil method (MPM) and Short time matrix principle method (STMPM) are two more detection techniques that have been applied for chipless RFID systems [5-6]. These two techniques are applied in the time domain and are mentioned as accurate detection techniques in extracting the carrier to noise ratio (CNR) of the response. Detection is performed by extracting the poles and residues from the backscattered signal using the Matrix Pencil Algorithm. A Maximum Likelihood (ML) based tag detection technique and Trellis decoding technique has been developed where detection error rate is compared with the bit to bit detection [7]. It has been found that ML detection has the best performance. It also reports that the computational complexity is higher in ML detection technique than Trellis detection technique.

The main aim of this paper is to develop a detection algorithm which can be practically applied in firmware. As many of the above algorithms are highly complexed in implementing in the chipless RFID reader. Also, most of them have the limitation in the number of bits that can be detected. In this paper, we have developed a novel wavelet which suits the chipless RFID received signal to detect the frequency ID of the chipless RFID tag.

2. SYSTEM MODEL AND DESIGN

In this section the system model of the chipless RFID system used in this analysis is discussed. A description of the backscattered signal is also given and the backscattered signal of the used tag is analysed using simulation results obtained through CST microwave studio.

2.1. Experimental Model

![Chipless RFID system](image-url)
The experiment is performed using a 5-bit spiral resonator design. Each resonator has its own resonance frequency and has a diameter of 5mm. The tag with 5 bits has a dimension of 2cm × 2cm. The tag design is not presented in this paper due to the confidentiality of the tag design. The tag RCS is shown in Fig 2. A patch antenna is used for the measurements, and the reading is taken by loading the antenna with a tag using vector network analyzer (VNA) as shown in Fig 1. The tag is loaded above the patch antenna and is placed on a piece of foam with 1cm thickness.

Backscattered signals from chipless RFID tags are very weak, and the detection process at the RFID reader is extremely susceptible to noise. This is because the information is represented as analog variations as opposed to a modulated digital stream of data as in conventional wireless communication of information where error correction schemes can be used to detect the presence of errors and discard erroneous data packets.

According to Fig 2, the resonant frequencies of the tag are located at 4.15, 4.70, 5.37, 6.10 and 6.95GHz respectively. The other local maxima detected in the signal are due to the amplitude spectrum of the background and antenna S11. These spurious peaks need to be carefully filtered to detect the correct frequency signature of the chipless RFID tag.

Figure 2 – S11 Magnitude (dB) vs. frequency of the 5-bit resonant tag

2.2. Wavelet Design

In this paper, a novel wavelet is adopted to detect the peaks of the backscattered signal. It is based on the Gaussian function which is given by (1).

$$f(x) = a \times e^{-\frac{(x-b)^2}{2c^2}}$$

where $a$ is the height, $b$ is the position and $c$ is the width of the wavelet. The values $a$, $b$ and $c$ are adjusted to maximize the detection.

The novel wavelet design is shown in Fig 3. The width of the wavelet is adaptive according to the number of bits in the tag. In Fig 3, the width of the wavelet has been taken as 250MHz giving a
wider bandwidth to the wavelet. Further for the detection of the results this has been changed to 100MHz giving better resolution of the detected bits. This is an advantage of this algorithm as higher number of bits can be detected with better resolution.

The detected signal is compared with the wavelet, and a coefficient is defined to represent how closely correlated the wavelet is with each part of the signal. The larger the coefficient is in absolute value, the more the similarity appears. The wavelet is shifted until it covers the whole signal. The threshold coefficient is defined after performing the experiment for the tag with bit ‘11111’ number of times under different environmental changes. By the variation in the detected signal under different circumstances a minimum and maximum coefficient is set giving rise to a confident band for detection.

![Adaptive wavelet pattern](image)

**Figure 3 – New adopted wavelet pattern using Gaussian function**

### 2.3. Flowchart for Detection Algorithm

The flowchart given in Fig 4, shows the steps of the developed algorithm and how it is applied to the received signal.

First the measured results using VNA are loaded into Matlab. The post processing is performed using Matlab programming software. The program can be directly downloaded to the microcontroller of the frequency domain reader developed by the research group which will be implemented in the next step of this research.

A baseline removal is performed on the first results to remove the nulls of the antenna S11. Then the wavelet is defined and is integrated with the resulting signal. The tag ID is decoded based on the condition band defined for the detection.

Experiments have been performed under different indoor dynamic environments such as placing clutter objects above the chipless RFID tag. Fig 8, shows the placing of hand 7cm above covering the tag adding back reflection to the received signal. Similarly, a copper plate was also placed above the tag at 7cm, and the received signal was observed using the VNA.
Figure 7 – Flowchart for applying the detection algorithm

Figure 8 – placing hand on top of the tag at 7cm distance giving attenuation to the signal received at the VNA
3. RESULTS

The measured results of the tag detection are shown in Fig 9.

![Detected signal of the 5-bit tag](image)

Figure 9 – Measured results (a) of the original tag at 1.5cm above the patch antenna, (b) with hand placed above the tag at a distance of 7cm, (c) with copper plate placed on top of the tag at a distance of 7cm, (d) by placing the tag at the corner of the patch antenna

It shows the received signals from the reader before applying the algorithm. In the original signal with the tag, we can identify the 5-bit resonances from the received signal itself. But when the hand, the copper plate is placed on top of the tag we can see that the received signal has increased in magnitude and has been shifted up. Also, peaks are not distinguishable at a glance. When the tag is placed in the corner of the antenna which implies the tag is moved out of the beam width of the antenna, we can again see a distortion in the signal as well as shifting the signal down in magnitude.

4. ANALYSIS

The detected signal after applying the detection algorithm is analysed in this section. The data is then interpreted to the end user. The results obtained after applying the developed wavelet based detection algorithm is given in Fig 10.
The coefficients obtained are analysed in Table 1. The coefficients of the original tag are set to 10 which is taken as the threshold value of detection for the original tag with bits ‘11111’. A condition band is set for the maximum and minimum detectable coefficient bands. For the chipless RFID tag used in this experiment, the condition band is set between ±8, which gives +18 as the maximum value of detection as bit ‘1’ and +2 as the minimum level of detection as bit ‘1’. If the coefficient is below or above these values, it will detect its ID as a bit ‘0’.

When the hand is placed, we can see that the coefficients are varying and the maximum coefficient reaches 17.35. When the copper plate is placed, it reaches a maximum value of 10.32 and the tag moved to the corner of the antenna gives a coefficient of 17.35. According to these results, the frequency ID of the tag is detectable as ‘11111’ under all the applied conditions.
Table 1 – Wavelet coefficients for (a) Original tag detection – when the antenna is loaded with tag only (b) Hand on top of tag – when the hand is placed at 5cm distance above the tag (c) Copper plate on top of tag - when a copper plate of dimensions 10×10×0.2mm is placed at 5cm distance above the tag (d) Tag moved to the corner of antenna - when the tag is placed in the corner of the antenna

<table>
<thead>
<tr>
<th>Resonance Freq. (GHz)</th>
<th>Original tag detection (Coefficient value)</th>
<th>Hand on top of tag</th>
<th>Copper plate on top of tag</th>
<th>Tag moved to corner of antenna</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.15</td>
<td>10.14</td>
<td>14.53</td>
<td>10.15</td>
<td>14.53</td>
</tr>
<tr>
<td>4.70</td>
<td>10.25</td>
<td>17.35</td>
<td>10.25</td>
<td>17.35</td>
</tr>
<tr>
<td>5.37</td>
<td>10.32</td>
<td>12.88</td>
<td>10.32</td>
<td>12.88</td>
</tr>
<tr>
<td>6.10</td>
<td>10.29</td>
<td>13.26</td>
<td>10.29</td>
<td>13.26</td>
</tr>
<tr>
<td>6.95</td>
<td>10.27</td>
<td>16.72</td>
<td>10.27</td>
<td>16.72</td>
</tr>
</tbody>
</table>

The frequency domain reader developed in MMARS lab uses the same patch antenna design for detection and is working in the frequency range of 4 – 7.5GHz. Therefore future direction of this research will be the implementation of the novel detection algorithm in firmware.

5. CONCLUSIONS

According to these results, it can be seen that a hand or conductive material (Cu) placed in the close vicinity of the tag (less than 10cm) will have an effect on the magnitude of the tag measurement. Still applying the novel detection algorithm the tag can be identified even if the conductive material is placed covering the tag. Also, when the tag is moved around the surface area covered by the antenna, the tag can be detected using this detection algorithm. Since the experiment was conducted by placing the clutter only on one side of the tag, more experiments should be performed by varying the position, size, material, etc. to conclude the probability of error due to the different material surrounding the tag.

An advantage of this detection algorithm is that it could detect up to a minimum of 1dB magnitude variation with added noise. The adaptability of the wavelet is another advantage of this algorithm as it can be applied for any type of tag in time domain or frequency domain and could cover the required frequency range. Also the detected bit resolution is high, which leaves room for the applications with higher number of bits in future.

When compared with other algorithms this has the most adaptability to any kind of chipless RFID system. Comparing the number of bits of a tag, the presented algorithm can be applied for higher number of bits whereas algorithms developed by Kalansuriya[3], Rezaiesarlak [6] and Divarathna[7] are implemented for low number of bits due to their mathematical complexity. As the width of the wavelet used in the detection is only 10MHz, with a guard band of another 10MHz a 20bit tag can be easily detected in the given frequency range of 4-8GHz.
The algorithm can be adapted into a wider bandwidth of frequencies and can be applied for any other chipless tag design in time or frequency domain.

Most of the developed detection algorithms in this research area are tested only for simulation results or for measured results using a vector network analyser. Presently the algorithm has been programmed into the microcontroller of the chipless RFID reader. Therefore this tag detection algorithm can be used further to investigate the robustness of the chipless RFID reader system under a dynamic environment. A further study and comparison of the detection error rate applying this algorithm will be performed based on results. It can be concluded that the simplicity of this algorithm allows it to be implemented in firmware and can be further fine-tuned to give robust detection of the tag in a real environment of chipless RFID tag detection.
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ABSTRACT

This paper presents a statistical framework for recognising 2D shapes which are represented as an arrangement of curves or strokes. The approach is a hierarchical one which mixes geometric and symbolic information in a three-layer architecture. Each curve primitive is represented using a point-distribution model which describes how its shape varies over a set of training data. We assign stroke labels to the primitives and these indicate to which class they belong. Shapes are decomposed into an arrangement of primitives and the global shape representation has two components. The first of these is a second point distribution model that is used to represent the geometric arrangement of the curve centre-points. The second component is a string of stroke labels that represents the symbolic arrangement of strokes. Hence each shape can be represented by a set of centre-point deformation parameters and a dictionary of permissible stroke label configurations. The hierarchy is a two-level architecture in which the curve models reside at the nonterminal lower level of the tree. The top level represents the curve arrangements allowed by the dictionary of permissible stroke combinations. The aim in recognition is to minimise the cross entropy between the probability distributions for geometric alignment errors and curve label errors. We show how the stroke parameters, shape-alignment parameters and stroke labels may be recovered by applying the expectation maximization EM algorithm to the utility measure. We apply the resulting shape-recognition method to Arabic character recognition.

KEYWORDS

point distribution models, expectation maximization algorithm, discrete relaxation, hierarchical mixture of experts, Arabic scripts, handwritten characters

1. INTRODUCTION

The analysis and recognition of curved shapes has attracted considerable attention in the computer vision literature. Current work is nicely exemplified by point distribution models [1] and shape-contexts [2]. However, both of these methods are based on global shape-descriptors. This is potentially a limitation since a new model must be acquired for each class of shape and this is an inefficient process. An alternative and potentially more flexible route is to use a structural approach to the problem, in which shapes are decomposed into arrangements of
primitives. This idea was central to the work of Marr [3]. Shape learning may then be decomposed into a two-stage process. The first stage is to acquire a models of the variability is the distinct primitives. The second stage is to learn the arrangements of the primitives corresponding to different shape classes.

Although this structural approach has found widespread use in the character recognition community, it has not proved popular in the computer vision domain. The reason for this is that the segmentation of shapes into stable primitives has proved to be an elusive problem. Hence, there is a considerable literature on curve polygonalisation, segmentation and grouping. However, one of the reasons that the structural approach has proved fragile is that it has been approached using geometric rather than statistical methods. Hence, the models learned and the recognition results obtained are highly sensitive to segmentation error. In order to overcome these problems, in this paper we explore the use of probabilistic framework for recognition.

We focus on the problem of developing hierarchical shape models for handwritten Arabic characters. These characters are decomposed into concave or convex strokes. Our statistical learning architecture is reminiscent of the hierarchical mixture of experts algorithm. This is a variant of the expectation maximisation algorithm, which can deal with hierarchically structured models. The method was first introduced in 1994 by Jordan and Jacobs [4]. In its simplest form the method models data using a doubly nested mixture model. At the top layer the mixture is over a set of distinct object classes. This is sometimes referred to as the gating layer. At the lower level, the objects are represented as a mixture over object subclasses. These sub-classes feed into the gating later with predetermined weights. The parameters of the architecture reside in the sublayer, which is frequently represented using a Gaussian mixture model. The hierarchical mixture of experts algorithm provides a means of learning both the gating weights and the parameters of the Gaussian mixture model.

Here our structural decomposition of 2D shapes is a hierarchical one which mixes geometric and symbolic information. The hierarchy has a two-layer architecture. At the bottom layer we have strokes or curve primitives. These fall into different classes. For each class the curve primitive is represented using a point-distribution model [5] which describes how its shape varies over a set of training data. We assign stroke labels to the primitives to distinguish their class identity. At the top level of the hierarchy, shapes are represented as an arrangement of primitives. The representation of the arrangement of primitives has two components. The first of these is a second point distribution model that is used to represent how the arrangement of the primitive centre-points varies over the training data. The second component is a dictionary of configurations of stroke labels that represents the arrangements of strokes at a symbolic level. Recognition hence involves assigning stroke symbols to curves primitives, and recovering both stroke and shape deformation parameters. We present a probabilistic framework which can be for the purposes of shape-recognition in the hierarchy. We apply the resulting shape-recognition method to Arabic character recognition.

2. Shape Representation

We are concerned with recognising a shape \( W = \{ \hat{w}_1, \ldots, \hat{w}_p \} \) which consists of a set of \( p \) ordered but unlabelled landmark points with 2D co-ordinate vectors \( \hat{w}_1, \ldots, \hat{w}_p \). The shape is assumed to be segmented into a set of \( K \) non-overlapping strokes. Each stroke consists of a set
of consecutive landmark points. The set of points belonging to the stroke indexed \( k \) is \( S_k \). For each stroke, we compute the mean position

\[
\rho_{E_k} = \frac{1}{|S_k|} \sum_{i \in S_k} \rho_i
\]

The geometry of stroke arrangement is captured by the set of mean position vectors \( C = \{ \rho_1, \ldots, \rho_K \} \).

Our hierarchical model of the characters uses both geometric and symbolic representations of the shapes. The models are constructed from training data. Each training pattern consists of a set of landmark points that are segmented into strokes. We commence by specifying the symbolic components of the representation. Each training pattern is assigned to shape class and each component stroke is assigned to stroke class. The set of shape-labels is \( \Omega_c \) and the set of stroke labels is \( \Omega_s \). The symbolic structure of each shape is represented a permissible arrangement of stroke-labels. For shapes of class \( \omega \in \Omega_c \) the permissible arrangement of strokes is denoted by

\[
\Lambda_\omega = \langle \hat{\lambda}_1^\omega, \ldots, \hat{\lambda}_s^\omega, \ldots \rangle
\]

We model the geometry of the strokes and stroke-centre arrangements using point distribution models. To capture the shape variations, we use training data. The data consists of a set of shapes which have been segmented into strokes. Let the \( t^{th} \) training pattern consist of the set of \( p \) landmark co-ordinate vectors \( X^t = \{ x_1^t, \ldots, x_p^t \} \). Each training pattern is segmented into strokes. For the training pattern indexed \( t \) there are \( K_t \) strokes and the index set of the points belonging to the \( k^{th} \) stroke is \( S_k^t \). To construct the point distribution model for the strokes and stroke-centre arrangements, we convert the point co-ordinates into long-vectors. For the training pattern indexed \( t \), the long-vector of stroke centres is \( X^t = (\{ \rho_1^t \}^T, \{ \rho_2^t \}^T, \ldots, \{ \rho_K^t \}^T)^T \). Similarly for the stroke indexed \( k \) in the training pattern indexed \( t \), the long-vector of co-ordinates is denoted by \( z_{t,k} \). For examples shapes belonging to the class \( \omega \), to construct the stroke-centre point distribution model we need to first compute the mean long vector

\[
Y_\omega = \frac{1}{|T_\omega|} \sum_{t \in T_\omega} X^t
\]

where \( T_\omega \) is the set of index patterns and the associated covariance matrix

\[
\Sigma_\omega = \frac{1}{|T_\omega|} \sum_{t \in T_\omega} (X^t - Y_\omega)(X^t - Y_\omega)^T
\]
The eigenmodes of the stroke-centre covariance matrix are used to construct the point-distribution model. First, the eigenvalues $e$ of the stroke covariance matrix are found by solving the eigenvalue equation $|Σ_ω - e^ωI| = 0$ where $I$ is the $2L × 2L$ identity matrix. The eigen-vector $φ_i$ corresponding to the eigenvalue $e^ω_i$ is found by solving the eigenvector equation $Σφ_i^e = e^ω_iφ_i^e$. According to Cootes and Taylor [6], the landmark points are allowed to undergo displacements relative to the mean-shape in directions defined by the eigenvectors of the covariance matrix $Σ_ω$. To compute the set of possible displacement directions, the $M$ most significant eigenvectors are ordered according to the magnitudes of their corresponding eigenvalues to form the matrix of column-vectors $Φ_ω = (φ_1^ω | φ_2^ω | ... | φ_M^ω)$, where $e_1^ω, e_2^ω, ......, e_M^ω$ is the order of the magnitudes of the eigenvectors. The landmark points are allowed to move in a direction which is a linear combination of the eigenvectors. The updated landmark positions are given by $X = Y_ω + Φ_ωγ_ω$, where $γ_ω$ is a vector of modal co-efficients. This vector represents the free-parameters of the global shape-model.

This procedure may be repeated to construct a point distribution model for each stroke class. The set of long vectors for strokes of class $λ$ is $T_λ = \{Z_{k,λ} | X_{k,λ} = λ\}$. The mean and covariance matrix for this set of long-vectors are denoted by $Y_λ$ and $Σ_λ$ and the associated modal matrix is $Φ_λ$. The point distribution model for the stroke landmark points is $Z = Y_λ + Φ_λγ_λ$.

We have recently described how a mixture of point-distribution models may be fitted to samples of shapes. The method is based on the EM algorithm and can be used to learn point distribution models for both the stroke and shape classes in an unsupervised manner. We have used this method to learn the mean shapes and the modal matrices for the strokes. More details of the method are found in [7].

3. HIERARCHICAL ARCHITECTURE

With the stroke and shape point distribution models to hand, our recognition method proceeds in a hierarchical manner. To commence, we make maximum likelihood estimates of the best-fit parameters of each stroke-model to each set of stroke-points. The best-fit parameters $γ^k_λ$ of the stroke-model with class-label $λ$ to the set of points constituting the stroke indexed $k$ is

$$γ^k_λ = \arg \max_γ p(z_k | Φ_λ, γ) \tag{5}$$

We use the best-fit parameters to assign a label to each stroke. The label is that which has maximum a posteriori probability given the stroke parameters. The label assigned to the stroke indexed $k$ is
In practice, we assume that the fit error residuals follow a Gaussian distribution. As a result, the class label is that associated with the minimum squared error. This process is repeated for each stroke in turn. The class identity of the set of strokes is summarised the string of assigned stroke-labels

\[ L = \langle l_1, l_2, \ldots \rangle \]  

Hence, the input layer is initialised using maximum likelihood stroke parameters and maximum a posteriori probability stroke labels.

The shape-layer takes this information as input. The goal of computation in this second layer is to refine the configuration of stroke labels using global constraints on the arrangement of strokes to form consistent shapes. The constraints come from both geometric and symbolic sources. The geometric constraints are provided by the fit of a stroke-centre point distribution model. The symbolic constraints are provide by a dictionary of permissible stroke-label strings for different shapes.

The parameters of the stroke-centre point distribution model are found using the EM algorithm [8]. Here we borrow ideas from the hierarchical mixture of experts algorithm, and pose the recovery of parameters as that of maximising a gated expected log-likelihood function for the distribution of stroke-centre alignment errors \( p(X | \Phi_\omega, \Gamma_\omega) \). The likelihood function is gated by two sets of probabilities. The first of these are the a posteriori probabilities \( P(\lambda_{k}^\omega | z_k, \gamma_{k}^\omega, \Phi_{k}^\omega) \) of the individual strokes. The second are the conditional probabilities \( P(L | \Lambda_\omega) \) of the assigned stroke-label string given the dictionary of permissible configurations for shapes of class \( \omega \). The expected log-likelihood function is given by

\[ L = \sum_{\omega \in \Omega} P(L | \Lambda_\omega) \{ \prod_{k} P(\lambda_{k}^\omega | z_k, \gamma_{k}^\omega, \Phi_{k}^\omega) \} \ln p(X | \Phi_\omega, \Gamma_\omega) \]  

The optimal set of stroke-centre alignment parameters satisfies the condition

\[ \Gamma_\omega^* = \arg \max_{\Gamma} P(L | \Lambda_\omega) \{ \prod_{k} P(\lambda_{k}^\omega | z_k, \gamma_{k}^\omega, \Phi_{k}^\omega) \} \ln p(X | \Phi_\omega, \Gamma_\omega) \]  

From the maximum likelihood alignment parameters we identify the shape-class of maximum \textit{a posteriori} probability. The class is the one for which

\[ \omega^* = \arg \max_{\omega \in \Omega} P(\omega | X_\omega, \Phi_\omega, \Gamma_\omega) \]
The class identity of the maximum \textit{a posteriori} probability shape is passed back to the stroke-layer of the architecture. The stroke labels can then be refined in the light of the consistent assignments for the stroke-label configuration associated with the shape-class $\omega$.

$$l_k = \arg\max_{\lambda \in \Lambda_k} P(\lambda \mid z_k, \gamma^k, \Phi_\lambda) P(L(\lambda, k) \mid \Lambda_\omega)$$

(11)

Finally, the maximum likelihood parameters for the strokes are refined

$$\gamma_k = \arg\max_{\gamma} p(\zeta_k \mid \Phi_k, \gamma, \Gamma^n)$$

(12)

These labels are passed to the shape-layer and the process is iterated to convergence.

4. MODELS

In this section we describe the probability distributions used to model the point-distribution alignment process and the symbol assignment process.

4.1 Point-Set Alignment

To develop a useful alignment algorithm we require a model for the measurement process. Here we assume that the observed position vectors, i.e. $\zeta^p_j$ are derived from the model points through a Gaussian error process. According to our Gaussian model of the alignment errors,

$$p(\zeta_k \mid \Phi_\lambda, \gamma_\lambda) = 12\pi\sigma \exp[-12\sigma^2(\zeta_k - Y_\omega - \Phi_\omega \gamma_\lambda)^T (\zeta_k - Y_\omega - \Phi_\omega \gamma_\lambda)]$$

(13)

where $\sigma^2$ is the variance of the point-position errors which for simplicity are assumed to be isotropic. The maximum likelihood parameter vector is given by

$$\gamma_\lambda = \frac{1}{2} (\Phi_\omega \Phi_\omega)^{-1} (\Phi_\omega + \Phi_\omega^T)(\zeta_k - Y_\omega)$$

(14)

A similar procedure may be applied to estimate the parameters of the stroke centre point distribution model.

4.2 Label Assignment

The distribution of label errors is modelled using the method developed by Hancock and Kittler [9]. To measure the degree of error we measure the Hamming distance between the assigned string of labels $L$ and the dictionary item $\Lambda$. The Hamming distance is given by

$$H(L, \Lambda_\omega) = \sum_{i=1}^K \delta_{l_i, \lambda_i^\omega}$$

(15)

where $\delta$ is the DiracDelta function. With the Hamming distance to hand, the probability of the assigned string of labels $L$ given the dictionary item $\Lambda$ is

$$P(L \mid \Lambda_\omega) = K_p \exp[-k_p H(L, \Lambda_\omega)]$$

(16)
where  \( K_p = (1 - p)^k \) and  \( k_p = \ln \frac{1-p}{p} \) (17)

are constants determined by the label-error probability  \( p \).

5. EXPERIMENT

We have evaluated our approach on sets of Arabic characters. Figure 1 shows some of the data used for the purpose of learning and recognition. In total we use, 18 distinct classes of Arabic characters and for each class there are 200 samples. The landmarks are placed uniformly along the length of the characters. The top row shows the example pattern used for training a representative set of shape-classes. The second row of the figure shows the configuration of mean strokes for each class. Finally, the third row shows the stroke centre-points.

![Figure 1: Raw 1 shows sample training sets. Raw 2 shows stroke mean shapes, Raw 3 shows stroke arrangements](image)

Table 1 shows the results for a series of recognition experiments. The top row of the table shows the character shape class. For each shape-class, we have used 200 test patterns to evaluate the recognition performance. These patterns are separate from the data used in training. The rows of the table compare the recognition results obtained using a global point-distribution model to represent the character shape and using the stroke decomposition model described in this paper. We list the number of correctly identified patterns. In the case of the global PDM, the average recognition accuracy is 93.2% over the different character classes. However, in the case of the stroke decomposition method the accuracy is 97%. Hence, the new method offers a performance gain of some 5%.

<table>
<thead>
<tr>
<th>Shape</th>
<th>Character</th>
<th>Stroke</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>190</td>
<td>195</td>
</tr>
<tr>
<td></td>
<td>197</td>
<td>198</td>
</tr>
</tbody>
</table>

Table 1. Recognition Rate for shape-classes (Full Character, Stroke-based arrangements)
Figure 2 examines the iterative qualities of the method. Here we plot the a posteriori class probability as a function of iteration number when recognition of characters of a specific class is attempted. The different curves are for different classes. The plot shows that the method converges in about six iterations and that the probabilities of the subdominant classes tend to zero.

Figure 1. Alignment convergence rate as a function per iteration number

Figure 2. Alignment. First raw shows hierarchical strokes: (a) iteration 1, (b) iteration 2, (c) iteration 3, (d) iteration 4, (e) iteration 5. Second raw represents character models: (a) iteration 1, (b) iteration 2, (c) iteration 3, (d) iteration 4, (e) iteration 8

Figure 3 compares the fitting of the stroke model (top row) and a global PDM (bottom row) with iteration number. It is clear that the results obtained with the stroke model are better than those obtained with the global PDM, which develops erratic local deformations. Finally, we demonstrate in Figure 4 comparison of stroke decomposition and character with respect to recognition rate as a function of point position error. Stroke decomposition methods shows a better performance when points are moved randomly away of their original location.

Figure 4. Recognition rate with respect to random point position
6. CONCLUSION

In This Paper, we have described a hierarchical probabilistic framework for shape recognition via stroke decomposition. The structural component of the method is represented using symbolic dictionaries, while geometric component is represented using Point Distribution Models. Experiments on Arabic character recognition reveal that the method offers advantages over a global PDM.
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ABSTRACT

The aim of this paper is to present a procedure for video analysis applied in an innovative way to diving performance assessment. Sport performance analysis is a trend that is growing exponentially for all level athletes. The technique here shown is based on two important requirements: flexibility and low cost. These two requirements lead to many problems in the video processing that have been faced and solved in this paper.
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1. INTRODUCTION

Many trends are involving in these years sports [1]: the number of people involved in fitness activities is increasing for every level and for every age [2], [3].

In this euphoria for sports, performance analysis is becoming every year much more important. Athletes of all levels are involved in analysis of their performances. This is giving to many sport a push toward higher and higher level of the competitions [4],[5].

Diving is one of the sports involved in this trend. The performances of diving are quite difficult to be objectively and engineeringly measured, but this is really important both for the athlete that can have an understanding of the efficiency of their training, both for competition organizers that can have a tool to make the judgment more objective.

Some wearable devices have been introduced in literature [6], but they can be only used during training because they are not allowed during competitions.

In other sports, like soccer [7], video analysis have been introduced with generic techniques and with ad-hoc procedures [8].

Some studies have been done also for diving [9], but the techniques proposed are quite expansive for many low-level athlete applications.

In this paper a low-cost procedure for performance assessment in diving by means of video processing will be explained with some proper example of the results of this procedure.
The paper is structured as follows: in Section 2 the performance metrics in diving will be briefly introduced. In Section 3 the needs and the requirements that have driven the development of this technique are shown. Section 4 shows the proposed procedure and eventually Section 5 contains the conclusions.

2. PERFORMANCE METRICS

Performance estimation can change a lot from one sport to another [10]. In some sports the important quantities are obvious, while in others they are hard to be identified clearly.

Diving is a sport in which the evaluation is based in a strong way on the subjective judgment of experts. In any case, it is possible to identify some measurable quantities that are related with the final performance of the dive.

Identifying the metrics is important because it gives a preferential path to the procedure to follow for the analysis of the dive.

The metrics here identified and studied are:

- Barycentre trajectory during the dive: this is an important metric [11] to understand possible mistakes made by the athlete during the jump, like lateral movements induced by a non-symmetric jump on the springboard [12], [13] or on the platform;
- Barycentre position during the entrance in the water: this is a metric that is important because it is one of the evaluation parameters that are commonly used in competitions;
- Maximum barycentre height [14]: this parameter is important because it gives an information of the time at disposal of the athlete for making all the figures that are required for the jump [15], [16].

These are not all the performance metrics that are used during competitions, but for sake of simplicity in this paper the analysis will be performed only of the barycentre positions. Other analysis can be done for examples on the forces transmitted to the platform or to the springboard.

In the next sections the needs and the requirements that have driven the development of this technique will be explained.

3. NEED AND REQUIREMENTS

Needs and Requirements analysis is a fundamental step in technique designing [17]. This is useful to frame the rage of applications and also to give a reasonable direction to the design phase. Moreover, it is important to finally assess the performance of the designed product, in this case the performance analysis technique.

The first, most important need is the flexibility of the technique: it should be used for almost any kind of video, for 10m platform diving and for 3m springboard diving.

These two possibilities are quite different because, while for 3m spring-board it is possible to imagine to have a fixed camera, for the 10m it is much more difficult: to have a good video it is necessary to place the camera far from the swimming pool and this leads to two problems: the first one is the space available. Again, for flexibility issues, the technique has to be suitable for the use in different places, so it must not require too much space. The second problem related is
the perspective problem: the diminution of the size of the diver can be a problem when it must be
isolated from the background.

Another consequence of the flexibility requirement, is that the vide can be done also without a
specific equipment, so it can have vibrations.

The second need, is the requirement of a technique that can be applied also for non-expert diver,
so it must be cheap. It is not possible to imagine to have a high cost equipment.

Next section provides a general description of the overall procedure, then the main steps will be
deeply analysed.

4. **VIDEO PROCESSING PROCEDURE**

Video processing is the technique applied here to performance assessment. While also other
techniques can be applied [6], them are limited by regulatory issues in competitions and by
comfort of the athlete.

Video analysis is an effective technique [9] because it does not require any additional item on the
divers that can influence performance (the psychological approach is really important especially
during high level competitions [12]) or that are forbidden[18].

It is important that the proposed technique can be applied both in training and during
competitions: in this way, it is possible to compare the response of the athlete to the stress.

Another important advantage of video processing is that it can be applied to official video of
competitions (Olympic Games or other International Competitions). These videos can be used as
benchmark in the training.

Moreover, video processing results can be combined with kinematic simulations [19] to give to
trainers and to athlete a complete tool in training.

In the next subsection, the overall process flow chart is explained; in the following ones, the steps
are described providing some example of their application.

4.1. **Process flow chart**

The overall process, described in Figure 1, is composed by five steps and it is aimed to pass from
a video, acquired during training or found on the Internet, to a performance score. In this paper
the first four steps are described.

The first step is the image extraction by sampling correctly the video. To have a correct sampling,
some parameters have to be chosen properly. Section 4.2 shows the concepts that are behind this
choice.

The second and the third steps are the core of the procedure of image processing: firstly, a
panorama is created by mosaicking, then the barycentre of the diver is found in each image by
properly apply a colour filter. These two steps are described respectively in Section 4.3 and 4.4.
Having found the barycentre of the diver it is possible to finally reconstruct his trajectory and finally to associate a score to the dive.

4.2. Video Sampling

The first step of the procedure is the extraction of the frames from the video. This procedure is easy because all the videos are defined as a sequence of frames. Only a free variable remains that is the sampling frequency.

This factor is defined by the compromise between calculation time and results precision.

Regarding the calculation time, it is possible to make some considerations: the diving time is defined by the height of the platform. In the case of a 10m platform, it is possible to firstly analyze a dive without any initial speed to have an idea of the total time:

\[
\Delta t^2 = \frac{\Delta x}{2g} = 0.5 \text{ [s]}
\]  

(1)

Where \( \Delta t \) is the diving time, \( \Delta x \) is the platform height and \( g=9.81 \text{ m/s}^2 \) is the gravity.

Considering that a dive can have almost three or four figures inside, each of them can last almost:

\[
t_{fig} = \frac{\Delta t}{5} = 0.1 \text{ [s]}
\]  

(2)

That correspond to an acquisition rate of:

\[
f = \frac{1}{t_{fig}} = 10 \text{ [Hz]}
\]  

(3)

To be sure of avoiding aliasing, it is necessary to acquire at least at 20 Hz. To have a safety margin an acquisition rate of 25Hz has been used.

This is the acquisition rate from the video (usually recorded with a higher acquisition rate) to the frame.
The safety margin in the acquisition rate is also useful to have a redundancy of information to be able to face to problems in video analysis.

Considering that the total video time is approximately between 2 and 5 second, the total number of frame that should be analysed is between 80 to 200 frames. This number is acceptable because it can be processed without problems with a commercial PC, so the requirement of non-specialist equipment is satisfied.

After having done a sampling from the video, it is possible to analyse firstly all the frames with the mosaicking procedure and then frame by frame by the barycentre identification.

### 4.3. Mosaicking

Having extracted from the video the frames, the second step of the procedure is mosaicking. Image mosaicking is a computational technique that exploit the presence of common features in a set of pictures[20] in images to a picture, called *panorama*[21].

Image mosaicking is a general [22] technique of image processing that has been applied to many fields, from medicine [23] to power plant inspection [24].

This technique is based on the identification of a set of features that are kept invariant during the most common transformations between pictures. The features of different pictures are matched and then the geometric transformation is identified. In this step to each picture a transfer function is associated [25].

At this point it is possible to wrap all the image in one image, called *panorama*. The *panorama* can be interpreted in this context as the common background to all the pictures.

In image mosaicking, it is possible to have different types of transformations[21]: testing many of them, it has been seen that the affine transformation is the best one for this application [26].

This step can solve two common problems related to the diving video: the first one is that the camera can have vibrations due to the low quality of the absence of an appropriate equipment. The second problem solved by mosaicking, is the fact that often, high quality video follows the diver, so the reference system changes (also a lot) from frame to frame.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Definition of the reference frame</td>
</tr>
<tr>
<td>2.</td>
<td>Individuation of the main features of the reference frame</td>
</tr>
<tr>
<td>3. <strong>For</strong> all the frames <strong>do</strong></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>Identification of the main feature of the frame</td>
</tr>
<tr>
<td>5.</td>
<td>Feature matching between current frame and previous one</td>
</tr>
<tr>
<td>6.</td>
<td>Definition of an appropriate geometric transformation</td>
</tr>
<tr>
<td>7. <strong>End For</strong></td>
<td></td>
</tr>
<tr>
<td>8.</td>
<td>Definition of the size of the panorama</td>
</tr>
<tr>
<td>9.</td>
<td>Empty panorama creation</td>
</tr>
<tr>
<td>10. <strong>For</strong> all the frames <strong>do</strong></td>
<td></td>
</tr>
<tr>
<td>11.</td>
<td>Frame transformation in the global reference system</td>
</tr>
<tr>
<td>12.</td>
<td>Transformed frame added to the panorama</td>
</tr>
<tr>
<td>13. <strong>End For</strong></td>
<td></td>
</tr>
</tbody>
</table>

Algorithm 1. Mosaicking procedure
Both these two problems can be easily solved by the mosaicking technique: a panorama is created and to each frame a transfer function is associated.

The result of the application of image mosaicking on a diving non-professional video is shown in Figure 2. In this case the technique has been used to eliminate vibrations in the movie.

![Example of image mosaicking for vibration elimination](image)

**Figure 2. Example of image mosaicking for vibration elimination**

In Figure 3 another example of application of the same procedure of image mosaicking has been applied on a video of a 10m platform dive of the Olympic Games of 2012. In this case the video has been recorded such that the athlete is almost always at the centre of the video.

After having defined a background common to all the frames, it is possible to go on with the procedure of barycentre identification.

![Example of image mosaicking for background reconstruction](image)

**Figure 3. Example of image mosaicking for background reconstruction**
4.4. Barycentre identification

Barycentre identification is a procedure that should be done frame by frame. In this paper, this procedure has been implemented using a proper colour filtering, as shown in Algorithm 2.

Algorithm 2. Barycentre identification procedure

1. Filter parameters setting
2. Panorama filtering
3. For all the frames do
4. Definition of the frame in the global reference system
5. Frame colour filtering
6. Definition of the difference between the filtered panorama and the filtered frame
7. Object filtering
8. Barycentre calculation
9. End For

It is possible to make some comments on the barycentre identification procedure:

- Due to the flexibility requirement, the colour filter [27] has to be not much selective because the light changes from frame to frame, so the colour of the diver can change. Obviously, a non-selective filter lets many parts of the background in the filtered image. To reduce the number of false positive recognitions, also the background obtained from the mosaicking is filtered: in this way, the parts of the background that pass through the filter are known and they can be eliminated from the filtered frame;

- The colour filtering has been done by double threshold function applied to each channel in an appropriate colour space[28]. After several trials, the most suitable colour space is the HSV colour space [29].

Figure 4 shows two examples of the barycentre identification: the area output of the colour filter is the one with the white contour. The calculated barycentre is represented by the red square. Analysing Figure 4 it is possible to see that, even if the filter is not perfect due to the presence of the swimsuit and due to the darker illumination of the arms of the diver, the position of the identified barycentre is approximately true.

Figure 5 shows the barycentre vertical position in time. It has been reconstructed doing the barycentre identification procedure for all the frames of the diving.

The results of the barycentre identification have to be processed because are affected by the noise introduced by little mistakes in the colour filtering procedure. To improve it, a moving average filter has been applied: in this way, the noise is reduced or completely eliminated.
Figure 4. Example of barycentre identification

Figure 5. Barycentre vertical position in time. The blue dots are the positions directly taken from the analysis, while the red dots are the results of a filtering procedure.

Figure 5 shows the comparison between the original position and the filtered ones: it is possible to notice that the filtered signal is able to reproduce correctly the large-scale movement of the athlete without introducing a delay. Moreover, the noise present in the original signal is correctly rejected.

5. CONCLUSIONS

In this paper a simple, economic and flexible procedure of video analysis of diving performance assessment has been presented. The technique is based on several steps that make the system as flexible as possible.
A possible improvement of the technique is the use of Deep Learning Neural Networks. Even if this last method is really powerful, it requires a huge number of input test cases: it is possible to apply the procedure described in this paper to prepare these inputs for the Network training.
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Abstract

There has been a dramatic increase in media interest in Artificial Intelligence (AI), in particular with regards to the promises and potential pitfalls of ongoing research, development and deployments. Recent news of success and failures are discussed. The existential opportunities and threats of extreme goals of AI (expressed in terms of Superintelligence/AGI and Socio-Economic impacts) are examined with regards to this media “frenzy”, and some comment and analysis provided. The application of the paper is in two parts, namely to first provide a review of this media coverage, and secondly to recommend project naming in AI with precise and realistic short term goals of achieving really useful machines, with specific smart components. An example of this is provided, namely the RUMLSM project, a novel AI/Machine Learning system proposed to resolve some of the known issues in bottom-up Deep Learning by Neural Networks, recognised by DARPA as the “Third Wave of AI.” An extensive, and up to date at the time of writing, Internet accessible reference set of supporting media articles is provided.
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1. Introduction

In the past 18 months, though 2016 and into the first quarter of 2017 we are experiencing an amazing period of growth and media attention in Artificial Intelligence (AI) and Machine Learning (ML) [1]. Many high tech CEO’s have claimed association of their companies future regarding these technologies [2], massive investment is piling in [3]. While there have been many successes, there have been a few failures. The risk exists that “irrational exuberance” of the optimists may be a bubble that pessimists may be able to pop with claims that the AI vision is hyped [4]. The application of this research paper is to bring the current positive/negative media coverage to authors attention on this subject and to suggest a more precise, non-conflated, and modest use of terms in project terminology.
For some commentators the very name “Artificial Intelligence” is controversial, implying something “unnatural.” The very word “Intelligence” defies definition in the minds of many [5]. For our purpose, we do not wish to address the philosophical artificiality question here. Rather, we will simply think of intelligence in working definition terms as: “that faculty of mind by which order is perceived in a situation hitherto considered to be disordered.” a definition (of Fatmi and Young) quoted in the Oxford Companion to the Mind [6]. Thus, if a machine, or an animal, has the facility to perceive the order change, then in a sense it has “intelligence”, and some aspect (perhaps limited, and with artifice) of “mind.” In this sense, it is a Cybernetic definition from a comparative systems perspective. We trust these points make the case that the AI term is itself controversial, it has its ideological proponents and detractors from the outset. In many respects, it would be useful to leave the term to the side and simply build really useful machines with specific descriptions of their application.

2. PROMISE – VISIONS OF AN EMERGING NEW POSITIVE PARADIGM

2.1. Recent success stories in AI and Machine Learning

There have been several notable success stories announced in the past 18 months, across a range of Machine Learning, Image Recognition, and Natural Language disciplines of AI. A high profile has been given to the ongoing development of Deep Learning by Reinforced/Convolutional Neural Network-based learning, in part underpinning IBM Watson/Jeopardy, AlphaGo and Poker game successes. These systems are beating the best human players who have invested their working lives into acquiring deep knowledge and intelligently applying it. See [7], [8] and [9]. The result of these successes has been a significant uptick in the media reporting of the AI potential and opportunities as mentioned earlier in [1], specifically more than four times as many New York Times articles discussed AI in 2016 than in 2009, as a percentage of the total number of articles published.
2.2. Investment into AI and Machine Learning

As a result of this positive news mentioned above, and the lead of many of the top tech company CEO's mentioned in [2], a significant financial round of investments has, and continues to be made, in this area. The market research company Forrester report that across all businesses, there will be a greater than 300% increase in investment in AI in 2017 compared with 2016 [3].

2.3. Timeline to AGI

The reporting and investment mentioned above have led to widespread speculation as to, “where is this all leading to?” And specifically, if the advent of “Superintelligent”, Artificial Generic Intelligence (AGI) is on the foreseeable horizon. In 2015, the Machine Intelligence Research Institute compiled the MIRI AI predictions dataset, a collection of public predictions about human-level AGI timelines. Interesting features of the dataset include the result that the median dates at which people’s predictions suggest AIG is less likely than not and more likely than not are 2033 and 2037 respectively. That is perhaps within 20 years. See Figure 2.

2.4. AI as the Singularity Hypothesis solution to Existential Risks

Several high profile scientists and philosophers have made their opinion on the issue mentioned above clear, optimistic and pessimistic, more about the pessimistic contributions will be mentioned in section 3 below. However, in the optimistic context of the promise of AI, and AGI in particular, much is suggested as opportunity to be sought by their agency. E.g., in their facility to help us to solve existential crises currently confronting humanity (such as Climate Change, Stabilisation of World Markets, Abundance of material needs, such as food, water and shelter, plus universal access to Healthcare and Education). The extreme optimistic positioning is that AGI, and the “Technology Singularity” will be humanity’s last necessary invention, and once arrived a new age will ensure with material abundance for all, and solutions to humanity's problems [11].

2.5. Asilomar Conference 2017, World Economic Forum 2017

The Future of Life Institute, recognising the above opportunity, and in an attempt to offset negative pessimism about the downside of AGI, set out principles at the 2017 Asilomar conference, fundamentally a manifesto and guideline set of rules for the ethical development of AGI [12]. The explicit message is that action needs to be taken now to intercept any negativity and deliver positive result.

Similarly, the World Economic Forum, a high-profile international organisation whose stated mission is to “improve the state of the world”, via Public-Private cooperation, continued on 17-20 January 2017 in its “exploration” on how developments in AI and Robotics could impact industry, governments and society in the future. Seeking to design innovative governance models to ensure that their benefits are maximised and the associated risks kept under control. The emphasis is that AI is coming, it is inevitable, and action has to be taken to ensure it arrives in good order [13].
2.6. RoboEthics

The academic study of Robot Ethics or “RoboEthics” is a well-established position in educational and research institutes. In part, this is a response to the understanding that robots, in particular drones, are entering the military as lethal weapons of war. And as such need regulation and legal codes of conduct [14]. But, is also concerned about the rights of robots themselves, as anticipated sapient and sentient “beings” with inalienable rights [15].

3. PITFALLS – RISK OF AI BEING OVERHYPED AND OR DANGEROUS

3.1. Recent failure stories in AI

But, not all voices are positive ones over AI. First of all, not all AI developments in the past few years have had positive results. Many no doubt go unreported, but two high profile ones in recent time are Microsoft’s Tay AI Bot (a Machine Learning online chatbot that learns from its interactions). Tay developed a “character” with strong racist, sexist opinions, and had to be removed [16] Furthermore, ongoing problems with AI messaging chatbots, at Google, resulted in a rollback in their adoption [17]. While these, perhaps overly ambitious projects did not meet the
expectations of the management, they nevertheless provide a proving ground for what can be done with today’s technology and what needs further work. Such feedback is helpful in setting more realistic expectations [18].

There are other noted failures in AI projects, e.g., the fatal crash of a Tesla Automated Driving system in 2016, whereby autopilot sensors on the Model S failed to distinguish a white tractor-trailer crossing the highway against a bright sky. In this case, it might be claimed that the testing/QA failed to identify this scenario and build sufficient responses to factor it safely.

3.2. Known problems with Deep Learning

Much, though not all of the recent success in AI has been due to Machine Learning advancement in so-called Deep Learning based Neural Networks. But, these bottom-up learning based systems (so-called because they develop learned experience from hierarchical analysis of basic data types and their deep correlations) have issues. They can learn well, often in tight domains beyond human learned experience and can outperform a human. But, a human can provide a top-down description, a discursive rationalisation to a, “why did you decide to make that move/act” question with a, “because, I think gaining control of the centre area a useful strategy at this point in the game” question. Whereas, a Deep Learning system cannot. It is not rule-based and cannot easily track its “reasoning”. In a sense it is like an experienced financial markets trader who knows when to buy/sell, not because of the analytics, but because he has the intuitive “feel” built over years of trading. However, intuition is not necessarily a good guide when the market modalities change, as many traders have found out to their ultimate cost. As some critics have said, “it is only real intelligence if you can show it’s working” [19].

In applications that require compliance with regulations and legal constraints, such systems may be considered risky. Furthermore, if such a system were committed to a highly Mission Critical Application, it would be difficult to question, supervise and control. Such intuitive systems, once relied upon, cannot easily be “rolled-back”, human operators become reliant on the system to make all the hard decisions. In the event of failure, total system breakdown may ensue. There is a significant risk here. As AI is woven more deeply into the fabric of everyday life, the tension between human operators and AI has become increasingly salient. There is also a paradox: the same technologies that extend the intellectual powers of humans can displace them as well [20].

3.3. Mysterian Position – Beyond Computation

Some AI critics while recognising useful tools can be built do not believe AGI is likely in the short or medium term outlook of understanding of such things as “consciousness, free-will and self-aware visceral experience (qualia).” While this paper will not address these “Hard Problems of Consciousness” concerns; it is perhaps not necessary to incorporate these functional elements. If they cannot be defined in the case of natural human intelligence, we are not in a position to easily address them in our smart tools and AGI. Maybe AGI can pass Turing Tests, but not have these functions. The better question is perhaps, do we have them or are they illusory? See [21].

3.4. Issues of functional complexity and computational limits

Some AI critics, while not accepting necessarily the problems of intelligence being in principle beyond computational methods, believe it is so complex that our current computational
processing, is just not powerful enough, or the cost to provide it would be so astronomical as not to be worth the benefit. The above is a more of an objection in pragmatic terms. “Smart AI Tools” can be delivered in tight knowledge domains, but as for AGI, this is simply a non-starter for a long time to come. Recently Philosopher Daniel Dennett has made this argument, referring to AGI as “balderdash” [22]. Likewise, Philosopher Jerry Kaplan [23] has expressed concerns. However, some will point out that massive hierarchies of systems, even such as we have today, on parallel networked computational systems might cover the spectrum of human domain knowledge, with abstract reasoning and coordinated response. Such systems are termed Multi-Agent or Distributed AI systems [24]. Furthermore, such computer platforms, while not affordable today in their massive extension, might be within a few decades.

As for software, that also continues to improve, and the potential for geometric improvement by evolutionary learning algorithms, whereby AI works on AI and evolves rapidly is viable. The evolutionary cost of learning in simulated “toy universes” may not be as “expensive” or slow as in our experience of evolution in “natural reality.” Such simulations can be used for development, but also for QA/testing of extreme scenarios not easily tested physically [25].

3.5. Moore’s Law’s End?

While the hope is computer processing will continue to become dramatically cheaper, and more powerful, this is not a given. Moore’s Law that underpins that expectation is considered by some to be no longer applicable [26]. However, Intel counters that it is still alive [27]. The possibility of future improvement by innovation in new technology, such as Quantum Computers (and other innovative technologies) might step up and provide the substrates to keep Moore’s law alive for years to come [28].

3.6. “Prophets of Doom”, AGI as an Existential Risk

Even if the negative technical issues expressed above can be resolved, such that the promise and positive thinking expressed optimistically in section 2 above can be delivered, there are high profile voices being expressed that developing safe and ethical AGI within the next 20-30 years or so is very dangerous. These critics express concerns that AGI perhaps should not be developed. The danger is regarding the existential risk that they present to humanity, as well as to human culture regarding reducing human employment to such a point as to destabilise society.

Physicist Stephen Hawking, Microsoft founder Bill Gates and Tesla/SpaceX founder Elon Musk have expressed concerns about the possibility that AI could develop to the point that humans could not control it [29]. Stephen Hawking said in 2014 that "Success in creating AI would be the biggest event in human history. Unfortunately, it might also be the last, unless we learn how to avoid the risks." Hawking believes that in the coming decades, AI could offer "incalculable benefits and risks" such as "technology outsmarting financial markets, out-inventing human researchers, out-manipulating human leaders, and developing weapons we cannot even understand." He makes the point that "The development of full artificial intelligence could spell the end of the human race" [30].

In January 2015, Nick Bostrom joined Stephen Hawking, Max Tegmark, Elon Musk, Lord Martin Rees, Jaan Tallinn, and numerous AI researchers, in signing the Future of Life Institute's open letter speaking to the potential risks and benefits associated with artificial intelligence. The
signatories “…believe that research on how to make AI systems robust and beneficial is both important and timely, and that there are concrete research directions that can be pursued today [31]. Their position is not that AGI should be halted, rather that urgent attention is needed to ensure that it is delivered ethically and safely. It should be noted that in the case of a sudden AGI “intelligence explosion”, effective precautions will be extremely difficult. Not only would its creators have little ability to test their precautions on an intermediate intelligence, but the creators might not even have made any precautions at all, if the advent of the intelligence explosion catches them completely by surprise. Hence their concern to think through the AGI negative issues as early as possible so as to prepare principles to handle them.

3.7. AI Impact on Jobs – Luddite Rebellion

Furthermore, some consider AGI and the uptake of pervasive Robotics/Industrial Automation as harmful to our civilisation regarding reducing human employment to such a point as to destabilise society. Such instabilities in earlier Industrial Revolutions resulted in an anti-technology reaction, known the Luddite Rebellion [32]. Could this occur again? This concern needs to be addressed. Indeed it is the subject and concern of the World Economic Forum as mentioned earlier [13].

4. Need to Under Promise and Over Deliver – Avoid The Hype

4.1. Addressing concerns

As Management Consultant Tom Peters says, “Quality is important, to be sure, so is absolute response time, and price, but at the top of most lists, by far, is keeping your word.” With uncertainty rising, if you ‘under promise, over deliver,’ you will not only keep the customers satisfied; you’ll keep the customers” [33]. While you can make the case this advice is not universally applicable, in cases where timelines are in doubt, and where there are critics in the wings who are willing to take pot shots, and your case depends, in part, on technology innovation not yet delivered, then it seems prudent to apply this principle.

With that in mind, I propose that we be more modest in our claims for AI and AGI. Yes, we may expect it to come, and indeed we may need it to help us solve knotty problems we face in an ever more chaotic and complex world full of existential problems, many arising out of our mismanagement. But, we should be wary of over-extending the use of the term, or conflating them. Thus, let us make a point of not talking up AGI for the next five years or so, to deliver on our projects in hand. That, if done well and to expectations will establish AI as a real vehicle for a paradigm change (and build solid foundations for AGI). As we have seen AI is an easily challenged term and easily hyped, we need to be more specific with our language, else "AI" risks becoming meaningless [34]. We should address specifically what it does and what it doesn't. Often it is better to say Machine Learning, Natural Language Understanding, Forecasting, Image Recognition, Predictive Analytics/Big Data, etc. I would put these technologies under the banner of Cybernetics, with its transdisciplinary systems and top-down perspective [35].

Having said that, I think it is wise to maintain the dialogue such as ongoing at the Asilomar Conference and World Economic Forum [12], [13], to prepare the way for ethical and safe AGI. Once a self-reinforcing cybernetic loop starts to generate more and more intelligent systems, the onset of AGI is likely to be fast, and catch many unprepared. Given that it is wise to
acknowledge that it is necessary to be prepared to think the unthinkable, before the unstoppable starts, that is if you have a desire to stop it/make it safe.

4.2. Really Useful Machine Learning – RUMLSM

With the rising optimistic and pessimistic media attention to AI, the philosophical debate over the term, and the conflation of AI projects with lofty AGI ambitions, it is perhaps wise to consider using terms that limit reference to AI and AGI at this time. More emphasis should be made on terms such as Machine Learning, Neural Networks, Evolutionary Computation, Vision, Robotics, Expert Systems, Speech Processing, Planning, Natural Language Processing, etc., and to make sure that the scope is well defined in practical application.

In this spirit, we are currently undertaking modest AI research and development of an innovative Hybrid Machine Learning paradigm that incorporates bottom-up Deep Learning Neural Networks and a means to extract a rationalisation of a top-down heuristic narrative. Our intention is to roll this out over 4 phases over the following three years and apply it to calvIO’s Industrial Robotics platforms and integrated systems. We refer, and headline, this as “Really Useful Machine Learning” (RUML$^{SM}$).

The key novelty of the system is the integration of intuitive bottom-up and rational top-down learning; we find inspiration for the paradigm in known means to teach expertise at and expert practitioner level by “masterclass mentoring”, outlined in the Figure below [36].

![Figure 3: Masterclass Mentoring: Journey from Non-Readiness to Expert](image)

4.3. Compliance, Supervision and Control needs

Key aspects of the deliverable features of RUMLSM will be the ability to manage compliance, supervision and control of the system, by inspection of its extracted rationalised heuristic rule base. The testing of designed systems is performed in extensive simulation scenarios, examining extreme conditions before deploying to the physical systems.
4.4. Extraction of Heuristics from Deep Learning Neural Networks

The means by which Expert Heuristics are extracted from the Deep Learning Neural Networks has been studied by other teams [37], [38] and [39]. The means by which we propose to do so in RUMLSM is an innovative patent pending process. Expert Heuristic/Rule extraction can be defined as "...given a trained neural network and the data on which it was trained, produce a description of the network's hypothesis that is comprehensible yet closely approximates the network's predictive behaviour." Such extraction algorithms are useful for experts to verify and cross-check neural network systems.

Earlier this year, John Launchbury, director of DARPA’s Information Innovation Office said, “There’s been a lot of hype and bluster about AI.” They published their view of AI into “Three Waves”, so as to explain what AI can do, what AI can’t do, and where AI is headed. RUMLSM is very much in this third wave in our opinion [40].

![The third wave of AI](image)

Figure 4: DARPA’s Third Wave of AI [Source: 40]

5. CONCLUSIONS

The increase in media interest in Artificial Intelligence (AI) was noted, and the optimistic and pessimistic expectations as to the impact of AI (and potentially future AGI) commented on. While there have been some failures recently, significant milestone successes have encouraged massive investment. But, there is nevertheless a potential for AI to be marked as a bubble and “hyped” technology. Indeed there are already signs of a backlash against AI [41], [42] and [43].

A short-term recommendation, to avoid the extremes of the positive and negative positions, was offered, we should ensure we don’t conflate AGI with AI and be more specific in the use of terms to avoid AI becoming “meaningless”. As Jerry Kaplan says “Had artificial intelligence been named something less spooky, we’d probably worry about it less.” [23]. As an example of a more realistic use of terms for AI, goals is the use of terms such as “Really Useful Machine Learning” (RUMLSM). This particular technique was introduced in the context of resolving...
some of the known issues in bottom-up Deep Learning by Neural Networks with a top-down Cybernetic simulation-based process providing a more open and rational means to supervise, regulate and maintain compliance of the system. This patent pending technology uses a Masterclass-Mentoring paradigm, and fits into DARPA’s “Third Wave of AI.”
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\textbf{ABSTRACT}

A study on muscle synergy of ankle joint motion is important since the acceleration operation results in automobile acceleration. It is necessary to understand the characteristics of ankle muscle synergies to define the appropriate specification of pedals, especially for the accelerator pedal. Although the biarticular muscle (i.e., gastrocnemius) plays an important role for the ankle joint motion, it is not well understood yet. In this paper, the effect of knee joint angle and the role of biarticular muscle for pedal operation are investigated. Experiments of the pedal operation were performed to evaluate the muscle synergies for the ankle plantar flexion motion (i.e., the pedal operation motion) in the driving position. The experimental results suggest that the muscle activity level of gastrocnemius varies with respect to the knee joint angle, and smooth pedal operation is realized by the appropriate muscle synergies.
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\section{1. INTRODUCTION}

In order to design an automobile, human characteristics such as human musculoskeletal characteristics must be taken into account. Control of ankle joint motion is important for many tasks such as operation of an automobile. In the case of automobile operation, acceleration of the automobile is controlled with an acceleration pedal using the driver’s ankle joint motion. Therefore, it is important to understand the characteristics of ankle muscle synergies to define the appropriate specification of pedals, especially for the accelerator pedal since its operation directly results in the acceleration of the automobile. Although the ankle joint motion is generated with several muscles, it is known that the biarticular muscle such as the gastrocnemius plays an important role for the joint motion [1]-[4]. Since gastrocnemius is a biarticular muscle, not only the ankle joint angle, but also the knee joint angle affects the muscle activity of gastrocnemius [4]. Therefore, lower-limb posture must be taken into account to consider the role of gastrocnemius muscle activity for the ankle joint motion, especially for plantar flexion motion. Consequently, the driving position affects the performance of muscle synergy of the ankle joint. However, the role of biarticular muscles is still not well understood [5] although the role of gastrocnemius activity for the ankle joint motion must be considered to understand ankle muscle synergies, especially for accelerator pedal operation.
In this paper, the effect of knee joint angle and the role of biarticular muscle for pedal operation are investigated. Experiments of the pedal operation were performed to evaluate the muscle synergies for the ankle plantar flexion motion (i.e., the pedal operation motion) in the driving position. Electromyographic (EMG) activities of the certain important muscles were measured under several lower-limb postures (i.e., under several driving position) considering the pedal operation of an automobile in the experiment. The experimental results suggest that the muscle activity level of gastrocnemius varies with respect to the knee joint angle, and smooth pedal operation is realized by the appropriate muscle synergies. This study is also important to control robotic devices [6] to assist the ankle joint motion according to the user’s motion intention since EMG activities reflect the user’s motion intention [7].

2. EMG Activities for Pedal Operation

Experiments were performed to measure EMG activities of the certain important muscles of the ankle joint during the pedal operation motion in the driving position. In the experiment, the human subjects sat on the driving seat with the several different driving positions and then performed the pedal operation to investigate the effect of lower-limb posture. The relation between the accelerator pedal operation motion and the EMG activities of the certain muscles of the ankle joint was measured in the experiment.

2.1. Experimental Setup

The experimental setup is shown in Fig. 1. It mainly consists of a driving seat, an accelerator pedal, and a display. The relative position between the driving seat and the accelerator pedal can be changed. The ankle joint angle is measured with a goniometer. In the experiment, an ordinal accelerator pedal is used and the scenery on the display is changed in accordance with the pedal operation by the driver.

![Experimental setup](image)

Figure 1. Experimental setup

2.2. Measurement

The EMG signals of the important muscles for the ankle joint motion (i.e., tibialis anterior, peroneus longus, gastrocnemius, and soleus) are measured in the experiment. The location of each electrode for EMG measurement is shown in Fig. 2. The EMG signals from the electrodes are amplified and sent to the computer. In order to extract a feature of the EMG signal, the Root Mean Square (RMS) is calculated as shown below.
\[
RMS = \sqrt{\frac{1}{N} \sum_{i=1}^{N} v_i^2}
\]  

where \(N\) is the number of samples in a segment, \(v_i\) is the voltage at \(i^{th}\) sampling point. The number of samples \(N\) is set to be 100 and the sampling frequency is 500Hz in this study. Then it is transferred to %MVC.

2.3. Experiment of Pedal Operation

Experiments were carried out with three human subjects. Basically, three types of seat position (sedan, SUV, and sport types) are prepared for the experiments considering the types of automobile as shown in Fig. 3. The angle of the acceleration pedal is also different in each seat type. Another three kinds of seat slide position (close, appropriate, and far positions) are prepared in the experiments considering the driving position in an automobile. Examples of these positions in the sedan type are shown in Fig. 4. The details of the initial lower-limb posture are written in Table 1. Here, the knee angle means the knee joint flexion angle from the extended knee position and the ankle angle means the ankle joint plantar flexion angle with respect to the shank axis.

![Location of each electrode](image)

**Figure 2. Location of each electrode**

![Seat Positions](image)

**Figure 3. Seat Positions**

![Seat Slide Positions](image)

**Figure 4. Seat Slide Positions (Driving Positions) in Sedan Type**
In the experiment, another automobile is running at 60 [km/h] to the same direction in the next lane on the display. The subject (driver) operates the accelerator pedal to accelerate the automobile from the state of rest to catch up with another automobile in the next lane. Then, the subject operates the accelerator pedal to make the automobile run side by side in the first experiment.

In the second experiment, the subject (driver) catches up with another automobile which is running at 60 [km/h] in the next lane and makes the automobile run side by side for a while, then overtakes another automobile in the next lane after a while.

Table 1. Initial Lower-Limb Postures.

<table>
<thead>
<tr>
<th>Subject (Height)</th>
<th>Seat Type</th>
<th>Seat Position</th>
<th>Knee Angle [deg]</th>
<th>Ankle Angle [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (1.79 m)</td>
<td>Sedan</td>
<td>Close</td>
<td>91.7</td>
<td>68.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Appropriate</td>
<td>137.5</td>
<td>80.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Far</td>
<td>149.6</td>
<td>87.8</td>
</tr>
<tr>
<td></td>
<td>SUV</td>
<td>Close</td>
<td>99.2</td>
<td>61.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Appropriate</td>
<td>133.8</td>
<td>82.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Far</td>
<td>146.5</td>
<td>87.6</td>
</tr>
<tr>
<td></td>
<td>Sport</td>
<td>Close</td>
<td>100.9</td>
<td>76.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Appropriate</td>
<td>146.9</td>
<td>90.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Far</td>
<td>155.9</td>
<td>93.7</td>
</tr>
<tr>
<td>B (1.66 m)</td>
<td>Sedan</td>
<td>Close</td>
<td>98.7</td>
<td>70.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Appropriate</td>
<td>127.6</td>
<td>85.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Far</td>
<td>145.3</td>
<td>89.9</td>
</tr>
<tr>
<td></td>
<td>SUV</td>
<td>Close</td>
<td>99.2</td>
<td>61.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Appropriate</td>
<td>122.7</td>
<td>82.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Far</td>
<td>140.1</td>
<td>87.6</td>
</tr>
<tr>
<td></td>
<td>Sport</td>
<td>Close</td>
<td>109.6</td>
<td>80.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Appropriate</td>
<td>131.4</td>
<td>96.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Far</td>
<td>149.7</td>
<td>113.4</td>
</tr>
<tr>
<td>C (1.78 m)</td>
<td>Sedan</td>
<td>Close</td>
<td>100.6</td>
<td>74.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Appropriate</td>
<td>120.2</td>
<td>86.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Far</td>
<td>150.7</td>
<td>96.9</td>
</tr>
<tr>
<td></td>
<td>SUV</td>
<td>Close</td>
<td>98.5</td>
<td>66.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Appropriate</td>
<td>119.4</td>
<td>82.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Far</td>
<td>137.5</td>
<td>85.9</td>
</tr>
<tr>
<td></td>
<td>Sport</td>
<td>Close</td>
<td>100.9</td>
<td>78.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Appropriate</td>
<td>115.4</td>
<td>92.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Far</td>
<td>159.7</td>
<td>100.5</td>
</tr>
</tbody>
</table>

3. EXPERIMENTAL RESULTS

Figures 5-7 show the results of the first experimental of the subject A with the sedan, SUV, and sport type seat positions, respectively. These results show that the activities of muscles for plantar flexion such as peroneus longus, soleus, and gastrocnemius increase as the seat slide position becomes further from the acceleration pedal since the knee joint is extended and the ankle dorsiflexion angle is decreased. Especially, the increase the ratio of monoarticular muscle peroneus lingus activity is prominent. The ratio of biarticular muscle gastrocnemius varies depends on the seat position. These results show that the muscle synergy of the ankle joint motion for the same acceleration pedal operation varies in accordance with the knee angle and the ankle angle of the driver.
Figure 5. Experimental Results in Sedan Type (Subject A)

(a) Close position
(b) Appropriate position
(c) Far position

Figure 6. Experimental Results in SUV Type (Subject A)

(a) Close position
(b) Appropriate position
(c) Far position

Figure 7. Experimental Results in Sport Type (Subject A)
The angle of the acceleration pedal also affects the muscle synergy of the ankle joint. Even though the initial lower-limb posture in the far seat position in the SUV seat type and that in the appropriate seat position in the sport seat type of the subject A is almost the same, the muscle activity level is different since the angle of the acceleration pedal is different. The same tendency can be observed with the experimental results with the other subjects.

![Figure 8. Experimental Results of Overtaking (Subject A)](image)

The results of the second experimental of the subject A in the appropriate seat position with the sedan, SUV, and sport type seat are shown in Fig. 8. The results show that the activity levels of muscles for plantar flexion such as peroneus longus, soleus, and gastrocnemius increase when the angle of the acceleration pedal is increased for the overtaking. Note that the ratio of each muscle for the plantar flexion varies when the angle of the acceleration pedal is increased for the overtaking.

4. Discussion

The experimental results show that the activity levels of muscles for plantar flexion such as peroneus longus, soleus, and gastrocnemius increase as the seat slide position becomes further from the acceleration pedal since the knee joint is extended and the ankle dorsiflexion angle is decreased. As one can see in Table 1, the most of the initial ankle joint angles are slightly dorsiflexed angles, especially in the case of the close seat position. Therefore, the muscle for the dorsiflexion (i.e., tibialis anterior) is released to make the plantar flexion motion. In this case, the plantar flexion motion can be generated with a little activity of the muscles for plantar flexion. Since the gastrocnemius is a biarticular muscle, the knee joint angle affects the activity level. Arampatzis et al [4] also suggest that a critical force-length potential of muscles of the triceps surae results in the decrease of EMG activity of the gastrocnemius medialis at pronounced knee flexed positions.

As the seat slide position becomes further from the acceleration pedal, the initial ankle joint angles become closer to the plantar flexed angles. Therefore, further plantar flexion motion is necessary to operate the acceleration pedal. Consequently, the muscle activity levels of the muscles for the plantar flexion become higher. The experimental results shown in Figs. 5-7 suggest that the ratio of each muscle for the plantar flexion effectively varies in accordance with the lower-limb posture and the angle of the accelerator pedal to make the smooth pedal operation. The experimental results shown in Fig. 8 suggest that the ratio of each muscle for the plantar flexion moderately varies when the angle of the acceleration pedal is increased for the overtaking.
since the reaction force from the pedal is increased. When the angle of the acceleration pedal is increased, the activity level of the gastrocnemius becomes a little higher instantly sometimes. Ingen Schenau et. al [1] showed that the biarticular muscles such as the gastrocnemius are used to transport energy from proximal to distal joints during jumping. Therefore, the change of the muscle synergy might be concerned with the energy transmission. The experimental results suggest that the muscle synergy of the ankle plantar flexion motion for the acceleration pedal operation is moderately controlled according to the condition. Further study is required to understand the muscle synergy of ankle joint motion for acceleration pedal operation.

5. CONCLUSIONS

In this paper, the effect of knee joint angle and the role of biarticular muscle for ankle joint motion (i.e., pedal operation) were investigated. The experimental results showed that muscle synergy of ankle joint motion for acceleration pedal operation moderately varies in accordance with the condition such as the lower-limb posture of the driver, the angle of the acceleration pedal, and the amount of the required ankle torque.
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ABSTRACT

This work contributes to the multimedia security fields by given that more protected steganography technique which ensures message confidentiality and integrity. An Advanced Least Significant Bit (ALSB) technique is presented in order to meet audio steganography requirements, which are imperceptibility, capacity, and robustness. An extensive evaluation study was conducted measuring the performance of proposed NLSB algorithm. A set of factors were measured and used during evaluation, this includes; Peak Signal to Noise Ratio (PSNR) and Bit Error Rate. MP3 Audio files from five different audio generators were used during evaluation. Results indicated that ALSB outperforms standard Least Significant Bit (SLSB) technique. Moreover, ALSB can be embedding an utmost of 750 kb into MP3 file size less than 2 MB with 30db average achieving enhanced capacity capability.
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1. INTRODUCTION

There is a continuous challenge in securing digital transmission between network nodes against any form of penetration and intrusion. Ensuring security of information requires considering three main components confidentiality, integrity, and availability. This can be conducted through techniques, described as steganography and cryptography [1].

Cryptography is the process of encryption and decryption of a digital data. However, cryptography techniques are considered week or consume high resources. Steganography is mainly based on covering digital data in a safe digital carrier [2]. Steganography is utilized for hiding secret messages in ancient times [3]. According to [4], steganography can be described as a method of hiding secondary information (e.g. file or message) within primary information, known as the carrier or host, with no effect on the size of information and without causing any form of distortion. The information is embedded within a media expressed as a bit stream, stego signal or sequence [5].
Watermarking is another technique that is used to insert watermark into host cover to protect information such as copyright for hosts [6]. Steganography and watermarking usually embed information in host media in a transparent manner [7]. However, considering watermarking, the process requires compromising intentional attacks and preventing any cause of information destruction by insuring robustness and protecting signals quality [6]. Watermarking is the most suitable technique in scenarios where hidden information knowledge can result in information manipulations [7].

The strength of steganographic technique is based on saving the data in the carrier medium against attacks or alteration. Audio files are considered very suitable media providing different compression rates and allow performing steganography in MP3 format. Audio stenographic methods based on SLSB have gained continuous concern. However, this technique has limitations in security, capacity and imperceptibility. In addition, to date, embedding messages after audio compression has not been widely considered. Accordingly, this work investigates standard audio steganographic techniques and addresses its weaknesses and presents an Advanced Least Significant Bit (ALSB) technique in order to improve robustness and security of the standard LSB algorithm.

2. STANDARD LEAST SIGNIFICANT BIT

Standard Least significant bit (SLSB) algorithm is considered simplest steganographic method [8]. In SLSB, secret message and cover are converted to stream of bits. One or more bit of secret massage are used to replace cover LSB bits. Afterwards, bits stream are sent to the receiver which uses the same algorithm to extract the embedded message [9]. SLSB uses least significant bits of the cover and utilizes sequential embedding. This result in clear suspicion secret message location within the cover files [10]. Hence, it is easier to detect and extract the secret message by the attacker [11]. In order to enhance the efficiency of SLSB algorithm security, a generator described as pseudorandom number (PN) is used [12]. However, the use of PN has incurred time limitations, because using PN requires more time to operate.

A few research works have been conducted in the area of MP3 audio steganography more specially while considering embedding after compression [11]. The cause might be the weakness of this technique in achieving a good well expansion of information data steganography, and in some cases results in low quality sound. The MP3 file is compression file that means is not flexible as well as the size is less compared to other audio file types [12]. The Embedding secret message by using after compression methods is able to create audio corruption. Two methods after compression are used to embed secret message: embedding in header frames and embedding in audio data.

2.1 EMBEDDING IN HEADER FRAMES

Before describing methods using header frames to embed secret message, MP3 file structure is explained. MP3 file is divided into header frames and audio data frames. Techniques used for encoding MP3 files are: constant bit rate CBR, average bit rate ABR and variable bit rate VBR. These methods are expected to use padding bytes. Several methods have utilized unused bits in header frames and padding bytes before all frames and between frames, in order to replace bits from secret message. However, weaknesses of these methods include; limited capacity and
security. Using padding stuffing byte technique [13], the sender converts empty information in padding byte in the cover with secret message. However, the capacity of embedded secret message depends on the size of padding byte, which was added in the cover file using encoding methods: CBR, VBR and ABR. At the receiver side, information search within stego file is applied to find the location of padding byte in the cover and extract the secret message. Unused bits in header frames such as private bit, copyright bit, original bit, and emphasis bit can be used to embed secret message without affects the quality of sound [13]. This technique replaces bit from secret message with a bit in the header. However, using this technique it is easily to extract the secret message from the header and change it from attackers.

Using Before All Frames (BAF) technique [14], researchers develop new technique to embed hole secret message before the first frames in the header. The secret message with encrypted text is embedded in a cover file, will have a maximum size of 15 KB, however the size will reach 30 KB without using encryption. This technique is better capacity compared with padding and unused bit, but also is less security without using encryption method before embedding the secret message. In addition, Between Frames (BF) methods divide the secret message before embedding it into small size cover file [14]. This method depends on the size of secret message, and on the spaces between frames of the cover file. The maximum size of secret message can be embedded is not fixed, because it can expanded the size of the cover file. The advantages of BF technique are high capacity and imperceptibility, but the disadvantages are less security and robustness. It can be concluded that all methods of header frame are facing limited robustness against attackers [14].

2.2 EMBEDDING IN AUDIO DATA:

Several methods have addressed security problems in embedding the secret message in audio data using header frames. [14] presents a new method that embeds one, two, three or four bits from MP3 file by replacing one or two or three or four bits from the secret message, described in text format. The first byte from the cover file is selected randomly. Using this method, random position in the cover file is chosen to start embedding the secret message. This is sequentially repeated to embed the secret message in the cover file. The drawback for using this method is limited robustness as well as the random position it was used is not permanent with a fixed size.

3. PROPOSED ALGORITHM

To address limitations of embedding algorithms after compression, this work introduces a new technique in LSB. The algorithm is described as Advanced Least Significant Bit (ALSB) technique, which is developed to increase the security of secret message, and improves the method of embedding the secret message in the host file. The main problem in LSB is its weaknesses against intentional or unintentional attacks on the secret message. In ALSB, the sender side uses random position selection from initial 100 byte from the host file. Moreover, the value of LSB and MSB is used to select the bit location required to be embedded in the secret message. If LSB and MSB have the same value, ALSB uses 4 bits from the secret message in order to embed from location two to five of each byte. Otherwise, the technique uses just two bits from secret message to embed it in location two and three. This methodology has increased the security of LSB. The ALSB algorithm pseudo code is discussed below:
Algorithm: Advanced Least Significant Bit Algorithm

1: // H is the host file and SM is the secret message and H,SM are the inputs.
2: // H' is the host file (H+SM) and H' is output
3: // beginning to read host file H from initial bit and save it in H'.
4: start
5: For i = 1 to Size of (H) do
6:   { Hi ← hi
7:   }
8: // Create random position from earliest 100 byte in the host file by
9: // using random generation method Rp
10: // H' is the input
11: // Rp is the output
12: For i=1 to 100
doi
13: // choosing the random byte
14: { Rp = position (i) }
15: }
16: // begin to create H' by using ALSB technique to insert message blocks MB
17: For i= Rp to size of (H')
do
18: { For j=1 to L (MB)
doj
19: { Read the LSB and MSB value from the byte}
20: if the LSB+MSB = 00 or 11 then
21: { embed MB from 2nd to 5th position }
22: else if LSB+MSB= 10 or 01 then
23: { embed MB from 3rd to 4th }
24: Go to next byte
25: }
26: }
27: }
28: }

After the sender side implements ALSB technique, the stego object is constructed. To evaluate stego object before sending it via internet, the PSNR and BER methods are used to introduce the results of noise in stego object. At the receiver side, inverse method is applied to predict the secret message from the stego object. This prediction is based on the secret information received from the safe channel.

4. Measurement and Evaluation

This section describes main measurement metrics used to evaluate the proposed NLSB in terms of reliability, imperceptibility and performance. These metrics include peak signal-to-noise ratio (PSNR), and Bit Error Rates (BER). PSNR is the statistical value (ratio) that compared a signal's maximum power with power of the signal's noise, it logarithmic scale and expressed in decibels (db) [15]. However, PSNR is the peak error measure. The PSNR is error metrics used for quality measurement. The PSNR value of the new algorithm is compared with PSNR of the SLSB algorithm. Low when PSNR value is high, this describes better quality [16]. The PSNR equation is shown below:
Where MAX is the maximum differentiation of the inputs (host file sample) compared with stego object in order to validate if the stego object holds secret data or not.

The second metric used is Bit Error Rates (BER) which measures bit errors in a file, beside the summation number of bits required for the spread during a time period. The BER is the statistical measures in telecommunication transmission, the ratio result is percentage of a bit including errors comparing to entire bits. This measure is expressed as ten to a negative power. If the results is low data rate that means is very high in a transmission [15]. In addition, the BER is a measure of bit error probability. BER is considered more accurate while considering increased number of bit errors and long interval. BER is also used to measure the successful recovery of the hidden information. This will have its high effect in real communication channel where errors exists retrieving hidden information. BER is computed as described in the following equation:

$$\text{BER} = \frac{1}{2^{(\text{cov})}} \ast \sum_{i=0}^{L} (H(i) - H'(i))$$

(2)

Where L is the length, H is host file and H' is stego object.

Table 1 describes audio generators used during the experiment and explains specifications of each audio file including duration in minutes and size in Mbps. These audio clips were used in the evaluation study to measure the effectiveness of the proposed ALSB technique comparing to Standard LSB (SLSB) and XLSB techniques.

Table 1. Audio file specifications

<table>
<thead>
<tr>
<th>Name of Audio generator</th>
<th>Time (Minute)</th>
<th>Size under 320kbps (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pop</td>
<td>3:10</td>
<td>8.9</td>
</tr>
<tr>
<td>Rock</td>
<td>3:40</td>
<td>9.9</td>
</tr>
<tr>
<td>Blues</td>
<td>3:45</td>
<td>10.7</td>
</tr>
<tr>
<td>Hip-hop</td>
<td>4:30</td>
<td>12.4</td>
</tr>
<tr>
<td>Dance</td>
<td>5:30</td>
<td>14.2</td>
</tr>
<tr>
<td>Metal</td>
<td>7:00</td>
<td>14.8</td>
</tr>
</tbody>
</table>

As shown in table 2, proposed ALSB achieved high PSNR values comparing to SLSB [17] and eXtended LSB (XLSB) methods [18] for all audio files. XLSB was presented and evaluated in [18]. While performing a T-Test between PSNR values of ALSB and SLSB the result in (p=0.000088), which indicates a significant difference between these PSNR values with an advantage to ALSB. Moreover, the BER result confirmed that the proposed ALSB over performed SLSB and XLSB. ALSB algorithm achieved the lowest BER values comparing to other algorithms. T-test between BER values of ALSB and SLSB results in (p = 0.0000735103), which ensures a significant difference between BER values with an advantage to ALSB. Accordingly, the proposed ALSB achieved high performance and outperformed SLSB algorithms.
Figures 1 and 2 illustrate the PSNR and BER results for XLSB, SLSB and ALSB techniques.

### 5. CONCLUSIONS

This paper has investigated audio steganography, particularly with respect to MP3 files after compression. In this concern, a new algorithm known as Advanced least significant bit algorithm (ALSB) was presented aiming to meet audio steganography requirements including; imperceptibility, capacity, and robustness. The proposed ALSB enhances steganography efficiency, by not embedding the message in every byte of audio file. Alternatively, the location of the first bit to be embedded is selected randomly and remaining bits are embedded considering odd and even byte values in the audio file.

ALSB algorithm is considered an extension of standard least significant bit (SLSB). SLSB holds sufficient information about cover format bits which are not manipulated. This increased errors or distortions. In this work, ALSB was implemented and evaluated with comparison to SLSB. Measurements and results indicated that in ALSB achieved improved capacity and increased PSNR values (as imperceptibility representative) comparing to other methods such as SLSB and XLSB. In addition, ALSB has shown an increased robustness against attacks by applying BER. Accordingly, experiments show that ALSB method achieves increased average of capacity, improved imperceptibility and advanced robustness.
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ABSTRACT

When we need to make informed financial decisions, we seek out tools to assist us with managing and aggregating our finances. Traditionally, money management software packages have been available for personal computers; however, they were expensive and often had a steep learning curve. With a paradigm shift to cloud-computing users are looking toward the web for an easier and low-cost solution. As a result, third-party companies have been formed to fill this gap. However, users have to share their login credentials with the third-party, and if that information gets compromised, an attacker can access and perform transactions on their account.

We present a novel, holistic model with a new handshake protocol and access control, which authenticates and forms a sandbox around a third-party access. When utilizing these novel techniques, users’ original login credentials can remain private, and no one would be able to perform transactions on the users’ account.
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1. INTRODUCTION

Today, all of our financial accounts are accessible online, and often they tend to be with different institutions. When one needs to figure out the overall picture of their finances (e.g., net worth or track what is happening with their money), one would need to start by logging into each of their accounts individually. This involves remembering login credentials for each account. Ideally, for good security practices, each account should have unique login credentials, however as a convenience, users’ may use one set of credentials for most (if not all) of their accounts. Once the users log into their account, to get a big picture, they would need to download their account information in the proper format and import it to a locally installed financial software package (e.g., Intuit Quicken). Although using these tools are an improvement over tracking your financial life by hand, this process can be tedious, time-consuming, and may become overwhelming for some users that are not familiar with the world of finances. There are usability issues and inconveniences with the locally installed budgeting applications. For instance, the software localized to one computer and needs to be installed, maintained and patched to avoid security vulnerabilities. Also, they tend to be expensive, and their interfaces are a bit complicated to use and often change over time with each iteration or edition of the software. This model has a steep
learning curve and although it may have been sufficient or the only form of financial aggregation software available years ago, it is no longer the case. Thus, it is not surprising that users are migrating to online tools for managing their personal finances.

The idea behind the third-party company is to provide a set of budgeting features that were previously offered by the locally installed financial software, with the added advantage of the third-party software doing all the work for free or for a small fee. For third-party companies to provide these services, they would need to login to users’ online accounts to read and collect information. The third-party can utilize desired algorithms on the users’ account information to critically examine transactions, net worth, and other finances, then create and present an aggregate report in a textual or graphical manner. This is a preferred method among users, who may have used locally installed software that they had to purchase, keep updated, and perform backups on a regular basis.

Although the online budget aggregate tool is an excellent and affordable tool, users have security concerns and are vulnerable to attack when they sign-up to use these types of services. The vulnerability starts by giving private accounts’ login credentials to third-party companies. If an attacker manages to compromise third-party provider’s computer, they have got users’ entire financial lives in their hands. This is because, the current design of online accounts is in a way that when someone logs into a bank account, everything that the owner of the account can do there, they can do, too. That is, it is not just that they could look at one’s bank accounts, or credit card information, they can also transact on it, too. The main idea of this paper is to showcase a novel and holistic login design with techniques for securing online accounts, by leveraging a whole new separate set of login credentials with lower permission. We explain precisely the proposed techniques which are needed to protect online accounts from potential fraudulent activity when users utilize services offered by third-party companies. The main contributions of this paper are:

- To introduce a new handshake protocol to be used by a third-party to authenticate access to users’ online accounts (discussed in Section 4.2).
- To introduce a new granular access control layer for fine-grained access capability to users’ online accounts (discussed in Section 7.4).

2. EXISTING PRACTICES AND INFRASTRUCTURE SHORTCOMINGS

We now describe what is currently being used in practice and its shortcomings.

2.1. Current practices

For financial institutions to provide a secure online mechanism for their customers to access their accounts, financial institutions utilize HTTPS (HTTP over SSL) technology that can be used via a web browser to access their account. The current process is as follows; one opens a web browser on the user’s computer, types in “https://” followed by the website address of their financial institution. This communication between the client and server is secured using encryption and handshaking via SSL protocol. When the page is displayed, it may contain an area within the page to obtain the customer’s login credentials or may have a sign-in link to open a login page. The mechanism used for inputting the account credentials utilizes HTML FORM INPUT tag via POST method. Customers get a couple of textboxes, one for the username and one for the password and a sign-in button. Once the user inputs the necessary fields and clicks the sign-in button, the process of user authentication gets started.
The financial institutions’ server converts customers’ passwords into a custom hash using the algorithms they first used to create the hash (i.e., when the user first set up the account’s password), and checks for a match. If it matches, the customer is allowed to access the account. If it does not match, the server may allow a few more tries before locking the account. In addition to this process, financial institutions often ask for more verification if their customer is signing in from a new device. This extra step involves one or more security questions that the user provided answers to when they first set up their account’s credentials. The extra step is an added security measure to ensure that even with the hacked password, the attacker would have one more challenge before gaining access to the account. With the current practices, there are variations to these steps. Hence, not all financial institutions follow a standard mechanism for authenticating their users’ access. For instance, some may display a predefined image for identification of the legitimate versus fake website that was made to look like their financial institution’s website. Others may ask for the username on the home page but not password at first, until the user clicks the sign-in, continue, or next button. There is also the second authentication using a code that is delivered either via email, phone, or a mobile app. In general terms, the extra steps may consist of some other information that the owner of the account knows other than their password which financial institutions can ensure it is indeed the owner of the account that is attempting to accessing the account. Therefore, a hacker has to break down at least two barriers to gain access to the account. While this process works well in practice, developers designed it for the humans’ capabilities, and not for machines. Thus, financial institutions had to make their interface easy enough for human use, as well as appealing to the masses that use online services. That is, the login credentials used in current practices are a compromise between security and user’s convenience.

2.2. Current Infrastructure Shortcomings

The infrastructure of online accounts lacks the mechanisms to support a different form of account authentication with restrictive access. As a result, users are giving their personal access credentials to third-party companies to utilize the financial services they provide. With ever-increasing cyber-security threats, coupled with the existing industry practices, users may make themselves vulnerable to cyber criminals. The current practices have created a challenging and engaging problem that needs to be solved to keep the users safe from potential cyber-attacks. The following is a list of potential problems with the current infrastructure:

- Users are making themselves vulnerable by giving their banking credentials in the form of username/password plus security questions and answers to third-party companies.

- The users’ credentials are designed to be private and not shared with others.

- Once users’ credentials are given to a third-party company, they can be stored on their server, which may be exposed to an attacker.

- Users may use the same username/password for other accounts or other places, and as a result, if an attacker steals their credentials, they can access more than just that account.

- Current bank accounts are full-access accounts, and as a result, once a third-party company has access to these accounts, they can perform transactions on that account.

- Financial institutions are not the only company that always allow full-access once users’ credentials are entered. Hence, other online accounts that users share with others may be at risk of being vulnerable to an attacker.
3. NETWORKING INFRASTRUCTURE

In this section, we will discuss the foundation of the networking infrastructure that our new protocol will utilize to deliver the needed security.

3.1. Secure Channel

Secure channels between two parties are needed when the transmitted information is sensitive and private while traveling over an insecure medium (e.g., the Internet). The current practices referred to as SSL, which is for securing a channel for private communications will be discussed next.

3.2. Secure Sockets Layer

The current secure connection technology used on the Internet for securing communications between a client and a server is called SSL (Secure Sockets Layer), and its predecessor TLS (Transport Layer Security). Although TLS is the next generation of SSL, the term SSL is prevalent and therefore we will use it throughout this document.

SSL protocol was originally developed by Netscape Communications in 1994 to address security issues of communicating via the Internet [1]. The protocol was a revolutionary technology for securing the Internet traffic that carried personal or sensitive information. The SSL technology is over two decades old and has evolved over time to be more secure. When new SSL vulnerabilities are discovered, computers become faster, and security demand of institutions grows, SSL will continue to evolve over time to address the needs of users. The workings of SSL depend on trust models provided by Certificate Authorities (CA) and public key infrastructure which is based on cryptography. Its underlying mechanisms protects the transmitted information integrity and security by providing authentication of the server to the client, and optionally provides authentication of the client to the server. Although SSL has several security features built-in, it is not immune to cyber-attacks (discussed in Section 8.2). Our new protocol will leverage SSL technology and its ability to secure the communications between client and server without any changes to this layer.

3.3. Transport Layer

The Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) are located in this layer. TCP is a connection-oriented protocol and has three-way handshakes to establish the connection between the client (Initiator) and server (Receiver). TCP is the most reliable and prevalent protocol on the Internet because it guarantees packet delivery, ordering, and congestion control. UDP is a connection-less protocol that does not guarantee packet delivery and ordering which is typically used for streaming applications. The TCP along with IP layer, make up the TCP/IP protocol, which we will use as our transport layer protocol. No major changes are needed in this layer, however, with a minor exception that TCP flags might be set to flush out the packets.

3.4. Secure versus Insecure Network Ports

The TCP and UDP transport layer protocols have 65535 ports each. The Internet Assigned Numbers Authority (IANA) assigns the ports to be used for specific protocols and general use [2]. Although some ports are used for secure protocol, there is no such thing as “secure” or “insecure” port numbers. The traffic that flows through network ports can be encrypted or in plain text. Hence it is up to the underlying protocol to use them as “secure” or “insecure” ports.
Nevertheless, there are benefits in standardizing assignments of default ports for “secure” or “insecure” traffic. This may reduce confusion or errors of using certain common ports for secure communications during the setting up of the firewall rules.

4. APPLICATION LAYER PROTOCOLS

In this section, we will discuss the current HTTPS and its issues, and then present our new HTTPAS protocol which addresses security concerns of current practices when used with third-party companies.

4.1. HTTPS Protocol

The Internet is an open and insecure medium for communication, hence, when a connection is made between a client machine and a server, all the information transferred over the Internet is traveling over an insecure wire. This information can be intercepted and be seen by others. Therefore, sensitive information (e.g., username/password, bank account information, medical records) must be protected while the information is in transit. The Hypertext Transfer Protocol (HTTP) that is mostly used for accessing information via the web is done in plain text which makes it vulnerable to an attacker. To protect data going between a client and a web server, a protocol called HTTPS is used. HTTPS consists of HTTP over SSL protocol, which encrypts and secures the communication to protect it while in transit [3]. HTTPS works flawlessly and behind the scene, and it does that without user intervention unless something goes wrong with the connection, which then informs the user and allows the user to decide what to do next. When users open a website using HTTPS with their browser, and if it supports the HTTPS protocol, a green lock icon is shown as part of the link in the browser. Once the lock is clicked, information about the security and connection are displayed. For instance, details can show the connection information as TLS 1.2 AES 256 GCM RSA (2048), which is the version and cryptography specifications of the connection. HTTPS was geared toward human usage for securing their sensitive online web activity and interactions. No changes are needed to this protocol. Instead, we
will introduce a novel protocol for computer-to-computer communications which we will discuss next.

4.2. Introducing the New HTTPAS Protocol

We have designed and created an architecture for a novel application layer protocol called HTTPAS, which stands for HTTP with new Authentication Handshake Protocol (AHP) over SSL. This new protocol utilizes SSL to secure a communication channel between a third-party’s computer and a financial institution’s web server and then uses the new AHP for the two computers negotiate and authenticate secure access to users’ accounts. The motivation for a new protocol is flexibility, extra security, and custom enhancements that the current HTTPS does not offer. The HTTPS protocol was designed to be a general multipurpose protocol for providing secure communication channel on the web. This protocol is often used for human-to-computer communications which require more conveniences for a human user. Therefore, security versus convenience became a compromising factor.

The new HTTPAS protocol closes this gap by offering a set of features that is well-suited for computer-to-computer communications. This protocol can also be adapted for human-to-computer communication, however, due to extra security, it would require more efforts on the human side. Our new approach increases the security to another dimension by utilizing a public key infrastructure (PKI) framework. As a result, we can eliminate the need for third-party companies to ask for and use a user’s username/password plus other login credentials while offering extra and better security not found in current practices. We will explain components of this new protocol (discussed in Section 5) in greater details later in the paper.

The diagram in Figure 1 shows HTTPAS within the realm of the TCP/IP network stack. The new protocol consists of new Authentication Handshake Protocol (AHP) (discussed in detail in Section 5), which authorizes a client computer and authenticates access to users’ accounts. It uses SSL as its foundation for a secure communication channel. Using existing SSL protocol will reduce or minimize the risk of introducing new vulnerabilities.

The following are the benefits of using HTTPAS for third-party access:

- The solution we are envisioning would result in better security practices which address concerns of existing users and potential new users. The existing users get the better security. The new users that were hesitant to sign-up with a third-party due to security issues of such services, can now be sure that the third-party cannot perform any transactions on their accounts. This can potentially increase the number of users’ base utilizing third-party services which benefit all parties involved, i.e., users, banks, and third-party companies as a whole.

- Users’ don’t have to give their banking credentials which can be in the form of username/password plus security questions and answers to a third-party site, i.e., their credentials which were meant to be private, can stay private and not shared. Instead, the third-party will utilize the new handshake protocol and access control for accessing users’ accounts.

- Often users have the same username/password for more than one online account. As a result, once an attacker steals their credentials from a third-party’s server, an attacker can get access to those accounts in other places, which can become a major security issue for the users.
• The solution is not limited to banking websites, hence, it can be adapted for other sites, such as email or any online accounts, in general, that use usernames/passwords for their authentication. A third-party can access these accounts on a read-only basis.

• If a third-party’s server is compromised by an attacker and access information is stolen, the attacker cannot perform transactions on the account. In addition, the bank and/or the owner of the account can easily revoke the access and generate a new access protocol, which can be safer and more convenient than with current practices.

4.3. Port Numbers

To place the separation of traffic between the current and the new protocol, as well as, minimize or eliminate any changes to the existing protocols, HTTPAS uses a different TCP/IP port number than HTTPS. The current application layer TCP/IP protocol port assignments for existing application protocols have been designated by IANA, which are as follows: port 80 for HTTP and port 443 for HTTPS. The new HTTPAS protocol does not currently have a designated port assignment. Hence, in the interim, we will use default port 10443 which according to the IANA online registry search tool, has not officially been assigned to any protocol.

5. NEW AUTHENTICATION HANDSHAKE PROTOCOL

The new Authentication Handshake Protocol (AHP) utilizes public key infrastructure (PKI) framework, TCP/IP as its transport layer and SSL as its transport layer security for its underlying mechanisms. AHP is the main component and workhorse behind the new HTTPAS protocol and is responsible for authorizing and authenticating the access to users’ accounts. In this section, we will describe the precise details of the new protocol.
5.1. Cipher Specification

We will use the secure communication channel that SSL provides as the foundation of a secure connection. SSL negotiates Cipher Spec between client and server, therefore, for performance reasons we will leverage the negotiated Cipher Spec to minimize unnecessary handshaking between client and server.

5.2. Sequence of Events

AHP is responsible for the following sequence of Events:

- Negotiate AHP version to use for the handshake
- Obtain user account id that the client is requesting access for
- Obtain client’s computer certificate and public key
- Verify client’s computer certificate with certificate authorities
- Verify that the user account has been authorized to be access from the client computer
- Authenticate the access utilizing challenge/response and pass-phrase
- Grant or deny access to user’s account

5.3. Sequence Diagram

The diagram in Figure 2 shows the new handshake protocol between the client and the server. Note that the TCP and SSL handshake protocols have been drawn as a rectangle on the sequence diagram to show their placement within the protocol time line. A detailed explanation of those protocols is outside the scope of this paper. The new handshake consists of several components as follows:

- AuthRequest
- AuthAck
- AuthAccount
- AuthChallenge
- AuthResponse
- AuthComplete

We now describe each of the new handshake’s components in a greater detail.

5.3.1. AuthRequest

The first step of the new AHP handshake protocol is AuthRequest, which occurs right after completion of SSL handshakes protocol securing the channel for communication. The client will
start by sending a request for authentication by providing a list of AHP protocol version numbers it supports in a string (listed in order of preferred version numbers). The string must contain a comma separated displayable characters, with two zeros as terminating character. The purpose of exchanging version numbers between client and server is that in case either of the parties does not support some newer version numbers, the client and server can synchronize on which AHP protocol version they can use for the successful handshake.

5.3.2. AuthAck

The server will check to make sure the version numbers are acceptable and respond to the client with a version number string of its own (similar string format as client version number string). The client adjusts the protocol to the server required version number. Note that, for security reasons, only the server can decide on what AHP protocol version number to use. If the server does not support or agree on the client’s desired version number, the connection is terminated.

5.3.3. AuthAccount

The client provides user account id information along with its CA certified digital certificate and public key. Once the server receives the necessary information, it checks the client’s certificate with certificate authorities for authenticity and extracts domain information. Now the server must check to ensure that the user account id exists and the client has been authorized to access the account. The connection will be terminated if any of these steps fails to complete successfully. Note that although SSL provides an optional client verification, we will perform the client verification as a mandatory step here. This extra step ensures that even if the user account’s key were compromised, the key would not be accepted from an unauthorized client.

5.3.4. AuthChallenge

The server creates a challenge string made up of an arbitrary length of random numbers, and then encrypts it with the user id’s public key and sends the challenge string to the client. The random number can prevent a forward attack at which the challenge string cannot be reused for future authentication.

5.3.5. AuthResponse

The client must first decrypt the user account’s private key utilizing a pass-phrase, then decrypt the challenge string and send it to the server.

5.3.6. AuthComplete

The server checks the decrypted string, and if there is a match, it returns AHP_SUCCESS. Otherwise, it returns an AHP_FAILED code. If authentication was successful, the HTTP request/response commands could be sent, otherwise the connection will be closed and no other data would be accepted.

6. TRUST MODEL

To identify a server or a client machine that we want to communicate with, a trusted source is needed to verify the identity of either of the party. We will discuss that next.
6.1. Certificate Authority

Certificate Authority (CA) is an entity (e.g., VeriSign, GeoTrust, Comodo, DigiCert) that is trusted and which issues digital certificates to be used for authentication of computer systems on the Internet. CA validates the originator of the request for a digital certificate before issuing their certificate. The concept is similar to trusting government institutions that issue a driver’s license which is often used for identification.

6.2. Certificate

Certificates are based on X.509 standard [4] and are digital documents which are generated and issued by a CA. Certificates are made utilizing the public-key cryptography (PKI) which enables parties communicating over the Internet/network to validate the identity for establishing a secure connection [5]. Digital certificates can be purchased from CAs for an annual fee or other purchase plans offered by a particular CA. Certificates can also be locally generated (i.e., self-signed certificate) which are typically used for development and testing purposes. We require that third-party companies purchase digital certificates from their desired CA and deploy them on their computers to be used with our handshake protocol.

6.3. Certificate Revocation Lists

To identify the validity and status of a digital certificate (e.g., revoked or expired), CA keeps a record of those certificates in a list called the Certificate Revocation Lists (CRL) [6]. Our handshake protocol will check the CRL to ensure that the digital certificate is valid and has not been revoked. This is a critical step in the authentication process to ensure that the client or server meets the identity requirements of the CA.

7. Access Control

In general terms, access control includes the systems protection mechanisms for granting/denying access to the available resources. This ensures that persons or services that are requesting access to a resource have been authorized prior to use of the resource. The resource can have (but not limited to) the following protection attributes: read, write/modify, and delete. The protection mechanism needs to be designed for each type of system and may vary widely from system to system. [7]

7.1. Principles of Least Privilege

The best approach to giving authorization to a resource is to use the concept of giving the Least Privilege, i.e., giving what is needed to use a resource and restricting everything else [8]. Utilizing this principle can limit what can be done to a resource, which can minimize data leaks or misuse.

7.2. Access Models

Access control security can be designed for infrastructure protection via one or more of the following security models [9] (listed in alphabetical order):

- Access Matrix Model
- Bell-LaPadula Confidentiality Model
These security models provide an array of protection and access control for a variety of real-world applications, such as operating systems, database, and web systems. This paper is interested in the Role-Based Access Control (RBAC) model since it provides the necessary granular access for securing online accounts. The RBAC has been used for protecting a variety of domains for government and commercial infrastructure [10]. We will utilize the RBAC to define new roles and types of access for particular web objects to provide added security for online accounts.

7.3. Current Access Mechanism

With the current account access mechanism, when a third-party company logs into users’ online accounts at their financial institutions, they get the same privileges as the account’s owner, i.e., full privilege access to users’ accounts. This is the by-product of using the same authentication mechanism for logging into a user account, which makes it difficult to distinguish access made by a third-party company versus the account’s owner. As a result, financial institutions may not be able to offer any account access control to their users, unless they can differentiate between accesses made to the same account. We believe that no one other than the account’s owner should have full privileges to users’ accounts, even when they were logged in successfully to that particular account. Therefore, the third-party access must be limited and sandboxed to only allow display of account information or authentication of the account, without any other privileges which account owner usually gets.

7.4. Granular Access Control via RBAC Model

With the new online account security model, we are envisioning in this paper, it makes it feasible to offer granular access control for the online accounts. Since it would be possible to distinguish third-party accesses from the account’s owner access (e.g., based on which protocol used). Utilizing a granular access control with the role-based scheme of the RBAC model enables fine-grained access to sandbox third-party companies. When a third-party uses the new protocol to access the users’ accounts, the source login by definition becomes distinguishable, and sandbox becomes feasible. That is, financial institutions can detect the alternative form of account access, when it is initiated using the new protocol versus current protocol, and then allow the access according to the initiator’s role.

We now define the architecture of the access control structure as access pair (Object, Attribute) with Role in greater detail.

7.4.1. Roles

We define the following three roles to address the security of the accounts and enable each role to perform their authorized access:

- **ROLE_ADMIN** - This role performs account administration tasks. It offers full privileges that can allow an account manager at a financial institution to make changes to users’ accounts.
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- **ROLE_OWNER** - This role gives privileges to the owner of the account, which includes reading the contents of the account and performing transactions on the account.

- **ROLE_THIRDPARTY** - This role is used by third-party companies that are authorized by users to read the contents of their accounts. No transactions are allowed on the account via this role.

### 7.4.2. Object

The Object is the entity that needs to have granular access protection which can apply to the whole page, individual accounts, any components within the page, to name a few. For example, objects can be a Checking Account, a Savings Account, or a Certificate of Deposit.

### 7.4.3. Attribute

The Attribute is a word length which consists of fine-grained privileges allowed for a particular object. We define four Attribute flags in a hexadecimal nibble format and present it as binary numbers as shown in Table 1:

#### Table 1. List of Attribute flags and their values.

<table>
<thead>
<tr>
<th>Attribute flag</th>
<th>Value (binary)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATTRB_READ</td>
<td>1000</td>
</tr>
<tr>
<td>ATTRB_MODIFY</td>
<td>0100</td>
</tr>
<tr>
<td>ATTRB_TRANSACT</td>
<td>0010</td>
</tr>
<tr>
<td>ATTRB_CUSTOM</td>
<td>0001</td>
</tr>
</tbody>
</table>

The binary numbers can be used with the logical OR operator to build a hexadecimal nibble representing an access configuration for a particular role. Then each role will have its dedicated hexadecimal nibble for specifying the privileges for that role. Note that, for the majority of objects, the first three privileges should cover most of the permission cases. However, a “custom” attribute has been added in case there are particular circumstances that an extra permission is needed.

### 7.4.4. Role Mask

The least significant hexadecimal nibble of an Attribute word is assigned to ROLE_ADMIN, then moving toward the most significant bit, the next nibble is assigned to ROLE_OWNER, and the next is assigned to ROLE_THIRDPARTY. We define role mask for the Attribute word in hexadecimal number as shown in Table 2:

#### Table 2. List of Role masks and their values.

<table>
<thead>
<tr>
<th>Role mask</th>
<th>Value (hexadecimal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROLE_ADMIN_MASK</td>
<td>F</td>
</tr>
<tr>
<td>ROLE_OWNER_MASK</td>
<td>F0</td>
</tr>
<tr>
<td>ROLE_THIRDPARTY_MASK</td>
<td>F00</td>
</tr>
</tbody>
</table>

If new roles are needed, it can be directly added to the Attribute word after the last role moving toward the most significant digit. For example, access pair (Checking Account, 0x8EC) means, third-party can read, but cannot perform transactions or modify the Checking account in any shape or form; owner of the account can read, modify, and transact on the account; administrator
(e.g., manager) can read and modify, but cannot perform any transactions on the Checking account.

8. SHORTCOMINGS

In this section, we will discuss security and performance shortcomings of our new techniques that we have discussed in this paper.

8.1. Performance Shortcomings

The new protocol HTTPAS is more secure when used for computer-to-computer communications. However, this new security enhancement comes at the cost of performance. The shortcomings of performance are mainly due to two major security steps such as verifying client’s certificate and using public key infrastructure which uses asymmetric cryptography. Asymmetric encryption/decryption utilizing larger bits to avoid brute-force or other forms of attacks will run slower than a simpler method with lower security cryptography.

8.2. Security Shortcomings

In today’s modern connected world, with many types of devices connecting us all together, security has never been more important. During our research and writing of this paper, cyber-attacks on two major companies were made public. Yahoo email attack was made public with data stolen from one billion accounts [11] and Yahoo data being sold on the “dark web” [12]. Dyn (domain name service provider) was attacked via Distributed-Denial-Of-Service (DDOS) causing interruption of services to the popular websites [13].

We now discuss security issues and vulnerability that can affect the security and integrity of secure communications over the Internet/network in greater detail.

8.2.1. SSL Protocol Vulnerability

Although SSL design and architecture has built-in mechanisms for preventing attacks (e.g., Eavesdropping and Man-In-The-Middle attack prevention features), it is not immune to attackers [14]. The vulnerability may come from flaws in SSL protocol, SSL libraries, hacked digital certificates, and cipher negotiations to name a few. These flaws are often discussed at security conferences such as Black Hat. Our protocol will be vulnerable to attackers if these infrastructures that we utilize as a foundation for our protocol become vulnerable.

8.2.2. CA Entities Vulnerability

The CAs are the foundations for trust model of digital certifications. If a vulnerability exists in CAs infrastructures and attackers can exploit it to their advantage, it will break the trust models. This may have such an adverse effect on the reputation of the CA which may result in cease of the operation of the CA. Nevertheless, if CA or certificates are hacked, it will make our protocol vulnerable to an attacker. An example of an attack on CA is, a CA named DigiNotar which was hacked by an attacker in 2011. The attack on DigiNotar had a catastrophic effect, and as a result, they were not able to recover from the attack, and filed for bankruptcy [15], [16].

8.2.3. Cryptography Vulnerability

Encryption algorithms have been proven to be mathematically sound, however, as computer systems are getting more powerful over time, the number of bits used in calculations of the
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encryption mechanism must also increase. For example, RFC7935 states that the RSA key pairs for use in public key infrastructure (which is a framework for what is called one-way function) must be using at least 2048-bit [17]. Therefore, the strength of encryption algorithms for a one-way function is based on the computing power and time required to decrypt the message.

8.3. Initial Burden for all Parties Involved

All parties involved (e.g., financial institutions, third-party companies, end-users) would need to make changes to their current processes, practices, and habits. For instance, financial institutions would need to modify their online accounts and systems to use the new protocol and offer new account granular access control; third-party companies must make changes to their current informational retrieval processes, as well as follow the specification of the new protocol for user authentication; the end-users would need to request alternate access credentials from their financial institutions for their accounts, provide the vendor information of the third-party, as well as change their full-access login credentials if they have already exposed that to others.

9. RELATED WORK

In this section, we will discuss related work in the area of authenticating users’ access to online services.

9.1. OAuth

A related work to our research is the OAuth authorization framework. OAuth allows authentication of a user without exposing their account credentials to a third-party provider over HTTP protocol [18]. The main concept behind OAuth is that, when a user is trying to login to a third-party website, they can use their accounts’ username/password from one of the major companies (e.g., Facebook, Twitter, LinkedIn) to authenticate themselves with a third-party company. With this method, users no longer have to reveal their login credentials with third-party companies. Currently, the deployments of OAuth framework have had limited exposure. This model has not been widely accepted as the alternative to hiding and protecting account credentials from third-party companies. As a result, OAuth currently suffers from penetration and adoption challenges, as well as privacy and security concerns.

9.2. Application Programming Interface

Another related work is where companies provide mechanisms for information retrieval and manipulation from their systems. This type of access is performed via application permission model [19] provided by Application Programming Interface (API) (e.g., Twitter API) [20]. This method is used to read, write, perform information retrieval and data mining to access and harvest data from companies (e.g., Twitter, Google) that support those APIs. The API may use OAuth technology as its underlying authorization mechanism to authenticate the request. Due to the nature and exposure of information provided with this model, it has its limit where sensitive information, security, and privacy are concerned.

10. CONCLUSIONS

The ubiquity of the Internet has increased the potential exploitation of security weaknesses and vulnerabilities of our financial institutions. Users are sharing their full access accounts’ credentials with third-party companies and need to be wary of sharing this sensitive information with others, especially when those credentials can be used by others to execute transactions on
their account. However, users’ growing need of financial aggregation services from third-party providers, coupled with the lack of an alternate mechanism for account authentication and lack of restricted access control, can make users’ vulnerable to attackers if their access credentials get compromised.

In this research paper, we have introduced and prescribed a novel and holistic model with a new protocol for online account architecture to be used by third-party companies. This model works on the notion of two security components: 1) Authentication mechanism utilizing new handshake protocol which enables verification of users’ credentials that is more secure than a username/password combination; 2) User access sandboxing technique via granular access control that protects the account against unwanted transactions. Utilizing new architecture, design, and novel techniques we have presented in this paper, users no longer need to give out their full access accounts’ credentials to third-parties. Instead, users can give limited alternate access login credentials for third-party use, and if attackers compromise their computer and access information is stolen, attackers cannot perform transactions on the account. In the case of a security breach, the alternate login credentials can be revoked and reissued with no impact on the existing full access account credentials. Furthermore, our novel and holistic techniques are universal and can be adapted for other domains (e.g., medical records, airline ticket system, online stores, emails) with little or no modifications to our architecture we have presented in this paper.
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ABSTRACT

In this paper a new Binary-to-RNS converters for multi-moduli RNS based on conjugate-pair as of the set \( \{ 2^{n_1} - 2, 2^{n_1} + 2, 2^{n_2} - 2, 2^{n_2} + 2, \ldots, 2^{n_N} - 2, 2^{n_N} + 2 \} \) are presented. \( 2^n - 2 \) and \( 2^n + 2 \) modulies are called conjugates of each other. Benefits of Multi-moduli RNS processors are: relying on the sets with pairs of conjugate moduli: 1) Large dynamic ranges. 2) Fast and balanced RNS arithmetic. 3) Simple and efficient RNS processing hardware. 4) Efficient weighted-to-RNS and RNS-to-Weighted converters. [1] The dynamic range \((M)\) achieved by the set above is defined by the least common multiple \((LCM)\) of the moduli. This new non-coprime conjugate-pair is unique and the only one of its shape as to be shown.
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1. INTRODUCTION

RNS is known to support parallel, carry-free, high-speed arithmetic, because it is considered as an integer system, that is appropriate for implementing fast digital signal processors [1]. It is also has main importance in Encryption and Cryptography fields. Other applications include – but not limited to - Digital Signal Processing, correlation, error detection and correction [1 - 3].

RNS basis form is a set of relatively prime integers \( P = \{ m_1, \ldots, m_k \} \) where \( \gcd(m_i, m_j) = 1 \) for \( i \neq j \). In this paper we are showing that the new non-coprime moduli set presented in [2] could be used in the new non-coprime multi-moduli conjugate-pair Weighted-to-RNS converters.

The set \( P \) for prime case is the moduli set with the dynamic range \((M)\) of the system \( M = \pi m_i \). But for our case and since each conjugate has the number 2 as a common factor other than the number 1 as in the prime one, the \( M = \prod_{i=1}^{k} m_i / 2^{(k-1)} \).

For both cases coprime and non-coprime; any integer \( x \in [0, M - 1] \) has an RNS representation \( X = (x_1, \ldots, x_k) \), where \( xi = X \mod mi \).
The new thing we come up with here is working with a full non-prime moduli set (i.e. for this case) \(\gcd(m_i, m_j) \neq 1\) for \(i \neq j\). (1)

RNS systems based on non coprime moduli have also been studied in literature [2]–[5].

Although as discussed in [2] that non-coprime has little studies upon, we still have strong sense that it deserves to work on.

The rest of this paper is organized as follows. In Section 2, overview of the new Non-coprime multi moduli is proposed. Section 3 presents the realization of the proposed forward converter of the new non-coprime conjugate-pair multi-moduli, while the paper is concluded in Section 4.

**2. OVERVIEW OF NEW NON-COPRIME MULTI–MODULI**

Since almost all previous work stated that [1][3][5] "The basis for an RNS is a set of relatively prime integers; that is:

\[ S = \{ q_1, q_2, \ldots, q_L \}, \text{ where } (q_i, q_j) = 1 \text{ for } i \neq j \] (2)

with \((q_i, q_j)\) indicating the greatest common divisor of \(q_i\) and \(q_j\).

The set S is the moduli set while the dynamic range of the system (i.e. M) is the product Q of the moduli \(q_i\) in the set S. Any integer \(X\) belonging to \(ZQ = \{ 0, 1, 2, \ldots, Q -1 \}\) has an RNS representation:

\[ X \xrightarrow{\text{RNS}} (X_1, X_2, \ldots, X_L) \] (3)

\[ X_i = < X >_{qi}, \quad i = 1, 2, \ldots, L \] (4)

Where \(<X>_{q}\) is \(X \mod q\).

For our case of non-coprime, equation number 4 becomes:

\[ X_i = < X >_{qi}, \quad i = 2, 3, \ldots, L \] (5)

For both cases (i.e. Coprime and Non-coprime), if \(X, Y\) have RNS representations \(\{X_1, \ldots, X_M\}\), \(\{Y_1, \ldots, Y_M\}\), the RNS representation of \(W = X \ast Y\) (\(*\) denotes addition, subtraction or multiplication) is

\[ W \xrightarrow{\text{RNS}} \{W_1, \ldots, WM\}; W_i = < X_i \ast Y_i >_{qi}, i = 1, \ldots, L \] (6)

Another thing to notice here is that our new proposed non-coprime conjugate-pair multi-moduli set is also conjugate even by dividing it by the common factor among its moduli (i.e. number 2 in this case), the shape is to be discussed in another paper. However it has the following form:
\[
\{ 2^{n_1-1} - 1, 2^{n_1-1} + 1, 2^{n_2-1} - 1, 2^{n_2-1} + 1, \ldots, 2^{n_N-1} - 1, 2^{n_N-1} + 1 \}.
\]

The proposed Non-coprime multi-moduli set form is:

\[
S = \{ 2^{n_1} - 2, 2^{n_1} + 2, 2^{n_2} - 2, 2^{n_2} + 2, \ldots, 2^{n_N} - 2, 2^{n_N} + 2 \}.
\]

It is clear that each conjugate-pair on the numbers line is 4 spaces apart. As discussed in [2] it was shown that having the shape of the new non-coprime moduli set (i.e. \{ 2^n - 2, 2^n, 2^n + 2 \}) being 4 spaces apart from each other helped in the Forward conversion process (FC) of the moduli. The same space for our new non-coprime multi-moduli is useful indeed.

Let's take an example to show what is meant by the spaces above.

**Ex.1** Let \( n_1 = 3 \), \( n_2 = 4 \) for the set \( S \).

Then the set \( S = \{ 6, 10, 14, 18 \} \).

Numbers \( (6, 10) \) and \( (14, 18) \) are 4 spaces from each other on the numbers line. This is true for any value taken for \( \{ n_1, n_2, \ldots, n_N \} \), notice that \( n_1 < n_2 < \ldots < n_N ; n_1 \geq 2 \).

This is need for the management process to prepare the multi-moduli in good shape.

Least Common Multiple (LCM) is must be used for the non-coprime case, since there is a common factor among the modulus numbers.

### 3. New Non-Coprime Multi-Moduli Proposed Forward Converter

This section is preferred to be divided into two sections in order to show simply how it works. Then from the multi-moduli shape provided it is generalized for size of \( N \).

In the first section, we are going to take \( N = 2 \), thus the multi-moduli would consist of 4 modulus values. The second sub-section we are having \( N = 3 \), so there would be 6 modulus inside the multi-moduli set. Forward conversion (i.e. Binary to RNS) is to be implemented for each case.

#### 3.1 Values Set of 4-Modulus

The multi-moduli set will be of the form, when we take \( N = 2 \):

\[
S = \{ 2^{n_1} - 2, 2^{n_1} + 2, 2^{n_2} - 2, 2^{n_2} + 2 \}.
\]

If we take as the first example showed \( n_1 = 3 \), \( n_2 = 4 \). The shape of the set was:

\( S_1 = \{ 6, 10, 14, 18 \} \).

\( M \) (i.e. Dynamic Range of the set) is calculated through the LCM. For the set \( S_1 \) it is equal to
\[ 6 \times 10 \times 14 \times 18 / 2^{L-1}, \text{ where } L = \text{the size of the set.} \quad (7) \]

For this case \( L = 4 \), so \( M = 1890 \).

That means any number in the range \([0-1889]\) has a unique representation among the proposed set. This dynamic range is larger than the range for \( \{ 2^{n_1} - 2, 2^{n_1} + 2 \} \) which equals 120, i.e. \( 1890 \gg 120 \).

It is also having a larger range than the set \( \{ 2^{n_2} - 2, 2^{n_2} + 2 \} \) which has \( M = 1008 \). i.e. \( 1890 > 1008 \).

This is due we are working with 4-moduli set rather than 3-moduli set, and by neglecting the middle modulus (i.e. \( 2^n \)) and having the conjugate of \( n_1, n_2 \) instead. Mathematically it could be shown as:

\[ M_1 = 6 \times 8 \times 10 / 4, \quad M_2 = 14 \times 16 \times 18 / 4 \text{ while } M_3 = 6 \times 10 \times 14 \times 18 / 8. \]

Take for \( M_2 \) case, as it has larger numbers than \( M_1 \), \( 16 / 4 < 6 \times 10 / 8 \) or by having \( 6 \times 10 / 2 = 30, \quad 30 > 16 \) when comparing them divided 4 (i.e. having a common base of comparison).

The conversion process works as the follow, each modulus having the shape \( 2^n - 2 \) goes to Converter number 1, while the \( 2^n + 2 \) goes to Converter number 2 that works in parallel.

Converter 1 does its work just as figure 1 in [2] showed, figure 2 in the same paper shows converter 2 work.

Hardware implementation for each case is shown in figures 3, 5 of [2].

### 3.2 VALUE SET OF 6-MODULUS

When we take \( N = 3 \), then the multi-moduli set will be on the form:

\[ S = \{ 2^{n_1} - 2, 2^{n_1} + 2, 2^{n_2} - 2, 2^{n_2} + 2, 2^{n_3} - 2, 2^{n_3} + 2 \}. \]

If we take \( n_1 = 3, \ n_2 = 4 \) and \( n_3 = 5 \) for simplicity. The shape of the set is:

\[ S_2 = \{ 6, 10, 14, 18, 30, 34 \}. \]

\( M \) (i.e. Dynamic Range of the set) is calculated through the LCM. For the set \( S_2 \) it is equal to

\[ 6 \times 10 \times 14 \times 18 \times 30 \times 34 / 2^{L-1}, \text{ where } L = \text{the size of the set.} \quad (8) \]

For this case \( L = 6 \), so \( M = 481950 \).
That means any number in the range \([0 – 481949]\) has a unique representation among the proposed set. This dynamic range is larger than the range for \(\{ 2^{n_1} – 2, 2^{n_1} , 2^{n_1} + 2 \}\) which equals 120.

i.e. 481950 \(\gg\) 120.

It is also having a very large range than the set \(\{ 2^{n_2} – 2, 2^{n_2} , 2^{n_2} + 2 \}\) which has \(M = 1008\).

i.e. 481950\(\gg\) 1008.

Finally it has larger range than the set \(\{ 2^{n_3} – 2, 2^{n_3} , 2^{n_3} + 2 \}\) which has \(M = 8160\).

i.e. 481950\(\gg\) 8160.

This is due we are working with 6-moduli set rather than 3-moduli set for each case, and by neglecting the middle modulus (i.e. \(2^n\)) and having the conjugate of \(n_1, n_2\) and \(n_3\) instead.

Mathematically it could be shown as:

\[
M_1 = 6 \times 8 \times 10 / 4, \ M_2 = 14 \times 16 \times 18 / 4, \ M_3 = 30 \times 32 \times 34 / 4 \text{ while}
\]

\[
M_4 = 6 \times 10 \times 14 \times 18 \times 30 \times 34 / 32.
\]

Take for \(M_3\) case, as it has the largest numbers than \(M_1\) and \(M_2\), \(32 / 4 < 6 \times 10 \times 14 \times 18 / 32\) or by having \(6 \times 10 \times 14 \times 18 / 8 = 1890, 1890 \gg\) 16 when comparing them divided 4 (i.e. having a common base of comparison).

The conversion process works as the follow, each modulus having the shape \(2^n – 2\) goes to Converter number 1, while the \(2^n + 2\) goes to Converter number 2 that both works in parallel.

Converter 1 does its work just as figure 1 in [2] showed, figure 2 in the same paper shows converter 2 work.

Hardware implementation for each case is shown in figures 3, 5 of [2].

**4. CONCLUSIONS**

A new non-coprime multi-moduli set has been proposed. A general formula for the dynamic range of it was derived. Algorithm of the special non-coprime multi-moduli set has been suggested. Also a new mathematical algorithm for the new non-coprime multi-set has been proposed.

This research revealed that non-coprime moduli set may be suitable for wide variety of cases not limited to co-prime only (i.e. Conjugate in multi-moduli).
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ABSTRACT

With the enormous growth of data, retrieving information from the Web became more desirable and even more challenging because of the Big Data issues (e.g. noise, corruption, bad quality...etc.). Expert seeking, defined as returning a ranked list of expert researchers given a topic, has been a real concern in the last 15 years. This kind of task comes in handy when building scientific committees, requiring to identify the scholars' experience to assign them the most suitable roles in addition to other factors as well. Due to the fact the Web is drowning with plenty of data, this opens up the opportunity to collect different kinds of expertise evidence. In this paper, we propose an expert seeking approach with specifying the most desirable features (i.e. criteria on which researcher's evaluation is done) along with their estimation techniques. We utilized some machine learning techniques in our system and we aim at verifying the effectiveness of incorporating influential features that go beyond publications.
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1. INTRODUCTION

Currently, the Web is in the state of always being active since lots of data are being uploaded constantly. As a result, this has caused the Web to witness so much interactions between different organizations (company, university...etc.) for they weren’t satisfied with their own knowledge. For this reason, they used the Web to connect to the outside world for development and improvement (socially, scientifically...etc.). However, despite the interactions’ usefulness, they couldn’t help but drown the Web with plenty of data, recognized as Big Data which is a very common term nowadays. Retrieving information from the Web is classified as non-trivial for this data is likely to contain noise with no guarantees of good quality. One of the things that’s been frequently searched for is experts; seeking for experts is defined as the task of taking the user’s query as input and generating a ranked list of expert researchers as output. The query denotes the topic of expertise and the generated list is sorted according to their expertise levels in what concerns the query topic. Fifteen years ago, the scientific community showed its interest in this
task and since then, they became highly dedicated to this domain. In spite of the significance this task possesses, some still wonder “wouldn’t it be easier if we counted on human recommendations?” Yet, the fact human judgments might not be based on reasonable criteria answers the aforementioned question.

To estimate a scholar’s expertise degree, the key idea is the set of characteristics on which the evaluation is done, i.e. features and the way of estimating them where recent works have focused on scholar’s academic publications to extract different features in addition to detecting his relations. As a matter of fact, none took notice of the activities a scholar has done beyond publishing, for instance being in a conference committee, being honored and awarded, his seminars and courses, etc... Incorporating these supplementary features means dealing with more data which sounds a bit more challenging, because of the formerly stated data issues. We aim at verifying that going beyond publications enhances the expertise retrieval performance. Among the non-traditional features, we picked the conference committee evidence, because we believe it is substantial to study how good a scholar is at assessing other scholars’ academic works. Concerning a scholar’s publications, we will be considering the conferences’ ranks in which they were published for experts usually publish their valuable work in top-ranked conferences. The main contributions of this work can be summarized as follows.

- We developed an expert seeking system by combining traditional and new features with the use of supervised and unsupervised learning.

- Incorporation of conference committee memberships of scholars. To the best of our knowledge, we are the first to deal with beyond publication features.

This paper is organized as follows. In section 2, we review the related works including expertise evidences, expertise retrieval models, approaches that utilized these models, then we give a brief discussion. In section 3, we present the proposed approach comprising of architecture and procedure with the desirable features. In section 4, we give the experimental evaluation. In section 5, we give the concluding remarks and future research directions.

2. RELATED WORK

Expertise seeking is an information retrieval task concerned with the search for the most knowledgeable people in a specific research topic. This task involves taking a user’s query and returning a list of people sorted by their level of expertise regarding the query topic. In order to rank experts, we must evaluate them according to high-impact criteria termed features. They are extracted from different sources on the Web, for example from publications, one can extract the h-index, number of publications, number of citations...etc. It is also possible to consider other features collected outside publications, for instance a scholar’s awards, his courses…etc. All of these features are capable of indicating a scholar’s expertise but not with equivalent proportions.

Different models were proposed in this context; Generative, Voting, Graph-based and Learning to Rank models. Generative models rank candidate experts according to the likelihood of a person being an expert on the given query [1]. A researcher is evaluated through his documents, either through language models (LM) which look for the occurrence of query words, i.e. it uses terms to represent the content of publications or through topic models [[2], [3]] that detect the semantics of documents since it learns the topics found in the corpus with its related words through
unsupervised learning \([4], [5]\). In voting models, documents ranked with respect to a query vote for candidate experts in which they are mentioned \([1]\). Some voting methods are also applied in the aspect of rank aggregation \([6]\). Graph models are supplied with the ability of modeling various relations among people and documents, both implicit and explicit ones. Such relations are well represented by expertise graphs, where both documents and candidate experts become vertices and directed edges symbolize containment conditions. They can handle modeling document-candidate, document-document, and candidate-candidate associations \([7]\). Most of the previous models are not aware of handling heterogeneous features which probably needs a well-determined technique and learning to rank was there to fill such a prominent gap. Even though, voting models were somehow useful in the aforementioned task, but they only provided an acceptable result because regardless of data, the features are given the same weights. Learning to rank applies machine learning strategies to learn the ranking model from data in a supervised manner. In other terms, data is free to speak for itself rather than making assumptions regarding the model \([8]\).

Some considered generative models in their work; H. Deng et al. \([9]\) proposed a hybrid model by combining a weighted language model and a topic-based model. E. Smirnova et al. \([10]\) proposed a user-oriented approach that balances two factors that influence the user’s choice: time to contact an expert, and the knowledge value gained after. J. Tang et al. \([11]\) proposed three generative topic models by introducing the conference information into the author topic model. Concerning voting models, D. Eddine Difallah et al. \([12]\) developed a system capable of selecting which workers should perform a given task based on worker profiles extracted from social networks by considering the information extracted from the task descriptions and categories liked by the user on social platforms. Others applied graphs models; Zhou et al. \([13]\) proposed a topic-sensitive probabilistic model, an extension of PageRank, which considers both the link structure and the topical similarity among users. J. Zhang et al. \([14]\) introduced a propagation-based approach which estimates researchers’ initial scores through their local information, then expertise of researchers is propagated towards the ones he co-authored with based on the intuition if a person knows many experts on a topic or his name co-occurs many times with another expert, then he is likely an expert. A. Kardan et al. \([15]\) proposed a model for expert finding on social networks where people in social networks are represented instead of web pages in PageRank. Recent works have concentrated on learning to rank models; V. Kavitha et al. \([16]\) combined multiple features of research expertise to rank experts; time weighted citation graph by giving significance to recent publications of an author and modified LDA to cope up with newly generated publication terms; Z. Yang et al. \([17]\) used a supervised learning model with features including language models, author-conference-topic model, and other ones. C. Moreira et al. \([18]\) proposed some features; academic indexes, regarding the textual content, Okapi BM25, TF and IDF were suggested in addition to some profile information; Sorg et al. \([19]\) proposed a discriminative model that allows the combination of different sources of evidence in a single retrieval model using Multi-Layer Perceptron (MLP) and Logistic Regression as regression classifiers. The considered features were derived from language models, standard probabilistic retrieval functions and features quantifying the popularity of an expert in the question category.

2.1. Discussion

The previous works’ analysis made us detect two key concepts which building an expert finding system relies on; the quality of the features incorporated into the system, i.e. their strengths of indicating the researchers’ proficiency, and the way of exploiting them. As a matter of fact, the related work approaches were devoted towards the researcher’s academic work, something he is
producing academically, i.e. publications, denoting his contributions and the topical domains he appears to be interested in. Yet, not only this kind of information it offers, but also one can infer the publications content by interpretation and analysis, their statistics and his relations. Apart from publications, a researcher tend to take part in activities revealing to some extent his proficiency level.

Figure 1. Scholar’s Expertise Indicators

Figure 1 shows a scholar’s expertise indicators. A scholar might be misjudged when evaluated only through his publications, for there are other unnoticed signs indicative of his expertise for example giving seminars, being part of conference committees, teaching courses and being honored and awarded. We aim at incorporating the conference memberships for it is important to study how good a scholar is at evaluating other scholars’ academic work, where the classical case ranks him only based on his own academic work. Our proposed approach uses learning to rank for its ability of combining heterogeneous features optimally in a supervised manner; in addition to using the author topic model (generative model) to estimate the relation between author and topic through unsupervised learning. The reason why we picked this model is because: publications’ abstracts are not always available which makes it pretty hard to know the topics of a publication when using LDA, i.e. authors’ information are not included, and it links authors to topics in a semantic manner.

3. THE PROPOSED APPROACH

We aim at building an expert seeking system with the purpose of enhancing the retrieval effectiveness through adding non-traditional features by taking advantage of conference memberships following the intuition that such positions are not assigned spontaneously. Additionally, we believe that a scholars’ publications conference rank, to some extent, matter; for experts usually publish their valuable work in top-ranked conferences. The more he publish in top-ranked conferences, the more valuable his work is. Our system is called “Multi-Feature Based Expert Seeking System” (FeBES) because it uses multiple features extracted from different sources to estimate scholars’ expertise. In this section, the proposed model’s concepts are provided, including the model’s architecture, procedure and desirable features on which we will count to determine how professional scholars are given a domain.
3.1. Architecture

Figure 2 shows the architecture of the proposed approach, it is a learning to rank architecture. The approach is a mixture of models; it uses learning to rank to combine multiple features, and uses generative model (author topic model) to estimate the relation between author and query through unsupervised learning to link topics with document words and authors.

3.2. Procedure

The input represents the topic of interest submitted by the user. The set of profiles belong to researchers where each profile contains personal information and the academic work done by the researcher, having the following attributes: name, affiliation, e-mail, location, homepage, summary about his career and a list of all his publications. These profiles are generated in [20] through correlating the information extracted from heterogeneous sources, by taking advantage of data repetition in multiple sources and those existing in one source. On one hand, data is being validated and links between sources are created. On the other hand, the missing data issue is solved, and are saved in the repository serving as the system’s internal input. The data manager is in charge of maintaining the training queries with relevance judgments of researchers with respect to those queries. Features are extracted based on the researchers’ profiles by the feature extractor, they are of two types; query-independent and query-dependent. The input into the learning system is the training instances. Each training instance refers to a query associated with feature vectors resulting from all features for researchers along with their relevance judgments with respect to that query. This component generates the learned ranking model, comprising of features’ weights, which serves as an input to the ranking system to handle all user-submitted queries. The ranking system receives the user’s input query, then retrieves the candidate experts from the set of all researchers. Afterwards, feature vectors for those candidates are built. Finally, the learned model is applied on the constructed feature vectors to generate a score for each candidate. The output displayed to the user is a ranked list of candidate experts by sorting the scores generated by the ranking system.
3.3. Features

Features are of two types: query-independent and query-dependent. Features belonging to the former category maintain the same value regardless the query topic, however those belonging to the latter one changes as the query changes. We will mention the included features and how to estimate their values.

Query-Independent Category

We have cautiously picked the features which seem to mostly influence a researcher’s expertise. The considered features are: h-index, i10-index, total number of citations, total number of publications, number of publications in recent years, total number of memberships in conferences, and conferences’ rank. We believe experts are more likely to publish papers in high-ranked conferences. It can be estimated in the following way:

\[
\frac{\left( \sum_{\text{rank}} w_{\text{rank}} \times n_{\text{pubs (rank)}} \right)}{n_t}
\]

Where rank represents a conference rank and \( w_{\text{rank}} \) is the weight of this rank. Parameter \( n_{\text{pubs (rank)}} \) is the number of papers published in conferences having this rank. The overall score is divided by the total number of publications of the scholar \( n_t \) because we are into knowing the distribution of all publications over these ranks.

Query-Dependent Category

We relied on the relation between query and author \( P(q, a) \) through Author-Topic model. The more he has published on-topic publications, the stronger \( P(q, a) \) is, because as a result, he would be assigned more to on-topic words. The following equation was applied

\[
P(q, a) = \sum_{w_t} \sum_t P(w_t|t) \cdot P(a|t) \cdot P(t)
\]

Where \( w_t \) is a query word, \( t \) is a topic among the set of all topics. \( P(w_t|t) \) is the probability of word \( w_t \) given topic \( t \), \( P(a|t) \) is the probability of author \( a \) given topic \( t \) and \( P(t) \) is the prior probability of topic \( t \).

We also considered the scholar’s conference memberships. The intuition is that scholars who very often take part as members in conferences should be thought of as more valuable due to the fact such positions are not assigned spontaneously. Our concerns include how often he is a part of conference committees, how connected these conferences are to the query terms and how dominant these relevant participations are, relative to all other ones. Though the latter point may sound odd, most experts are fully devoted to one domain and partially to related ones. We also counted on the conference rank based on its importance. The following formula is inspired from the document model, but it has been applied only on documents, we projected it to our context, where documents were replaced by conferences and we introduced another value which influences the whole formula.

\[
P(q|a) = \alpha \sum_c P(q|c) \cdot P(a|c) \cdot P(c)
\]
Where \( q \) and \( a \) represent the query and author respectively, and \( c \) is a conference. \( P(q|a) \) is the probability of query \( q \) given author \( a \), \( P(a|c) \) is the probability of author \( a \) given conference \( c \), \( P(q|c) \) is the probability of query \( q \) given conference \( c \) and \( P(c) \) is the prior probability of conference \( c \). \( P(a|c) \) is either zero or one depending on whether or not author \( a \) is in the committee of conference \( c \). \( P(c) \) depends on the conference \( c \) rank. To estimate \( P(q|c) \), conference \( c \) needs to be represented as the collection of documents that published in conference \( c \) with the use of language and author topic models.

\[
P(q|c) = \sum_d P(q|d) = \sum_d \prod_{w_i} P(w_i|d) = \sum_d \prod_{w_i} P_{LM}(w_i|d) \times P_{AT}(w_i|d)
\]

\[
P_{AT}(w|d) = \sum_t \sum_a P(w|z) P(z|a) P(a|d)
\]

Where \( t \) is a topic and \( a \) is an author of document \( d \). Regarding the author topic model, \( P(w|z) \) is the probability of word \( w \) given topic \( z \), \( P(z|a) \) is the probability of topic \( z \) given author \( a \) and \( P(a|d) \) defines the relation between author \( a \) and document \( d \).

\[
P_{LM}(w|d) = (1 - \lambda) P(w|d) + \lambda P(w)
\]

Regarding the language model, \( P(w|d) \) is the probability of word \( w \) in document \( d \), \( P(w) \) is the probability of \( t \) in the whole corpus and \( \lambda \) is a smoothing parameter. As for \( \alpha \), it represents the dominance degree of on-topic memberships. To apply this, we have to estimate \( P(q|c) \) for each conference and decide, based on a threshold value, whether or not conference \( c \) is highly related to query \( q \).

\[
\alpha = \frac{n}{n'}
\]

where \( n \) is the number of strongly on-topic participations and \( n' \) is the number of all participations including relevant and non-relevant ones.

### 4. EXPERIMENTATION & EVALUATION

#### 4.1. Implementation & Preprocessing

We have implemented the various system elements, and thus provided web interface for receiving user requests and respond with relevant results. The prototype of our architecture is implemented using JavaEE, where all the tests were performed on 2.60 GHz Processor, 8GB of RAM PC. Additionally, we used Matlab to apply “author-topic model”, which is an unsupervised learning technique. Our system is portable and domain-independent, i.e. it can be applied on any dataset regardless of its domain. To test our approach, we have chosen a Computer Science dataset with 297 researchers including around 215 experts from 7 topics.

With regard to author topic model, we considered 54,000 publications. The dataset has undergone some preprocessing (insignificant authors removal, associated publications removal, stop words and insignificant words removal) and the number of topics was set to 80 and number of iterations to 1000. We were left with 8,534 authors, 31,114 publications, 19,607 vocabulary words and 1,640,069 word tokens. The output is a list of learned topics having topic-author and topic-word proportions.
We used SVMRank to learn the model and considered three queries. We used the Arnetminer’s evaluation dataset comprising of seven queries. For each query, we labeled experts list with 1, and complemented it with equivalent number of non-experts (labeled as 0), containing easy and hard examples. Researchers’ feature vectors underwent some preprocessing as well by removing the null and conflicted ones and finally normalizing them.

4.2. Results & Evaluation

Table 1 shows the learned model comprising of the features’ weights. The obtained results reveal that conference committee memberships has the biggest impact among all other features, for experts are members of committees just for they have the required expertise. Another high influential information is the h-index, because it represents the scientific impact of his publications on other scholars, it also signifies his productivity. The relation between query and author through author-topic model is significant as well, because this value is based on the author’s publications, the more he is assigned to query topic-related words in his publications, the more he is likely one of the experts on the query topic. As for conference ranks, the other introduced criterion, showed that it does influence the scholar’s expertise but not in same degrees as the previous ones. Even the number of publications has not a very big impact, because it’s not always about the quantity of publications, it’s more about the quality. The weight for number of citations has a negative impact, even though the h-index had the opposite case. Well, this is because two scholars might have the same total number of citations, but the way they are distributed over their publications may vary (number of publications may vary too) and when that happens, the h-index varies as well. The number of publications in recent years (2009 and above) showed that it’s not important for a person to have published a lot of papers in the recent 6 years, the whole career counts more than these last years. I10-index’s weight is the smallest one, and it is that way perhaps because h-index almost contains the i10-index concept, and the former highly influences the expertise.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td># of pubs</td>
<td>0.810033</td>
</tr>
<tr>
<td># of recent pubs</td>
<td>-1.703149</td>
</tr>
<tr>
<td># of citations</td>
<td>-0.440943</td>
</tr>
<tr>
<td>H-index</td>
<td>3.464950</td>
</tr>
<tr>
<td>I10-index</td>
<td>-1.323053</td>
</tr>
<tr>
<td>Conference ranks</td>
<td>1.118827</td>
</tr>
<tr>
<td>Author-topic model</td>
<td>2.461189</td>
</tr>
<tr>
<td>Conference committee</td>
<td>4.592299</td>
</tr>
</tbody>
</table>

For the evaluation, we used Arnetminer’s new dataset (7 queries). Precision at 5, 10, 15, 20 (P@5, P@10, P@15, P@20) and the Mean Average Precision (MAP) are the considered evaluation metrics. Tests were done on two approaches, a baseline approach and our approach where our approach = baseline + {conference rank, conference committee}. The figures 2, 3 and 4 below show the performance of the baseline approach and our approach in Information Extraction, Machine Learning and Intelligent Agents respectively.

In figure 3, we can clearly see the gap between the two approaches. When n was 5, the baseline precision was very low (20%), whereas that of our approach was 60%. Even though when n
became 10, the precision of the former improved and that of the latter declined, but the latter still had a better precision. Later on, both precisions dropped with our approach outperforming the baseline approach. In figure 4, we can notice that baseline approach and our approach have the same initial value at p@5, but when n increased to 10, the baseline precision decreased, however that of our approach maintained the same value. Until n became 20, our approach outperformed the baseline approach. In figure 5, both approaches had the same initial precision value. And when the approaches’ precision began to reduce, our approach still outperformed the baseline approach.

Table 2 summarizes the three queries (by taking the average), and estimates MAP for both approaches. We can easily tell the difference between baseline approach and our approach. At the four n values, the latter had a better performance and a more effective result than that of the former. When n was 5, 10 and 15, the difference was around 14%. As for the MAP, the results showed our approach outperformed the baseline by 18%. The explanation behind such results is because publications don’t cover the same evidence as that of conference memberships, where the latter helps distinguish the significant researchers according to the topic they are experienced in.
based on being a member in conferences. In addition to the papers’ conference ranks, where the quality of a scholar’s papers is considered, so it is not only about the quantity of these papers but also their quality and value.

Table 2. Comparison between Baseline and Our Approach

<table>
<thead>
<tr>
<th></th>
<th>P @ 5</th>
<th>P @ 10</th>
<th>P @ 15</th>
<th>P @ 20</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline Approach</td>
<td>46.7%</td>
<td>46.7%</td>
<td>37.9%</td>
<td>33.4%</td>
<td>39.1%</td>
</tr>
<tr>
<td>Our Approach</td>
<td>60%</td>
<td>60%</td>
<td>51.2%</td>
<td>43.4%</td>
<td>57.5%</td>
</tr>
</tbody>
</table>

5. CONCLUSION & FUTURE WORK

The previous results show that our approach has 57.5% as mean average precision whereas 39.1% for the baseline. Concerning the three queries, our approach outperforms the baseline. Based on these results, we noticed that including new kind of expertise evidence into expert seeking came in handy because they happen to represent a different aspect of expertise. Therefore, we conclude that a scholar’s expertise should be assessed not only through his academic publications, but also through external activities he is involved in because ignoring such an aspect might cause misjudgment.

As future plans, we aim at verifying the effectiveness of other beyond publication features including awards, courses, and seminars. Not to forget to mention that applying the propagation phase, known as propagating one’s expertise based on those he has relations with, has shown enhancement as stated in the related work section. For this reason, we intend to do a combination by adding the propagation phase to our approach to improve the retrieval mperformance. We also would like to prove the efficiency of orienting this phase towards time and distinguishing between co-author and supervision relations. Moreover, we believe it is preferable to distinguish between the different roles a scholar is assigned when he is in a conference committee, because he could possibly be in a scientific committee, or in a program committee or even a reviewer.

REFERENCES


AUTHORS

Mariam Abdullah is a Software Developer at Mentis Company in Beirut, Lebanon. She was born in Tyre, Lebanon in 1992. She received her Bachelor's degree in Computer Science in 2013 from the Lebanese University, Beirut, Lebanon. She received her Master's degree in Information and Decision Support Systems in 2015 from the Lebanese University in collaboration with university of Applied Sciences of Western Switzerland (HES-SO).

Hassan Noureddine received the Ph.D. degree from the Lebanese University in cooperation with the University Of Applied Sciences Of Western Switzerland (HESSO-FR), Fribourg in 2016. He received Research Master Degree in Signal, Telecom, Image, and Speech (STIP) from the Lebanese University, Doctoral School of Sciences and Technology in 2011. Since 2015, he has been with the American university of education and culture where he is lecturing in Computer Science Studies at the Faculty of Science. His main areas of research interest are Semantic Web & Ontologies, Social Network Analysis, Sentiment analysis, Identity linkage and Information extraction.

Jawad Makki received the Ph.D. degree from the University of Toulouse, France, in 2010. Since 2011, he has been with the Lebanese University where he is lecturing in Computer Science and Information Studies at the Faculty of Science and the Faculty of Information. His main areas of research interest are Semantic Web & Ontologies, Knowledge Representation, NLP & Information Extraction, and Social Network Analysis.

Hussein CHARARA has received an M.S. degree in Computer and Communications Engineering from the Lebanese University, Lebanon in 2002, and an M.S. degree in Networking and Telecommunications from the Institut National Polytechnique (INP-ENSEEIHT), France, in 2003. In 2007, He obtained a Ph.D. degree in Network, Telecom, Systems and Architecture from INP - IRIT, France. From 2006 to 2009 He worked for AIRBUS and THALES AV avionics as a R&D Engineer and PM. He contributed to the implementation & development of the Real time embedded AFDX networks such as for A380, A400M and Soukhoï RRJ programs. From 2009 to 2010, He worked for the ARECS GmbH - München where He was involved in the GPS/Galileo receivers modeling and simulations. Since 2010, He is an assistant professor at the Lebanese University. He is working in several research fields including: Traffic engineering of real time network, Performance Evaluation and QoS, Avionics and wireless sensor networks.

Hussein Hazimeh is a PhD student at the University of Fribourg, Fribourg, Switzerland under the supervision of Professor Philippe Cudré-Mauroux, in collaboration with the university of Applied Sciences of Western Switzerland (HES-SO) under the supervision of Professor Omar Abou Khaled and Professor Elena Mugellini. He reviewed his Master 2 from the Lebanese University, Beirut Lebanon, in collaboration with HES-SO. His research interests focus on: Social Media Analytics, Sentiment analysis, Identity linkage and Information extraction.
Omar Abou Khaled is Professor in computer science at HES-SO campus Fribourg (EIA-FR) and member of HumanTech Institute (humantech.eiafr.ch/). He holds a PhD in Computer Science received from the Perception and Automatic Control Group of HEUDIASYC Laboratory of "Université de Technologie de Compiègne", and a Master in Computer Science from the same university. Since 1996 he has been working as research assistant in the MEDIA group of the Theoretical Computer Science Laboratory of EPFL (Ecole Polytechnique Fédérale de Lausanne) in the field of Educational Technologies and Web Based Training research field on MEDIT and CLASSROOM 2000 projects.

He was International Advisor at HES-SO until august 2014. He was Head of Internationale Relations Office at EIA-FR. Head of MRU "Advanced IT Systems Architects" at EIA-FR. Until 2007 He was leader of the MISG (Multimedia Information System Group). He is responsible of several projects in the field of Document Engineering, Multimodal Interfaces, Context Awareness, Ambient Intelligence, Blended Learning, and Content-Based Multimedia Retrieval. He is involved in the teaching of several courses related to Information Systems, Web Technologies & Multimodal Interfaces.

Elena Mugellini is currently Professor at the University of Applied Sciences of Western Switzerland in Fribourg (HES-SO). She holds a Diploma (Bsc and Msc) in Telecommunications Engineering and a Ph.D. in Computer Sciences from University of Florence, Italy. Elena is the leader of HumanTech Institute (Technology for Human well-being, humantech.eia-fr.ch/).Her research expertise lies in Human Computer Interaction (natural interaction, smart spaces, machine learning, serious game and gamification) and Intelligent Data Analysis (multimedia content and knowledge management, semantic technologies, information visualization).

She teaches at graduate and undergraduate level a range of topics, including: project management, human-computer interaction and user experience design, web engineering, software engineering and information systems. Her work is published in journals, conference proceedings and as book chapters and has also been presented in numerous scientific conferences. She is an active reviewer for several international conferences and journals.
ESTIMATING HANDLING TIME OF SOFTWARE DEFECTS

George Kour¹, Shaul Strachan² and Raz Regev²

¹Hewlett Packard Labs, Guthwirth Park, Technion, Israel
²Hewlett Packard Enterprise, Yehud, Israel

ABSTRACT

The problem of accurately predicting handling time for software defects is of great practical importance. However, it is difficult to suggest a practical generic algorithm for such estimates, due in part to the limited information available when opening a defect and the lack of a uniform standard for defect structure. We suggest an algorithm to address these challenges that is implementable over different defect management tools. Our algorithm uses machine learning regression techniques to predict the handling time of defects based on past behaviour of similar defects. The algorithm relies only on a minimal set of assumptions about the structure of the input data. We show how an implementation of this algorithm predicts defect handling time with promising accuracy results.
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1. INTRODUCTION

It is estimated that between 50% and 80% of the total cost of a software system is spent on fixing defects [1]. Therefore, the ability to accurately estimate the time and effort needed to repair a defect has a profound effect on the reliability, quality and planning of products [2]. There are two methods commonly used to estimate the time needed to fix a defect, the first is manual analysis by a developer and the second is a simple averaging over previously resolved defects. However, while the first method does not scale well for a large number of defects and is subjective, the second method is inaccurate due to over-simplification.

Application Lifecycle Management (ALM) tools are used to manage the lifecycle of application development. Our algorithm relies on a minimal number of implementation details specific to any tool and therefore has general relevance. Our implementation is based on the Hewlett Packard Enterprise (HPE) ALM tool. We tested the algorithm with projects from different verticals to verify its broad applicability.

One of the advantages of our implementation is that it does not assume a standard data model, but is able to handle the cases where the defect fields available vary between different data sets. We
provide experimental evidence of the significance of including non-standard fields as input features for the learning algorithm.

Our approach supposes that we can learn from historical data on defects that have similar characteristics to a new defect and use this to make predictions on the defect handling time that are more accurate than many comparative approaches. We found that in real life, the available data was often of poor quality or incomplete, and so in implementing our solution we encountered a number of challenges, which we discuss in this paper.

![Figure 1: Training process](image)

Our approach is based on a supervised regression machine learning algorithm in which the output is the predicted handling time for defects. The training phase is summarized in Figure 1. It takes as its input (1) a training set of handled defects together with their fields and (2) the history of status changes from these defects, and outputs a learned model. The prediction phase is summarized in Figure 2. It takes as its input (1) the model outputted from the training phase and (2) a set of unhandled defects together with their fields, and outputs the predicted handling time.

2. RELATED WORK

There are many practical methods of defect handling time estimation used in software engineering, as described in [2].

Defect fix effort estimation using neural networks was reported in [3]. The data for this study was extracted from the NASA IV&V Facility Metrics Data Program (MDP) data repository. Their approach is based on clustering the defects using a Kohonen network. Then the known values of defects fix effort were assigned to the found clusters. Given an unseen sample, the fix time is estimated based on the probability distribution of the different clusters.

A text similarity approach for estimating defect resolution time was described in [4]. The title and description of the defects were used to measure similarity between defects using the "Lucene"
engine developed by the Apache foundation [5]. In this study, \textit{k Nearest Neighbours} (k-NN) was used to find the closest \( k \) defects already resolved to a given new defect, and the mean was taken as the final estimation.

A work done by Rattiken and Kijsanayothin in [6] investigated several classification algorithms for solving the defect repair time estimation problem. The data set, taken from defect reports during release of a medical record system, contained 1460 defects. They investigated seven representative classification variants of the following algorithm families: Decision Tree Learner, \textit{Naive Bayes Classifier}, \textit{Neural Networks} (NN), \textit{kernel-based Support Vector Machine} (SVM), \textit{Decision Table}, and \( k\)-NN.

Giger et al. presented a method for predicting the handling time of a new defect using decision trees [7]. The defects in the sample set were classified into two categories: fast and slow defect fixes, based on the median defect fix time of the corresponding project. The data set included 6 open source projects, each containing between 3,500 and 13,500 defects spanning periods between 6 and 11 years.

In a recent work by Zhang et al. in [8], the authors suggested a \( k\)-NN classifier for predicting fast or slow defect fixes. A bug was represented as a vector of standard defect attributes and a predefined bag of words extracted from the summary field. They used defect datasets collected from three CA Technologies projects. The results reported in this work is based on a normalized time unit, where 1 unit equals the median time needed to fix a defect.

3. TRAINING

3.1. Data Extraction and Handling Time Calculation

In the first step in the training process, we first extract the defect records, including all their fields and history from the project database. The fields available vary from project to project. Typical
fields include Summary, Description, Assignee, Status, and Severity. However, users generally customize their projects to include user-defined fields. Excluding such fields from the analysis might mean missing valuable features. For example, suppose there is a field such as Estimated Effort, with possible values Low, Medium and High. It seems reasonable that a correlation exists between this field and the actual handling time. Our system does not rely on knowing in advance which fields exist and is able to learn from any number of fields, of various types. We use the history of the Status field to calculate the total time effort invested in fixing a handled defect, referred to as Handling Time. Possible defect statuses vary between projects but generally include New, Open, Fixed, and Closed. For the purposes of our research we define our target value as the total number of days spent in status Open. For the training set, we consider only defects that have reached the end of their lifecycle, i.e. are in state Closed.

In Table 1 we see general information about the projects used in this study. The data sets used for analysis were snapshots of customers' databases.

<table>
<thead>
<tr>
<th>Project</th>
<th>Total # of defects</th>
<th>Observation Period</th>
<th>Industry</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>41,490</td>
<td>Jan. 2010 - Dec. 2013</td>
<td>Banking</td>
</tr>
<tr>
<td>2</td>
<td>15,291</td>
<td>Nov. 2004 - May. 2007</td>
<td>Banking</td>
</tr>
<tr>
<td>5</td>
<td>29,425</td>
<td>Sep. 2001 - Dec. 2006</td>
<td>Software</td>
</tr>
<tr>
<td>6</td>
<td>2,350</td>
<td>Oct. 2013 - Nov. 2015</td>
<td>Software</td>
</tr>
</tbody>
</table>

### 3.2. Sample Filtering

We aim to provide managers with a tool to enable better estimation of the time needed to handle defects. Therefore we cannot allow the prediction system to estimate a practically unreasonable time for fixing a defect and we consider it as sampling error. Such a long fixing time can be caused by the fact that in some cases users do not update their current status on working on a defect, and may mark a defect as Open, and after a while switch to another task without updating the defect status.

Although other related work in the field allowed long fixing periods (e.g. more than a month) [7], we observed that it is rare that a defect takes more than 30 days to be fixed and so such defects were filtered out. We encountered defects that remained in state Open for more than a year. Figure 3 shows the accumulative distribution of the defect handling time versus their percentage in the data set. If we allow defects with very large fixing time, the algorithm might find patterns characterizing defects that were "forgotten" in Open state rather than identifying patterns that affect real-life handling time.

In addition, we employ standard extreme value analysis to determine the statistical tails of the underlying distribution using the z-scoring on the handling time field [9]. Samples that are not in the interval $[\mu-3\sigma, \mu+3\sigma]$ are filtered out, where $\mu$ is the mean and $\sigma$ is the standard deviation of all the defects in the data set.
3.3. Feature Selection

Different fields in a data set may have different population rates, where the population rate is the percentage of samples containing a value in a given field. This might be due to the fact that not all fields are required for each defect, or that a field was added to the project at a later stage, and therefore defects opened prior to this field's addition do not have values for the field. To improve the data set stability and the quality of the model, we remove fields with very small population rate (less than 2%). To avoid data leakage, the system automatically filters out attributes that are usually unavailable on defect submission, by comparing the population rate of the attributes in handled and unresolved defects. We also remove non-relevant internal system fields.

3.4. Feature Transformation

A defect is represented by a set of data fields of both qualitative and quantitative data types. However, most machine learning algorithms employ quantitative models in which all variables must have continuous or discrete numerical values. Therefore, certain transformations must sometimes be performed on the given fields before they can be used as features to the learning algorithm.

Numeric fields are generally used as is, directly as features. However, in special cases they are treated as categorical features, as described later in this section.

Categorical fields are transformed using a "one-hot" encoding scheme; a vector of features is assigned to each such field - each feature corresponding to a possible value of that field. For each defect, the feature corresponding to the actual value of the field in that particular defect is assigned the value 1, whereas the rest of the features are given the value 0. We identify a categorical field as a string or number field whose number of distinct values is sufficiently lower than the number of defects with this field populated. To avoid there being too many features ("the curse of dimensionality" [10]) we group the values with low frequencies together under a single value Other, which also captures possible unprecedented values during the prediction process.
String fields whose domain of values is very large, may correspond to free-text fields such as Summary and Description. Although these fields may contain important information, they require additional effort to be appropriately mined and so were discarded in the current implementation.

Date and time fields are projected into time/date cycles such as hour of the week, used to capture the presumed correlation between the day of week for some fields and the handling time. In order to represent this feature radially, we projected each date onto a unit-circle representing the corresponding hour of the week $h$ and took $\cos(h)$ and $\text{sign} (\sin(h))$, where $\text{sign}(.)$ is the signum function, as a new pair of independent variables.

Scarcity of data is a common issue when analysing real-life project defects. Therefore, before starting the training phase, imputation is applied to fill missing values. Empty cells in categorical features are simply treated as another category, as they may have a particular meaning in many cases. However, for numeric features, we filled up empty cells with the most frequent value. In order to avoid data leakage, the imputation is performed just before training the model (after the partitioning to test and train). Replacing empty cells with the mean value of the feature or the median value are two other common numerical imputation schemes which were considered but were empirically found to yield inferior scores in our setting.

3.5. Model Training

Unlike in classification, in which the goal is to identify to which class an unlabelled observation belongs, regression algorithms, given a predictor variable $x$, and continuous response variable $y$, try to understand the relationship between $x$ and $y$, and consequently enable predicting the value of $y$ for a new value of $x$. The basic idea underlying the Regression Tree learning algorithm is similar to the idea on which the commonly used Decision Tree algorithm is based, but slightly altered to adapt the non-discrete nature of the target field. Random Forests [11] are an ensemble learning method for both classification and regression problems. They operate by building a multitude of decision trees and returning the class that is voted by the majority of the trees in classification, or the mean of the individual trees in regression [10]. Random forests are much less prone to overfitting to their training set compared to decision trees, and so we chose to use them as our machine learning algorithm.

We trained a random forest regression in Python using 80 estimators (i.e. individual decision trees), with a limitation on the minimum number of samples required to split internal node set to 2, and minimum number of samples in a newly created leaf set to 6. The default values were used for the other model parameters. These parameters are constant for all data sets in this work and they were empirically tuned.

4. PREDICTION

While estimating the handling time of a single defect is important, in reality managers are usually interested in making a prediction based on a set of defects (such as the content for a future release) to be handled by a group of developers. Therefore, we have built a system that provides a completion time estimation for any given set of unhandled defects.

As shown in Figure 4, the system presents a graph showing the resulting cumulative distribution in a report which displays the confidence of the defects being closed by any selected date. Based
on the graph, we let the user calculate the release end date given confidence level and vice versa. We also let the user set the number of available developers.

Figure 2 describes the flow for predicting the completion time for a set of defects. Each defect in the given set of unhandled defects passes through the same preprocessing flow as in the learning process, apart from the handling time calculation stage. Then, using the model, the system returns an estimation of the handling time of the given defect, as well as a prediction confidence calculated based on the variance between the answers of the individual regression trees.

To automatically calculate the total time it takes to complete a set of defects by several developers, one would ideally use the optimal scheduling which minimizes the makespan (i.e. the total length of the schedule). However, the problem of finding the optimal makespan in this setup, better known as the Minimum Makespan Scheduling on Identical Machines, is known to be NP-Hard [12]. We employ a polynomial-time approximation scheme (PTAS) called List Scheduling, utilizing the Longest Processing Time rule (LPT). We start by sorting the defects by non-increasing processing time estimation and then iteratively assign the next defect in the list to a developer with current smallest load.

An approximation algorithm for a minimization problem is said to have a performance guarantee p, if it always delivers a solution with objective function value at most p times the optimum value. A tight bound on the performance guarantee of any PTAS for this problem in the deterministic case, was proved by Kawaguchi and Kyan, to be $\frac{1+\sqrt{5}}{2}$ [13]. Graham proved a relatively satisfying performance guarantee of 4/3 for LPT [14].

![Figure 4: A screenshot of the actual system report.](image)

After computing the scheduling scheme, we end up with a list of handling times corresponding to developers. The desired makespan is the maximum of these times.

Accounting for the codependency between defects is infeasible since it requires quantification of factors such as developers' expertise levels and current availability. It is also subject to significant variance even within a given project. In practice, we observed that treating defects as independent for the sake of this calculation yields very reasonable estimates. By the assumption that defects
are independent, we may treat the completion times as pairwise independent, which yields the Cumulative Distribution Function (CDF) \( F(t) \). This value is the probability that the set of defects will be completed until time \( t \).

\[
F(t) = \text{Prob}(\max_i C_i \leq t) = \prod_i \text{Prob}(C_i \leq t) 
\]

(1)

Where \( C_i \) is the completion time for developer \( i \). \( C_i \)'s distribution is not obvious. It is the sum of several independent random variables - a variable whose Probability Density Function (PDF) can be generally computed by convoluting the PDFs of its constituents. However, this requires knowing the distribution of each defect's handling time.

Zhang et al [8] found that the distributions best describing defect handling times are skewed distributions, such as the Weibull and Lognormal distributions. Therefore, we at first used to take the mean and variance values outputted by the predictor, fit a Weibull distribution corresponding to these values, and then apply convolution to achieve the required measures. Our results showed that, in most cases, the distributions of single defects highly resembled the Normal distribution. Moreover, convoluting their PDFs proved to converge very quickly to the Normal distribution, as the Central Limit Theorem guarantees. For these reasons, and to allow fast computation, we simplified the aggregation such that each variable was treated as a Normal random variable. The sum of such variables is also normally distributed and can be easily calculated by a closed formula.

Given \( F(t) \), the expected value and variance of the total handling time can be derived using standard techniques.

5. EXPERIMENTAL METHODOLOGY

To facilitate comparison with related work, which mostly discuss handling time for individual defects, and due to the more accurate historical information available for such cases, we focused on the prediction accuracy for handling a single defect. To evaluate the quality of our predictive model, we use the six customer projects introduced in Table 1. After extracting a data set of defects and applying the preprocessing described in Section , we randomly partition the sample set into learning and testing sets, containing 80% and 20% of the data respectively.

The total number of defects in the sample sets of each project is shown in Table 2. The training set is used to construct the model. We use the standard accuracy estimation method, n-fold cross-validation [15] to avoid overfitting.

We employ several performance metrics to evaluate our algorithm. First, we use the Coefficient of Determination (denoted \( R^2 \)) which is a key indicator of regression analysis. Given a set of observations \( \{y_i\}_{i=1}^n \) with average value \( \bar{y} \), in which each item \( y_i \) corresponds to a prediction \( p_i \), \( R^2 \) is defined as follows:

\[
R^2 = 1 - \frac{\sum_i (y_i - p_i)^2}{\sum_i (y_i - \bar{y})^2} 
\]

(2)
An $R^2$ of 1 indicates that the prediction perfectly fits the data, while $R^2 = 0$ indicates that the model performs as well as the naive predictor based on the mean value of the sample set. Equation 2 can yield negative values for $R^2$ when fitting a non-linear model, in cases when the mean of the data provides a better prediction than the model.

Second, we employ the Root Mean Square Error (RMSE), an accuracy metric measuring how well the proposed model fits the data by averaging the distance between the values predicted by a model and the ones actually observed. Last, we utilize a metric proposed in [4], calculating the percentage of predictions that lie within $\pm x\%$ of the actual value $y_i$. Let $e_i$ denote the absolute difference between the predicted value $\hat{y}_i$ and the actual value $y_i$, i.e. $e_i = |\hat{y}_i - y_i|$.

$\text{Pred}(x)$ is then defined as follows:

$$\text{Pred}(x) = \frac{|\{i | e_i/y_i < x/100\}|}{n}$$

6. EXPERIMENTAL RESULTS

We performed the following experiments according to the methodology described above on each project independently. The target field, namely the handling time, is calculated in days. In Table 2, we present a general overview of the system performance on the six projects in our data set. For each project the sample size (S. Size) and several accuracy metrics are given. We see that in Project 2 a high value of R2 was achieved, and in Projects 3 and 6, our implementation cut the mean square error by half, compared to the naive algorithm. Comparing our results to the work done in [4], our approach achieved better results, in both Pred(25) and Pred(50), in all of the projects in the data set. In the corresponding work less than 30% of the predictions lie within 50% range of the actual effort on average, whereas our results show Pred(50) = 0.42, a 40% improvement. We see a similar improvement in Pred(25). It is important to mention that the data sample sets’ sizes in this study are significantly larger than the projects used in [4]. These results demonstrate that fields other than the Summary and Description should be considered when predicting how long it will take to fix a defect.

<table>
<thead>
<tr>
<th>Project</th>
<th>S. Size</th>
<th>$R^2$</th>
<th>RMSE</th>
<th>Pred(25)</th>
<th>Pred(50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2659</td>
<td>0.27</td>
<td>4.815</td>
<td>0.195</td>
<td>0.39</td>
</tr>
<tr>
<td>2</td>
<td>4000</td>
<td>0.605</td>
<td>4.045</td>
<td>0.405</td>
<td>0.665</td>
</tr>
<tr>
<td>3</td>
<td>1088</td>
<td>0.48</td>
<td>4.44</td>
<td>0.32</td>
<td>0.525</td>
</tr>
<tr>
<td>4</td>
<td>4000</td>
<td>0.26</td>
<td>2.895</td>
<td>0.16</td>
<td>0.315</td>
</tr>
<tr>
<td>5</td>
<td>3794</td>
<td>0.265</td>
<td>4.835</td>
<td>0.145</td>
<td>0.295</td>
</tr>
<tr>
<td>6</td>
<td>493</td>
<td>0.48</td>
<td>3.95</td>
<td>0.18</td>
<td>0.325</td>
</tr>
</tbody>
</table>

In Figure 5 we see the learning curve of the projects in our data set. In this particular graph each experiment was conducted three times, i.e. each point represents three experiments done with a given project and a given sample set size, in addition to the cross-validation done in each experiment. We can see that the results are stable when the data set contains more than 1000
defects. Projects 1, 2 and 3 show high values of $R^2$ for data sets containing more than 500 defects. The differences in results between the projects should be further investigated.

In Figure 6 we compared five sets of data fields for each of the projects used in our experiments. The first set, Base Fields, is a set comprised of the following basic fields: Detector, Assignee, Priority, Severity and Project Name. The next couple of field-sets were based upon the base set with additional fields specified in the legend of Figure 6; the fourth set included all standard fields, common between all projects; and the last set contained all fields, including user-defined fields, which vary significantly between different projects. As shown in Figure 6, $R^2$ scores increased in correspondence with increases in the number of fields available for learning, and particularly when the system was allowed to use user-defined fields. It is important to note that any field may or may not be discarded by the algorithm, either in the learning phase itself or during pre-processing.

While analyzing the results and comparing the different projects, we also examined the feature importances (i.e. the weight of each feature computed by the model). This examination showed that user-defined fields played a crucial role in determining the amount of time to fix a defect. In all projects, at least one such field was ranked as one of the three leading features. We also found that the date a defect last entered an Open state is significant for the prediction. This result supports the assumption mentioned briefly in Section , where we explained how the time a defect was opened or detected may be important.

Examining feature importances also showed that fields which are intuitively thought as significant in handling time prediction of defects, are not necessarily so. Fields such as Severity, Priority, Assignee and Detector were not found to be noticeably important in most projects. These results support those described in [16].
To accurately compare our results to the work done in [7], we ran an experiment in which the target field was calculated in hours and the defects were categorized into Fast and Slow defects using the median of fixing time. Similarly, in this experiment we calculated the median for each project and partitioned the defects into two classes, we used the measures described in [7], and used a Random Forest Classifier with parameters close to those used for our regressor (described in Section 1). The results presented in Table 3 are the average over all projects in our dataset, and the average results over all projects presented in the compared work when the initial defect data was used. Their data set contained six open source projects, with a similar number of defects to the current paper. Our results show an improvement over the reported results in the compared study.

Table 3: Performance comparison

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>0.742</td>
<td>0.668</td>
<td>0.795</td>
</tr>
<tr>
<td>Giger et. al [7]</td>
<td>0.635</td>
<td>0.657</td>
<td>0.702</td>
</tr>
</tbody>
</table>

7. VALIDITY

In this section we discuss the validity of our work by addressing the threats for validity of software engineering research proposed by Yin in [17].

Construct Validity. Our construct validity threats are mainly due to inaccuracies in calculating handling times, based on information stored in defect tracking systems. This is due to the "human factor": developers are expected to update the systems, often manually, to reflect the real work process, and have different expertise levels and variable work availability and productivity.

Internal Validity. Methods such as cross-validation were used to make sure the results are as accurate as possible. In cases where a phenomenon had alternative explanations (e.g. comparison
between results), we tried to incorporate the uncertainties to explain the variability and we are not aware of any other factors that could bias the results.

**External Validity.** Six different projects from different companies and several industries were examined in this study. Our approach can be applied to almost any data set of defects, with a wide range of diversity. However, a possible threat is that the data sets in this study were all taken from the same implementation of ALM. Further studies on different systems are desirable to verify our findings.

**Reliability Validity.** The dataset used in the work is commercial so cannot be publicly accessible for the moment and therefore this work cannot be replicated by other researchers using the exact dataset. However, we made a significant effort to provide all relevant implementation details.

8. **SUMMARY**

In this paper, we presented a novel approach for prediction of software defect handling time by applying data mining techniques on historical defects. We designed and implemented a generic system that extracts defect information, applies preprocessing, and uses a random forest regression algorithm to train a prediction model. We applied our method on six projects of different customers from different industries, with promising results. Our system was designed to handle flaws in the data sets common in real-life scenarios, such as missing and noisy data.

9. **FUTURE WORK**

We currently do not sufficiently exploit the content of the free-text fields. We would like to use text mining techniques to extract key terms that affect the defect handling time.

We are also considering an expanded approach based on state transition models, in which we calculate the probability of a defect transitioning between any given pair of states during a certain time period. A similar idea was described in [18] but we want to expand this idea by computing a separate model for each defect, based on its fields, rather than assuming that all defects behave identically. This could be used to make a large number of predictions about defect life-cycle, for example, to predict how many defects will be reopened. Combining this with methods used for defect injection rates, such as those surveyed in [19], may provide a more realistic prediction for the situation in which new defects are detected within the project time-frame.

Our algorithm can be easily generalized to other entities representing work to be done, such as product requirements and production incidents, and we would like to evaluate its accuracy in these cases. We plan to also generalize our system to extract data from different defect reporting systems.

To make our data publicly available to be used by related research, we plan to obfuscate our data set by removing any identifiable or private information and publish it.
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ABSTRACT

It is impossible to separate the human factors from software engineering expertise during software development, because software is developed by people and for people. The intangible nature of software has made it a difficult product to successfully create, and an examination of the many reasons for major software system failures show that the reasons for failures eventually come down to human issues. Software developers, immersed as they are in the technological aspect of the product, can quickly learn lessons from technological failures and readily come up with solutions to avoid them in the future, yet they do not learn lessons from human aspects in software engineering. Dealing with human errors is much more difficult for developers and often this aspect is overlooked in the evaluation process as developers move on to issues that they are more comfortable solving. A major reason for this oversight is that software psychology (the softer side) has not developed as extensively
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1. INTRODUCTION

The 2004 version of ACM/IEEE Software Engineering Curriculum mentioned document suggests only 5 hours of studies for group dynamics, whereas the 2013 draft recommends 8 hours. This is clearly not enough for a topic of such crucial importance. Besides, there should be more venues to publish papers with results in this field; workshops and conference sessions can help to increase visibility on this area and to discern the connection between human factors (including the individual, social, cultural, and organizational aspects) and the process of software development. But educators and researchers willing to venture into this area should not face an arduous task if they try to convince their colleagues and software engineering "purists" of the importance of the subject. We need to realize that the human element is pivotal to the engineering of software, and it is worth studying and teaching the soft dimension.

Human-Computer Interaction (HCI), a common course within computer science departments, may be the closest subject and great strides have been made by computing professionals in adopting a human viewpoint to improve user interfaces. Although HCI addresses different topics, as it focuses on people interacting with software, HCI designers have been able to add this new dimension to their design philosophy.

Likewise, software engineers could benefit immensely if even the smallest insights of human factors could be incorporated into their way of thinking. My own experiences as a software engineering educator, manager, and practitioner who continually keep human factors in mind. A course on human factor in software engineering should focus on providing a practical overview of
the software engineering process from a human factor perspective, an alternative within a
panorama of technically saturated curricula.

The 2004 version of ACM/IEEE Software Engineering Curriculum mentioned document suggests
only 5 hours of studies for group dynamics, whereas the 2013 draft recommends 8 hours. This is
clearly not enough for a topic of such crucial importance. Besides, there should be more venues to
publish papers with results in this field; workshops and conference sessions can help to increase
visibility on this area and to discern the connection between human factors (including the
individual, social, cultural, and organizational aspects) and the process of software development.
But educators and researchers willing to venture into this area should not face an arduous task if
they try to convince their colleagues and software engineering “purists” of the importance of the
subject. We need to realize that the human element is pivotal to the engineering of software, and
it is worth studying and teaching the soft dimension.

2. ACCREDITATION ATTRIBUTES

Ample work has been reported on the required attributes of software engineering graduates and
serious gaps between them and available ones. All the accreditation bodies have cognized that
and included a set of attributes that the graduating engineers must have. The specific attributes
that are in the limelight are teamwork, critical and creative thinking, ethics, lifelong learning, and
communication.

While professional organizations have some qualitative means to evaluate these skills and
requisite development programs, the academic environment neither measures nor develops them.
This needs to change. We certainly need a systemic approach in both industry and academic
environments. That entails a regular cycle of measurement, conceptualization, and execution of
development programs. Given the academic load on the students, it is imperative that the
development of the attributes is integrated with the core engineering curriculum as recommended
by Honor [1]. We will describe our experience in the next few sections.

2.1. Teamwork

Teamwork is involved in virtually every professional activity and therefore should be embedded
in every possible academic activity. Colleges and Universities should attempt to bring in as much
diversity – in terms of academic performance, social and linguistic background, discipline, gender
and culture – as possible in their student teams. They should endeavour to assign different roles to
students in different teams so that they can develop varied skills. They should also provide the
experience of having interactions across cultures and across disciplines both in physical and
virtual modes.

The teamwork skill can be measured using instrument developed by Ohland et al. [2] and the one
based on “Ten Commandments of Egoless Programming” proposed by Adams [3]. We have been
using them and appropriate instructional strategies resulting in students getting immense benefits.

2.2. Creative and Critical Thinking

The engineering field is becoming increasingly complex across all its branches - from traditional
civil engineering to modern computer, software, space, mechatronics and genetic engineering.
The complexity has increased even more due to a growing interdependence among disciplines
and the emergence of a wide range of new technologies. To manage this situation, engineers who
are creative and capable of abstract thinking, engineers who can keep pace with new technologies
and think laterally when developing new applications are needed. It has been observed that the
recent engineering graduates are lacking in these competencies [4]; and the traditional and still
dominant engineering curriculum at most universities, especially in developing countries, makes
little provision for developing these competencies [5].

We have been experimenting with Index of Learning Style (ILS)’s [6] sensing intuition
preferences to measure critical thinking. We have chosen this instrument over other options like
MBTI and TTCT since the latter are costly and have elicited diverse opinions on their suitability.
We have also designed a course and found statistically significant changes in critical thinking
based on the ILS measure.

2.3. Ethics

This is a complex skill to measure and develop. Its development requires involvement of other
stakeholders like parents, society, and industry. Right now, academicians are handling it by
introducing a separate traditional or scenario based course. That is not proving to be sufficient as
it lacks real life situations with real software engineering stakeholders [7]. We have introduced
peer evaluation using constant sum scale for many courses and believe correlations in the self and
peer evaluation may provide some idea about ethics of students.

2.4. Life Long Learning

In today’s knowledge economy continuous/lifelong learning is assuming greater significance.
Every educational institute needs to appreciate that and make provision for developing those
skills, for instance to nurture the ability to understand available code written in modern languages
in open source software libraries [8].

Colleges require introducing courses or at least some topics in the courses where students have to
learn on their own. Performance in them may indicate their skill in the attribute. We have
introduced courses on Liberal Learning for all students at the College of Engineering Pune, India.
They study various non engineering topics on their own. That provides opportunities to develop
lifelong learning skills and a method to evaluate their performance in that important dimension
[9].

2.5. Communication

This is critical not only for the engineering career but for all careers. It does not just mean
knowledge of English and basic verbal skills but also includes the ability to write emails and
proposals, articulate and communicate ideas, create and deliver public presentations, interact
across cultures, and listen and analyze talks. This is the easiest of the skills and needs to be
developed and measured in every academic course.

For example, engineering software design involves performing tasks in distinct areas, such as
system analysis, software design, programming, software testing, and software evolution
/maintenance [10]; other software occupations on a design team include the project manager,
troubleshooter, helpdesk personnel, database administrator, and so forth. Thus today, specialties
within software engineering are as diverse as in any other profession [11]. Therefore, software
engineers need to communicate very effectively with users and team members, consequently the
people dimension of software engineering is as important as the technical expertise [12].
3. CONCLUSIONS

Software engineering has been doing a marvellous job of helping enterprises of all types and to continue doing so it requires focusing on the soft dimension – people dimension. Its development must start in the undergraduate and graduate courses. The primary areas to work on are: teamwork, creative and critical thinking, ethics, lifelong learning and communication. They still need to be both developed and measured.
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ABSTRACT

U.S. corporations are obligated to file financial statements with the U.S. Securities and Exchange Commission (SEC). The SEC’s Electronic Data Gathering, Analysis, and Retrieval (EDGAR) system containing millions of financial statements is one of the most important sources of corporate information available. The paper illustrates which financial statements are publicly available by analyzing the entire SEC EDGAR database since its implementation in 1993. It shows how to retrieve financial statements in a fast and efficient way from EDGAR. The key contribution however is a platform-independent algorithm for business and research purposes designed to extract textual information embedded in financial statements. The dynamic extraction algorithm capable of identifying structural changes within financial statements is applied to more than 180,000 annual reports on Form 10-K filed with the SEC for descriptive statistics and validation purposes.
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1. INTRODUCTION

Information Extraction (IE) can be defined as the process of “finding and extracting useful information in unstructured text” [1]. In contrast to Information Retrieval (IR), a technology that selects a relevant subset of documents from a larger set, IE extracts information from the actual text of documents [2]. Important sources for IE are unstructured natural language documents or structured databases [3] [4]. Since U.S. corporations are obligated by law to file financial statements on a regular basis with the U.S. Securities and Exchange Commission (SEC), the SEC’s Electronic Data Gathering, Analysis, and Retrieval (EDGAR) system containing millions of financial statements is one of the most important sources of corporate information available [5] [1]. Unfortunately, most of the available textual data in the SEC EDGAR database is weakly structured in technical terms [6] [7] [8] especially prior to 2002 when the use of markup
languages was less common [9]. A limited number of tagged items, formatting errors and other inconsistencies lead to difficulties in accurately identifying and parsing common textual subjects across multiple filings [10] [11] [7]. These issues directly affect the ability to automate the extraction of textual information from SEC submissions [10] [12] [13]. Business data providers are offering expensive commercial products (e.g. AcademicEDGAR+, Edgar Pro, Intelligize). As research in the context of textual analysis is growing (e.g. Tetlock 2007 [14]; Loughran and McDonald 2011a [15]; Jegadeesh and Wu 2013 [16]) the question occurs which particular financial statements and disclosures are publicly available for free, how to retrieve these corporate documents and how to decode the embedded textual information in order to be incorporated into investment decisions, trading strategies and research studies in financial economics [5].

Today only a very limited amount of specific literature for extracting textual information from financial statements filed with the SEC and its EDGAR system is available (except Gerdes 2003 [10]; Stümpert et al. 2004 [17]; Grant and Conlon 2006 [1]; Engelberg and Sankaraguruswamy 2007 [18]; Cong, Kogan and Vasarhelyi 2007 [19]; Thai et al. 2008 [20]; Chakraborty and Vasarhelyi 2010 [21]; Hernandez et al. 2010 [22]; Garcia and Norli 2012 [5]; Srivastava 2016 [23]). This paper is based on neither of these because first, non-specialist technology is used to retrieve financial statements in an efficient way and secondly, the algorithm designed to extract textual information is platform-independent. The suggested method can compensate for expensive commercial products and help to replicate empirical research results. The paper shall serve as a technical guide on how to retrieve financial statements filed with the SEC and how to decode the embedded textual information provided by the EDGAR system for business and research purposes.

The remainder of the paper proceeds as follows. Section 2 presents the amount and variety of corporate documents distributed by the SEC’s electronic disclosure system. Section 3 demonstrates how to retrieve these documents from the EDGAR database. Section 4 describes the fundamentals of HyperText Markup Language and examines the electronic data provided by the SEC. Section 5 describes the fundamentals of regular expressions and specifies an algorithm to extract textual information embedded in financial statements. Section 6 validates the capabilities of the extraction algorithm. Section 7 presents descriptive statistics of annual reports filed with the EDGAR database. The last section concludes.

2. SEC’S EDGAR DATABASE

Publicly owned companies, their officers and directors as well as major investors are obligated by law (Securities Exchange Act 1934, Section 2) to file various disclosures (forms) with the SEC [10]. The main purpose of making certain types of corporate information publicly available is to improve the efficiency of security markets and to protect capital market participants [5]. “The laws and rules that govern the securities industry in the United States derive from a simple and straightforward concept: all investors, whether large institutions or private individuals, should have access to certain basic facts about an investment prior to buying it, and so long as they hold it. To achieve this, the SEC requires public companies to disclose meaningful financial and other information to the public. This provides a common pool of knowledge for all investors to use to judge for themselves whether to buy, sell, or hold a particular security” [24]. In order to protect investors, to maintain efficient capital markets and to improve access to publicly available corporate disclosures, the SEC developed the EDGAR database [10] and describes it as a system which “performs automated collection, validation, indexing, acceptance, and forwarding of
submissions by companies and others who are required by law to file forms with the U.S. Securities and Exchange Commission” [25].

Originally the EDGAR system was developed by the SEC as a pilot system for electronic disclosure in 1983. In order to test and evaluate EDGAR’s performance the SEC requested electronic filings in 1994 after completing the phase-in of a mandated test group in December 1993 (the phase-in began on April 26, 1993) [26] [11] [27]. As of May 6, 1996 the SEC obligated all public domestic U.S. companies (issuers) to file submissions electronically through the EDGAR system [28] [11] [27] [1] except for certain filings made in paper because of a hardship exemption under Regulation S-T [29] [25]. Filing for foreign private issuers (companies organized outside of the U.S.) and foreign governments via EDGAR [26] became mandatory on May 14, 2002 [30]. The Securities Exchange Act of 1934 (Securities Exchange Act 1934, Section 13(a), (b), Section 15(d)) empowers the SEC to require (periodic) reporting of information from publicly held companies [24]. In general, all public domestic companies with assets exceeding $10 million and at least 500 shareholders become subject to Exchange Act reporting requirements (Securities Exchange Act 1934, Section 12(g)) alongside certain individuals [10]. Among other disclosures, corporations with publicly traded securities are required (Securities Exchange Act 1934, Section 13(a), (b), Section 15(d)) to file annual and quarterly reports (Form 10-K, Form 10-Q) as well as current reports (Form 8-K) on an ongoing basis with the SEC and its EDGAR system [24]. Since by law these public corporate disclosures have to be accurate (Securities Exchange Act 1934, Section 13(i)) and represent a company’s operations, they themselves represent a treasure trove of valuable information for investors and researchers [10] [18].

2.1. Underlying data in SEC’s EDGAR database

In order to understand the amount and variety of corporate information (e.g. financial statements) distributed by the SEC, I retrieve and analyze all form index files since the implementation of the EDGAR system in 1993. The SEC EDGAR form index files list all publicly available disclosures made through the system in a certain quarter and sort the submissions by their particular filing form type. Table 1 reports the total number of submissions that have been made with the EDGAR system for each quarter and year since the introduction of the EDGAR database.

A tremendous amount of publicly available disclosures was filed with the SEC between 1993 and 2016. In total 15,998,058 filings were submitted to the EDGAR system in order to be publicly distributed. On average 31.48 percent (5,035,554) of these filings became available in the first, 25.74 percent (4,117,631) in the second, 20.97 percent (3,355,412) in the third and 21.81 percent (3,489,461) in the last quarter of each year since 1993. Most noticeable is the overall increase in total submissions through the EDGAR system reaching its peak in 2007 with more than 1.1 million disclosures for that particular year. By analyzing the index files more precisely, investors and researchers can gain an insight into the specific type of information the SEC is making publicly available through its EDGAR system [5]. Table 2 describes the most common filing (form) types filed with the EDGAR system.
### Table 1. Statistics on EDGAR submissions

<table>
<thead>
<tr>
<th>Year</th>
<th>Filings (Number)</th>
<th>Filings (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Quarter 1</td>
<td>Quarter 2</td>
</tr>
<tr>
<td>2016</td>
<td>307,416</td>
<td>239,528</td>
</tr>
<tr>
<td>2015</td>
<td>318,319</td>
<td>259,832</td>
</tr>
<tr>
<td>2014</td>
<td>311,679</td>
<td>252,333</td>
</tr>
<tr>
<td>2013</td>
<td>303,568</td>
<td>257,597</td>
</tr>
<tr>
<td>2012</td>
<td>309,453</td>
<td>246,776</td>
</tr>
<tr>
<td>2010</td>
<td>300,538</td>
<td>255,180</td>
</tr>
<tr>
<td>2009</td>
<td>300,080</td>
<td>229,347</td>
</tr>
<tr>
<td>2008</td>
<td>328,709</td>
<td>267,722</td>
</tr>
<tr>
<td>2007</td>
<td>339,872</td>
<td>289,082</td>
</tr>
<tr>
<td>2006</td>
<td>335,577</td>
<td>278,960</td>
</tr>
<tr>
<td>2005</td>
<td>317,761</td>
<td>271,625</td>
</tr>
<tr>
<td>2004</td>
<td>312,029</td>
<td>253,021</td>
</tr>
<tr>
<td>2003</td>
<td>183,393</td>
<td>167,119</td>
</tr>
<tr>
<td>2002</td>
<td>125,189</td>
<td>108,013</td>
</tr>
<tr>
<td>2001</td>
<td>111,740</td>
<td>90,283</td>
</tr>
<tr>
<td>2000</td>
<td>116,309</td>
<td>81,139</td>
</tr>
<tr>
<td>1999</td>
<td>105,531</td>
<td>78,272</td>
</tr>
<tr>
<td>1998</td>
<td>106,666</td>
<td>73,830</td>
</tr>
<tr>
<td>1997</td>
<td>91,096</td>
<td>65,470</td>
</tr>
<tr>
<td>1996</td>
<td>49,923</td>
<td>41,659</td>
</tr>
<tr>
<td>1995</td>
<td>31,875</td>
<td>26,104</td>
</tr>
<tr>
<td>1994</td>
<td>20,879</td>
<td>16,500</td>
</tr>
<tr>
<td>1993</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Filings (Number)</td>
<td>5,035,554</td>
<td>4,117,631</td>
</tr>
<tr>
<td>Filings (%)</td>
<td>31.48</td>
<td>25.74</td>
</tr>
</tbody>
</table>

Notes: The table presents the total number of filings made on EDGAR for each year between 1993 and 2016. Each individual filing in a particular quarter is listed in an associated EDGAR form index file on the SEC server.

### Table 2. Statistics on EDGAR form types

<table>
<thead>
<tr>
<th>Rank</th>
<th>Form/Description</th>
<th>Submission Type</th>
<th>Filings (Number)</th>
<th>Filings (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Changes in ownership</td>
<td></td>
<td>4</td>
<td>5,850,937</td>
</tr>
<tr>
<td>2</td>
<td>Current report filing</td>
<td></td>
<td>8-K</td>
<td>1,376,248</td>
</tr>
<tr>
<td>3</td>
<td>5% passive ownership triggers amendments</td>
<td>SC 13G/A</td>
<td>358,711</td>
<td>3.67</td>
</tr>
<tr>
<td>4</td>
<td>Initial ownership report</td>
<td></td>
<td>3</td>
<td>538,238</td>
</tr>
<tr>
<td>5</td>
<td>Quarterly report</td>
<td></td>
<td>10-Q</td>
<td>522,996</td>
</tr>
<tr>
<td>6</td>
<td>Definitive materials</td>
<td></td>
<td>497</td>
<td>365,987</td>
</tr>
<tr>
<td>7</td>
<td>5% passive ownership triggers</td>
<td>SC 13G</td>
<td>344,030</td>
<td>2.15</td>
</tr>
<tr>
<td>8</td>
<td>Current report of foreign issuer</td>
<td>6-K</td>
<td>328,751</td>
<td>2.04</td>
</tr>
<tr>
<td>9</td>
<td>Change on a prospectus</td>
<td></td>
<td>424B3</td>
<td>254,046</td>
</tr>
<tr>
<td>10</td>
<td>5% active ownership triggers amendments</td>
<td>SC 13DA</td>
<td>201,938</td>
<td>1.26</td>
</tr>
<tr>
<td>11</td>
<td>Changes in ownership amendments</td>
<td></td>
<td>4-A</td>
<td>197,612</td>
</tr>
<tr>
<td>12</td>
<td>Quarterly holdings, institutional managers</td>
<td>13F-HR</td>
<td>193,463</td>
<td>1.21</td>
</tr>
<tr>
<td>13</td>
<td>Annual report on ownership changes</td>
<td></td>
<td>5</td>
<td>186,884</td>
</tr>
<tr>
<td>14</td>
<td>Annual report</td>
<td></td>
<td>10-K</td>
<td>167,599</td>
</tr>
<tr>
<td>15</td>
<td>SEC-originated letters to filers</td>
<td>UPLOAD</td>
<td>159,065</td>
<td>0.99</td>
</tr>
<tr>
<td>16</td>
<td>Filer response letters</td>
<td></td>
<td>CORRESP</td>
<td>153,987</td>
</tr>
<tr>
<td>17</td>
<td>Proxy statements</td>
<td></td>
<td>DEF 14A</td>
<td>132,216</td>
</tr>
<tr>
<td>18</td>
<td>Registration management investment companies</td>
<td>48BPOS</td>
<td>151,903</td>
<td>0.95</td>
</tr>
<tr>
<td>19</td>
<td>Registration of securities, investment companies</td>
<td>24F-2NT</td>
<td>149,385</td>
<td>0.93</td>
</tr>
<tr>
<td>20</td>
<td>Offering of securities without registration</td>
<td>D</td>
<td>147,355</td>
<td>0.92</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>15,998,058</td>
<td>100.00</td>
</tr>
</tbody>
</table>
Notes: The table presents the most frequent form types filed with the EDGAR system between 1993 and 2016. The first column ranks each filing type in descending order of total submissions. The second column gives a short description of each filing form type [5]. The third column lists the form codes used on EDGAR to identify a particular filing type made with the database. The next column contains the number of total submissions of a particular filing form type. The last column shows the amount of total submissions for each filing type in relation to all submissions made with the SEC EDGAR database.

The submission type most often filed with the EDGAR system since its implementation is Form 4. Between 1993 and 2016 5,850,937 filings report purchases or sales of securities by persons who are the beneficial owner of more than ten percent of any class of any equity security, or who are directors or officers of the issuer of the security [5]. The second most frequent submission type filed with the SEC is Form 8-K. 1,376,248 filings of this submission type are listed in the EDGAR index files. The current report filing is required by companies in order to inform shareholders about certain corporate events. These events of material importance for a company include information on significant agreements, impairments, changes in management etc. [5]. Important submission types for investors and researchers such as the annual report on Form 10-K have been submitted 167,599 times. Quarterly reports on Form 10-Q have been filed 522,906 times in total between 1993 and 2016. Another important submission type is Schedule 13G (SC 13G). Investors who are not seeking control over a firm (passive investors) must file this submission type as required by the SEC when crossing the five percent ownership threshold of a company [5]. In total 344,030 filings of this particular submission type alone are reported on EDGAR.

The SEC assigns to each filer a Central Index Key (CIK) which is a unique identifier used on the EDGAR database in order to label and identify each individual filer in the system [10]. Since 1993 in total 580,225 unique CIK numbers were assigned and stored in the SEC’s electronic disclosure system. The majority of these CIKs were not assigned to publicly traded companies but to private firms, hedge funds and mutual funds as well as to private individuals who receive a CIK when filing with the SEC [5]. Table 3 reports the number of unique CIKs (unique filers) filing a certain submission type with the SEC and its EDGAR system.

Submission type Form 4 (Form 3) was submitted by 206,652 (187,366) different filers between 1993 and 2016. Annual reports on Form 10-K were submitted to the SEC by 33,968 filers. Quarterly reports on Form 10-Q can be associated with 26,271 unique filers whereas the number of CIKs assigned to current reports on Form 8-K is 38,713. On average each registrant filed 4.9 annual reports on Form 10-K and 19.9 quarterly reports on Form 10 Q with the EDGAR system in addition to 35.6 current reports on Form 8-K since 1993. AFS SenSub Corp. (CIK 1347185), an issuer of asset-backed securities, filed 107 annual reports on Form 10-K (56 on 10-K/A). PowerShares DB Multi-Sector Commodity Trust (CIK 1367306), an investment company offering several investment funds, filed 189 quarterly reports on Form 10-Q (7 on 10-Q/A). Chase Bank USA, National Association (CIK 869090) filed 1,484 Form 8-K statements (12 on 8-K/A). 730 Schedule 13D Forms were filed by Gamco Investors, INC. (CIK 807249), an investment advisory and brokerage service firm, (5,528 on SC 13D/A) whereas FMR LLC (CIK 315066), the financial services conglomerate known as Fidelity Investments, filed 7,726 Schedule 13G Forms (25,447 on SC 13G/A).
Table 3. Statistics on EDGAR filers

<table>
<thead>
<tr>
<th>Rank</th>
<th>Description</th>
<th>Submission Type</th>
<th>Unique CIKs</th>
<th>Mean</th>
<th>Med</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Changes in ownership</td>
<td>4</td>
<td>206,652</td>
<td>28.3</td>
<td>7</td>
<td>12,170</td>
</tr>
<tr>
<td>2</td>
<td>Initial ownership report</td>
<td>3</td>
<td>187,366</td>
<td>2.9</td>
<td>1</td>
<td>550</td>
</tr>
<tr>
<td>3</td>
<td>Offering of securities without registration</td>
<td>D</td>
<td>104,853</td>
<td>1.4</td>
<td>1</td>
<td>375</td>
</tr>
<tr>
<td>4</td>
<td>Regulation D exemption filing (paper submission)</td>
<td>REGDEX</td>
<td>87,285</td>
<td>1.5</td>
<td>1</td>
<td>150</td>
</tr>
<tr>
<td>5</td>
<td>Changes in ownership amendments</td>
<td>4/A</td>
<td>62,000</td>
<td>3.3</td>
<td>1</td>
<td>338</td>
</tr>
<tr>
<td>6</td>
<td>Annual report on ownership changes</td>
<td>5</td>
<td>47,466</td>
<td>3.9</td>
<td>1</td>
<td>473</td>
</tr>
<tr>
<td>7</td>
<td>Change on a prospectus</td>
<td>424B3</td>
<td>45,204</td>
<td>5.6</td>
<td>2</td>
<td>9,911</td>
</tr>
<tr>
<td>8</td>
<td>5% active ownership triggers</td>
<td>SC 13D</td>
<td>43,381</td>
<td>2.3</td>
<td>1</td>
<td>730</td>
</tr>
<tr>
<td>9</td>
<td>5% passive ownership triggers</td>
<td>SC 13G</td>
<td>41,629</td>
<td>8.3</td>
<td>2</td>
<td>7,726</td>
</tr>
<tr>
<td>10</td>
<td>Notification of effectiveness for Securities Act registration statement</td>
<td>EFFECT</td>
<td>40,485</td>
<td>2.4</td>
<td>1</td>
<td>86</td>
</tr>
<tr>
<td>11</td>
<td>Registration of securities issued in business combination transactions</td>
<td>S-4</td>
<td>40,139</td>
<td>2.0</td>
<td>1</td>
<td>70</td>
</tr>
<tr>
<td>12</td>
<td>Current report filing</td>
<td>8-K</td>
<td>38,713</td>
<td>35.6</td>
<td>10</td>
<td>1,484</td>
</tr>
<tr>
<td>13</td>
<td>Offering of securities without registration amendments</td>
<td>D/A</td>
<td>35,673</td>
<td>2.8</td>
<td>2</td>
<td>1,601</td>
</tr>
<tr>
<td>14</td>
<td>Registration of securities issued in business combination transactions amendments</td>
<td>S-4/A</td>
<td>35,158</td>
<td>2.8</td>
<td>2</td>
<td>63</td>
</tr>
<tr>
<td>15</td>
<td>Annual report</td>
<td>10-K</td>
<td>33,968</td>
<td>4.9</td>
<td>3</td>
<td>107</td>
</tr>
<tr>
<td>16</td>
<td>5% passive ownership triggers amendments</td>
<td>SC 13G/A</td>
<td>33,339</td>
<td>17.6</td>
<td>4</td>
<td>25,447</td>
</tr>
<tr>
<td>17</td>
<td>SEC-originated letters to filers</td>
<td>UPLOAD</td>
<td>31,726</td>
<td>5.0</td>
<td>3</td>
<td>91</td>
</tr>
<tr>
<td>18</td>
<td>Filer response letters</td>
<td>CORRESP</td>
<td>30,031</td>
<td>5.1</td>
<td>3</td>
<td>157</td>
</tr>
<tr>
<td>19</td>
<td>5% active ownership triggers amendments</td>
<td>SC 13D/A</td>
<td>29,742</td>
<td>6.8</td>
<td>3</td>
<td>5,528</td>
</tr>
<tr>
<td>20</td>
<td>Quarterly report</td>
<td>10-Q</td>
<td>26,271</td>
<td>19.9</td>
<td>14</td>
<td>189</td>
</tr>
</tbody>
</table>

Notes: The table presents the most frequent submission types made on EDGAR in descending order of unique SEC registrants filing a particular submission type. The time period is 1993-2016. The fourth column contains the total number of unique filers submitting a particular form type. Columns 5-7 present the means, medians and maxima of particular filing form types submitted by unique SEC filers.

3. SEC EDGAR DATA GATHERING

Researchers in the field of finance and accounting often rely on programming languages (Perl, Python, R, SAS, and SPSS) to retrieve financial statements filed with the SEC. The use of a programming language as a tool is problematic for several reasons. First, many people analyzing financial reports are not familiar with these programming languages. For them it is time-consuming to apply a specific and complex coding language to obtain the corporate filings from EDGAR. Secondly, due to downloading only one filing at a time the procedure is very slow especially when obtaining massive data from the database. Thirdly, since incremental changes have to be made to the algorithm to retrieve another filing form type or filings from another company this particular method is very error-prone.

In contrast, widely used internet browsers (e.g. Mozilla-Firefox, Google-Chrome) can be easily equipped with powerful applications (e.g. DownThemAll, GetThemAll) which offer advanced download capabilities. These fully integrated browser extensions are able to identify links contained in a webpage or file and download the desired document parts simultaneously. To feed these applications only a standard MS Excel spreadsheet is necessary. Every filing made through the EDGAR system in a particular quarter between 1993 and 2016 is stored in an associated index file (file extension *.idx) [5]. The EDGAR index files therefore represent a helpful resource in retrieving massive data from the database. They list important information for each filing such as
the name of the filer, the particular central index key, the date and the type of the submission as well as the particular name of the document on the SEC server. In general, four different types of index files are available sorting the filings made on EDGAR by company name, form type, central index key or by submissions containing financial statements formatted in eXtensible Business Reporting Language (XBRL) [31] [32]. When examining the form index files more precisely one can see that the index files do not only contain the name of any filing made on EDGAR but rather the (entire) server path. Table 4 illustrates an excerpt of information stated in the SEC EDGAR form index file from the first quarter of 2016. By opening the index files for example with a simple MS Excel spreadsheet (file extension *.xlsx) a Uniform Resource Locator (URL) can be created for each financial statement which is listed in a particular index file since the name of the filing and its (partial) server path (directory) is stated. To do so the protocol (https://), the hostname (www.sec.gov/) and a link to the archives directory (Archives/) have to be added to the file name from the index file. Table 5 illustrates the URL components of Coca Cola’s 2015 annual report on Form 10-K filed with the SEC on February 25, 2016. These URLs which have been composed based on the EDGAR index files can be copied into a plain text file (file extension *.txt). By opening it with the browser extensive data (financial statements) can be retrieved from the SEC and its EDGAR system in a fast and efficient way using a browser extension (however, the composed URLs can also be implemented in any other data gathering method).

This method offers various significant advantages. First, for many people composing URLs with commonly used and easy accessible computer software like MS Excel is simpler and faster than relying on complex coding languages to identify and retrieve the documents in question. Secondly, since multiple documents can be retrieved at the same time using browser extensions, the described method is again a lot faster especially when obtaining massive data from EDGAR. Thirdly, by sorting or filtering the different index files in MS Excel the proposed method can easily be adjusted to retrieve another filing form type or data from another company. The result of this procedure is validated through obtaining exactly the same financial statements investors and researchers would retrieve using a complex, slow and error-prone alternative.

4. HYPERTEXT MARKUP LANGUAGE IN SEC FILINGS

Because financial statements filed with the SEC are formatted in HyperText Markup Language (HTML) the fundamentals of HTML are illustrated first, followed by an examination of the data formatted in HTML provided by the SEC and its EDGAR system.

4.1. Fundamentals of HyperText Markup Language

HyperText Markup Language (HTML) is a universally understood digital language which is used to publish and distribute information globally. HTML is the publishing language of the World Wide Web [33]. HTML is used to create HyperText documents that are portable from one platform to another [34] due to their generic semantics as a Standard Generalized Markup Language (SGML) application [33]. HTML enables authors to publish documents online, assign a specific look or layout to document content (tagging) [35] [21] or to retrieve information online via HyperText links [33]. The World Wide Web Consortium (W3C) is maintaining and specifying the vocabulary (applicable markups) and grammar (logical structure) of HTML documents [35].
A valid HTML document is composed of three different parts [33]. First, it declares which version of HTML is used in the document through the document type declaration (<DOCTYPE HTML PUBLIC "-//W3C//DTD HTML 4.01//EN" "http://www.w3.org/TR/html4/strict.dtd">). The document type declaration names the document type definition (DTD) specifying which elements and attributes can be implemented into a document formatted in HTML [33]. HTML 4.01 specifies three different DTDs: HTML 4.01 Strict DTD; HTML 4.01 Transitional DTD and HTML 4.01 Frameset DTD [33]. The W3C recommends to use HTML 4.01 Strict DTD which excludes presentation attributes since these elements are supposed to be replaced by style sheets [36]. The second part of a HTML document is the document head (<HEAD>). This section contains information about the current document such as the title and relevant keywords for search engines. In general, the elements appearing in the head section are not presented by a document formatted in HTML [33]. The third and most important part of a HTML document is the body (<BODY>). This section contains the actual content of the document such as text paragraphs, images, graphics, tables, links, etc. [33]. The content in the document body can be structured in many different ways using various HTML elements (tags) to accomplish a certain look or layout to present the embedded information.

4.2. SEC EDGAR HTML Data

“Official” financial statements filed with the SEC have to be formatted either in American Standard Code for Information Interchange (ASCII) or in HyperText Markup Language (HTML 3.2/4.0). Financial statements formatted in Portable Document Format (PDF) or XBRL are considered “unofficial” documents (submissions formatted in PDF and XBRL may qualify as official documents as well when specific criteria are met) [34]. Due to a limited support of HTML in order to reduce the number of inconsistencies caused by HTML 4.0 implementation variances [37], the EDGAR system only accepts a subset of HTML 3.2 semantics (tags) and several HTML 4.0 attributes [34] therefore enforcing several restrictions (no active content, no external references etc.) of HTML formatting in financial statement submissions [34]. The “Complete Submission Text File” (file extension *.txt) provided by the EDGAR system represents an aggregation of all information in a particular financial statement filed with the SEC. The text version of the filings on the SEC server contains the 10-K document formatted in HTML, XBRL, exhibits and ASCII-encoded graphics (“binary-to-text” encoding or “uuencoding” converts binary data files to plain ASCII-printable characters to facilitate transfer across various hardware platforms) [38] [39]. Besides the “Complete Submission Text File” several submission parts (documents) are also provided in HTML (file extension *.htm) such as the core 10-K document and the exhibits which have been submitted [38]. For example, Coca Cola’s 10-K filing on February 25, 2016 lists the core 10-K filing in HTML format, ten exhibits, eight graphic files (file extension *.jpg), six XBRL files and a single “Complete Submission Text File” containing all of these documents [40].

5. TEXTUAL INFORMATION IN FINANCIAL STATEMENTS

This section describes how regular expressions are used to extract textual information from financial statements filed with the SEC. First, I illustrate the fundamentals of regular expressions. Then I discuss the algorithm to extract textual information from financial statements using only regular expressions before presenting the actual text embedded in financial statements as a result of the designed algorithm. Due to their high relevance for investors and researchers an actual annual report on Form 10-K from the Coca Cola Company serves as basis for the illustration.
5.1. Fundamentals of Regular Expressions

Regular expressions or regular sets were first used as an algebra by mathematicians to describe models developed by physiologists of how the nervous system would work at the neuron level. The first published computational use of regular expressions was in 1968 by Ken Thompson [41] who describes regular expressions as “a method for locating specific character strings embedded in character text” [42]. They are implemented not only in modern programming languages, but also in application programs that can be used for text analysis without special programming skills (e.g. RapidMiner).

Regular expressions (“RegEx”; “RegExp”; “RegExes”) with a general pattern notation (pattern language) allow to process all kinds of text and data in a flexible and efficient way [41] [13]. In particular RegExes can be used to modify textual elements or to identify and extract certain information from different documents [43]. The two types (full) regular expressions are composed of special characters (metacharacters) and normal (literal) text characters acting as the grammar and the words of the regular expression language [41] [43]. For example, RegEx: “[0-9]” identifies all digits, RegEx: “[a-zA-Z]” isolates all upper and lower-case letters (character classes) and RegEx: “.” matches all of these elements (metacharacter) embedded in an underlying text document [41] [43]. Another metacharacter and counting element (quantifier) within the regular expression language is a star or an asterisk (*) which quantifies the immediately preceding item within the defined expression (match any number of the preceding element including none) [41] [43]. Counting elements or quantifiers are used to specify the search pattern of regular expressions in more detail. “Greedy” quantifiers like “*” match as much as possible whereas “lazy” quantifiers such as “*?” match as little as possible to satisfy the search pattern of a composed regular expression [41] [43].

In addition, regular expressions can be modified in the way they are interpreted and applied using different regular expression modes (modifiers). These modifiers allow to change the search pattern of a particular regular expression (matching mode) in modern programming languages or in application programs. Regular expressions equipped with “case-insensitive match mode” ((?i)) ignore the letter case of the input (textual elements) during the matching process allowing the search pattern to match both upper and lower case letters [41] [43]. Since modern applications work with multiple (coding) lines regular expressions need to be modified in order to match a string across different lines. “Dot-matches-all match mode” also known as “single-line mode” ((?s)) modifies the search pattern of a regular expression in a way that it matches a character string across multiple lines [41] [43]. By designing regular expressions and implementing them into modern computer software the results of various search patterns (textual information) can be highlighted and changed or even removed from the underlying text at all [41] [43].

5.2. Extraction of Textual Information

Researchers in the field of finance and accounting (as well as business data providers) use the “Complete Submission Text Files” (file extension *.txt) provided by the SEC and its EDGAR system to extract textual information from financial statements. In order to delete all non-textual elements (HTML tags and their corresponding attributes) most often special text-processing programs and their predefined applications (HTML Parser) are used. This again is problematic for several reasons. First, using predefined text-processing operators to delete non-textual elements makes one platform-dependent since a specific HTML Parser can not be (easily) implemented into any other text-processing program in use. Secondly, since the extraction algorithm of the HTML-Parser is complex or not presented at all its extraction results can hardly be validated. Thirdly, because of these drawbacks empirical research results are challenging to replicate for a particular or any other data sample. Regular expressions can in fact overcome these problems in extracting textual information
embedded in financial statements filed with the SEC. They offer platform-independent (research) results which can be validated and replicated for any data sample at any given time.

The proposed extraction algorithm (“Annual Report Algorithm”) first decomposes the “Complete Submission Text File” (file extension *.txt) into its components (RegEx 1). In the end, the entire algorithm is validated through obtaining exactly one core (Form 10-K) document and the number of exhibits which have been embedded in the “Complete Submission Text File” for every financial statement in the data sample. Next, the “Annual Report Algorithm” identifies all other file types contained in the submission since these additional documents are not either a core document or an exhibit within the text version of the filing (RegEx 2). Table 4 illustrates the regular expressions needed to decompose the “Complete Submission Text File” of a financial statement filed with the SEC and to identify the embedded document (file) types.

In addition to the filing components described earlier (10-K section, exhibits, XBRL, graphics), several other document (file) types might be embedded in financial statements such as MS Excel files (file extension *.xlsx), ZIP files (file extension *.zip) and encoded PDF files (file extension *.pdf). By applying additional rules in the “Annual Report Algorithm” (RegExes 3-22) these documents are deleted to be able to extract textual information only from the core document and the various exhibits contained in the “Complete Submission Text File”. The additional SEC-header is not supposed to be removed separately since it has already been deleted by the algorithm. Table 5 illustrates the regular expressions applied to delete document (file) types other than the core document and the corresponding exhibits.

---

### Table 4. Regular expressions contained in the “Annual Report Algorithm”

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
<th>Regular Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Decomposition of “Complete Submission Text File”</td>
<td>(?&lt;DOCUMENT&gt;.*&lt;DOCUMENT&gt;)</td>
</tr>
<tr>
<td>2</td>
<td>Identification of document (file) types</td>
<td>&lt;TYPE&gt;.*</td>
</tr>
</tbody>
</table>

Notes: The table presents the regular expressions contained in the “Annual Report Algorithm” for extracting documents and identifying document (file) types.

### Table 5. Regular expressions contained in the “Annual Report Algorithm”

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
<th>Regular Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Removal of graphic files</td>
<td>(?&lt;TYPE&gt;GRAPHIC.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>4</td>
<td>Removal of MS Excel files</td>
<td>(?&lt;TYPE&gt;EXCEL.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>5</td>
<td>Removal of PDF files</td>
<td>(?&lt;TYPE&gt;PDF.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>6</td>
<td>Removal of ZIP files</td>
<td>(?&lt;TYPE&gt;ZIP.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>7</td>
<td>Removal of cover letter</td>
<td>(?&lt;TYPE&gt;CORRESP.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>8</td>
<td>Removal of XBRL instance document</td>
<td>(?&lt;TYPE&gt;EX-10[01]INS.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>10</td>
<td>Removal of XBRL instance document</td>
<td>(?&lt;TYPE&gt;EX-99 SDR [KL]INS.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>11</td>
<td>Removal of XBRL taxonomy extension</td>
<td>(?&lt;TYPE&gt;EX-10[01]SCH.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>12</td>
<td>Removal of XBRL taxonomy extension</td>
<td>(?&lt;TYPE&gt;EX-99 SDR [KL]SCH.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>13</td>
<td>Removal of XBRL taxonomy extension</td>
<td>(?&lt;TYPE&gt;EX-10[01]CAL.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>14</td>
<td>Removal of XBRL taxonomy extension</td>
<td>(?&lt;TYPE&gt;EX-99 SDR [KL]CAL.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>15</td>
<td>Removal of XBRL taxonomy extension</td>
<td>(?&lt;TYPE&gt;EX-10[01]DEF.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>16</td>
<td>Removal of XBRL taxonomy extension</td>
<td>(?&lt;TYPE&gt;EX-99 SDR [KL]LAB.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>17</td>
<td>Removal of XBRL taxonomy extension</td>
<td>(?&lt;TYPE&gt;EX-10[01]LAB.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>18</td>
<td>Removal of XBRL taxonomy extension</td>
<td>(?&lt;TYPE&gt;EX-99 SDR [KL]LAB.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>19</td>
<td>Removal of XBRL taxonomy extension</td>
<td>(?&lt;TYPE&gt;EX-10[01]PRE.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>20</td>
<td>Removal of XBRL taxonomy extension</td>
<td>(?&lt;TYPE&gt;EX-99 SDR [KL]PRE.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>21</td>
<td>Removal of XBRL taxonomy extension</td>
<td>(?&lt;TYPE&gt;EX-10[01]REF.*&lt;TEXT&gt;)</td>
</tr>
<tr>
<td>22</td>
<td>Removal of XBRL documents</td>
<td>(?&lt;TYPE&gt;XML.*&lt;TEXT&gt;)</td>
</tr>
</tbody>
</table>
Next, the “Annual Report Algorithm” deletes all metadata included in the core document and the exhibits (RegExes 23-27). Table 6 illustrates the regular expressions for deleting metadata in SEC EDGAR documents.

Table 6. Regular expressions contained in the “Annual Report Algorithm”

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
<th>Regular Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>Removal of document type information</td>
<td>-TYPE-.+</td>
</tr>
<tr>
<td>24</td>
<td>Removal of sequence information</td>
<td>&lt;SEQUENCE&gt;-.+</td>
</tr>
<tr>
<td>25</td>
<td>Removal of filename</td>
<td>-FILENAME-.+</td>
</tr>
<tr>
<td>26</td>
<td>Removal of description</td>
<td>-DESCRIPTION&gt;-</td>
</tr>
<tr>
<td>27</td>
<td>Removal of header section (including document title)</td>
<td>(?s)&lt;HEAD&gt;-.*?$/HEAD&gt;</td>
</tr>
</tbody>
</table>

Notes: The table presents the regular expressions contained in the “Annual Report Algorithm” for deleting nonrelevant document metadata.

Before deleting all HTML elements and their corresponding attributes (RegEx 29) the algorithm deletes tables since they contain non-textual (quantitative) information (RegEx 28). Table 7 illustrates the set of regular expressions applied to delete tables and HTML elements embedded in financial statements filed with the SEC.

Table 7. Regular expressions contained in the “Annual Report Algorithm”

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
<th>Regular Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>Removal of table content</td>
<td>(?s)(?i)-Table.*?$/Table&gt;</td>
</tr>
<tr>
<td>29</td>
<td>Removal of HTML tags and attributes</td>
<td>(?s)-{&gt;}*</td>
</tr>
</tbody>
</table>

Notes: The table presents the regular expressions contained in the “Annual Report Algorithm” for deleting tables and HTML elements.

After extracting the core document and the exhibits as well as deleting all HTML elements, the “Annual Report Algorithm” adjusts the content embedded in the body section of each HTML formatted document in order to extract textual elements from financial statements on the EDGAR database. According to the SEC filer manual the EDGAR system suspends financial statements which contain extended ASCII characters. However, it supports submissions with extended character references. By using ISO-8859-1/Latin-1 decimal character references or entity-names (either technique is allowed within SEC submissions) extended ASCII characters can be embedded in financial statement submissions. These extended character sets within HTML documents included in the “Complete Submission Text File” need to be decoded to be able to extract human-readable textual information from financial statements [34]. The “Annual Report Algorithm” finally decodes all extended character sets (RegExes 30-680) most likely embedded in financial statements filed with the SEC and its EDGAR system formatted in HTML 4.01 (ASCII, ANSI/Windows-1252, ISO-8859-1/Latin-1, mathematical, Greek, symbolic and special characters).

5.3. Extraction Results

By applying the “Annual Report Algorithm” investors and researchers are able to extract textual information from financial statements filed with the SEC for thousands of companies in a fully automated process. Based on the “Complete Submission Text File” provided by the EDGAR system the algorithm extracts the core (Form 10-K) document and the exhibits which have been embedded in the text version of a company’s financial statement. For example for Coca Cola’s 2015 annual report on Form 10-K filed on February 25, 2016 via EDGAR the algorithm extracts one core document in
addition to ten different exhibits. Figure 1 illustrates partial extraction results for the 10-K section of the annual report as well as for two exhibits.
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**Figure 1. Examples of the extraction result of the “Annual Report Algorithm”**

Notes: The figure presents extraction results from Coca Cola’s 2015 annual report on Form 10-K filed with the SEC. The first part of the figure displays the actual 10-K section embedded in text version of the submission. The second part shows the statement of the auditing firm. The certification of the annual report by the CEO is presented in the last part of the figure.

Besides from textual content of entire documents (10-K section and exhibits) contained in the “Complete Submission Text File” investors and researchers might be interested in extracting textual information from particular sections (Items) within the core 10-K section of an annual report (like Item 1A - Risk Factors; Item 3 - Legal Proceedings; Item 7 - Management’s Discussion and Analysis of Financial Condition and Results of Operations etc.). In order to extract textual information from particular 10-K items the “Annual Report Algorithm” is modified to the “Items Algorithm”. Excluding all exhibits, the modified “Items Algorithm” isolates only the 10 K section within the SEC submission. After deleting nonrelevant information and decoding reserved characters within the document investors and researchers can extract textual information from specific 10-K items. Table 8 specifies the modified “Items Algorithm” applied to extract textual information from particular items of the annual report on Form 10-K filed with the SEC.

Using only regular expressions to extract textual information from financial statements investors and researchers can implement the designed extraction algorithms in any modern application and computer program available today. By applying either the “Annual Report Algorithm” or the “Items Algorithm” entire documents (10-K section and exhibits) or particular items from the core 10-K section can be extracted from the annual SEC submissions in order to be analyzed. More importantly, while compensating for expensive commercial products the algorithms and their extraction results can be validated and replicated for any data sample at any given time. Figure 2 finally illustrates several extraction results of the “Items Algorithm” from the annual report on Form 10 K highly relevant to investors and researchers alike.
Table 8. Regular expressions contained in the “Items Algorithm”

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
<th>Regular Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Extraction of 10-K section</td>
<td>(\b${TYPE=10-K,.*}\b)</td>
</tr>
<tr>
<td>2</td>
<td>Removal of document metadata</td>
<td>RegExes 23-25</td>
</tr>
<tr>
<td>3</td>
<td>Removal of table content</td>
<td>(\b${Table}.*\b)</td>
</tr>
<tr>
<td>4</td>
<td>Decoding of reserved characters</td>
<td>See RegExes 30-480</td>
</tr>
<tr>
<td>5</td>
<td>Identification and renaming of item headings (“Item”)</td>
<td>(\b${((\d))((\d)))\b) -&gt; “Item” “Item Item”</td>
</tr>
<tr>
<td>6</td>
<td>Removal of multiple empty spaces</td>
<td>(\b${\b}+)</td>
</tr>
<tr>
<td>7</td>
<td>Extraction of Item 1. Business</td>
<td>(\b${((\d))((\d)))\b) -&gt; “Item” Item “Item Item” Item</td>
</tr>
<tr>
<td>8</td>
<td>Extraction of Item 1A. Risk Factors</td>
<td>(\b${((\d))((\d)))\b) -&gt; Item 1A. “Item Item” Item</td>
</tr>
<tr>
<td>9</td>
<td>Extraction of Item 1B. Unresolved Staff Comments</td>
<td>(\b${((\d))((\d)))\b) -&gt; Item 1B. “Item Item” Item</td>
</tr>
<tr>
<td>10</td>
<td>Extraction of Item 2. Properties</td>
<td>(\b${((\d))((\d)))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>11</td>
<td>Extraction of Item 3. Legal Proceedings</td>
<td>(\b${((\d))((\d)))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>12</td>
<td>Extraction of Item 4. Mine Safety Disclosures</td>
<td>(\b${((\d))((\d)))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>13</td>
<td>Extraction of Item 5. Executive Officers of the Company</td>
<td>(\b${((\d))((\d)))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>14</td>
<td>Extraction of Item 5A. Market for Registrant’s Common Equity, Related Stockholder Matters and Issuer Purchases of Equity Securities</td>
<td>(\b${((\d))((\d))\b) -&gt; Item 5A. “Item Item” Item</td>
</tr>
<tr>
<td>15</td>
<td>Extraction of Item 6. Selected Financial Data</td>
<td>(\b${((\d))((\d))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>16</td>
<td>Extraction of Item 7. Management’s Discussion and Analysis of Financial Condition and Results of Operations</td>
<td>(\b${((\d))((\d))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>17</td>
<td>Extraction of Item 7A. Quantitative and Qualitative Disclosures About Market Risk</td>
<td>(\b${((\d))((\d))\b) -&gt; item 7A. “Item Item” Item</td>
</tr>
<tr>
<td>18</td>
<td>Extraction of Item 8. Financial Statements and Supplementary Data</td>
<td>(\b${((\d))((\d))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>19</td>
<td>Extraction of Item 9. Changes in and Disagreements with Accountants on Accounting and Financial Disclosure</td>
<td>(\b${((\d))((\d))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>20</td>
<td>Extraction of Item 9A. Controls and Procedures</td>
<td>(\b${((\d))((\d))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>21</td>
<td>Extraction of Item 9B. Other Information</td>
<td>(\b${((\d))((\d))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>22</td>
<td>Extraction of Item 10. Directors, Executive Officers and Corporate Governance</td>
<td>(\b${((\d))((\d))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>23</td>
<td>Extraction of Item 11. Executive Compensation</td>
<td>(\b${((\d))((\d))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>24</td>
<td>Extraction of Item 12. Security Ownership of Certain Beneficial Owners and Management and Related Stockholder Matters</td>
<td>(\b${((\d))((\d))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>25</td>
<td>Extraction of Item 13. Certain Relationships and Related Transactions, and Director Independence</td>
<td>(\b${((\d))((\d))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>26</td>
<td>Extraction of Item 14. Principal Accounting Fees and Services</td>
<td>(\b${((\d))((\d))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>27</td>
<td>Extraction of Item 15. Exhibits, Financial Statement Schedules</td>
<td>(\b${((\d))((\d))\b) -&gt; “Item Item” Item</td>
</tr>
<tr>
<td>28</td>
<td>Removal of HTML tags and attributes</td>
<td>(\b${\b}+)</td>
</tr>
</tbody>
</table>

Notes: The table presents the regular expressions contained in the modified “Items Algorithm” for extracting particular items from the annual report on Form 10-K. RegExes 1.1-6.1 modify the text version of a financial statement to be able to extract (clear) textual information from particular items. RegExes 7.1-7.21 represent the actual regular expressions designed to extract particular sections from the text version of the annual report.

Figure 2. Examples of the extraction result of the “Items Algorithm”

Notes: The figure presents extraction results from Coca Cola’s 2015 annual report on Form 10-K filed with the SEC. The first part of the figure displays Item 1A (Risk Factors) embedded in the overall 10-K section.
6. **VALIDATION OF EXTRACTION ALGORITHMS**

In order to validate the proposed extraction algorithms and to test their capabilities, I retrieve all Form 10-K filings listed in the SEC EDGAR form index files. Using the data gathering method as described in Section 3 in total 188,875 annual reports (167,599 on Form 10-K and 21,276 on Form 10-K405) filed between 1993 and 2016 are retrieved from the EDGAR database (SEC EDGAR Form 10-K types as used in Loughran and McDonald 2011a). The “Annual Report Algorithm” is applied to all submissions to derive different word counts for each filing made with the SEC. In addition to the overall word count of an annual report, for each core document (10-K section) and the exhibits embedded in a “Complete Submission Text File” an individual word count is retrieved in order to be compared (XBRL files declared as exhibits are deleted). Figure 3 illustrates how word counts for each filing and its components are obtained from the “Complete Submission Text File” for the document validation process of the “Annual Report Algorithm”.

![Figure 3. Document validation process of the “Annual Report Algorithm”.
](image)

Notes: The figure presents the document validation process of the “Annual Report Algorithm”. The “Complete Submission Text File” of each financial statement as provided on the SEC server is used to extract all relevant components (documents). The “Annual Report Algorithm” is applied to each filing in order to retrieve word counts for all relevant documents embedded in the submission. The word count of all relevant documents is compared with the overall length of the submission. A mismatch between the word counts would indicate that the entire report contains nonrelevant document (file) types after applying the “Annual Report Algorithm”.

This word count comparison between the overall report on full length and its different components cannot be a validation of the “Annual Report Algorithm” since the same algorithm is simply applied to different sets of textual information (10-K section, exhibits, full report). However, if the entire report would still contain document (file) types or elements which are not a part of the core 10-K section or a corresponding exhibit the word count of a certain financial statement would be artificially increased (Word Count Full Report). In fact, the ability to validate the entire extraction procedure by applying an alternative to the “Annual Report Algorithm” (e.g. HTML-Parser) is limited since to a certain extent the same regular expressions have to be used to create the input for both extraction methods in the first place (extracting core 10-K document and exhibits, deleting nonrelevant document (file) types etc.). Due to this disability in validating the entire extraction process from the beginning by applying an HTML-Parser one has to validate the input the proposed algorithm is creating and its extraction results separately, therefore validating the entire information extraction process. The validation of the textual input created by the “Annual Report Algorithm” is represented by the extraction algorithm itself since it uses only regular expressions combined with the electronic filing requirements introduced by the SEC (precisely not the SEC but Attain, LLC). According to the SEC, all documents embedded in a “Complete Submission Text File” must be equipped with a
“<TYPE>” tag representing the conformed document type of that particular submission part within the text version of the filing (<TYPE>10-K, <TYPE>10-Q, <TYPE>8-K, <TYPE>EX-1, <TYPE>EX-2 etc.) [45]. The “Annual Report Algorithm” (RegExes 1-29) uses these requirements in order to extract the core document and the corresponding exhibits from annual reports while deleting all documents associated with XBRL and other document (file) types. The search patterns of the “Annual Report Algorithm” which have been designed accordingly to the filing requirements of the SEC can be validated due to the general pattern notation of the regular expression language.

An output comparison between the “Annual Report Algorithm” and a common HTML-Parser shall serve as an additional validation for the remaining extraction procedure. Therefore, I modify the “Complete Submission Text Files” as provided by the SEC (unadjusted filings) and apply the first part of the “Annual Report Algorithm” (RegExes 1-29) in order to make the text version of the financial statements readable for the predefined HTML-Parser (adjusted filings). Since this part of the overall validation process focuses on how well the “Annual Report Algorithm” is capable of decoding escape sequences embedded in a “Complete Submission Text File” the aggregated text length of both procedures are compared rather than the word counts due to decimal character encodings (a simple word count comparison would not fully capture the disability of the “Annual Report Algorithm” in decoding these character references in relation to the HTML-Parser). Figure 4 illustrates the output validation process of the “Annual Report Algorithm”.

![Output validation process of the „Annual Report Algorithm“](image)

**Figure 4. Output validation process of the „Annual Report Algorithm“**

Notes: The figure presents the output validation process of the “Annual Report Algorithm”. The “Complete Submission Text File” of each financial statement as provided on the SEC server is adjusted in order to compare the output of the algorithm with the output a common HTMLParser would produce. RegExes 1-29 modify the unadjusted document as provided on the EDGAR database before applying a predefined text processing operator (HTML-Parser). The aggregated text length for all filings of both procedures is compared in order to validate the capability of the „Annual Report Algorithm” in decoding escape sequences. The aggregated text length includes each individual element in an underlying text document (text, digits, spaces, special characters etc.).

In contrast to the “Annual Report Algorithm” the modified “Items Algorithm” is validated by its ability to distribute the extracted information to the individual items an annual report filed with the SEC is composed of. In order to test and validate the capabilities of the “Items Algorithm” I again use the “Complete Submission Text Files” as provided by the SEC and extract only the 10-K section of each filing. For each submission, I retrieve separate word counts for the 10-K section and for all individual items extracted by the “Items Algorithm”. Despite textual information embedded in the 10-K section not contained in a particular item (introduction) a word count comparison between the overall 10-K section and all items represents an attempt to validate the capabilities of the “Items Algorithm” in extracting certain sections from the core document of an annual report filed with the SEC and its EDGAR system. Figure 5 illustrates the content validation process of the “Items Algorithm”.
Figure 5. Content validation process of the “Items Algorithm”

Notes: The figure presents the content validation process of the “Items Algorithm”. First, the entire 10-K section of each filing from the “Complete Submission Text File” as provided on the SEC server is extracted. Word counts for the entire 10-K section as well as for all individual items are retrieved by applying the “Items Algorithm” in order to be compared. Due to structural changes of the annual report on Form 10-K over time (different number of items) the relation of text length between the overall 10-K section and all individual items shall represent the ability of the algorithm to extract particular items from the 10-K section.

Table 9 presents the validation results for the “Items Algorithm”.

<table>
<thead>
<tr>
<th>Year</th>
<th>Filings</th>
<th>Word Count Comparison</th>
<th>Items Algorithm</th>
<th>Precision, Recall, and F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>%</td>
<td>SUM of Items</td>
<td>Found (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(%)</td>
<td></td>
</tr>
<tr>
<td>2016</td>
<td>2,286</td>
<td>46.43</td>
<td>97.72</td>
<td>2.28</td>
</tr>
<tr>
<td>2015</td>
<td>3,714</td>
<td>46.51</td>
<td>97.60</td>
<td>2.40</td>
</tr>
<tr>
<td>2014</td>
<td>4,004</td>
<td>49.53</td>
<td>97.52</td>
<td>2.48</td>
</tr>
<tr>
<td>2013</td>
<td>3,962</td>
<td>48.88</td>
<td>97.35</td>
<td>2.47</td>
</tr>
<tr>
<td>2012</td>
<td>3,938</td>
<td>46.92</td>
<td>97.39</td>
<td>2.61</td>
</tr>
<tr>
<td>2011</td>
<td>4,104</td>
<td>45.43</td>
<td>96.43</td>
<td>3.75</td>
</tr>
<tr>
<td>2010</td>
<td>2,805</td>
<td>30.61</td>
<td>97.10</td>
<td>2.90</td>
</tr>
<tr>
<td>2009</td>
<td>2,719</td>
<td>27.63</td>
<td>97.15</td>
<td>2.85</td>
</tr>
<tr>
<td>2008</td>
<td>2,977</td>
<td>27.73</td>
<td>97.38</td>
<td>2.72</td>
</tr>
<tr>
<td>2007</td>
<td>2,065</td>
<td>34.98</td>
<td>97.30</td>
<td>2.62</td>
</tr>
<tr>
<td>2006</td>
<td>2,661</td>
<td>30.07</td>
<td>97.49</td>
<td>2.51</td>
</tr>
<tr>
<td>2005</td>
<td>3,122</td>
<td>34.62</td>
<td>97.70</td>
<td>2.70</td>
</tr>
<tr>
<td>2004</td>
<td>3,496</td>
<td>40.81</td>
<td>97.60</td>
<td>2.40</td>
</tr>
<tr>
<td>2003</td>
<td>3,903</td>
<td>46.09</td>
<td>97.33</td>
<td>2.67</td>
</tr>
<tr>
<td>2002</td>
<td>4,961</td>
<td>35.57</td>
<td>97.65</td>
<td>2.35</td>
</tr>
<tr>
<td>2001</td>
<td>5,799</td>
<td>62.71</td>
<td>97.61</td>
<td>2.39</td>
</tr>
<tr>
<td>2000</td>
<td>6,268</td>
<td>63.51</td>
<td>97.55</td>
<td>2.45</td>
</tr>
<tr>
<td>1999</td>
<td>6,302</td>
<td>62.26</td>
<td>97.55</td>
<td>2.45</td>
</tr>
<tr>
<td>1998</td>
<td>6,492</td>
<td>63.11</td>
<td>97.56</td>
<td>2.44</td>
</tr>
<tr>
<td>1997</td>
<td>6,397</td>
<td>64.62</td>
<td>97.43</td>
<td>2.37</td>
</tr>
<tr>
<td>1996</td>
<td>3,918</td>
<td>62.61</td>
<td>97.27</td>
<td>2.73</td>
</tr>
<tr>
<td>1995</td>
<td>1,907</td>
<td>58.93</td>
<td>97.07</td>
<td>2.93</td>
</tr>
<tr>
<td>1994</td>
<td>1,039</td>
<td>54.03</td>
<td>97.33</td>
<td>2.77</td>
</tr>
<tr>
<td>1993</td>
<td>1</td>
<td>25.00</td>
<td>98.40</td>
<td>1.51</td>
</tr>
<tr>
<td>Total</td>
<td>88,541</td>
<td>46.88</td>
<td>97.48</td>
<td>2.52</td>
</tr>
</tbody>
</table>

Table 9. Validation results of the “Items Algorithm”

Notes: The table presents the validation results of the “Items Algorithm”. The second and third columns show the number of filings of which items could be extracted from by applying the “Items Algorithm”
(filings were not machine-parsable due to lacks of content, inconsistent filing structure, table tags and HTML formatting inconsistencies). Only filings with extracted items length exceeding 90 percent of 10-K section are presented. The next two columns show the average amount of extracted information from each filing in a particular year since 1993. The next columns show the performance evaluation of the “Items Algorithm” using precision (=number of correct answers/number of total answers), recall (=number of correct answers/total possible correct answers), and F-measure (=2*precision*recall/precision+recall).

7. DESCRIPTIVE STATISTICS ON FORM 10-K CONTENTS

In total, I examine the textual composition of 188,875 annual reports filed with the SEC between 1993 and 2016. On average, an annual report on Form 10-K submitted to the EDGAR system during the sample period is composed of 38,240 words. The average word count of an annual submission increased from 39,730 in 1994 to 46,111 in 2016. The medians of the word counts increased accordingly. The majority of textual information embedded in an annual report on Form 10-K are contained in the core document (64.95 percent) whereas the disclosed exhibits represent only a minority of the overall textual elements stated in annual submissions (35.04 percent). By examining the EDGAR database and its Form 10-K filings in more detail, investors and researchers can see that the average file size (Megabyte) of an annual report made with the electronic disclosure system increased in recent years due to HTML formatting, ASCIIencodings and XBRL documents. Table 10 presents descriptive statistics of the text length and the file size of 188,875 annual reports on Form 10-K (Form 10-K405) filed with the SEC between 1993 and 2016.

<table>
<thead>
<tr>
<th>Year</th>
<th>Filings</th>
<th>Full Report (Number)</th>
<th>10-K Sections (%)</th>
<th>Exhibits (%)</th>
<th>File Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016</td>
<td>6,467</td>
<td>46,111</td>
<td>39,997</td>
<td>1,112,167</td>
<td>79.54</td>
</tr>
<tr>
<td>2015</td>
<td>7,985</td>
<td>43,909</td>
<td>37,262</td>
<td>1,657,009</td>
<td>79.51</td>
</tr>
<tr>
<td>2014</td>
<td>8,084</td>
<td>43,501</td>
<td>35,840</td>
<td>2,884,474</td>
<td>78.38</td>
</tr>
<tr>
<td>2013</td>
<td>8,105</td>
<td>43,884</td>
<td>35,181</td>
<td>6,257,121</td>
<td>77.32</td>
</tr>
<tr>
<td>2012</td>
<td>8,393</td>
<td>41,334</td>
<td>34,135</td>
<td>1,441,676</td>
<td>78.62</td>
</tr>
<tr>
<td>2011</td>
<td>8,840</td>
<td>41,087</td>
<td>33,008</td>
<td>1,031,964</td>
<td>77.33</td>
</tr>
<tr>
<td>2010</td>
<td>9,165</td>
<td>40,584</td>
<td>32,448</td>
<td>957,870</td>
<td>77.65</td>
</tr>
<tr>
<td>2009</td>
<td>9,839</td>
<td>40,406</td>
<td>32,074</td>
<td>3,997,528</td>
<td>74.97</td>
</tr>
<tr>
<td>2008</td>
<td>8,746</td>
<td>39,183</td>
<td>32,501</td>
<td>779,558</td>
<td>72.77</td>
</tr>
<tr>
<td>2007</td>
<td>8,654</td>
<td>39,761</td>
<td>32,206</td>
<td>2,617,579</td>
<td>73.67</td>
</tr>
<tr>
<td>2006</td>
<td>8,822</td>
<td>39,910</td>
<td>30,247</td>
<td>908,916</td>
<td>70.76</td>
</tr>
<tr>
<td>2005</td>
<td>8,900</td>
<td>36,316</td>
<td>28,958</td>
<td>1,442,810</td>
<td>66.13</td>
</tr>
<tr>
<td>2004</td>
<td>8,567</td>
<td>38,633</td>
<td>28,655</td>
<td>1,008,146</td>
<td>60.55</td>
</tr>
<tr>
<td>2003</td>
<td>8,468</td>
<td>39,193</td>
<td>28,738</td>
<td>911,982</td>
<td>58.15</td>
</tr>
<tr>
<td>2002</td>
<td>8,977</td>
<td>37,255</td>
<td>26,201</td>
<td>1,545,636</td>
<td>52.82</td>
</tr>
<tr>
<td>2001</td>
<td>9,248</td>
<td>35,153</td>
<td>24,531</td>
<td>1,308,749</td>
<td>52.03</td>
</tr>
<tr>
<td>2000</td>
<td>9,869</td>
<td>33,069</td>
<td>23,619</td>
<td>1,258,064</td>
<td>51.01</td>
</tr>
<tr>
<td>1999</td>
<td>10,122</td>
<td>33,634</td>
<td>22,920</td>
<td>496,458</td>
<td>49.40</td>
</tr>
<tr>
<td>1998</td>
<td>10,287</td>
<td>33,534</td>
<td>22,206</td>
<td>667,721</td>
<td>44.27</td>
</tr>
<tr>
<td>1997</td>
<td>9,899</td>
<td>32,269</td>
<td>20,496</td>
<td>650,347</td>
<td>44.84</td>
</tr>
<tr>
<td>1996</td>
<td>6,258</td>
<td>29,069</td>
<td>19,032</td>
<td>447,469</td>
<td>45.68</td>
</tr>
<tr>
<td>1995</td>
<td>3,266</td>
<td>34,803</td>
<td>21,570</td>
<td>361,832</td>
<td>38.51</td>
</tr>
<tr>
<td>1994</td>
<td>1,931</td>
<td>39,730</td>
<td>25,510</td>
<td>553,782</td>
<td>37.55</td>
</tr>
<tr>
<td>1993</td>
<td>4,207</td>
<td>40,571</td>
<td>20,247</td>
<td>31,993</td>
<td>83.01</td>
</tr>
<tr>
<td>Total</td>
<td>188,875</td>
<td>38,240</td>
<td>28,772</td>
<td>6,257,121</td>
<td>64.95</td>
</tr>
</tbody>
</table>

Notes: The table presents descriptive statistics of the text lengths, document compositions and file sizes for all annual reports filed with the SEC since 1993. Columns 3-5 show the means, medians and maxima of...
word counts of Form 10-K filings made on EDGAR. The average distribution of textual information between the 10-K sections and exhibits contained in the “Complete Submission Text Files” is presented in column 6 and 7.

The distribution of textual elements among the various 10-K items is unequal. On average 22.65 percent of all textual information are contained in Item 1 (“Business”). Describing a company’s business as well as its main products and services, the item may also include information about the competition, regulations and other issues a particular company is faced with [46] [47]. Item 7 (“Management’s Discussion and Analysis of Financial Condition and Results of Operations – MD&A”) represents 18.58 percent of the given information within Form 10-K filings made with the SEC. The item states information about a company’s operations and financial results in addition to its liquidity and capital resources. The section may include off-balance sheet arrangements and contractual obligations alongside key business risks [46] [47]. Item 8 (“Financial Statements and Supplementary Data”) requires a company to disclose audited financial statements [46] [48] [47]. Additional information explaining the financial statements in more detail (“Notes to Consolidated Financial Statements”, “Report of Management”, “Report of Independent Registered Accounting Firm” etc.) represent 15.96 percent of all given information in the 10-K section of an annual report. Item 1A (“Risk Factors”) describes significant factors that may adversely affect a filer’s business, financial condition or future financial performance [46] [47]. Since electronic filings became available on average 8.42 percent of all textual information disclosed in annual submissions are contained in this section. Each of the remaining items only represent a fraction of the overall textual information embedded in Form 10-K filings. While the length for most sections in annual reports remained constant over time the amount of textual information contained in Item 1A (“Risk Factors”) increased from 12.56 percent in 2006 to 20.10 percent in 2016 indicating that SEC EDGAR filers disclose more information about risks in recent years.

8. SUMMARY

This paper displays the huge amount and variety of publicly available corporate information filed with the SEC and distributed by its EDGAR database. It shows how massive data can be retrieved from the SEC server in a fast and efficient way using simple and easy accessible software. The second main purpose of this paper is to create standardized procedures (“Annual Report Algorithm” and “Items Algorithm”) investors and researchers can use to extract any kind of textual information from financial statements filed with the SEC. This is achieved by providing regular expressions for multiple steps of data cleaning and filtering. Using these dynamic and platform-independent extraction algorithms the paper analyses the textual composition of more than 180,000 annual reports filed with the SEC via the EDGAR system between 1993 and 2016. The algorithms are tested for validity in several ways. The tools and algorithms intend to reduce costs and lower technical boundaries for researchers in the field of finance and accounting to engage in textual analysis.
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A STUDY ON THE MOTION CHANGE UNDER LOADED CONDITION INDUCED BY VIBRATION STIMULATION ON BICEPS BRACHII
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ABSTRACT

To assist not only motor function but also perception ability of elderly and/or handicapped persons, the power-assist robots which have perception-assist function have been developed. These robots can automatically modify the user’s motion when the robot detects inappropriate user’s motion or a possibility of accident such as collision between the user and obstacles. For this motion modification in perception-assist, some actuators of power-assist robot are used. On the other hand, since some elderly persons, handicapped persons or some workers need not use power-assist function but perception-assist function only, another new concept perception-assist method was investigated in our previous study. In this perception-assist method, only vibrators are used for generating motion change with kinesthetic illusion to assist perception-ability only. In this study, since the perception-assist is often used during tasks under a loaded condition, the features of motion change under the loaded condition are investigated.
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1. INTRODUCTION

Since not only motor function but also perception ability to surrounding environment are deteriorated in some elderly and/or handicapped persons, some power-assist exoskeleton robots which have perception-assist function have been proposed [1], [2]. The power-assist robot with perception-assist function keeps monitoring the interaction between the user and the environment by using its sensors and if the user is making inappropriate motion or dangerous motion, the robot modifies his/her motion automatically by generating additional external force with some actuators.

On the other hand, there are also some elderly persons, handicapped persons and workers whose motor function is not so deteriorated but only perception ability has problem. To assist such persons, another new concept perception-assist method has been proposed in our previous study [3], [4]. In this perception-assist method, a vibrator is used to generate motion change with kinesthetic illusion and it has a possibility to realize an effective perception-assist device.

When vibration stimulation is added to the tendon of antagonist muscle around a human joint, a person feel as if their antagonist is elongated and feel as if their joint is rotating.
phenomenon is called as “kinaesthetic illusion” and it is discovered by Goodwin in 1972 [5]. This kinaesthetic illusion has been studied in the field of neurophysiology. The cause of this illusion is that the receptors in a muscle, called as muscle spindle, is stimulated by vibration and it generate electric signals, called as Ia afferents, to brain. By receiving this Ia afferents, the brain makes misinterpretation that the vibrated muscle is elongated and the body parts which is connected to vibrated muscle are moving despite the body parts are not moving actually [6], [7].

We found that the motion change can be generated by using this misinterpretation generated by vibration stimulation in previous studies [3], [4]. In those studies, vibration stimulation is added to biceps brachii and triceps brachii during elbow joint flexion/extension motion and owing to the gap between actual elbow joint angular velocity and subject’s elbow joint feeling, motion change was generated.

In this study, vibration stimulation is added to biceps brachii during elbow extension motion under some loaded conditions. Since many daily tasks are conducted under a loaded condition, the features of motion change under the loaded condition induced by vibration stimulation must be investigated. The experimental results show that the motion change can be generated under the loaded condition by vibration stimulation and the changing rates of motion change are investigated.

2. METHODS

2.1. Experimental devices

In this study, vibration stimulation is added to biceps brachii of subject’s right elbow. Subjects are seated on a chair (see Figs. 1 and 2). Subject’s both arms are fixed to the frame of goniometer (rotary encoder: RE12D-300-201). The angle range of elbow extension motion is 0 (deg)-45 (deg). Elbow angle and angular velocity are recorded by workstation. According to previous study [3], 70-100 Hz vibration stimulation can generate kinaesthetic illusion and motion change. The vibrator used in this study (Fig.1) can also generate 70-100 (Hz) vibration stimulation and its amplitude is 1.0 (mm).

2.2. Procedure of the experiments

In this experiment, the effect of loaded condition to motion change caused by vibration stimulation is investigated. To make the amount of motion change with kinaesthetic illusion clear, subjects are assigned to make the elbow angle of the right “Vibrated arm” correspond to the elbow angle of left “Reference arm”. It is assumed that a gap between the elbow angle of Vibrated arm and Reference arm is generated when an illusion is generated with vibration stimulation. Procedure of the experiment is shown below. There are a practice part and an experiment part.

A) Practice part

1. Practices are conducted to position their elbow angle of both arm 20 (deg) without watching.

2. Other practices are conducted to generate extension motion with both elbow angles’ angular velocity 3 (deg/s).
B) Experiment part

1. Subject’s elbow angle is adjusted to 0 (deg).

2. The encoders recording are started and subject’s both elbow angles are adjusted to 45 (deg).

Figure 1. Experimental device and vibrator

Figure 2. Experimental conditions

Figure 3. Loaded condition during motion change
3. Experimenter gives a weight to the subject and the subject hold the weight by his/her hand (see Fig. 3). After that, vibration stimulation is started and then extension motion with 3 (deg/s) of both arms are started 10 seconds later.

4. When the reference arm comes up to 45(deg), encoders are turned off and vibration stimulation is ended.

5. Once trial is finished, a weight is changed by the experimenter and the next procedure is restarted.

Subjects are shown as bellow (Table 1). We have 3 patterns of loaded conditions; 1000 (g), 500 (g), and 0 (g). Subject’s eyes are closed and subjects hear white noise during the experiment.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Sex</th>
<th>Age</th>
<th>Weight (kg)</th>
<th>Height (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject1</td>
<td>Man</td>
<td>23</td>
<td>57</td>
<td>166</td>
</tr>
<tr>
<td>Subject2</td>
<td>Man</td>
<td>25</td>
<td>57</td>
<td>156</td>
</tr>
<tr>
<td>Subject3</td>
<td>Man</td>
<td>23</td>
<td>62</td>
<td>178</td>
</tr>
</tbody>
</table>

3. RESULTS

Trials are conducted 3 times on each loaded conditions with each subject. From the records of subject’s elbow joint angle during the experiments, the changing rate of the gap between the Reference arm and the Vibrated arm is calculated (see Fig. 4). In almost all subjects, the data of the elbow angles of both arms during 13s to 18s, after vibration stimulation start, are used in this calculation. The average of the changing rates in 3 trials and elbow angle of the Vibrated arm are shown in Table 2.

![Figure 4. Calculation Method](image-url)
Table 2 Results of experiments

<table>
<thead>
<tr>
<th></th>
<th>0 (g)</th>
<th>500 (g)</th>
<th>1000 (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Changing rate (deg/s)</td>
<td>0.8</td>
<td>1.2</td>
<td>1.5</td>
</tr>
<tr>
<td>Angle (deg)</td>
<td>45</td>
<td>40</td>
<td>38</td>
</tr>
<tr>
<td>Subject2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Changing rate (deg/s)</td>
<td>1.6</td>
<td>1.2</td>
<td>1.4</td>
</tr>
<tr>
<td>Angle (deg)</td>
<td>42</td>
<td>36</td>
<td>44</td>
</tr>
<tr>
<td>Subject3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Changing rate (deg/s)</td>
<td>2.4</td>
<td>3.1</td>
<td>1.6</td>
</tr>
<tr>
<td>Angle (deg)</td>
<td>44</td>
<td>46</td>
<td>48</td>
</tr>
</tbody>
</table>

4. DISCUSSION

In all subjects, the gap between the Vibrated arm’s elbow angle and the Reference arm’s elbow angle was generated. These experimental results suggest that motion change can be generated under loaded condition by vibration stimulation.

The correlation between the increasing of load and the increasing or decreasing of changing rate was not seen clearly in these experiments. There is a possibility that the kinaesthetic illusion is enhanced as the load increases since the muscle spindles are more strongly elongated by load. On the other hand, as the angle of the elbow joint decreases, however, the moment due to the load applied to the elbow joint increases because of the gravity effect. Consequently, there is a possibility that the gap between the Vibrated arm’s elbow angle and the Reference arm’s elbow angle was decreased by the effect of the moment.

The results suggest that there is a possibility that the correlation between the load increase and the increase/decrease of the changing rate can be obtained more clearly if the constant torque is added to the Vibrated arm’s elbow joint during its extension motion.
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ADAPTIVE AUTOMATA FOR GRAMMAR BASED TEXT COMPRESSION
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ABSTRACT

The Internet and the ubiquitous presence of computing devices anywhere is generating a continuously growing amount of information. However, the information entropy is not uniform. It allows the use of data compression algorithms to reduce the demand for more powerful processors and larger data storage equipment. This paper presents an adaptive rule-driven device - the adaptive automata - as the device to identify repetitive patterns to be compressed in a grammar based lossless data compression scheme.

KEYWORDS
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1. INTRODUCTION

The amount of data processed by the computers has grown by the increase in hardware computing power and the data storage capacity. New applications are built to take advantage of this, reinforcing the need for more capacity in data processing. Currently, analysis of data generated by social media Internet applications and genome database processing are examples of applications the requires handling of huge amount of data. In this scenario, the necessity for optimizing the use of the finite amount of data storage available in computers is economically justifiable.

Grammar-based text compression is a method for representing a sequence of symbols using a context-free grammar (CFG) as defined in Chomsky’s hierarchy [1], which generates a single sequence identical to the original one. It is based on the idea that a CFG can compactly represent the repetitive structures within a text. Intuitively, greater compression would be obtained for input strings that contain a greater number of repeated substrings that will consequentially be represented by the same grammatical production rule. Examples of data with these characteristics are the sequences of genes of the same species, texts with version control systems.

The naturally hierarchical definition of a CFG allows string-manipulation algorithms to perform operations directly on their compressed representations, without the need for a prior decompression [2][3][4][5]. It potentially brings the advantage of decreasing the temporary storage space required for data manipulation, in addition to opening the possibility of the algorithms present shorter execution times by decreasing the data to be processed [2]. These features are attractive for improving the efficiency in processing large amounts of data whose demand has grown mainly in Big Data applications and manipulation of genomes.

Operations in grammatically compressed texts [6] include string search, edit distance calculation, string or character repeating frequency calculation, access to a specific position of the original string, obtaining the first occurrence of a character and indexing for random access. Examples of
grammar-based compression applications such as repetitive structure mining, pattern recognition, data mining using are cited in [7], [3] and [2].

The process of obtaining this type of grammar with specific characteristics is a grammatical inference process, which is studied within the computer sciences since the sixties [8].

This work focuses on adopting an adaptive device guided by rules [9] for the identification of repetitive data for grammar-based text compression.

An adaptive device [9] has the ability of self-modification, that is, it changes the rules of its operation at execution time without the need for external intervention. An example is the adaptive automaton, which is a state machine with computational power equivalent to the Turing machine [10]. It might change its configuration based on the input string.

In the Section 2 the basic concept of this type of compression and some algorithms found in the literature is presented. In the Section 3 an adaptive automaton-based implementation of the repetitive pattern searching is presented.

2. BACKGROUND

2.1. Grammar based compression

Text compression is performed by a CFG \( G = (\Sigma, V, D, X_s) \), where \( \Sigma \) is the finite set of terminal symbols. \( V \) is the set of nonterminal (or variable) symbols with \( \Sigma \cap V = \emptyset. D \subset V \times (V \cup \Sigma)^* \) is the finite set of rules of production with size \( n = |V| \), \( X_s \in V \) is the non-terminal that represents the initial nonterminal symbol of the grammar.

The syntax tree of \( G \) is an ordered binary tree in which the inner nodes are labelled with the non-terminal symbols of \( V \) and the leaves with the terminals of \( \Sigma \), that is, the sequence of labels in the sheets Corresponds to the input string \( S \).

Each internal node \( Z \) corresponds to a production rule \( Z \to XY \) with the child nodes \( X \) on the right and \( Y \) on the left. As \( G \) can be expressed in the normal form of Chomsky [1] any compression grammar is a Straight Line Program (SLP) [11] [12] [2] which is defined as a grammatical compression on \( \Sigma \cup V \) and production rules in the form \( X_k \to X_iX_j \) where \( X_k, X_i, X_j \in \Sigma \cup V \) and \( 1 \leq i, j < k \leq n + \sigma \).

The compression of a string \( S \) of the size \( \sigma = |S| \) is achieved when the \( \sigma \) is greater than the sum of the size of the grammar \( G \) that generates it and the size of the compressed sequence.

Figure 1 presents an example of the compression of the string \( S = (a, b, a, a, b, c, a, b, a, a) \), resulting in the compressed sequence \( S = \{X_4, c, X_3\} \) and the derivation dictionary \( D = \{X_1 \to ab, X_2 \to aa, X_3 \to X_4X_2X_4 \to X_5X_1\} \) corresponding to the forest of syntactic trees. The dashed lines of the same colour identify portions of the tree that have parent nodes with the same label.

![Figure 1 Example of grammar based compression.](image-url)
The main challenge of grammar-based compression is to find the smallest CFG that generates the original string to maximize the compression rate. This problem has been shown to be intractable. Storer and Szymanski demonstrated [7] that given a string $S$ and a constant $k$, obtaining a CFG of size $k$ that generates $S$ is an NP-complete problem. Furthermore, Charikar et al. [13] demonstrated that the minimum CFG can be approximated by a logarithmic rate calculating that $8569/8568$ is the limit of this approximation rate of the algorithms to obtain the lowest value of $k$, assuming that $P \neq NP$.

Much research effort has focused in finding approximate minimal grammar inference algorithms, considering not only the compression but also searching grammars and data structures to represent them with characteristics suitable to support operations in the compressed text [2] [3] [4] [5]. Regarding the dictionary representation, as discussed by [3] several initial algorithms have adopted Huffman coding to compact it although it does not allow random access of the strings, and more recently the succinct data structure method has been used. A brief description of some researches are presented below.

2.2. Compression algorithms

In the descriptions below $N$ is the size of the input string, $g$ is the minimum CFG size, and $\log$ refers to $\log_2$.

The Sequitur algorithm proposed by Nevill-Manning and Witten [14] operates incrementally in relation to the input string with the restriction that each bigram is present only once in a derivation rule of the inferred grammar and that each rule is used more than once. Sequitur operates in a linear space and execution time relative to the size of the input string.

The RePair algorithm developed by Larsson and Moffat [15] constructs a grammar by iteratively replacing pairs of symbols, either terminal or non-terminal, with a non-terminal symbol by doing an off-line processing of the complete text, or long phrases, and adopting a compact representation of the dictionary. It has the following simple heuristic to process a sequence $S$:

1. Identify the most frequent pair $ab$ in $S$.
2. Add a rule $X \rightarrow ab$ to the dictionary of productions, where $X$ is a new symbol that is not present in $S$.
3. Replace every occurrence of the pair $ab$ in $S$ by the new symbol $X$.
4. Repeat this procedure until any pair in $S$ occurs just once.

Although it requires a memory space above 10 times the size of the input string, the algorithm presents a linear execution time, being efficient mainly in the decompression, facilitating search operations in the compressed data.

Rytter [16] and Charikar et al. [13] have developed algorithms that approximate the size of the CFG obtained in $O(\log N/g)$ by transforming the representation of the data with LZ77 method [17] to the CFG. Rytter [16] proposed the use of a grammar whose derivation tree is a balanced AVL binary tree in which the height of two daughter sub-trees differ only by one unit, which favours pattern matching operations. Charikar et al. [13] imposed the condition that the binary derivation tree be balanced in width, favouring operations such as union and division.

Sakamoto [18] adopted a strategy similar to RePair [15] and obtained an algorithm requiring a smaller memory space, performing iterative substitution of pairs of distinct symbols and repetitions of the same symbol, using double-linked lists for storing the input string and a priority queue for the frequency of the pairs.
Jez [19] modified the algorithm of [18] obtaining a CFG of size $O(g \log(N/g))$ for input strings with alphabet $\Sigma$ that can be identified by numbers of $\{1, \ldots, N^c\}$ for a constant $c$. Unlike the previous research, it was not based on Lempel-Ziv representation.

Maruyama et al. [5] developed an algorithm based on a context-dependent grammar subclass $\Sigma$-sensitive proposed to optimize the pattern matching operation on the compacted data.

Tabei et al. [4] has devised a scalable algorithm for least-squares partial regression based on a grammar-packed representation of high-dimensional matrices that allows quick access to rows and columns without the need for decompression. Compared to probabilistic techniques, this approach showed superiority in terms of precision, computational efficiency and interpretability of the relationship between data and tag variables and responses.

The text compression is also a focus of research such as the fully-online compression algorithm (FOLCA) proposed by Maruyama et al. [20] which infers partial parsing trees [16] whose inner nodes are traversed post-order and stored in a concise representation. For class $C = \{x_1, x_2, \ldots, x_n\}$ of $n$ objects, $\log_n$ is the minimum of bits to represent any $x_i \in C$. If the representation method requires $n + (n)$ bits for any $x_i \in C$, the representation is called succinct [3]. They present experimental results proving the scalability of the algorithm in memory space and execution time in processing human genomes with high number of repetitive texts with presence of noise.

Fukunaga et al. [11] proposed an online algorithm approach to approximate frequent patterns of grammatically compressed data with less memory consumption compared to offline methods. Edit-sensitive parsing [21], which measures the similarity of two symbol strings by the edit distance, is used for comparison of grammars subtree.

### 2.3. Grammar inference using adaptive technology

An adaptive rule driven device has the self-modifying capability [9], that is, it changes the rules of its operation according to the input data at run time without the need for external intervention. An example is the adaptive automaton [22] which consists of a traditional automaton with the addition of an adaptive mechanism. This mechanism allows modifications in the configuration of the underlying traditional automaton by invoking adaptive functions which can change its set of rules, enabling the adaptive automaton to have a computational power equivalent to the Turing machine [10].

Grammar-based compression is a specific case of grammatical inference whose purpose is to learn grammar from information available in a language [8]. In this case the available information corresponds to the text to be compressed which is the only sentence of a given language. José Neto and Iwai [23] proposed the use of adaptive automaton to build a recognizer with ability to learn a regular language from the processing of positive and negative samples of strings belonging to that language. The recognizer is obtained from the agglutination of two adaptive automata. One constructs the prefix tree from the input strings and the other produces a suffix tree from the inverse sequence of the same string. Matsuno [24] implemented this algorithm based on adaptive automata, and presented an application of the Charikar algorithm [13] to obtain a CFG from samples of the language defined by this grammar.

In this paper, we applied the adaptive automaton to infer a grammar to generate a compressed version of a string.
3. Grammar based compression using adaptive automata

Our approach using adaptive automaton is inspired in the algorithm of RePair [15]. The automaton is used in the process of finding pairs of symbols to be substituted by a grammar production rule.

The adaptive automaton modifies the configuration of the traditional finite automaton, which is represented by a tuple \((Q, \Sigma, P, q_0, F)\). The meaning of the elements of the tuple, along with other elements used in this work are described in the Table 1 for quick reference. We adopted a notation used by Cereda et al. [25].

Modification in the underlying automaton occurs through adaptive functions to be executed either before or after the transitions, according to the consumed input string symbols. The adaptive function executed before the transition is represented by the character ‘·’ written after the function name (e.g. \(A\)) and the function executed after the transition is represented by the same character written before the name (e.g. \(B\)). They can modify the automaton configuration by performing elementary adaptive actions for searching, exclusion or insertion of rules. The adaptive functions use variables and generators to perform editing actions in the automaton. Variables are filled only once in the execution of the adaptive function. Generators are special types of variables, used to associate unambiguous names for each new state created in the automaton and are identified by the ‘*’ symbol, for example, \(g^*_1, g^*_2\).

<table>
<thead>
<tr>
<th>Element</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Q)</td>
<td>set of states</td>
</tr>
<tr>
<td>(F \subseteq Q)</td>
<td>subset of accepting states</td>
</tr>
<tr>
<td>(q_0 \in Q)</td>
<td>initial state</td>
</tr>
<tr>
<td>(\Sigma)</td>
<td>input alphabet</td>
</tr>
<tr>
<td>(D)</td>
<td>set of adaptive functions</td>
</tr>
<tr>
<td>(P)</td>
<td>mapping relation (P : D \cup {\varepsilon} \times Q \times \Sigma \rightarrow Q \times \Sigma \cup {\varepsilon} \times D \cup {\varepsilon})</td>
</tr>
<tr>
<td>(\sigma \in \Sigma)</td>
<td>any symbol of the alphabet</td>
</tr>
<tr>
<td>(A(q, \chi))</td>
<td>adaptive function (A \in D) with arguments (q, \chi) triggered before a symbol consumption</td>
</tr>
<tr>
<td>(B(y, z))</td>
<td>adaptive function (B \in D) with arguments (y, z) triggered after the symbol consumption</td>
</tr>
<tr>
<td>(g^*_i)</td>
<td>generator used in adaptive functions that associates names with newly created states</td>
</tr>
<tr>
<td>(-(q_i, \sigma) \rightarrow (q_j))</td>
<td>elementary adaptive action that removes the transition from (q_i) to (q_j) and consumes (\sigma)</td>
</tr>
<tr>
<td>((q_i, \sigma) \rightarrow (g^*_i, \varepsilon), A)</td>
<td>rule-inserting elementary adaptive action that adds a transition from state (q_i), consuming the symbol (\sigma), and leading to a newly created state (g^*_i) with the adaptive function (A) to be executed before the consumption of (\sigma)</td>
</tr>
<tr>
<td>(Out_i)</td>
<td>semantic action to be performed in state (q_i) as in the Moore machine [1]</td>
</tr>
</tbody>
</table>

The adaptive automaton presented in this paper analyses trigrams contained in the original input string to search the most appropriate pair of symbols to be to be replaced by a grammar
production rule as in an iteration of the RePair [15] algorithm. From the initial state to any final state it will have a maximum of 3 transitions, as it analyses only 3 symbols. Thus, for each trigram the automaton restarts its operation from the initial state $q_0$. This requires obtaining the set of all the trigrams present in the input string. For example, considering the sequence $abcab$, the input will be the set of trigrams $\{abc, bca, cab\}$.

The automaton counts the occurrence of every trigram and its containing prefix and suffix bigrams. This is accomplished by counters that are incremented by the semantic action functions $Out$, executed in the states in which a bigram or trigram is recognized. Considering the trigram $abc$, it counts the occurrence of the trigram itself and the occurrence of $ab$ and $bc$ as a prefix and suffix.

Each bigram will have 2 counters, one for prefix and one for suffix, which can be incremented in any state of the automaton that has the associated semantic action function. Based on these counters, after processing all the trigrams it will be possible to choose the pair to be replaced. The pair that occurs most frequently inside the most frequent trigram, or the prefix or suffix bigram of this trigram are examples of criteria for the pair selection.

Starting from the terminal state of the automaton in which the most frequent trigram is recognized, it is possible to identify the constituent bigrams and get the values of their counters by traversing the automaton in the opposite direction of the transactions, that is, towards the starting state. In the bigram counter associated with a terminal state, it is obtained the total count of occurrences of the suffix bigram, and in the previous state the count of the prefix bigram.

The use of adaptive technique guides the design of this automaton by considering how it should be incrementally build as the input symbols are consumed, performing the actions just presented above.

In the following lines, we describe the processing of the trigram $\sigma_0\sigma_1\sigma_2$ of a hypothetical input string to better illustrate the configuration evolution of the automaton.

Figure 2 shows a simplified version of the starting configuration of the automaton composed by a single state $q_0$ and transitions for each symbol $\sigma \in \Sigma$ by executing the adaptive function $A_0(\sigma, q_0)$ before its consumption. For ease of visualization, the representation of the set of these transitions has been replaced by a single arc in which the symbol to be consumed is indicated as $\forall \sigma$. This same simplification of representation was adopted in the description of the algorithm 1 (Figure 3) of the adaptive function $A_c$.

![Figure 2. Initial topology of the adaptive automaton](image)

Function $A_0$ modifies the automaton by removing the transition that consumes the first symbol $\sigma_0$ of the trigram, and creating three new elements: the state $q_1$, the transition from $q_0$ to $q_1$ to allow the consumption of $\sigma_0$ and the loop transition from $q_1$ associating it with the consumption of $\forall \sigma \in \Sigma$ and another adaptive function $A_1$. 
Figure 3. Algorithm 1: Adaptive function $A_0$

Algorithm 1: Adaptive function $A_0$

<table>
<thead>
<tr>
<th>adaptive function $A_0(s, q_x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Generators:</strong> $g_1^*$</td>
</tr>
<tr>
<td>$-(q_x, s) \rightarrow q_x$</td>
</tr>
<tr>
<td>$+(q_x, s) \rightarrow (g_1^*, \epsilon)$</td>
</tr>
<tr>
<td>$+(g_1^<em>, \forall \sigma) \rightarrow (g_1^</em>, \epsilon), A_1$</td>
</tr>
</tbody>
</table>

Figure 4 shows the new adaptive automaton topology after consumption of the first symbol $\sigma_0$.

![Topology after consuming the first symbol $\sigma_0$](image1)

The algorithm 2 (Figure 5) presents the adaptive function $A_1$. Its operation is similar to $A_0$ creating a new state $q_2$. It also prepares the consumption of a third symbol by inserting a transition with the adaptive function $A_2$, which is described in the algorithm 3 (Figure 6).

Figure 5. Algorithm 2: Adaptive function $A_1$

Algorithm 2: Adaptive function $A_1$

<table>
<thead>
<tr>
<th>adaptive function $A_1(s, q_x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Generators:</strong> $g_1^*$</td>
</tr>
<tr>
<td>$-(q_x, s) \rightarrow q_x$</td>
</tr>
<tr>
<td>$+(q_x, s) \rightarrow (g_1^*, \epsilon)$</td>
</tr>
<tr>
<td>$+(g_1^<em>, \forall \sigma) \rightarrow (g_1^</em>, \epsilon), A_2$</td>
</tr>
</tbody>
</table>

Function $A_2$ (Figure 6) modifies the automaton configuration by removing the transition from $q_2$ to itself by consuming the symbol $\sigma_3$ (the third symbol of the trigram) creating a new state $q_3$ and the transition to it consuming $\sigma_5$. The newly created state $q_5$ will be associated with the semantic function $Out_1$.

Figure 6. Algorithm 3: Adaptive function $A_2$

Algorithm 3: Adaptive function $A_2$

<table>
<thead>
<tr>
<th>adaptive function $A_2(s, q_x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Generators:</strong> $g_1^*$</td>
</tr>
<tr>
<td>$-(q_x, s) \rightarrow q_x$</td>
</tr>
<tr>
<td>$+(q_x, s) \rightarrow (g_1^*, \epsilon)$</td>
</tr>
</tbody>
</table>

Figure 7 shows the automaton topology after consumption of the second and third symbol of the input string.

Figure 7

States $q_2$ and $q_3$ are associated with output functions $Out_5$ and $Out_1$ respectively. They are related to semantic actions in these states.
Out₀ is the function responsible for incrementing the occurrence counter of the prefix bigram \( \sigma_0 \sigma_1 \). Out₁ is responsible for incrementing the occurrence counter of the suffix bigram \( \sigma_1 \sigma_2 \) and the counter of the trigram \( \sigma_0 \sigma_1 \sigma_2 \).

To better illustrate the operation of the adaptive automaton, Figure 8 shows its configuration after processing the sample string \( abcaba \). The index \( i \) of the states \( q_i \) corresponds to the sequence in which they were entered by the algorithm.

---

**Figure 7.** Topology after consuming the initial trigram \( \sigma_0 \sigma_1 \sigma_2 \)

**Figure 8.** Automaton topology after processing \( abcaba \)
3. EXPERIMENTS

A test system is being developed using a Java language library for adaptive automaton\(^1\) proposed by [26] as the core engine, with the surrounding subsystems such as the semantic functions and the iterations that substitutes the frequently occurring patterns.

Publicly available corpora\(^2\) will be used as the input data.

Compression rates, execution time and temporary storage requirements for the different criteria of choice of repetitive patterns that the algorithm allows will be measured and compared to other techniques.

4. CONCLUSION

In this work, we presented the adaptive automaton as a device to identify a bigram, prefix or suffix, which are most repeated within the most repeated trigram in a sequence of symbols to obtain a substitution rule in a compression algorithm based on grammar.

In this paper, we presented the adaptive automaton as the device to identify repetitive bigrams in a sequence of symbols considering its presence inside frequently occurring trigrams. This bigram can be specified to be whether prefix or suffix of the trigram allowing the adoption of different configurations to be experimented.

As a future work, the adaptive automaton can be further expanded to analyse n-grams larger than trigrams. In addition, a comparative performance study could be done with other techniques. Another point to be analysed is the adoption of an adaptive grammatical formalism [27] in the description of the inferred grammar with the aim of making some operation in the compressed data.

Adaptive rule-driven device allows the construction of a large and complex system by simplifying the representation of the problem. This type of automaton is designed by specifying how the device must be incrementally modified in response to the input data, from a simple initial configuration, aiming at its desired intermediate configurations, and the output to be obtained by associated semantic actions.
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ABSTRACT

Backup software information is a potential source for data mining: not only the unstructured stored data from all other backed-up servers, but also backup jobs metadata, which is stored in a formerly known catalog database. Data mining this database, in special, could be used in order to improve backup quality, automation, reliability, predict bottlenecks, identify risks, failure trends, and provide specific needed report information that could not be fetched from closed format property stock property backup software database. Ignoring this data mining project might be costly, with lots of unnecessary human intervention, uncoordinated work and pitfalls, such as having backup service disruption, because of insufficient planning. The specific goal of this practical paper is using Knowledge Discovery in Database Time Series, Stochastic Models and R scripts in order to predict backup storage data growth. This project could not be done with traditional closed format proprietary solutions, since it is generally impossible to read their database data from third party software because of vendor lock-in deliberate overshadow. Nevertheless, it is very feasible with Bacula: the current third most popular backup software worldwide, and open source. This paper is focused on the backup storage demand prediction problem, using the most popular prediction algorithms. Among them, Holt-Winters Model had the highest success rate for the tested data sets.
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1. INTRODUCTION

By definition, backup data is only accessed in case of disaster [1], that is supposed to happen rarely. The first data scientist instinct would be to use this information also as a source for analytic engines, instead of fetching it from original source, without the concurrency with regular corporate workload as suggested by Poelker [2].

However, there is still another backup software information that is overlooked by the authors that has a lot of potential and is the scope of this practical work: the catalog database. It contains, for instance, the file locations from every backed-up platform, the duplicated files list, backup and restore jobs history etc.
The catalog learning can be also used to improve backup service itself, in order to identify error trends and capacity problems. A common challenge today, for example, is primary backup data continues to grow, more systems and data are deemed worth protecting, and backup retention is sometimes elongated as addressed by a recent Gartner Consultancy Report[3]. Digital data has snowballed to a level that frequently leads to backup storage capacity depletion, and it’s imperative to predict these bottlenecks timely in order to avoid compromising backup data.

The purpose of the present work is to manifest that ARIMA and Holt-Winters forecasting models can provide the backup storage demand prediction, according to the terminated past backup jobs. In Section 2, we present the State-of-the-Art.

In the Section 3, we present the Related Work. The Section 4 shows the Methodology. In Section 5, we present the Results. Finally, the Section 6 draws some conclusions and final remarks. And Section 7, indicates Future Works.

### 2. STATE-OF-THE-ART

Bacula\(^1\) is an open source backup software\(^4\) whose metadata is stored in a database, e.g.: job logs, termination status, list of copied files with paths, storage media association, etc. According to Sibbald \(^5\), it was the first published backup software to use a Structured Query Language and supports both MySQL\(^2\) and PostgreSQL\(^3\) open database services.

The Database Tables section of the Community Version manual \(^6\) provides its full definition (table names, data types etc.), which is going to be the main researched data set of this work, only possible because of its open format.

According to Box et al. \(^7\), a model that describes the probability structure of a sequence of observations is called a stochastic process that is a time series of successive observations is used in order to forecast the probably of distributions of future ones.

Time series are data series listed in time order \(^8\), usually spaced with the same time frame and represented graphically through line charts. They can be also understood as streaming data with discrete values, and they have many tradition applications: mathematical finance \(^9\), weather forecasting \(^10\), intelligent transport \(^11\) and econometrics \(^12\). Modernly, the DataMarket project \(^13\) hosts varied time series data such as Crime, Ecology and Agriculture.

Box et al. \(^7\) still describes Autoregressive Integrated Moving-Average (ARIMA) as a process more suitable to non-stationary time series observations (v.g.: stock prices) instead of autoregressive (AR), moving average (MA) and mixed autoregressivemoving average (ARMA). Sato (2013), Pati and Shukla (2014), Wang et al. (2015), wrote recent papers using ARIMA, appearing as a relevant forecasting technique.

---

\(^1\) [http://blog.bacula.org/](http://blog.bacula.org/)

\(^2\) [https://www.mysql.com](https://www.mysql.com)

\(^3\) [https://www.postgresql.org/](https://www.postgresql.org/)
Conforming to Goodwin and others [17], Holt-Winters is an exponential based method developed by C.C. Holt (1957) and P. Winters in (1960). As reported by Kalekar [18], it is used when the data exhibits both trend and seasonality (which are elements likely existent in this project observations). In line with Rodriguez et al. [19], exponential smoothing methods are based on the weighted averages of past observations, with the weights decaying exponentially as the observations get older. Puthran et al. (2014), Dantas et al. (2017), Athanasopoulos et al. (2017) and many other modern forecasting projects rely on Holt-Winters technique.

3. RELATED WORK

Until 2007, relevant backup book authors such as B Little and A. Chapa (2003) and Preston (2007) did not address the possibility of doing data mining in their studied backup software. Probably, they were moved because of the fact their studies mainly focused in proprietary backup software, where their databases have an unknown and closed format that is impossible to be read with third party software.

Guise (2008) was probably the first to write that backup software not only should, but must allow data mining of its metadata (among others): “without these features, a backup product is stagnant and not able to grow within an environment”. For the author, backup software should constitute value frameworks, but never monoliths.

Still, the impossibility of any developer to predict every possible data combination for backup report that a given company needs is also highlighted by Guise: "the more useful feature of backup software for long-term integration into an enterprise environment is the ability to perform “data mining” - i.e., retrieving from the backup software and its database(s) details of the backups that have been performed. More recently and even devoid of any scientific method, Poelker (2013) addressed the problem once more, suggesting and enumerating examples of how different types of backup data could be used for Knowledge Discovery and Data Mining, in order to aggregate value to that service.

That said, this work seems to be the very first in order to build data mining models for backup software databases and hopefully the foundation to other further analysis.

4. METHODOLOGY

According to Carvalho et al. (2014), CRISP-DM stands for Cross Industry Standard Process for Data Mining, which consists of a consortium oriented to establish an independent tool and industrial data mining process model. It aims to be generic enough to be deployed in different industry sectors, and sufficiently detailed to contemplate the conceptual phase of data mining project until the results delivery and validation.

Still, according to Carvalho et al., one of the methodology goals is to make data mining projects of any size run more efficiently: in a smaller time frame, more manageable, more inexpensive but the most fruitful.

The proposed life cycle of the data mining is presented in Figure 1 [26]. Data mining life cycle would consist of six phases [27], and their flow is not fixed: moving back and forth between different phases is usually required.
There is also an outer circle that represents the perpetual continuity of data mining process, since information and lessons fetch from a given project will very likely be use in further ones. And the inner arrows suggest the most frequent path between phases.

This will be the methodology used in this project, and the results will follow CRISP-DM phases.

5. RESULTS

The results are presented ahead as the sections that represent the CRISP-DM executed steps for this work.

5.1. Business Understanding

Acquiring backup demanded storage is not an intuitive task. A naive approach would simply measure storage usage every given time in order to predict its growth. This would ignore already known information about future stored backup behavior, which are the retention times. Retention is the time frame within backup data cannot normally be discarded by the backup software, unless there is an exceptional human intervention. This has a significant impact in storage demand growing prediction, since monthly backup with one year of retention will demand twelve times more data storage occupation than retaining a backup for a single month, for example. A better way to predict backup storage growth is the cumulative sum of all terminated backup jobs during a time frame, subtracted by their own size after their expiration date (when their data is already disposable). For example, if in January 1st a 10GB backup is written, this amount is added to the demanded storage space total. If this job has 1 month retention, the same 10GB value is subtracted in February 1st. The goal is to use already known information to diminish prediction
algorithm margin error, since natural corporate backup size fluctuation demand can be very volatile by itself.

### 5.2. Data Understanding

Bacula MySQL database, in this case, is accessed using R database interface\(^4\) and MySQL specific driver\(^5\). First a test database is used for model developing and testing, then validated with a production database.

Job and Pool tables are exported to a compatible R format. Job table contains the list of terminated backup Jobs information, including their size. Pool\(^6\) table provides the jobs data retention times.

The job sizes (JobBytes) are expressed in bytes. Null values are discarded and the others converted to Gigabytes, since it is better for human reading. Decimals are rounded with digits, in order to not affect the total cumulative sum.

Backup jobs ending times used to build the time series are expressed originally with date, hours, minutes and seconds (YYYY-MM-DD hh:mm:ss). In order to simplify calculations and because it is insignificant for long term prediction, hour specification was trimmed and only dates are considered.

Retention times in the Pool table (VolRetention) is expressed in seconds. Those are rounded to days, because more significant and usual. Tables are merged so each Job now have their individual retention as a variable value.

Data frame is sort chronologically according to backup termination date, variables that supposed to be known as dates by R are set this way. Job sizes are sum in a cumulative function and a final storage size (sto.size variable) is calculated after the subtraction of already expired backup jobs. Data frame is padded with empty values when there is no backup jobs terminated on those days (necessary for time series). Also, jobs cumulative sum in those days receive last filled row value. There are 95 unique days with backups in this base for further validation reference.

### 5.3. Modeling

Time series (TS\(^7\)) building R script runs dynamically, fetching first backup week and day from the current data set, in order to be able to work with any other Bacula database and different time frames.

---

\(^4\) R DBI Library: https://cran.r-project.org/web/packages/DBI/

\(^5\) RMySQL R Library: https://cran.r-project.org/web/packages/RmySQL/

\(^6\) Pool is the group of backup volumes, or storage units, that has the same attributes such as retention.

Figure 2 is a graphical representation of the created time series, and this will be used in order to develop the best models for storage size necessity prediction. It shows a higher initial growth ratio of backup storage size that corresponds to the very beginning of the backup system usage, and happens until backups fill their retention times and start to be recycled (discarded). This will probably be present in lots of Bacula production environments and affects the growing prediction in an undesired way. Since it is a very unpredictable behavior and backup configuration dependent, this is not filtered at this moment. The time scale is expressed in weeks, that is sufficient to run multiple backup jobs but not large enough to ignore huge backup size differences that may happen during a greater period. Last measured storage demand value is 10.1405GB.

5.3.1. ARIMA

In order to build the time series, 180 daily observations were provided, what would give a significant time frame of 6 months of predicted values.

The light gray areas of next plots represents the 80% prediction intervals while dark gray the 95% ones. The blue line is the predicted medium values. Future observation values near the blue line represents higher forecast accuracy.

The forecast library provides the lower and upper prediction intervals (in this case, with 80% and 95% confidence), which are an estimated range of likely future values.

Figure 3 shows the model seems to be more affected by the initial state backup software operations (first 28 weeks) when the total size of backups grows faster since there are no prior terminated jobs. This can lead to misleading results in fresh production environments and long term predictions. The last forecast value after 6 months of forecast is 25.97GB.
5.3.1. Holt-Winters

Holt-Winters\(^9\) exponentially weighted moving averages is more tolerant to the misleading first 28 weeks of the initial state of the backup software, which would provide more reliable prediction values as shown in Figure 4. The forecast value for backup storage for a 6 months time frame is 20.77GB.

5.4. Evaluation

Holt-Winters model responds quicker to trend changes such as lower storage growing trend after initial backup system deploy, being considered more suitable to cope with production environments data. It is the chosen model for testing and validation.

Figure 5 presents, in the same scale, the same used Holt-Winters prediction model against an approximately 30% larger dataset filled with real values. Last forecast storage size is 12.20GB, 10.61% higher than the the actual cumulative backup jobs sum is 11.03GB, but still in the 80% prediction interval.
Another random Bacula production environment database is used in order to apply the selected model. Forecast section corresponds to a slice of approximately 60% entries of the data frame.

Figure 5. Holt-Winters forecast against test data set storage growing (total GB per weeks).

Figure 6. Holt-Winters forecast against production actual data (total GB per weeks).

As displayed in Figure 6, the forecast value (left plot) for ten weeks of prediction (1374.19GB) is 18.33% greater than the actual (right plot) storage size (1161.35GB). However, the lower 95% prediction confidence interval limit for the forecast model is 778.23GB (dark gray area), so the real storage forecast size is into it. The model is satisfactory for available datasets.
6. CONCLUSION

Hyndman [28] study found prediction intervals calculated to include the true results 95% of the time only get it right between 71% and 87% of the time.

In this way, the formula to calculate backup storage cumulative sum for storage size and the choice of the Holt-Winters Model is suitable for the current type of data and for a reasonable and specially vegetative backup size growth, being able to forecast storage growth for a significant amount of time within the 95% prediction interval.

As a remark, it is known that IT infrastructure teams needs to cope with series of unplanned changes from different corporate areas, and for those there are currently no models that could handle them.

The chosen Holt-Winters model must be applied to other production sets of information of different sizes, in order to be considered successfully deployed, which would be the last CRISPDM stage.

Another backup database data mining project execution might also produce the results bellow, among others:

- Predict backup clients demand for restore;
- Fetch all time typical and current successful terminated backup jobs streak;
- Classify backup clients performance (clusterization);
- Identify current backup window compliance;
- Match hardware set suggestions in order to attend current performance and storage demand;
- Analyze the potential benefit of using a file level deduplication feature;
- Analyze the potential benefit of using a block global deduplication feature;
- Identify jobs which behave unexpected with execution log information mining;
- Suggest disk based backup ideal backup volume size.
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