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Preface

The Fourth International Conference on Computer Networks & Communications (CCNET 2017) was held in Dubai, UAE, during April 29–30, 2017. The Fourth International Conference on Signal Processing (CSIP 2017), The Fifth International Conference of Soft Computing (SCOM 2017) and The Fifth International Conference on Database and Data Mining (DBDM 2017) was collocated with The Fourth International Conference on Computer Networks & Communications (CCNET 2017). The conferences attracted many local and international delegates, presenting a balanced mixture of intellect from the East and from the West.

The goal of this conference series is to bring together researchers and practitioners from academia and industry to focus on understanding computer science and information technology and to establish new collaborations in these areas. Authors are invited to contribute to the conference by submitting articles that illustrate research results, projects, survey work and industrial experiences describing significant advances in all areas of computer science and information technology.

The CCNET-2017, CSIP-2017, SCOM-2017, DBDM-2017 Committees rigorously invited submissions for many months from researchers, scientists, engineers, students and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of internationally recognized top-level researchers. All the submissions underwent a strenuous peer review process which comprised expert reviewers. These reviewers were selected from a talented pool of Technical Committee members and external reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, technical content, originality and clarity. The entire process, which includes the submission, review and acceptance processes, was done electronically. All these efforts undertaken by the Organizing and Technical Committees led to an exciting, rich and a high quality technical conference program, which featured high-impact presentations for all attendees to enjoy, appreciate and expand their expertise in the latest developments in computer network and communications research.


We would like to thank the General and Program Chairs, organization staff, the members of the Technical Program Committees and external reviewers for their excellent and tireless work. We sincerely wish that all attendees benefited scientifically from the conference and wish them every success in their research. It is the humble wish of the conference organizers that the professional dialogue among the researchers, scientists, engineers, students and educators continues beyond the event and that the friendships and collaborations forged will linger and prosper for many years to come.
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FLOODING ATTACKS DETECTION OF MOBILE AGENTS IN IP NETWORKS

Jean Tajer, Mo Adda and Benjamin Aziz

University of Portsmouth, School of Computing, Portsmouth, United Kingdom

ABSTRACT

This paper deals with detection of flooding attacks which are the most common type of Denial of Service (DoS) attacks in a Mobile Agent World. We propose a new framework for the detection of flooding attacks by integrating Divergence measures over Sketch data structure. The performance of the proposed framework is investigated in terms of detection probability and false alarm ratio. We focus on tuning the parameter of Divergence Measures to optimize the performance. We conduct performance analysis over publicly available real IP traces, in Mobile Agent Network, integrated with flooding attacks. Our analysis results prove that our proposed algorithm outperforms the existing solutions.
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1. INTRODUCTION

Multi-Agent Systems (MAS) are designed using independent, autonomous known as agents which can perform their tasks independently or collectively in different types of environments [2]. The agents can be considered as processes with the ability to perform an action on the environment on behalf of user [32]. These systems allow distribution of complex tasks amongst agents. One of the basic properties of multi-agent system is its ability of self-organization which makes it utterly desirable for autonomous and flexible system designs such as graphical applications, logistics, transportation, search engines, network management etc [33].

Mobile Agent Systems can be divided based into programming language by which they are developed and use: Java and non-Java based. Around 85% of Mobile Agent systems available today are built using Java, due to its inherent support to Mobile Agent programming [19].

Mobile Agents are becoming a focus of modern research because of their applications in distributed systems which are replacing traditional client-server architectures rapidly [34]. However, one of the key concerns in practical implementation of Mobile Agent is the lack of protection against any threats.

The rest of this paper is organized as follows. Related work is provided in Section 2. Section 3 provides the security issues that a Mobile Agent can counter while visiting another host in the network. We will discuss Sketch data structure to provide grained analysis and to derive probability distributions and will introduce different divergence measures (Hellinger Distance and Chi-square divergence) in order to compare their performance if a flooding attack happens on
a Mobile Agent Network, in Section 4. Section 5 describes our proposed approach design. In Section 6, we present our experimental works and check the capability, reaction and performance of the mobile agents based on the developed design. Finally in Section 7, we present the conclusion and our future work.

2. RELATED WORK

From one side several researches have been proposed security solutions to detect and prevent attacks in real traffic. Most of these proposed solutions emphasize on many different detection and prevention strategies.

SYN flooding attack detection has been an interested issue for security researchers. The authors in [2] present the effects of correlation analysis on the DDoS detection. They propose a covariance analysis method for detecting SYN flooding attacks.

Existing methods for anomaly detection are based on different techniques, such as Haar-wavelet analysis [3], [4], Entropy based method [5] and Holt-Winters [6] seasonal forecasting method. Authors in [7] compare two different algorithms (CUSUM and adaptive threshold) for the detection of SYN flooding attack. They conclude that CUSUM performs better then adaptive threshold in terms of detection accuracy of low intensity attacks. However, both of these algorithms face problems of false alarm ratio under normal IP traffic variation.

Other work aggregates the whole traffic in one time series, and applies a change point detection algorithm to detect the instant of anomaly occurrence. The latter has a good performance in terms of spatial and temporal complexities, but presents the drawback of aggregating all traffic in one flow, where low intensity attacks cannot be detected. Furthermore, these methods use static threshold for detecting anomalies, which is not adequate with traffic variations, and may induce false alarm and miss detection.

Sketch data structure uses the random aggregation for more grained analysis than aggregating the whole traffic in one time series. It has been used to summarize monitored traffic in a fixed memory, and to provide scalable input for time series analysis. Authors in [8] propose the use of Cumulative SUM (CUSUM) over the sketch for network anomaly detection. Furthermore, they propose a new mechanism for Sketch inversion and malicious flows identification. We will exploit the Sketch data structure to derive probability distributions.

In addition, recent work experiments the histogram-based detector in order to detect the anomaly behaviors and changes in traffic distributions [9]. They apply Kullback-Leibler divergence between the current and previous measurement distributions.

Authors in [10] apply Hellinger distance (HD) on Sketch data structure, in order to detect divergence between current and previous distributions of the number of SIP INVITE request. In fact, HD must be near zero when probability distributions are similar, and it increases up to one whenever the distributions diverges (e.g. under Invite flooding attacks). In addition, they used the dynamic threshold proposed in [11] during their experimental analysis.

From other side, several researches have been conducted over mobile Agents.

Some Articles showed what exactly it is makes Java such a powerful tool for mobile agent development, also it highlighted some shortcomings in Java language systems that have implications for the conceptual design and use of Java-based mobile agent systems [19],[20].Some studies concentrate their work on the fault tolerance techniques in mobile agents,
network management applications based on mobile agent technologies and how the fault tolerance techniques can improve their performance [25], [26].

Other articles worked on an agent-based intelligent mobile assistant for supporting users prior to and during the execution of their tasks [27]. In addition, some works have been performed to integrate the mobile agents with the e-commerce. Some technical relevant issues are well presented [28], [29], [30].

Some researches concentrated their work on security concerns (i.e. masquerading, denial of service, unauthorized access and repudiation) of mobile agents and how to protect them by several techniques like for example providing logical framework designed to support large-scale heterogeneous mobile agent applications, on safe code interpretation, digital signatures, path histories, State Appraisal and Proof-Carrying Code (PCC) [21], [22],[23],[24]

Our research combines the mobile agents and the detection methods. It emphasizes on how a mobile agent can detect a flooding attacks. We develop a general framework that increases the detection accuracy and reduces the false alarm by integrating different divergence measures over Sketch technique in a Mobile Agent world.

3. MOBILE AGENTS SECURITY THREATS AND COUNTER MEASURES

Security is one of the key factors of MAS. In fact, a MA is one of the potential threats to computer systems and vice versa, from the host system to the MAS itself. In this part, we will talk about the main security issues related to MAS.

The security threats for MASs could be divided as follows:

- IP spoofing: consists of sending packets with a faked IP source address. The server should believe that the packets come from another host, probably a host that is allowed to establish connections with the attacked host, if the real one is not allowed

- Sniffing: it is the observation and analysis of network traffic in order to obtain relevant information (such as IP addresses and host functionalities) to perform other attacks.

- UDP flood attack: this kind of flooding attack consist on sending many UDP packets to different port of a target in random way. This target will check if there's any application on the relevant port, if not, he will be occupied to send ICMP replies and can't treat requests from legitimate clients.

- SYN flood attack: it consist on sending many TCP connection requests to a target. This latter will accept the establishment of the connection and notify the client. Except that, this one will never use them. Thereby, the server will be drown by unused connections and, eventually, will not reply to legitimate users requests.

There are many security services that can be used for securing the agents systems, for example; authentication, integrity, confidentiality and authorization.

In case of the authentication, the host needs to know the sender of the delivered agent. The agent authentication process includes verifying the entity that programmed the agent and also verifying the entity that dispatched it to the host. Basically, the agent and the host need to know with whom they are talking and dealing with, here the public-key encryption or passwords can be used.
For integrity, checking the integrity of the agents is a technique that makes sure no one has made any changes to the agents, the agents travelling from host to another, and communicates and exchanges their data with other hosts and other agents. In this case, we need to make sure that the agents have not been tampered with in relation to their state, code or data. Moreover, the agents could carry different types of data, for example some private data. These data should only be readable from a specific host or agents. This technique is very important to avoid an eavesdropping threat. The last service which helps to protect the agents and the hosts is authorization; the incoming agents should have a specific right to access the host information, so different agents have different authority, to protect the hosts and also to protect themselves.

4. THEORITICAL BACKGROUND

4.1. Sketch technique

In this section, we review the K-ary Sketch data structure. Using Sketch data structure makes our framework flexible and scalable for grained analysis. No matter how many flows exist in the traffic, Sketch generates fixed-number of time series [3], [4] for anomaly detection. Sketch provides more grained analysis than aggregating whole traffic in one time series.

The Sketch data structure is used for dimensionality reduction. It is based on random aggregation of traffic attribute (e.g. number of packets) in different hash tables. A Sketch S is a 2D array of $H \times K$ cell (as shown in Figure 1), where $K$ is the size of the hash table, and $H$ is the number of mutual independent hash functions (universal hash functions). Each item is identified by a key $\kappa_n$ and associated with a reward value $\nu_n$. For each new arriving item $(\kappa_n, \nu_n)$, the associated value will be added to the cell $S[i][j]$, where $i$ is an index used to represent the hash function associated with ith hash table ($0 \leq i \leq d - 1$), and $j$ is the hash value ($j = h_i(\kappa_n)$) of the key by the ith hash function.

Data items, whose keys are hushed to the same value, will be aggregated in the same cell in the hash table, and their values will be added up to existing counter in the hash table. Each hash table (or each row) is used to derive probability distribution as the ratio of the counter in each cell to the sum of whole cell in the line. The derived probability distributions (we get $K$ probability set, one per line) are used as inputs for divergence measures.

Figure 1: Sketch Data structure

4.2 Divergence Measures

These measures are used to detect the DDoS attacks based on the deviation of traffic distribution. In fact, the idea is to compare the prior distribution derived from Sketch counters in previous time slot, with the currently obtained distribution. One can use this change to detect flooding attack, because the counter of one cell will increase significantly with the number of sent requests, and the probability distribution deviates at the start and stop instants of the flooding attack.
4.2.1. Hellinger Distance (HD)

Hellinger Distance (HD) is used to measure the divergence between two sets of probability values.

For two discrete probability distributions \( P = (P_0, P_1, \ldots, P_{k-1}) \) and \( Q = (Q_0, Q_1, \ldots, Q_{k-1}) \), with \( P_i \geq 0, Q_i \geq 0 \) and

\[
\sum_{i=0}^{k-1} P_i = \sum_{i=0}^{k-1} Q_i = 1
\]

The HD between current distribution \( P \) and prior distribution \( Q \) is defined as:

\[
HD(P, Q) = \frac{1}{2} \sum_{i=0}^{k-1} \sqrt{P_i Q_i} - \sqrt{P_i Q_i}^2 \quad (1)
\]

Where HD satisfies the inequality \( 0 \leq HD(P, Q) \leq 1 \), and \( HD(P, Q) = 0 \) if \( P = Q \). HD is a symmetric distance (e.g. \( HD(P, Q) = HD(Q, P) \)), and induces two spikes, one at the beginning of change, and the second at the end of the change, [18].

4.2.2. Chi-square divergence

\( \chi^2 \) divergence is used to measure distance between two discrete probability distributions (\( P \) and \( Q \)). For 2 probability sets \( P = (p_1, p_2, p_3, \ldots, p_n) \) and \( Q = (q_1, q_2, q_3, \ldots, q_n) \), with \( P_i \geq 0, Q_i \geq 0 \) and \( \sum_{i=0}^{n-1} P_i = \sum_{i=0}^{n-1} Q_i = 1 \)

The Pearson \( \chi^2 \) divergence between \( P \) and \( Q \) is given by:

\[
\chi^2(P || Q) = \sum_{i=0}^{n} \frac{(P_i - Q_i)^2}{Q_i} \quad (2)
\]

Where \( Q \) is the estimated probability distribution and \( P \) is the measured probability distribution, and \( \chi^2 (P || Q) \) is the distance between distributions \( P \) and \( Q \).

For hypothesis testing, such as \( H_0 \) (normal traffic hypothesis) and \( H_1 \) (traffic with anomalies), \( \chi^2 \) values can run from zero into infinity. \( \chi^2 \) will be zero if \( P \) and \( Q \) are identical \( (P_i = Q_i) \) under hypothesis \( H_0 \), and \( \chi^2 \) increases as the distributions become dissimilar, and eventually so high (infinity) when the two distributions are independent \( (P \neq Q) \) under hypothesis \( H_1 \). It is important to note that \( \chi^2 \) divergence is nonnegative and the division 0/0 is treated as 0, and the division by zero is replaced by a very small value \( \epsilon \).

The \( \chi^2 \) divergence between 2 probability distributions \( P \) and \( Q \) must be near zero under normal traffic, with a large deviation (one spike) when distributions change occurs. \( \chi^2 \) is asymmetric \( (\chi^2 (P || Q) \neq \chi^2 (Q || P)) \), and its symmetric version raises two spikes. One spike at the beginning and the second at the end of the attack.

\[
\chi^2(P || Q) + \chi^2(Q || P) = \sum_{i=1}^{n} \frac{(P_i - Q_i)^2 + (P_i + Q_i)^2}{P_i \cdot Q_i} \quad (3)
\]

We intend to use Pearson chi-square divergence (asymmetric) to detect anomaly through the detection of deviations from normal traffic profile, and we will modify the input time series to constrain \( \chi^2 \) to raise alarms (spikes) for the whole duration of attack. In [30], authors prove that \( \chi^2 \) divergence behaves better than all classical divergences (Hellinger distance, Kullback-Leibler, Likelihood, etc, [6].
5. **PROPOSED APPROACH**

The proposed approach for anomaly detection in Mobile Agent networks is based on Sketch and divergence measures (Hellinger Distance and Chi-square).

The detection system records the number of monitored points (e.g. #packets, #SYN, #flows, etc.) in the Sketch for each discrete time interval T. Random aggregation of traffic flows in Sketch is the first step of our processing, followed by time series forecasting with divergence measures (Figure 2).

![Architecture of the proposed approach for network anomaly detection.](image)

During each interval, the destination IP address (DIP), for each packet containing a SYN segment, is hashed by H hash functions. The resulted hash value by the ith function (j = hi(DIP)) is used as index of the associated counter Si,j with DIP. Each arriving SYN segment increments the associated counter.

Our analysis will be focused on TCP SYN flooding by counting the number of SYN.

At the end of each epoch T, we derive probability distributions from Sketch. First, we get the sum of the counter in each line, and the probability pi,j in each cell is calculated as the ratio of each counter to the total number of SYN:

\[
P_{i,j} = \frac{S_{i,j}.Counter}{\sum_{k=0}^{k-1} S_{i,j}.Counter} \quad (4)
\]

Each cell Si,j becomes a data structure, that contains: current counter, current and previous probabilities. Therefore, each line (or hash table) provides two probability distributions: the first one is from previous interval and used as reference distribution Qi. The second one is from current interval Pi, and used to measure the divergence from the reference distribution, in order to detect anomalies. Divergence measures between the current (Pi) and reference probability (Qi) distributions is calculated for each line in the Sketch, at the end of each time interval (i.e. at n.T).
During malicious activities, the divergence measure $D(P_i||Q_i)$ produces spikes, and when more than $L$ ($L < H$) divergences resulted from different hash tables exceed a dynamic threshold, an alarm is raised.

To detect deviations in the time series resulted from divergence measures, we derive a subsequent time series containing the values of $D(P_i||Q_i)$ without spikes. In this last time series (without large values), we define a dynamic bound of $\mu_i + \alpha \sigma_i$. Significant deviations are larger than the dynamic bound:

$$D(P_i||Q_i) > \mu_i + \alpha \sigma_i \quad (5)$$

Where $D(P_i||Q_i)$ is the divergence measure in the time interval $n.T$ for the $i$th line in the Sketch, and $\mu_i$ and $\sigma_i$ are the mean and the standard deviation respectively of smoothed time series that doesn’t contain spikes ($D'(P_i||Q_i)$). $\mu_i$ and $\sigma_i$ are updated dynamically using the Exponentially Weighted Moving Average (EWMA):

$$\mu_i = \beta \mu_{i-1} + (1 - \beta) D'(P_i||Q_i) \quad (6)$$

$$\sigma_i^2 = \beta \sigma_{i-1}^2 + (1 - \beta) (D'(P_i||Q_i) - \mu_i)^2 \quad (7)$$

The threshold is updated dynamically with the value of $\mu_i$ and $\sigma_i$ as shown in above equations. $\alpha$ is a parameter used for calibrating the sensitivity of the detection algorithm to variations. It is also used to reduce the false alarm rate. Under normal traffic, divergence $D(P_i||Q_i)$ falls inside the bound of $\mu_i + 2\sigma_i$. When $D(P_i||Q_i)$ exceeds the dynamically updated threshold over $L$ lines, an alarm is triggered.

### 6. EXPERIMENTAL WORKS

In this section, we present the performance analysis results for integrating divergence measures over Sketch, for detecting SYN flooding attacks in a mobile agent network. As we want to compare 2 divergence measures (HD & $\chi^2$) over Sketch for the detection of flooding attacks, we will implement a mobile agent network.

For the sake of simplicity, we focus our analysis on the detection of TCP SYN flooding attacks, as it is the widely used attack for DDoS in these days.

#### 6.1 Dataset

The following techniques and tools are used: Two workstations with 8 GB and 768 MB of RAM respectively, which run Windows Server 2003 and a number of Mobile Agents are used.

We have considered the above describe mobile agents will have to execute the similar path. To measure the capability of the proposal towards eavesdropping threat, a test environment is set up using the above mentioned computers as shown in Figure 3. Computer A is considered to act as trusted server (TS) and computer B runs many host nodes simulated through various port numbers as well as the home node in a virtualized mode. Ethereal will be running regularly over computer A. its job is to collect packets in the mobile agent network and store them for a period of 4h00 from 18/02/2017 07h30 to 11h30. These traces are used to test the efficiency of divergence measures. IP addresses in the traces are scrambled by a modified version of tcpdriv tool, but correlation between addresses are conserved. We analyze these 8h30 traces using Sketch data structure, with a key of the Sketch ($\kappa_n = DIP$), and a reward $v_n = 1$ for SYN request only, and $v_n = 0$ otherwise. We set the Sketch width $K$ to 1024, and the number of hash $H$ to 5.
Afterward, we inject 12 real distributed SYN flooding attacks with different intensity inside this trace. These attacks are inserted each 30 minutes (on instants t=30, 61, 90, 127,157,187, etc.) and span for 10 minutes. These different intensity attacks are shown in Figure 4. The first attack begins with a value of 900 SYN/min and decreases until 280 SYN/min.

Figure 5 & Figure 6 show the variation of total number of mobile agents’ packets before and after the injection of SYN flooding attacks. By comparing these variations, we might not notice the differences between both figures without deep inspection. Inserted attacks don’t induce heavy deviations in the time series of the total number of SYN requests. This can be explained by the fact that the intensity of SYN flooding attacks is not large compared to the intensity of the total number of SYN segments. In such cases, the detection of attacks is very challenging, because no heavy changes in the time series describing the variations of the total number of SYN, and the intensity of the SYN flooding attacks is buried by the large number of SYN (as shown in Fig. 4) before attacks injection.

6.2 Evaluation Strategy
In this section, we present the evaluation results of the application of these divergence measures on the mobile agent IP traces.

First, we begin our analysis by applying HD & $\chi^2$ divergence over the traces (before attacks injection). We set the dynamic threshold as given in Eq. 5. We will begin our analysis by applying the HD and Chi-Square over the mobile agent IP traces (before injection SYN flooding attacks). Figure 7 & Figure 8 show the variation of these 2 divergence algorithms as well as the dynamic threshold (dashed line) before the injection of attacks. When the value of divergence measures is larger than threshold in at least 3 hash tables in the Sketch, an alarm is triggered. We see that both algorithms were able to detect anomalies at different time (t=90, 127,157,180 etc.).
These anomalies are temporary and they don’t persist more than many minutes. However, there are more anomalies that can be detected by using the source IP address as the key of the Sketch, but we will restrict our analysis to SYN flooding attacks. In fact, after the manual verification of traces, we found that HD triggers 4 false alarms, and the $\chi^2$ divergence achieves very high detection accuracy with 1 false alarm.

Indeed, we continue our analysis by applying the HD and Chi-Square over the mobile agent IP traces (after injection SYN flooding attacks). We noticed that in case of Hellinger Distance using a dynamic threshold, we obtain 4 false alarms with a detection of 100% (Figure 9). However, in the case of Chi-Square, we did not obtain any false alarm (Figure 10). We found through our conducted experiments that Chi-square divergence performs better than HD in terms of reducing false alarm, with less effort for tuning the dynamic threshold. The intensity of raised spikes in Chi-square increases with the intensity of attacks and dynamic threshold becomes useless.

7. CONCLUSIONS

In this paper, we analyzed the accuracy of 2 divergence measures (HD & Chi-square divergence) over Sketch data structure for network anomaly detection. We compared their performances in
terms of true positive and false alarm ratio, over real mobile agents IP traces with injected real distributed SYN flooding attacks at known instants.

Afterward, we used dynamic threshold for achieving the best tradeoff between false alarm and true detection.

We found that HD performs a good detection, but with higher false alarm ratio than Chi-square divergence. We can conclude that Chi-square conducts better detection than HD for mobile agents’ network. Furthermore, the intensity of triggered spikes by Chi-square divergence increases significantly with the intensity of attacks. It is important to note that these divergence measures with Sketch are computationally efficient for handling traffic on mobile agents’ traffic.

In our future work, we will introduce another divergence measure which is Power Divergence in order to compare its performance on the detection of flooding attacks over mobile agents with Chi-square and Hellinger Distance. In addition, we will focus on providing additional information to pinpoint malicious flows, in order to trigger automatic reaction against ongoing attacks. We also intend to provide a method for reducing the amount of monitoring data on mobile agents networks, and to analyze the impact of sampling on the precision of this divergence measure.
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ABSTRACT

Maintaining network stability and extending network lifetime to cope with breaking links and
topology changes remain nowadays a unsolved issues in Wireless Multimedia Sensor Networks
(WMSNs), which aim to ensure flow delivery while guaranteeing QoS requirements,
particularly, during data transmission phase. Therefore, in this paper, we jointly consider
multipath transmission, load balancing and fault tolerance, to enhance the reliability of
transmitted data. We propose a Dynamic Curative Mechanism for Geographic Routing in
WMSNs. Theoretical results and those obtained from simulation study demonstrate the validity
and efficiency of our proposed mechanism, and indicate that it is highly advised for multimedia
transmission and network stability.
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1. INTRODUCTION

Latest advances in wireless networks and MEMS technologies (Micro-Electro-Mechanical-
Systems) and embedded systems have led to the creation of Wireless Sensor Networks (WSNs).
With a small size and low cost, wireless sensors can be deployed in hundreds over a wide area, to
take scalar measurements of physical phenomena, such as temperature, pressure, humidity or the
location of objects. In general, these applications are tolerant of delay and do not require a high
bandwidth.

The vulgarization of miniaturized technological devices, such as cameras and microphones, has
favoured the development of Wireless Multimedia Sensors Networks (WMSNs). Equipped with
an on-board camera, these new sensors provide a better description of the observed phenomena
by collecting, in addition to scalar data, multimedia content (video and audio streams). On the
other hand, they pose new challenges in terms of ensuring QoS parameters, such as bandwidth,
data delivery rate, and end-to-end transmission delay, as well as the limited energy of sensor
nodes, which consequently reduces network lifetime and causes instability during data
transmission phase. This last one is usually subject to ruptures due the unreliability of wireless
links and also to topology changes especially in case of nodes’ mobility.
In addition to inherited constraints of classical sensor networks (energy, storage and computing), a common problem in such networks is information error, loss caused by components failure, wireless transmission error and external interference [1].

Fault tolerance is considered as an importance domain among various fields of research in wireless sensor networks, due to their constraints such as energy limitations, environment and deployment, where redeployment prohibitive cost, presents a handicap for reorganization network in case of failures of one or more of its components.

Various existing solutions proposed for fault tolerance in WSNs suffer from a poor trade-off between the scalability of the system and the level of tolerance offered by produced topology [2] and they do not cover the issues related to broken communication links and network stability by conserving operational paths during data transmission phase.

In this paper, we propose a Dynamic Curative Mechanism for geographic routing, in order to ensure this trade-off and to meet multimedia transmission constraints:

Our proposed Dynamic Curative Mechanism for geographic routing supports two features:

1. Dynamic load balancing strategy: which dynamically distributes the flow between operational paths without interrupting transmission, in order to prevent packets’ early loss and provides better load balancing;

2. Local repair strategy: repair locally broken links by bypassing dynamic holes formed during transmission, due to energy depletion, physical destruction or topology changes.

The remainder of this paper is organized as follows. Section II, discusses fault tolerance procedure's and gives a classification of existing solutions. Section III, presents network model. Proposed DCM is described in section IV. Results of extensive simulations and experimentation are shown in section IV. Finally, section V, concludes the paper.

2. RELATED WORK

Energy limitation and hostile environment in which sensor nodes are deployed, as well as the unreliability of radio communications and loss of wireless connections due to the depletion of sensor node's battery or its physical destruction are factors that increase the risk of breakdowns and make the network vulnerable.

Since physical access to these nodes is often impossible given the intended applications, such as monitoring forest fires in which sensors are scattered by air, or monitoring of urban infrastructure like bridges where sensors are incorporated in the structure. Failures and malfunctions of sensor node, produce data loss and generate topologies changes, which consequently impact network connectivity and reduce its lifetime.

The design of fault-tolerance procedure depends on the architecture and functionality of the system. Nevertheless, some steps are common to most systems [3]:

- Error detection: allows to recognize that an unexpected event occurred. Techniques used are classified into two categories, the offline detection that runs when the system is inactive while the online detection enables the identification of real-time fault and is performed during system activity.
- Damage containment: determines failure impact limits on the system to prevent the spread to other regions.

- Error recovery: two techniques are used, in backward recovery, the system state is restored to an earlier state that is error-free, while in forward recovery, the goal is to reach a consistent state, which is error free.

- Fault treatment: after isolation of failed component, this phase repairs it according to the type of failure.

Fault-tolerant routing algorithms can be divided into two main classes depending on treatment phase: preventive algorithms use fault-tolerant techniques to delay or avoid any errors, while curative algorithms, do not trigger implemented mechanism only when failure is detected. One can also see fault tolerance from an architectural point of view, which deals different types of component management, namely:

### 2.1. Battery management

Considered as preventive, it aims to set a uniform distribution of energy dissipation between sensors to better manage energy consumption and increase network lifetime. The Duty-Cycling technique is used to determine the percentage of activity of a node that periodically sleeps to conserve energy. In McTPGF [4], which is an extension of TPGF [5], sleeping-delay is taken into account in routing decision. Its weakness lies in the fact that authors use a single path in their studies and results proved that McTPGF reduces end-to-end delay with the cost of adding few hop counts compared with usual TPGF.

### 2.2. Flow management

This category includes data transfer management:

- Multi-path routing: uses a preventive algorithm to establish multiple paths from the source to the sink. This ensures the presence of more reliable paths for transmission and offers rapid recovery of transfer in case of failures. In [6], a fault-tolerant routing protocol, that modifies conventional DSR [7] protocol, is proposed. It tries to find two routing paths from the source to the destination. Its disadvantage is the use of a single route for transmission, which causes an overload at nodes constituting this path. Additionally, in case of failure, protocol uses secondary route and therefore all packets that have borrowed the faulty path are lost.

- Route recovery: curative technique that creates an alternative new path to ensure the retransmission of data. In [8], to achieve reliability and fault tolerance, proposed protocol continuously updates routes status, while transmitting data along paths simultaneously, it uses a subsequent reliable path, if some unpredicted fault happens in the path. Its drawback is the flooding of network by updating requests and control messages, additionally, the overload of nodes involved in the transmission, which consequently depletes their residual energy.

- Channel allocation: implemented at the MAC layer, this solution performs allocation of transmission channel, in order to reduce interferences between neighboring nodes and avoids packet collisions during transfer. In [9], Channel Utilization and Delay Aware Routing protocol (CUDAR) is proposed that satisfy QoS parameters (throughput, delay and jitter) and reduce energy consumption by using adaptive channel utilization module in MAC layer.

- Mobility: this approach allows to choose a number of mobile nodes, with superior capacity (energy and calculation), which are responsible for collecting data by moving between network sensors. This allows a saving in energy consumption by reducing hops number of transmitted packets. In [10], a pragmatic approach to area coverage in hybrid WSNs is proposed to enhance and maintain the area coverage by moving mobile sensor nodes in the uncovered area. Its main drawback is that only the sink launches the hole detection and recovery process.
2.3. Data management

Solutions in this category offer better data management and processing. Two major subcategories are derived:

- Aggregation: considered as preventive approach, performs processing on the raw data collected from the environment and combines captured data from multiple nodes to reduce the amount of data transmitted across the network and thereby increases its lifetime. In [1], a combination of trust mechanism, data aggregation, and fault tolerance is proposed, to enhance data trustworthiness in WMSNs. It incurs high routing and computational overhead while exchanging trust information. This exchange of information leads to false reporting attack where a malicious node may propagate false information to decrease trust rating for well reputed node [11].

- Clustering: preventive technique (sometimes considered as curative approach) treats structure of sensor networks. It allows to form a virtual backbone for better use of resources such as bandwidth and energy. A cluster-based transmission mechanism with dynamic changes in the path has been proposed in [12]. However, its limitation is that authors assume a secure communication channel and they have not taken into account malicious attacks against trust models [13].

In this article, we focused on a curative technique that uses an optimistic approach, we have also combined two techniques of flow management: multipath routing and route recovery, in order to guarantee QoS and maintain network stability.

3. NETWORK MODEL

We consider a flat network architecture and the wireless sensor network is composed of $N$ sensors, deployed in a static deterministic manner, each sensor node being aware of its geographic location and its 1-hop neighbor nodes’ geographic locations. We assume that only source nodes defined for area of interest know the Base Station (BS) location and all other sensor nodes know BS by receiving packets from source nodes. All nodes have the same transmission range and are homogeneous and are endowed with identical physical capabilities (detection and communication). Only bidirectional links are used to build paths. Each sensor node may be in one of the following states:

- Valid: ready to build a path;
- Active: already used in a path (locked for specific path);
- Blocked: no valid next-hop except its predecessor;
- Failed: broken, damaged or exhausted battery.

Each path is composed of a finite set of links, each node can belong to only one path, except source nodes and sink node. In GMFT, all generated routing paths are node-disjoint routing paths.

Let $N=\{n_1, ..., n_m\}$ be the finite set of nodes, $L=\{l_1, ..., l_k\}$ be the finite set of links, and $P=\{p_1, ..., p_n\}$ be the finite set of paths. MaxPathNum is the maximum path number used by source node for each flow transmission.

Static holes are the subset of failed nodes before transmission or blocked nodes, while dynamic holes are the subset of active nodes or failed nodes during data transmission phase, due to the depletion of their energy or their physical destruction.
4. **DYNAMIC CURATIVE MECHANISM**

4.1. Description

The design of our DCM is based on the different characteristics related to multimedia transmission in WMSNs and is also exposed to three following sub-problems:

- Maintain network stability when communication links break;
- Ensure load balancing, to extend network lifespan;
- Bypass dynamic holes formed during data transmission phase, to avoid packets’ early loss.

Our main goal is to ensure reliability of transmitted data, extend network lifetime, satisfy QoS requirements by tolerating potential faults that may occur such as, energy depletion, hardware failure, communication link errors and interferences, in order to keep the system stable and without interruption, in case of failure of some of its components.

Based on some limits of offline geographic routing protocols, where the discovery of paths is performed before sending data. Thus, constructed paths may not reflect network reality at transmission time, especially in case of mobility or breakdown of nodes. Any disturbance impacts directly the quality of multimedia streams at the receiver. Furthermore, as multimedia data transmission is generally characterized by a long duration and a large size, sensor nodes are highly likely to fail due to the depletion of their energy. Therefore, we introduced our dynamic curative mechanism based on fault detection, dynamic load balancing and local repair, to conserve network stability during data transmission phase and solve the issue related to reliability of transmitted data, hence allowing to cope with topology changes.

4.2. Operation

In case of failure, the curative mechanism is used when a node notices that its successor is missing by not receiving successive acknowledgments and reacts by applying:

- Dynamic load balancing strategy: it sends a blocking message to source node, to prevent packet loss and increase delivery rate. Upon receiving a blocking message, source node blocks immediately the faulty path and distributes the flow on the remaining operational paths, to ensure continuity of transmitted data.

- Local repair strategy: It initiates exploration phase similar to the one previously described. Nevertheless, it stops this action after meeting a junction node belonging to the initial broken path, and which distance from the collector is closer than failed node distance. This allows a local reparation without having to rebuild a new path from the source to the collector. When the link is established, all nodes that are no longer part of the new path are released.
4.3. Theoretical modelling

To the best of our knowledge, all geographic routing protocols endowed with fault tolerance mechanism or not, do not support dynamic holes involving one or more nodes caused by broken links during data transmission phase.

If node $n_i \in N$, $p_j \in P$, fails at time $t_{ni}$, all packets which used this faulty path after $t_{ni}$ are lost. We define the Number of Lost Packets (NLP) as follows:

$$NLP_{n_i} = \frac{NSP}{N_{path}} \left( 1 - \frac{t_{ni}}{T_S} \right) + \beta$$  \hspace{1cm} (1)

NSP: Number of sent packets.
$N_{path}$: Number of paths.
$t_{ni}$: Time when node $n_i$ fails.
$T_S$: Total simulation time.
$\beta$: Number of lost packets due to transmission errors.

The first argument of formula (1) defines the packet loss due to path breaks, while the second argument is related to transmission errors.

In general, we obtain, with $N_{FN}$, Number of failed nodes during transmission phase

$$NLP_{(n_1\ldots,n_{FN})} = \frac{NSP}{N_{path}} \left( N_{FN} - \frac{\sum_{i=1}^{FN} t_{ni}}{T_S} \right) + \beta$$  \hspace{1cm} (2)

In our design, a node realizes the lack of its successor by not receiving successive acknowledgments after $i_n$ iterations number, the NLP is independent of failure time and paths containing failed nodes. This can be modelled this way:

$$NLP = i_n N_{FN} + \alpha$$  \hspace{1cm} (3)

$i_n$: Iterations number required to trigger curative mechanism;

$\alpha$: Number of lost packets due to transmission errors.
5. EVALUATION

In order to demonstrate the strength of our proposed solution, we implemented our DCM on our previous protocol [14] and conducted several simulation, based on TinyOS [15] platform which conception defers from other OSs and relies on low-energy consumption operations. We also implemented both TPGF and AGEM [16] protocols, which are geographic routing protocols cited in several recent papers, according to their advantages. TPGF is effective in optimal path discovery, while AGEM is efficient in energy, also their common strengths, the bypassing of static holes during paths construction and flow management by multipath transmission.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network size</td>
<td>500m x 250m</td>
</tr>
<tr>
<td>Number of sensors nodes</td>
<td>253</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>250 Kbits/s</td>
</tr>
<tr>
<td>Transmission range</td>
<td>25 m</td>
</tr>
<tr>
<td>Packet size</td>
<td>128 Bytes</td>
</tr>
<tr>
<td>Data size</td>
<td>3.34 Mb</td>
</tr>
<tr>
<td>Number of paths</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1. Main configuration parameters

<table>
<thead>
<tr>
<th>Protocols</th>
<th>Number of failed nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPGF/AGEM</td>
<td>2990 5981 8971 11962 14953</td>
</tr>
<tr>
<td>With DCM</td>
<td>5 10 15 20 25</td>
</tr>
</tbody>
</table>

Table 2. Theoretical number of lost packets

Table 2. shows the NLP for a total of 30000 sent packets and we assume that the time of failure of each node is the same: \( t_{n1}=t_{n2}=t_{n3}=t_{n4}=t_{n5}=T_s/2 \).

Our dynamic curative mechanism allows a better reliability as compared with other existing solution in WMSN. Therefore, it allows to minimise the NLP in case of path breaks during data transmission phase, which had never been solved in previous works.

5.2. Simulation results

5.1.1 Delivery Ratio (DR)

Is the ratio, for a given period of time, between the Number of Received Packets (NRP) and total Number of Sent Packets (NSP), it reflects the reliability of the protocol during packets’ transfer from source node to destination.

\[
DR = \frac{NRP}{NSP} = \frac{NSP - NLP}{NSP}
\]  

(4)

Having an optimal DR heavily relies on reducing the NLP. Figure 2(a) shows that the success rate of TPGF and AGEM registered a significant deterioration as compared to DCM and decreases from 99% to (48%, 81%) respectively for TPGF and AGEM, when five nodes belonging to different paths failed, and this is due to the non-maintenance of broken paths. One can note that
larger the dynamic hole (several failed nodes), the smaller the delivery rate. This confirms formulas (1 and 2) mentioned above and the effectiveness of our curative mechanism.

![Delivery ratio](image)

**Figure 2.** Impact of number of failed nodes and sending rate on delivery ratio

### 5.1.2 Receiving Rate (RR)

This metric allows to measure the continuity of the receiving flow at the collector (a high-receiving rate provides a good quality of multimedia stream). Otherwise, it is the average rate of received packets per unit of time.

\[
RR = \frac{N_{rp}}{T_{rp} - T_1}
\]  

(Nrp: Number of received packets. Trp: Reception time of the last packet. T1: Reception time of the first packet.)

![Receiving rate](image)

**Figure 3.** Impact of number of failed nodes on receiving rate curative

According to Figure 3, TPGF receiving rate is much lower, due to high rate of lost packets caused by number paths reduction, while AGEM receiving rate is lower than with DCM, due to overflow of waiting queues, when holes are detected. When the number of paths is reduced, sensor nodes
are more loaded and queues are faster overflowed and a more important packet loss is recorded. Simulations results shows that using DCM takes advantage by keeping higher the number of paths, which consequently improves the receiving rate.

6. CONCLUSION

In this work we presented a dynamic curative mechanism of fault tolerance for geographic routing dedicated to multimedia streams and faulty wireless sensor networks, which tolerate failures and adapts to topology changes (dynamic holes and node's mobility). Simulation results show that our solution provides better performance and satisfies QoS requirements for multimedia transmission especially in terms of delivery rate and receiving rate.

More importantly, our dynamic curative mechanism of fault tolerance, can be adapted to any geographic routing protocol, which aims to improve the reliability of transmitted data especially in case of communication links break.
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ABSTRACT

A secret image hiding scheme is proposed with new security features. This scheme utilizes the mosaic images, which is created from the secret and target images. A mosaic image is similar to that of the target image. The secret image fragments are hidden in the target image by performing appropriate color transformations. The inverse color transformation is performed for the lossless recovery of secret image. The color transformation is controlled by the proper overflow / underflow methods. The relevant information for recovering the secret image is embedded in the mosaic image by a lossless data hiding with the help of a key. Only with the proper key, the secret image is retrieved from the mosaic image
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1. INTRODUCTION

In the present world, enormous data are transmitted over networks around the clock and the security of the data is the major concern. By the boom of web, a large sort of data are being exchanged between devices, which may fall into different categories like images, audio, video, hypertext, graphics etc. Among these images play an important role. Various applications which are dealing with image data are business archives, medical images, space and research related graphics, confidential enterprise archives, document storage systems, and military image databases and so on. These images usually contain private or confidential information so that they should be protected from fraudulent access during transmissions. Recently, many methods have been proposed for securing image transmission, for which two common approaches are image encryption and data hiding.

Image Encryption makes use the Shannon diffusion confusion process. Here the natural properties like spatial correlation and data redundancy are utilized.[1][7]. These are mainly Chaos based algorithms which controls the encryption with variety of parameters like ergodicity, initial condition. When using the 3D cat maps [2] for encryption the statistical and gray code attacks are avoided due to the large key space. But it cannot resist the brute force attack. The pseudo random substitution and permutation [6] using standard map overcomes the brute force attack and chaos specific attacks. The computational complexity is the main issue. The encryption using Henon
Chaotic map [7] provides a lossless recovery and easy implementation. Randomness is the result of all these Chaos based methods. But this makes the attraction of the eavesdroppers while in the transmission. An alternative is used for avoiding this problem that is data hiding [8][14]. In these types of approach a cover image is used for hiding the secret data. Any one cannot realize the existence of secret data in this cover image. Existing data hiding methods mainly utilize the techniques of LSB substitution [], histogram shifting [9], difference expansion [10], prediction-error expansion [13]. When using LSB substitution [8] the quality of stego image may loss depending bits substituted. The histogram shifting [9] method cannot provide security for the data embedding. Thus, a main problem of the methods for hiding data in images is the difficulty to embed a large amount of message data into a single image. Specifically, if one wants to hide a secret image into a cover image with the same size, the secret image must be highly compressed in advance.

Some of the methods that are similar to the proposed method are [15][19]. The mosaic images play an important role in these methods. Mosaic [21] is a kind of art in which small pieces of material such as glass, stone are composed together to form a single image. In digital form small fragments of images called as tiles are arranged to form a single image called as mosaic. Creation of mosaic by computer is a new research area now a day. Different mosaics can be created from a single image depending on their choice of tiles and their placement in resulting image. There are different types of mosaic that includes crystallization mosaic, ancient mosaic that are created by dividing the secret image into tiles and then reconstructing the image by properly painting the tiles so these types of mosaic can also be called as tile mosaic.

Other types of mosaic includes photo-mosaic, and puzzle image mosaic that are formed by painting or covering the given sources image by fitting different images from the database hence they can also be called as multi-picture mosaic image. A special kind of mosaic include secret fragment visible mosaic image that are created by dividing secret image into small fragments called as tiles and then arranging these tiles in a random or puzzled sequence with the help of another image called as carrier image. The resultant mosaic is such that all fragments of secret image are visible to user but as they are arranged in puzzled form no one will be able to guess or read the contents of secret image.

In [15] create a mosaic image using the preselected target from the database and secret image. But here keeping the large database makes the process very complex and the user is not free to select the target image as his/her own wish. A genetic, algorithm [16] based method is proposed and use the pseudorandom permutation [20] to create the mosaic image. The fitting information is embedded in the mosaic image then extracted the for the recovery of the secret image. Here the user is free to select the target image, but the genetic algorithm feature makes the process complex. An Enhanced Image Steganography Technique in Art Images [17] is used for creating mosaic images. In this approach first create cubism like image from the target image and then divide each secret and target to form the mosaic image by computing the matching score of secret tiles with that of target.

A new scheme is introduced in which the user is free to select the target image of his/her own wish. The created mosaic image looks similar to that of target image selected. The secret image retrieval is done perfectly.

In the proposed method two phases are there. In the first phase the secret and target image are divided in to tiles and blocks respectively. The fitting is done based on the standard deviation of
The following sections, In Section 2 introduce proposed method and presents necessary
algorithms used by the proposed method. Section 3 explains the implementation details. In
section 4 relates the results and discussions. Conclusion are summarised in section 5. Last section
contains the papers, books, referred during the preparation of this paper.

2. PROPOSED METHOD

The overview of the proposed system is shown in Fig.1. The proposed method includes two main
phases. 1) mosaic image generation and 2) secret image recovery.

In the first phase a mosaic image is generated, which consists of the fragments of an input secret
image with modified color properties that of target selected. In this phase 1) fitting of the secret
tiles into target blocks, 2) transforming color characteristics of each tile image in the secret image
to become that of the corresponding target block in the target image; 3) rotating extracted to
recovery the secret image losselessly. The phase includes two stages: 1) extracting the embedded
each tile image to find the maximum match with target with respect to smallest RMSE value.; and
4) embedding relevant information in to the mosaic image for the future recovery of the secret
image.

In the second phase the embedded information is information for secret image recovery, and 2)
recovering the secret image using the extracted information.

For the first phase we give two input images secret and target. A key can also be used to assure
the security purpose. If the key is correctly decrypted then only the secret image is recovered. The
output of this phase is a mosaic image with embedded information.

For the next phase the input is a mosaic image and a key. Performing the decryption and decoding
step by step the information needed to recover secret image is gathered. Thus the output of this
phase is the secret image.

Algorithm 1 Mosaic image generation

Input: a secret image S, a target image T and a secret key K
Output: a secret-fragment-visible mosaic image F.

Stage 1. Fitting the tile images into the target blocks.

1. Divide the secret image in to tile image fragments and target in to blocks up to n.
2. Compute the mean and standard deviation of each tile and blocks.
3. Sort the tiles images and the target blocks according to the computed standard deviation
and create a hash map.
4. Create a blank image and fit the first block from the target in that and again fit the secret tile up to \( n \) with respect to the mean and standard deviation calculated.

Stage 2. Performing color conversions between tile images and the target blocks.

5. Based on the mean, standard deviation, standard deviation quotient transform the color of each pixel in the tile image.

Stage 3. Rotate tile images.

6. Compute the RMSE values of each color transformed tile image with respect to its corresponding target block after rotating in to each of directions \( \Theta = 0^\circ, 90^\circ, 180^\circ \) and \( 270^\circ \) with smallest RMSE value.

Stage 4. Embedding the secret image recovery information.

7. Construct Huffman table using the mapping sequence constructed previously.

8. Construct a bit stream with; 1) index of target blocks, 2) optimal rotation angle, 3) the mean, 3) standard deviation quotients of three color channels, 4) the bit sequence for over flows/underflows.

9. Embed the bit streams with reversible contrast mapping [14]

10. Construct the bit stream I including 1) number of iterations for embedding;2) the number of pixel pairs in the last iteration; 3)The Huffman Table constructed above.

Fig. 1 Overview of Proposed System
Algorithm 2 Secret image Recovery

Input: a mosaic image $F$ with $n$ tile images and the key.

Output: the secret image $S$.

Stage 1. Extracting the secret image recovery information.

1. Extract from $F$ using reversible contrast mapping \cite{14} and decode them to obtain the recovery information and extract the bit sequences.
2. Decrypt the bit stream.
3. Decompose the bit stream to get $n$ tile image information.
4. Decode the tile image information to get the following data items: 1) the index of target blocks, 2) the optimal rotation angle, 3) the means, standard deviation quotients of all color channels, and 4) the overflow/underflow residual values.

Stage 2. Recovering the secret image.

1. Recover in a raster scan order as one by one of the tile images from $i=1$ to $n$ to get the secret image $S$ by following steps: 1) rotate the tiles in a reverse angle, 2) use the mean, standard deviation quotients to recover the original pixel values, 3) use mean, standard deviation quotients to compute the parameters to balance the overflow/underflow problems, 4) take the results as the final tile image.
2. Compose all the final tile images to form the secret image $S$ as output.

3. IMPLEMENTATION DETAILS

The proposed method can be implemented in two modules like mosaic image generation and secret image recovery. For the first we select two images as secret and target from the web. Each selected images can be saved in a folder that it can be viewed when the particular user wishes. For the purpose of finding the similarity a score can be calculated. It helps the user to select the appropriate target for the secret image. Then each image is divided into tiles and blocks respectively. Mean, standard deviation and standard deviation quotient of three color channel (R, G, B) are calculated. This can be mapped into a hash map and sorted.

Thus we get two maps sorted. Then a blank image is created and each target block is placed in that and corresponding secret tile. This can be continued up to the divided units (that is if $8 \times 8$; 64 tiles, $16 \times 16$; 256 tiles and so on. For each tile image perform the color conversion of each pixel using the mean and standard deviation quotient. Then rotate each tile image in different angles and fix when lowest RMSE value is reached. This can be done for all $n$ tiles. Next we have to embed the all information that we used to generate the mosaic image in the mosaic image itself and it can be controlled using a key. The hash map, rotation angles, bits that control under flow/over flow are embedded. The bit stream is encoded to particular stream.
Secret image is recovered only when the key is decrypted correctly. This is the main security feature that the proposed system offers. When the key is decrypted all the embedded information is decoded. The reverse rotation and inverse color transformation are performed. From the map we get the original positions of the secret tiles. A blank image is created and each tile is fitted as in the previous step. Thus the secret image is created.

4. RESULT AND DISCUSSIONS

4.1 Results

A series of experiments have been conducted to test the proposed method using many secret and target images with different sizes. To show that the created mosaic images looks the preselected target image, the quality metric of root mean square error (RMSE) is used.

An example is shown in the Fig. (2); Fig.2(c) shows the mosaic image created from Fig.2(a) as secret image and Fig.2(b) as target image. The tile image size is 16 x 16. The recovered secret image using the correct key is shown in Fig.2 (d) which is similar to that of the secret image in Fig.2 (a) with an RMSE value of 0.91 to that of the original one. Another example is shown in Fig. (3); Fig.3(c) shows the mosaic image created from Fig.3(a) as secret image and Fig.3(b) as target image. The tile image size is 8 x 8. The recovered secret image using the correct key is shown in Fig.3 (d) which is similar to that of the secret image in Fig.3 (a) with an RMSE value of 0.948 to that of the original one. Fig.3 (c) and Fig.3 (f) shows the mosaic image created from with tile image size 16 x 16 and 32 x 32 respectively. This means that when the tile size increases the clarity of the mosaic image get reduced.

4.2 Performance Evaluation

In this section, present several performance evaluation metrics that have been used for the quality of mosaic images and secret images. The various parameters are: 1) RMSE values of created mosaic images with respect to target image; 2) RMSE values of recovered secret image with respect to original secret image; 3) MSSIM values of created mosaic images with respect to target images. RMSE values find the mean square errors between the images, while the MSSIM values shows the similarity of images. Both can be used in alternatively.

It is recommended that we can use the PSNR values also for finding the difference in mosaic and target images. It will give how much data is hidden in the mosaic image when the ratio is calculated. The signal can be the mosaic and the secret hidden is considered to be the noise.

It is recommended that we can use the PSNR values also for finding the difference in mosaic and target images. It will give how much data is hidden in the mosaic image when the ratio is calculated. The signal can be the mosaic and the secret hidden is considered to be the noise.
Fig. 2. Result yielded by the proposed method. (a) Secret image. (b) Target image. (c) Mosaic image created with tile image size 16 x 16 from (a) and (b) by the proposed method. (d) Secret image recovered from the mosaic image.

Fig. 3. Experimental result of mosaic image creation. (a) Secret image. (b) Target image. (c) Mosaic image created with tile image size 8x8. (d) Recovered secret image using a correct key with RMSE= 0.948 with respect to secret image (a). (e) And (f) Mosaic images created with different tile image sizes: 16x16, 32x32
The following graphs shows variations of RMSE values when different tile image sizes are used. The Fig. (4) Shows the RMSE value lies between 25 and 45, that is the mosaic image contains the target and secret images. So when calculating RMSE value of mosaic image with respect to target image it shows high variation when comparing with the next graph values, it lies between 0.5 and 2. From the graph Fig.(5), we can infer that the RMSE value quite increases when the tile size increases for the Fig. (2) and also for Fig.(3). We can achieve high similarity and low RMSE value when using the reduced tile image size. So it is preferred to use small sized tile images and high quantity of tiles.

Fig 4. Graph showing the RMSE values of created mosaic images w.r.t. target images

Fig 5. Graph showing the RMSE values of recoverd secret images w.r.t original secret images
5. CONCLUSION

A secret image hiding scheme has been proposed with new security features. A meaningful mosaic image is created from the secret image and the selected target image. The fitting is done properly for generating the mosaic image. By using the proper color transformation to each pixel of secret image, we can achieve high visual similarities to the selected target image. These similarities are checked using the quality metric RMSE value. The main advantage of this scheme is that the secret image is recovered nearly without any loss. The security can be achieved by using a key that controls the recovery information embedding process.
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ABSTRACT

Several constraints, such as business, financial, and legal can lead organizations to outsource some of their IT services. Consequently, this might introduce different security risks to major security services such as confidentiality, integrity and availability. Analysing and managing the potential security risks in the early stages of project execution allows organizations to avoid or minimize such security risks. In this paper, we propose an approach that is capable of managing the security and compliance risks of outsourced IT projects. Such an approach aims to allow organizations to minimize, mitigate, or eliminate security risks in the early stages of project execution. It is designed to manage variation in security requirements, as well as provide a methodology to guide organizations for the purpose of security management and implementation.
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1. INTRODUCTION

As a result of globalization and heightened competition, many organizations today are confronted with significant challenges in developing services that satisfy customer requirements, and these needs must be met on time despite limited resources [1]. With the emergence of cloud computing and advances in web technology, such challenges and customer demands continue to expand. In response, many organizations have considered outsourcing to deliver and improve their IT services. Over the last two decades, Information Systems (IS) outsourcing has grown rapidly. This growth has prompted academia and industry to investigate the benefits that organizations may gain from outsourcing, and to determine the reduction in risk that might be achieved when adopting such a choice [2],[3].

Information Systems outsourcing has been defined in [2],[1],[4] as:

a business practice in which an organization subcontracts with a preferred third party to develop, operate, manage, or maintain its information system functions partially or totally for a specific period of time.

Outsourcing is an attractive option for organizations, offering benefits including cost reduction and the opportunity to concentrate on core business activities [5], [6], [7]. However, it is an option which must be managed properly as it brings risk, such as to security, contract violations,
and the loss of technology skills for the organization [6],[8],[9]. Failure to manage these risks could lead to major issues not only in a particular project, but also for the entire organization or business [10].

The rest of this paper is structured as follows: section 2 gives information about the background and related work. In section 3, we present our framework. Section 4 is used to give an example. In section 5, we conclude this paper.

2. BACKGROUND AND RELATED WORK

Securing information systems should follow a systematic approach which does not necessarily rely only on technical aspects, but also takes into account other aspects such as people and environment [11],[12],[13]. Such a systematic approach can help organizations achieve business continuity and minimize security risks [14],[15]. The most common systematic approaches are Information Security Management System (ISMS) standards and frameworks such as the ISO/IEC 2700x family [16], OCTAVE [17], and COBIT [18]. These standards and frameworks represent general security best practice guidance of IT processes and procedures, and can be adopted by organizations to achieve information systems confidentiality, integrity, and availability, and reduce associated security risks [16],[19],[20]. Ensuring compliance with ISMS standards and frameworks is an essential part of information systems security, as unenforced ISMS will not achieve the expected value of such practices [21]. The status of the compliance with the ISMS standards and frameworks is normally achieved via audit or self-assessment. However, although audits can provide good outcomes, they suffer from a lack of broad assessment, and are time consuming. Moreover, while self-assessment can provide broader assessment, it may also suffer from a lack of depth assessment [22],[23].

Although many organizations have adopted ISMS standards and frameworks to secure their information systems, these represent general best practice of ISMS and do not consider that security requirements differ from one organization to another [24]. Moreover, there is no adequate guidance for implementing or complying with such standards and frameworks, and nor are they designed to manage the security and compliance risks of outsourced IT project [25]. Updating these standards and frameworks to fit the outsourced IT project context might make them more complicated and increase time and resource consumption. Instead, our proposal is designed to overcome these weaknesses.

When outsourcing IT services, two main parties are involved: a client and a provider. Security requirements need to be documented in project documents such as the project contract and Service Level Agreement (SLA). The provider has to comply with these security requirements to deliver these IT services to the client correctly.

IT organizations today deal with diverse security risks such as terrorist attacks and natural disasters [14]. Such security risks force organizations to take action to minimize, mitigate, or eliminate issues as early as possible before they are exploited by attackers or their systems are damaged. To manage the security and compliance risks of outsourced IT project effectively, specific requirements need to be met:

- Security requirements management: the security program or framework should be comprehensive and systematic as well as establishing a complete methodology that is capable of adequately managing the security of outsourced IT projects. This includes security policies, access controls, plans, and procedures.
• Risk Management: Security risks are not only technical, and so the security program should manage risks from different perspectives such as technical, human, and environmental and physical risks.
• Compliance management: The security program should establish a method to enforce compliance properly.
• Usability: The security program should be usable from different perspectives such as cost effectiveness, time efficiency, and simplicity.

3. MANAGING SECURITY AND COMPLIANCE RISKS OF OUTSOURCED IT PROJECTS

We propose a framework for managing the security and compliance risks of outsourced IT projects. The framework utilizes project phases (initiating, execution, monitoring and controlling, and closing) and the Plan-Do-Check-Act (PDCA) model [26], as shown in Fig 1. Each project phase has its own security activities. During the planning, execution, and monitoring and controlling phases, the PDCA model is applied. Managing project security should be aligned with the project phases in consideration of improvements during the project execution. This improves flexibility, simplicity, and ease of use, regardless of the project size, cost, or any other constraints.

The framework uses a hybrid threat modelling approach that is designed for the outsourcing context, in which environments are less stable and more systems are integrated. The threat modelling approach in such environments needs to achieve some desired properties. It should be exclusive, exhaustive, unambiguous, repeatable, comprehensive and useful to capture the largest possibility of potential security threats [27], [28], [29]. The hybrid threat modelling is designed to overcome the limitations of existing threat modelling approaches that use only two or three criteria, and the lack of consideration of the desired properties [30],[31]. It combines different threat modelling criteria and considers threats from different perspectives such as external threats, provider threats, client threats, and physical and environmental threats. It is designed to be capable of capturing the largest possibilities of potential security threats that might occur during the project execution.

Figure 1: Security and compliance risks management framework
3.1. Initiating Phase

The aim of this phase is to establish the project’s unique details, and identify major project stakeholders and general security risks to which the project might be exposed. The client is responsible for this phase, as no provider has yet been selected. This phase achieves its objectives through the following units:

- **Project unit**: designed to handle (create, update) essential project data such as project Id, name, code…etc.
- **Stakeholders unit**: the aim of this unit is to identify all project stakeholders and their roles and responsibilities in the project.
- **Potential security risks unit**: the aim of this unit is to identify potential security risks that might take place while executing the project. This allows decision makers to take the right decision whether to outsource or not.

3.2. Planning Phase

The planning phase is the core part of this framework. It corresponds to the Plan stage of the PDCA model. The main parties involved in the project execution carry out all core security activities at this phase. The primary parties are the client and the provider. If other stakeholders are involved in executing security activities, then they participate with the primary parties in preparing the required security analysis and plans. The planning phase aims are achieved in units as follows:

- **Security requirements unit**: the project security requirements are documented and signed off by the client and the provider through this unit.
- **Assets unit**: all project assets are identified and categorized (hardware, software, information, or network) through this unit. It answers what should be protected. If the project affects any organization’s assets, then they should be identified and categorized as well.
- **Threat modelling unit**: a hybrid threat modelling approach is designed to be capable of capturing the largest number of potential security threats that might occur during the project execution. In another words, it identifies what to protect from. This threat modelling approach uses six criteria:
  - Threat Source: it represents the origin of the threat, which can be external threats, client threats, provider threats, or environmental and physical threats.
  - Threat agent: the agent that causes the threat. This can be technical, human, or organizational.
  - Asset type: the type of the asset impacted by this threat, such as networks, software, hardware, or information.
  - Threat intention: the type of human behaviour who caused the threat. It can be accidental or intentional.
  - Environmental and physical threat type: the type of environmental and physical threat. It can be controlled or uncontrolled.
  - Threat impact: the result of the threat when it occurs. This can be any breach in confidentiality, integrity, or availability.
• Risk assessment unit: the ultimate aim of this unit is to estimate and prioritize the impact of the potential security risk on project assets. The risk assessment unit has five steps: vulnerabilities identification, risk likelihood determination, risk magnitude determination, risk estimation, and risk prioritization.

• Security controls unit: through this unit, security controls or countermeasures that can mitigate identified security risks are selected. Countermeasures determine how to protect project or organization assets. Countermeasures are categorized in this framework to technical, human, or organizational.

• Roles and responsibilities unit: The aim of this unit is to assign security activities to project teams using a clear method that helps prevent any ambiguities between the project teams, especially if there is another client or stakeholder team involved. In this framework, we propose a role based on the responsible, accountable, consult, and inform method (RACI) for assigning the roles and responsibilities of project security activities.

• Risk repository unit: this unit contains all thus-far identified project security risks. Any risk that has been logged into the risk repository unit should have sufficient information about the risk such as risk Id, description, impact, asset name, and so on.

• Security plans unit: This unit is responsible for developing security plans that will be used to achieve project security goals and contribute to building a secure and protected environment such as an incident management plan, business continuity management plan, and so on.

3.3. Executing phase
In the previous phase, the project teams engaged in planning security activities and controls that mitigate and minimize potential security risks associated with the project. In this phase, which represents the Do stage of the PDCA model, the security plans and controls proposed in the previous phase are implemented. Any security issues that might be experienced at this phase are documented and monitored. If there is any need for improvements or changes, the project team will record them. This phase has four units:

• Performance unit: prepare and submit security performance reports. These reports are reviewed and signed off by the project steering committee in the next phase.

• Security issues unit: record any security issues that might be experienced during the project execution.

• Change requests unit: if there is any need to change any security plan or control, the change is raised through this unit.

• Security deliverables unit: ensure that security deliverables are submitted on time to avoid any delay, which might lead to penalties.

3.4. Monitoring and controlling phase
The project execution needs to be monitored and controlled not only by the project manager, but also by the project steering committee to ensure that it meets its requirements and provide all the support that contributes to the achievement of the security and non-security goals while executing the project. The aim of this phase, which represents the Check and Act stages of the PDCA model, is to review the execution performance reports, and assess if there is any need for
improvement. Moreover, the project steering committee supports the project manager in resolving security issues that require intervention. Security change requests and security deliverables are reviewed and approved during this phase too. The monitoring and controlling phase has five units:

- **Evaluation unit**: the security performance reports are reviewed and assessed. Based on this review, the project steering committee may propose improvements that help achieve project security goals in an effective and efficient way. If the performance is good and there is no need for any improvement, then the steering committee signs off existing performance reports.

- **Auditing unit**: this unit is designed to enforce compliance with the security requirements to reduce any security violations. Security countermeasures and plans are audited to assess their conformance to what have been planned and agreed.

- **Issues resolution unit**: security issues that might be experienced during the project execution are resolved. Security issues resolution might be beyond the ability of the project manager, and therefore intervention by the project steering committee might help in their resolution.

- **Change approval unit**: the project steering committee analyses security changes and assesses their potential impact on different aspects such as the project budget and schedule. If these changes can be tolerated by both parties, then they approve them.

- **Deliverables approval unit**: the security deliverables that have been achieved so far are reviewed and approved, or rejected.

### 3.5. Closing Phase

When the project is completed, it will be handed over to the client. Before control is taken by the client, the project requirements including security requirements need to be verified to ensure that the project has achieved its security and non-security goals. The aim of this phase is to audit and verify the project requirements to close the project officially and issue the provider with a closure certificate. Moreover, the lessons learned during the project phases are documented at this phase for future use. The closing phase has three units:

- **Compliance unit**: demonstrate that the applications or the products being delivered by the project are secure and work according to the requirements agreed in the project scope of the work.

- **Lessons learned unit**: document all security lessons learned for future use.

- **Closure unit**: issue the provider with the project closure certificate and officially close the project.

### 4. EXAMPLE SCENARIO

Let us assume that a government agent, who runs major IT systems for a government, has contracted with a provider to develop e-services using their existing systems. After completing the project, the agent discovers that the confidentiality of their watch list data has been breached by the provider staff while they were integrating the e-services with the watch list systems, and by external attackers when an attack on e-services took place. Although this example is very simple, it illustrates some of the security issues that might arise when outsourcing in the absence of a
In this scenario, the agent identifies confidentiality breaches of private data by the provider staff or attackers, as these e-services are provided over the internet. In the absence of this step, the agent may enter a contract without knowing the risk level involved. This step allows decision makers to take the right decision in advance concerning whether to outsource, after considering appropriate security countermeasures that mitigate such a security risk, or consider alternatives such as in-house development.

If the agent has taken the decision to outsource, then there should be a comprehensive and systematic method of effectively identifying and managing potential security risks. The proposed framework provides that method. In our example, the security requirement is to protect the agent’s data confidentiality. The asset under impact is the agent data, which is categorized in our framework as information. By using the proposed hybrid threat modelling approach, the asset is exposed in this scenario to some threats, which include external threats by attackers and provider threats such as information disclosure. The risk of exposure to these threats should be estimated and prioritized based on the proposed semi-quantitative approach that the proposed framework provides. This risk may be mitigated by technical countermeasures such as cryptography and firewalls for external threats and organizational countermeasures, such as a non-disclosure agreement for provider threats. Finally, countermeasures implementation is assigned to the correct teams, and the required security plans are developed.

Having analysed and assessed security risks in addition to planning security countermeasures that help mitigate potential security risks, the project execution starts by following what has been planned. This prevents security changes that might violate the security requirements being made without approval, and help in achieving security activities on time, as they will be part of the project master schedule. In our example, this includes executing technical and organizational countermeasures and security plans.

To enforce compliance, the proposed framework allows the project steering committee to review, evaluate, and audit security requirements and controls as well as approve or reject security changes while the project team engage in executing the project. This allows the agent and provider to minimize compliance violations as much as possible. In our scenario, this includes auditing the cryptography and security plans implementation.

At the end of the project execution, the proposed framework provides a way of demonstrating that the project complies with the project security requirements as well as officially closing the project. In our scenario, this includes demonstrating that cryptography and security plans work as claimed.

4. CONCLUSION

In this paper, we propose a framework for the management of security and compliance risks of outsourced IT projects. It is designed to meet all identified requirements and overcome any weaknesses in existing information security system standards and frameworks. Risks associated with all parties involved in project execution are analysed and managed in a systematic way. It is a structured approach, which uses project phases to manage and control project security risks. The framework is flexible as it follows the PDCA model, which allows the project teams involved in managing security risks to monitor and evaluate security controls continuously, and implement any improvements or changes. Simplicity and ease of use are other features of this framework as
it utilizes project phases for the management of security risks, which allows the separate management of security risks during each phase. Utilizing project phases makes the framework applicable to any project regardless of size, time, or other constraints. The risks analysis and threat modelling of the current project can be applied to new projects that have similarities, making reusability another feature of this framework. We aim to apply this framework to a real case study in the near future, and also to use a focus group to provide independent validation evidence.
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ABSTRACT

In this paper, we consider the optimization of wireless capacity-limited backhaul links in future heterogeneous networks (HetNets). We assume that the HetNet is formed with one macro-cell base station (MBS), which is associated with multiple small-cell base stations (SBSs). It is also assumed both the MBS and the SBSs are equipped with massive arrays, while all mobiles users (macro-cell and small-cell users) have single antenna. For the backhaul links, we propose to use a capacity-aware beamforming scheme at the SBSs and MRC at the MBS. Using particle swarm optimization (PSO), each SBS seeks the optimal transmit weight vectors that maximize the backhaul uplink capacity and the access uplinks signal-to-interference plus noise ratio (SINR). The performance evaluation in terms of the symbol error rate (SER) and the ergodic system capacity shows that the proposed capacity-aware backhaul link scheme achieves similar or better performance than traditional wireless backhaul links and requires considerably less computational complexity.
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1. INTRODUCTION

Recently, deploying small cell networks over existing macro-cellular networks, also known as heterogeneous networks (HetNets), has emerged as a promising solution to deal with the increasing wireless traffic demands in next generation 5G cellular networks [1]-[6]. The users in these HetNets are offloaded from the congested macro-cell base stations (MBSs) to the small-cell base stations (SBSs), which enhanced their quality of service (QoS) and increase the overall system capacity. These HetNets are supported by Gigahertz bandwidth backhaul links that connect MBSs and the associated SBSs. Such Gigahertz bandwidth can be achieved by conventional optical fiber or millimeter-waves (mmWaves) based wireless backhauls. Optical fiber backhauls are reliable, they might be expensive and difficult to deploy in HetNets where several small cells are unplanned and installed quite arbitrarily. Wireless backhauls, on the other hand, are more attractive to overcome the restriction of deployment and installation and can provide a cheap and scalable solution. However, to achieve high spectral efficiency in HetNets with wireless backhauling, frequency reuse across the coexisting network tiers (backhaul and access links) is essential and interference management is critical. Cognitive radio based HetNets (CR-HetNets) has emerged as a promising solution that provides a more energy efficient and dynamic way to use the spectrum by enabling small-cell to share licensed bands in opportunistic manner [5]-[6]. In CR-HetNets, macro-cell users, which are considered as primary users (PUs)
take the priority to access the channels, whereas small-cell users, which are considered as secondary users (SUs), can access the channels as long as the corresponding PUs do not use them. However, most of these proposed CR-HetNets have assumed opportunistic spectrum sharing which may not be reliable and may limit the system capacity since it suffers from the interruptions imposed by the primary network (PN) on the SUs who must leave the licensed channel when PUs emerge. Also, with opportunistic spectrum sharing, SUs can still cause interference to PUs due to their imperfect spectrum sensing. In cellular systems, one way to overcome these limitations is to incorporate multiuser multi-input multi-output (MU-MIMO) approach into cognitive radio networks (CRNs) to achieve higher spectral efficiency by multiplexing multiple SUs on the same time-frequency resources and protecting PNs from SUs’ interferences. MU-MIMO techniques have been successfully deployed in 4G cellular systems for traditional fixed spectrum assignment (FSA) approaches [7]-[15] and a vast number of multiuser detection algorithms are presently being tailored towards solving the MU-MIMO processing in cognitive networks [16]-[22], by imposing additional constraints to protect licensed users’ QoS. More specifically, capacity-aware MU-MIMO schemes have been proposed for both FSA [13]-[15] and CR networks [16]-[17] using different multiuser detections schemes such as maximum ratio combining (MRC) and minimum mean-squared error (MMSE), and have shown the potential to exhibit better system capacity and provide better SER enhancement than traditional singular value decomposition (SVD)-based MU-MIMO systems. On the other hand, it was shown that the use of large-scale antenna arrays (also called massive MIMO) could achieve tremendous boost of MU-MIMO systems system performance [23]-[26]. In this paper, therefore, we will be applying the concept of MU massive MIMO and CR in HetNets. We assume that the MBSs and SBSs are equipped with massive arrays, while all mobiles users have single antenna. We deploy two MU-MIMO schemes, namely, MRC at the access link (SUs to SBSs) and capacity-aware/MRC at the backhaul link (SBSs to MBS). Such a system can significantly improve the system performance in terms of link reliability, spectral efficiency, and energy efficiency. It can also achieve optimal performances with the simplest forms of user detection techniques, i.e., MRC [12]. On the other hand, most of the proposed capacity-aware MU-MIMO schemes require the use of gradient search algorithms in order to solve the constrained optimization problem in CRNs [16]-[17]. These techniques become very computationally expensive in large-scale MIMO systems because of the vast amounts of baseband data that are generated and require the constrained optimization problem to be differentiable. Thus, in our capacity-aware backhaul link scheme we will be exploring free-derivative population-based training algorithms such as the particle swarm optimization (PSO) that are well known by their simple/fast hardware implementation. PSO was initially introduced by Kennedy and Eberhart in [27] and has received a lot of attention in recent years. It is an evolutionary computation technique inspired by swarm intelligence such as fish schooling and bird flocking looking for the best food spot (exploring the optimal solution) in the search space where a quality measure, fitness, can be evaluated without any a priori knowledge. The PSO algorithm in this paper will be used at the backhaul link to seek iteratively the transmit beamforming weights of each SBS that maximize the uplink (UL) MIMO backhaul channel capacity. Under the assumption of very large number of antennas at the SBSs and the MBS, we derive semi-analytic expressions for the symbol error rate (SER) and the ergodic channel capacity, which quantify the reliability and spectral efficiency of the MU-MIMO based HetNet. The derived expressions are then used to evaluate the performance of the proposed PSO-based capacity-aware (PSO-CA) backhaul link. The contribution of this paper includes the extension of the cognitive capacity-aware massive MU-MIMO schemes to wireless backhaul links and the development of semi-analytical model for the SER and channel capacity analyses in HetNets.
2. SYSTEM MODEL

We consider the UL access scenario shown in Fig. 1 of a HetNet with \( K \) small cells and one macro cell that share the same frequency band. Each small cell includes one SBS equipped with massive \( N \)-element antenna array and \( L_s \) single-antenna secondary users (SUs). Each SBS and its users act as a cognitive network that coexist, via concurrent spectrum access, with \( L_p \) macro-cell primary users (PUs) and their primary MBS, which is also equipped with massive \( M \)-element antenna array. It is also assumed that both the SBS and the MBS detect independent OFDM data streams from their mobile users simultaneously on the same time-frequency resources.

Let \( \{x_{1}, x_{2}, \ldots, x_{L_s}\} \) and \( \{y_{1}, y_{2}, \ldots, y_{L_p}\} \) denote, respectively, the set of \( L_s \) SUs signals and \( L_p \) PUs signals transmitted on each subcarrier, \( f_{i} \), \( i = 1, \ldots, N_c \), where \( N_c \) denotes the number of subcarriers per OFDM symbol in the system. The analysis is done separately on each subcarrier. For brevity therefore, we drop the frequency index \( f_{i} \).

2.1. Access link:

The \( N \times 1 \) received signal vector at the \( k^{th} \) SBS is given by

\[
y_k = \sqrt{p_u} G_{k,SU} x_s + n_{k,SBS} + I_{PU,SBS}
\]

where \( G_{k,SU} \in \mathbb{C}^{N \times L_s} \) is the channel matrix between the \( k^{th} \) SBS and its \( L_s \) users, \( x_s \in \mathbb{C}^{L_s \times 1} \) is the transmitted signal vector of \( L_s \) users in the \( k^{th} \) small-cell, \( p_u \) is the average power transmitted
by each user (Here we assume equal power allocation for all users), \( n_{k,SBS} \in \mathbb{C}^{N \times 1} \) is the received AWGN vector at the SBS, and \( I_{PU,SBS} \) represents the interference introduced by macro-cell users (PUs) at the SBS, and is given by

\[
I_{PU,SBS} = \sqrt{p_p} G_{k,PU} x_p,
\]

(2)

where \( G_{k,PU} \in \mathbb{C}^{N \times L_p} \) is the channel matrix between the \( k^{th} \) SBS and \( L_p \) users, \( p_p \) is the average power transmitted by each PU, and \( x_p \in \mathbb{C}^{L_p \times 1} \) is the transmitted signal vector of \( L_p \) users in the HetNet.

For the uplink access link, we consider MRC detection scheme at each SBS. The \( k^{th} \) SBS processes its received signal \( y_k \) by multiplying it by the \( N \times L_s \) receive beamforming weight matrix \( A_k^H \) as follows

\[
r_k = A_k^H y_k = \sqrt{p_p} A_k^H G_{k,SU} x_s + A_k^H n_{k,SBS} + A_k^H I_{PU,SBS}
\]

(3)

The detection of user \( l_s \) by its \( k^{th} \) SBS can then be expressed as

\[
r_{k,l_s} = a_{k,l_s}^H y_k = \sqrt{p_p} a_{k,l_s}^H G_{k,SU} x_s + a_{k,l_s}^H n_{k,SBS} + a_{k,l_s}^H I_{PU,SBS}
\]

(4)

where \( r_{k,l_s} \) is the \( l_s^{th} \) element of \( r_k \) and \( a_{k,l_s} \) is the \( l_s^{th} \) column of \( A_k \).

2.2. Backhaul link:

For the backhaul link, the expression for the array output of the MBS in Fig. 1 can be written for each subcarrier as

\[
y_{MBS} = \sum_{k=1}^{K} H_{k,MBS} b_k r_k + n_{MBS} + I_{PU,MBS},
\]

(5)

where \( y_{MBS} \) is the \( M \times 1 \) vector containing the outputs of the \( M \) element array at the MBS, \( H_{k,MBS} \) is the \( M \times N \) frequency-domain channel matrix representing the transfer functions from the \( N \) element antenna array of the \( k^{th} \) SBS to the \( M \) element antenna array of the MBS, \( b_k = [b_1, b_2, \ldots, b_N]^T \) is the \( N \times 1 \) complex transmit weight vector of the \( k^{th} \) SBS, \( n_{MBS} \) is the received \( M \times 1 \) complex additive white Gaussian noise vector at the MBS, and \( I_{PU,MBS}[k] \) represents the interference introduced by PUs to SUs at the MBS and is given by

\[
I_{PU,MBS} = \sqrt{p_p} H_{PU,MBS} x_p
\]

(6)

where \( H_{PU,MBS} \) is the \( M \times L_p \) channel matrix from the \( L_p \) PUs to the MBS’s \( M \) element antenna array.

The MBS detects the \( k^{th} \) SBS data by multiplying the output of the array \( y_{MBS} \) with the \( M \times 1 \) receiving weight vector, \( c_k^H \) as follows

\[
\hat{s}_k = c_k^H y_{MBS} = S_k + S_{l_s} + S_{l_p} + N
\]

(7)

where

\( S_k = c_k^H H_k b_k r_k \) is the signal detected from the \( k^{th} \) SBS,
$S_{ls} = c_k^H \sum_{i=1,i\neq k}^K H_i b_i r_i$ is the multiple-access interference (MAI) from the $K-1$ other SBSs, $S_{lp} = \sqrt{P_p} c_k^H H_{P,U,MBS} x_p$ is the MAI from L_p PUs, and $N = c_k^H n_{MBS}$ is the noise signal at the array output of the MBS.

For the backhaul link, it is assumed that each SBS is transmitting with a capacity-aware beamforming scheme that will be discussed in section XX and that the MBS is detecting SBSs’ signals using MRC scheme.

### 3. Symbol Error Rate and Ergodic Channel Capacity

The symbol error rate, $SER_{k,ls}$, associated with the $l_s^{th}$ user of the $k^{th}$ SBS can be expressed as

$$SER_{k,ls} = E_{\gamma_{k,ls}} [aQ(\sqrt{2b\gamma_{k,ls}})].$$  

where $E[.]$ denotes the expectation operator, $Q(.)$ denotes the Gaussian Q-function, $\gamma_{k,ls}$ is the signal-to-interference-plus-noise ratio (SINR) associated with the $l_s^{th}$ user of the $k^{th}$ SBS, and $a$ and $b$ are modulation-specific constants. For binary phase shift keying (BPSK), $a = 1$ and $b = 1$, for binary frequency shift keying (BFSK) with orthogonal signaling $a = 1$ and $b = 0.5$, while for $M$-ary phase shift keying (M-PSK) $a = 2$ and $b = \sin^2(\pi/M)$.

Using (7), the signal detected from the $l_s^{th}$ user of the $k^{th}$ SBS can be expressed by (9) and the signal detected by the MBS from the $l_s^{th}$ user of the $k^{th}$ SBS can be expressed by (10).

$$\begin{align*}
S_{k,ls} &= c_k^H H_{k,MBS} b_k r_{k,ls} = c_k^H H_{k,MBS} b_k a_{k,ls} y_k + c_k^H H_{k,MBS} b_k a_{k,ls} n_{k,SBS} + c_k^H H_{k,MBS} b_k a_{k,ls} I_{P,U,MBS} \\
\bar{x}_{k,ls} &= c_k^H y_{MBS} = S_{k,ls} + S_{lp} + N
\end{align*}$$

The SINR at the MBS for user $l_s$ of the $k^{th}$ SBS can thus be depicted as

$$\gamma_{k,ls} = \frac{c_k^H H_{k,MBS} b_k a_{k,ls} G_{k,SU} G_{k,SU} a_{k,ls} b_k^H H_{k,MBS} c_k}{c_k^H B_k c_k}$$

and the ergodic channel capacity, per subcarrier, for each SBS $k$ is given by [13]

$$C(H_{k,MBS}, b_k) = \mathbb{E} \left( \log_2 \left( 1 + \frac{P_k}{\mathbb{E}} \left| B_k^{-1} H_{k,MBS} b_k a_{k,ls} G_{k,SU} \right|^2 \right) \right)$$

where $E[.]$ denotes the expectation operator, $B_k$ is the covariance matrix of the interference-plus-noise, and is given by

$$B_k = B_{SBS} + B_{P,U,MBS} + B_{P,U,SBS} + B_n,$$

where

$$B_{SBS} = \sum_{i=1,i\neq k}^K H_{i,MBS} b_i r_i^H b_i^H H_{i,MBS}$$
B_{PU,MBS} = p_p H_{MBS,p} H_{MBS,p}^H

B_{PU,SBS} = p_p H_{k,MBS} b_k a_{k,l_S}^H G_{k,PU} G_{k,PU}^H a_{k,l_S} b_k^H H_{k,MBS}^H

B_n = c_k c_k + H_{k,MBS} b_k a_{k,l_S}^H a_{k,l_S} b_k^H H_{k,MBS}^H

4. CAPACITY-AWARE BACKHAUL LINK

In the proposed capacity-aware backhaul link, the weight vector for the $k^{th}$ SBS is updated at each iteration $n$ until it reaches the optimal beamforming vector, $(b_{i})_{\text{opt}}$, that maximizes the ergodic backhaul channel capacity for each SBS of the HetNet. This channel capacity can be expressed, at each iteration $n$, by:

$$C(n) = E \left[ \log_2 \left( 1 + \frac{P_n}{N} \left| B_k^{-\frac{1}{2}} H_{k,MBS} b_k(n) a_{k,l_S}^H G_{k,SU} \right|^2 \right) \right]$$  \hspace{1cm} (14)

To maximize the backhaul link capacity we propose to employ particle swarm optimization algorithm where particles are mapped to the transmit beamforming and fly in the search space, aiming to maximize the fitness function given by the channel capacity of (14). First, the PSO generates $Z$ random particles for each SBS (i.e., random weight vector $b_k^{(z)}$, $z = 1, \ldots, Z$ of length $N \times 1$ ) to form an initial population set $S$ (swarm). The algorithm computes the channel capacity according to (14) for all particles $b_k^{(z)}$ and then finds the particle that provides the global optimal channel capacity for this iteration, denoted $b_k^{(z,gbest)}$. In addition, each particle $z$ memorizes the position of its previous best performance, denoted $b_k^{(z,pbest)}$. After finding these two best values, PSO updates its velocity $v_k^{(z)}$ and its particle positions $w_k^{(z)}$ at each iteration $n$ using (15) and (16), respectively, where $c_1$ and $c_2$ are acceleration coefficients towards the personal best position ($pbest$) and/or global best position ($gbest$), respectively, $\varphi_1$ and $\varphi_2$ are two random positive numbers in the range of $[0, 1]$, and $\omega$ is the inertia weight which is employed to control the exploration abilities of the swarm.

$$v_k^{(z)}(n+1) = \omega v_k^{(z)}(n) + c_1 \varphi_1 \left( b_k^{(z,pbest)}(n) - b_k^{(z)}(n) \right) + c_2 \varphi_2 \left( b_k^{(z,gbest)}(n) - b_k^{(z)}(n) \right)$$  \hspace{1cm} (15)

$$b_k^{(z)}(n+1) = b_k^{(z)}(n) + v_k^{(z)}(n+1)$$  \hspace{1cm} (16)

Large inertia weights will allow the algorithm to explore the design space globally. Similarly, small inertia values will force the algorithms to concentrate in the nearby regions of the design space. This procedure is repeated until convergence (i.e., channel capacity remains constant for a several number of iterations or reaching maximum number of iterations). An optimum number of iterations is tuned and refined iteratively by evaluating the average number of iterations required for PSO convergence as a function of the target MSE for algorithm termination and as a function of the population size. Since random initialization does not guarantee a fast convergence, in our optimization procedure we consider that the initial value of $b_k^{(z)}(n)$ at iteration index $n = 0$ is given by the eigen-beamforming (EBF) weight, i.e., $b_k^{(z)}(0) = \sqrt{P_u} u_{\text{max},k}$, where $u_{\text{max},l_S}$ denotes the eigenvector corresponding to $\lambda_{\text{max},k}$, the maximum eigenvalue of $H_{k,MBS}^H H_{k,MBS}$. This initial guess enables the algorithm to reach a more refined solution iteratively by ensuring fast convergence and allows to compute the initial value of the received beamforming vector at iteration index $n=0$. In our case we assume MRC at the receiving MBS, i.e:
5. SIMULATION RESULTS

In our simulation setups we consider a HetNet organized into $K$ SBSs ($K=20$) and one macro-cell. The number of antennas at the SBSs and at the MBS is the same, $N = M$, and is varying from 25 to 100. Each SBS is serving $L_1 = 10$ users and the macro-cell is serving $L_p = 10$ users, each transmitting with a single antenna. We assume QPSK modulation. For the OFDM configurations, we assume the 256-OFDM system ($N_c = 256$), which is widely deployed in broadband wireless access services. For the backhaul link we assume an MU-MIMO system with capacity-aware beamforming at each SBS and MRC detection at the MBS. For the access link we assume MRC detection at each SBS. For the PSO parameters, the swarm size is 30, the maximum iteration number is 25 and the acceleration coefficients are $c_1 = c_2 = 2$. The inertia weight $\omega$ ranges from 0.9 to 0.4 and varies as the iteration goes on.

Fig. 2 shows the system capacity of the proposed PSO-CA and the traditional eigen-beamforming schemes for $M = N = 25$, and 100. It is observed that for both cases PSO-CA is outperforming eigen-beamforming. It is also noted that as we increase the number of antennas the performance gap between the two schemes is reduced. This means that when the number of base station antennas becomes large, PSO-CA is able to achieve the same level or better performance than eigen-beamforming with less computational complexity. Fig. 3, on the other hand, compares the SER performance of both schemes for the same scenario as in Fig. 2. It is observed PSO-CA is outperforming eigen-beamforming in both cases.

![Figure 2. Ergodic channel capacity of HetNet using PSO-CA and eigen-beamforming schemes for K=20 SBSs and M=N=25 and 100 antennas.](image-url)
Figure 3. SER performance of HetNet using PSO-CA and eigen-beamforming schemes for $K=20$ SBSs and $M=N=25$ and 100 antennas.

6. CONCLUSION

This paper proposes a capacity-aware wireless backhaul link where cognitive small cells communicate with a MBS using a PSO-based large-scale multiple-input multiple-output (LS-MIMO) beamforming scheme. The proposed algorithm iteratively seeks the optimal transmit weight vectors that maximize the channel capacity of each SBS in the HetNet. It was shown that the proposed system is able to achieve a low computational complexity (without requiring an inverse of the covariance matrix) with the same level or better performance than the conventional eigen-beamforming.
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ABSTRACT

In recent years, multi-channel multi-radio Wireless Mesh network has become one of the most important technologies in the evolution of next-generation networks. Its multi-hop, self-organization, self-healing and simple deployment is an effective way to solve the bottleneck problem of last mile. In this paper, we propose a new routing metric called WAEED, deployed in JCWAEED protocol, a joint channel assignment and weighted average expected end-to-end delay routing protocol which considers both interference suppression with factor IF and end-to-end delay. Additionally, we give the exact calculation formula of transmission delay and queuing delay. Simulations results demonstrate that JCWAEED outperforms other joint design routing protocols in terms of throughput, end-to-end delay and packet loss rate.
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1. INTRODUCTION

Multi-radio multi-channel Wireless Mesh Network is one of the most important technologies in the evolution of next-generation networks. Its multi-hop, self-organization, self-healing and simple deployment is an effective way to solve the bottleneck problem of last mile. However, with the increase of the node density, it will cause the interference situation to deterioration, the channel utilization rate is low and other rigid environment. Considering the interaction between channel allocation and routing, it needs joint channel allocation and routing to optimize the design to improve the channel utilization and network performance, and play the advantages of multi-radio multi-channel technology. Since it is a challenging interdependent task to find routing paths and allocate channels to links in the WMN, its focus is joint schemes about channel assignment and routing in multi-channel multi-radio wireless mesh networks.

For the moment, there are two groups for joint channel assignment and routing schemes in multi-channel multi-radio wireless mesh networks [1]. One is called sequential channel assignment and
routing protocol design [2-5], and the strategy is that designers treat channel assignment and routing as two independent processes. People usually do channel assignment optimization and routing optimization separately in sequence. Nevertheless, we cannot acquire network request for communications information before channel assignment in reality. The other one is joint channel assignment and routing protocol design [6-8], and people treat channel assignment as a whole procedure for optimization. Specifically, this NP-hard problem can be turned into linear programming with some certain objective by setting constraint conditions for joint optimization. This strategy solution, nonetheless, is of both very high algorithm complexity and extraordinarily high time complexity. In addition, the approximate solutions are generally lack of strict theoretical support [9].

The paper further analyzes and compares the research status of joint optimal design of channel allocation and routing in multi-radio multi-channel wireless Mesh networks. In this paper, the necessity and feasibility of joint optimal design of channel allocation and routing in multi-radio multi-channel wireless Mesh networks are expounded in detail by referring to a lot of literatures. Based on the network model and protocol interference model, the mathematical model is carried out and the calculation method of average end-to-end delay is deduced out of a lot of theoretical research and simulation analysis. The HELLO packet is designed as the detection packet of network information, used to obtain the relevant network parameters in the network, and finally introduce the interference penalty factor IF, used to characterize the node using the interference of channel i. In this paper, the appropriate channel is selected by the size of the IF, and the routing metric is designed in combination with the average end-to-end delay. Based on the above work, this paper proposes an efficient joint channel allocation and routing optimization method (JCWAED), considering delay control, interference suppression, channel allocation and routing establishment. The JCWAED algorithm utilizes different channel combinations to obtain the set of single-hop routing metric WAEED from the node to the next hop based on the single hop metric. And the channel with the minimum single-hop routing metric in the set is taken as the best channel for the link from the node to the next hop. The performance of JCWAED algorithm, including the number of streams and the rate of flow, is analyzed and compared with that of the existing protocols.

The paper is organized as follows. Section 1 introduces basic concepts and infrastructure of multi-radio multi-channel wireless Mesh networks, and describe the design idea and key technologies of multi-radio multi-channel Mesh networks in detail. Section 2 gives a exact description of some relative works about joint design of channel assignment and routing protocols. Section 3 demonstrates system model used in this paper. Section 4 proposes joint channel assignment and weighted average expected end-to-end delay routing protocol. Section 5 is our simulation results, and gives analysis of our protocol advantages in terms of network throughput, end-to-end delay, packet loss and channel utilization rate. Section 6 gives final conclusion of this paper.

Our major contributions can be summarized as follows.

1. We give average end-to-end delay in exact and strict theoretical calculation including transmission delay and queuing delay.

2. We provide more efficient way of interference factor IF between channels calculation during channel assignment period.

3. Considering two points above, we propose a new routing metric WAEED, deployed in JCWAED protocol to conduct routing in MRMC-WMN.
2. RELATIVE WORKS

Channel assignment and routing design depend on each other can remedy weakness of each other. Hence the joint design can significantly improve network performance.

The first group of optimization is to treat channel assignment and routing as two independent processes optimizing them in sequence, and then select the appropriate channel according to the flow distribution in the network [10].

JCEED algorithm [2] assign channels after routing, considering end-to-end delay and queuing delay as routing metric and adjust channels allocation along with routing recursively with feedback information of EED until making total network interference deduction to minimum. Within every recursion, choose the path with the minimum delay, and choose the optimum channel according to the channel assignment algorithm. It decreases interference between channels by joint routing and channel assignment optimization under the limits of time delay. However, it does not give an exact and accurate computing method about end-to-end delay derivation. It is not comprehensive only using numbers of successfully received packets under channel as index to represent the interference. Channel assignment initialization is not thorough enough, if co-channel were randomly assigned to different radios of one node, it will not only increase the channel switching times, but also increase the interference of other nodes assigned to the channel. Channel allocation process can be further optimized by reducing final establishing routing time.

The second group is joint channel assignment and routing protocol design [6][7][8], and people treat channel assignment as a whole procedure for optimization. Specifically, this NP-hard problem can be turned into liner programming with some certain objective by setting constraint conditions for joint optimization. This strategy solution, nonetheless, is of both very high algorithm complexity and extraordinarily high time complexity.

The key of channel allocation and routing joint optimization design is: network connectivity, network traffic and link-state information, technical limitations and the design of the routing metric [6]. Plus, routing metric design considers some key factors: the path hop, channel interference, radio interface switch [7], computational complexity decrement, convergence time decrement and local constraints [8].

3. SYSTEM MODEL

3.1. Network model

We focus on the study of the multi-radio multi-channel wireless Mesh network, and MRMC-WMN network topology can be expressed as a directed graph \( G( N, L ) \), \( N \) denotes the set of network nodes, \( L \) denotes set of physical wireless links. \( C_k = \{ 1, 2, 3 \} \) denotes available channels set of multi-channel multi-radio wireless Mesh network. Wireless link \( l_{uw} \) denotes the assigned radios from the sending node \( u \) to the receiving node \( v \), assigning available channel \( k \) for the link can be expressed as \( l_{uw}^k \). In order to facilitate comprehension, the table below gives the key symbols meaning used in the paper.
Table 1. Key symbols in MRMC WMN

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_k$</td>
<td>Available channels set</td>
</tr>
<tr>
<td>$R_t$</td>
<td>Node transmission range</td>
</tr>
<tr>
<td>$L$</td>
<td>Physical wireless links set</td>
</tr>
<tr>
<td>$G$</td>
<td>Network directed graph</td>
</tr>
<tr>
<td>$u^k$</td>
<td>Available channel $k$ for the link between node $u$ and node $v$</td>
</tr>
<tr>
<td>$N$</td>
<td>Mesh nodes set</td>
</tr>
<tr>
<td>$R_c$</td>
<td>Node carrier sense range</td>
</tr>
<tr>
<td>$R_i$</td>
<td>Node interference range</td>
</tr>
</tbody>
</table>

Because the number of radio for each wireless Mesh node configuration is limited, assigning channel number for the wireless Mesh nodes does not exceed the number of available radios wireless Mesh nodes, at the same time in order to improve the utilization rate of spectrum, different radios should be assigned with different channels, which means all of the radios of a wireless mesh node will not be assigned with the same channel. In addition, theoretically the radios of node interface can't be more than available orthogonal channels, there is a relationship as follows:

$$|C(u)| \leq R_c \leq k, C(u) \subseteq C_k \quad (1)$$

### 3.2. Interference model

This paper adopts the Protocol interference Model which is commonly used. In MRMC - WMN, effective communication range of the wireless Mesh network nodes can be classified into three parts: node Transmission Range $R_t$, node Carrier Sensing Range $R_c$ and node Interference Range $R_i$. Transmission range $R_t$ denotes maximum range of mesh node successfully receiving signal without any interference, in general, the mesh node's transmission range is related to its transmission power, frequency. And node transmission power is proportional to the node transmission range; Carrier sensing range $R_c$ represents maximum range of nodes detecting other carrier signal sent by other nodes; node interference range $R_i$ denotes conflict range caused by nodes interference. In general, relationship is as follows:

$$R_c < R_t = 1.78 R_i < R_i = 2.2 R_i \quad (2)$$

When there is transmission requirement, link a-b and link f-g, since the mesh node b is within interference range of link f-g, but not within the communication range of node f, when link a-b and link f-g are assigned with the same channel or orthogonal channel.

As shown, interference in WMNs is classified into two types: intra-flow and inter-flow interference. If different simultaneous transmissions of the same data flow interfere with each other, we call it intra flow interference. On the other hand, for simultaneous transmissions of different data flows, inter-flow interference instead. If the mutual interference of link can be assigned with different channels, then the two kind of interference can be reduced appropriately.
4. JOINT CHANNEL ASSIGNMENT AND WEIGHTED AVERAGE EXPECTED END-TO-END DELAY ROUTING PROTOCOL

In the part, we will introduce a joint channel assignment and delay routing protocol with weight average expected end-to-end delay.

\[ WAEED_{n,m} = (1 - \beta)EED_i + \beta IF_i \quad (3) \]

\( WAEED_{n,m} \) denotes weighted average expected end-to-end delay from node n to node m by channel c, where \( EED_i \) denotes average end-to-end delay by channel i. As to \( IF_i \) denotes interference by channel i, plus \( IF_i \geq 1 \), that \( IF_i \) is closer to 1 means interference by channel i is smaller. \( M_{n,i} \) denotes packets from node n to node m in total. \( \sum \rho_{k_{n,i}} \) denotes packets successfully received by node m. \( \beta \) is a weighted factor, \( 0 \leq \beta \leq 1 \), usually \( \beta \) is set as 0.5.

JCWAEED algorithm adopts contrast of the IF interference and the available channel end-to-end delay EED to choose the most appropriate channels, and in the process of channel allocation we need to follow these two principles: (1) for different radio of one node should be assigned with different orthogonal channels. (2) one radio unbounded with channel should be assigned appropriate channel in priority. While assigning channels, calculate routing metrics WAEED, then get the routing metrics collection, and select the result of channel allocation and routing with the minimum routing metric value.

4.1. Expected End-to-end delay

The end-to-end delay of a routing path is the sum of total hops delay along this path, including transmission delay along the links and queuing delay. For convenience, we define EED to represent the average end-to-end delay on the link.

To calculate routing metrics EED with the available channel i on the wireless link, each node needs to monitor the number of cache packages over the network layer waiting for MAC layer service, as well as the measure MAC layer transmission failure probability, the measurement of packet loss rate. Transmission failure may be caused by the MAC layer interference or the poor quality of channel. Link i, therefore, the end-to-end delay on the average represented as:

\[ EED_i = E[T_i + Y_i] \quad (4) \]
\( T_i \) denotes transmission delay over the link \( i \), \( Y_i \) denotes queuing delay, \( EED_i \) the average delay of a data packet over the link \( i \). Assume that a new packet on the link \( i \) has entered a packet buffer queue, we define the average end-to-end delay as:

\[
EED_i = (Q_i + 1)E[T_i] \quad (5)
\]

\( EED_i \) consists of transmission delay and queuing delay. For \( EED_i \) calculation, as long as we derive the value of \( E[T_i] \), then we can get the value \( EED_i \). In particular, for CSMA protocol, transmission delay includes not only backoff time but also channel busy time due to the other node transmission. We define packet loss rate over the link \( i \) as \( p_i \), define the service time as \( E[T_i] \), define maximum retransmission times as \( K \), \( W_j \) denotes the \( j \)th backoff stage competition window, \( L \) denotes packet size, \( B \) denotes link bandwidth. If we ignore the constraints of backoff period, then \( E[W_j] = (W_j - 1)/2 \). Therefore, average transmission delay \( E[T_i] \) can be represented as follows:

\[
E[T_i] = E[\text{transmission time}] + E[\text{backoff time}] \quad (6)
\]

Plus,

\[
E[\text{backoff time}] = \frac{\sum_{k=1}^{K} p_i (1 - p_i)^{k-1} \sum_{j=1}^{K} E[W_j]}{2(1 - 2p_i)} - \frac{1 - p_i^K}{2(1 - 2p_i)} \quad (7)
\]

Hence, average transmission delay \( E[T_i] \) can be denoted as follows.

\[
E[T_i] = E[\text{transmission time}] + E[\text{backoff time}]
\]

\[
= \frac{L}{B} \sum_{k=1}^{K} k \cdot p_i (1 - p_i) + \frac{\sum_{k=1}^{K} p_i (1 - p_i) \sum_{j=1}^{K} E[W_j]}{2(1 - 2p_i)}
\]

\[
= \frac{L}{B(1 - p_i)} + \frac{W_{\text{min}}}{2(1 - 2p_i)} - \frac{1}{2(1 - 2p_i)} \quad (8)
\]

Multi-radio multi-channel wireless Mesh network has the characteristics of multi-hops network, considering there might be \( H \) hops along the end-to-end path, so the average end-to-end delay \( EED \) can be defined as:

\[
EED = \sum_{i=1}^{H} EED_i \quad (9)
\]

### 4.2. Interference calculation

We define channel interference factor as \( IF \), which can represent interference between co-channels and different channels, therefore, for the channel \( i \), its channel interference can be defined as:

\[
IF_i = \frac{M_{n,j}}{\sum p_k} \quad (10)
\]

\( IF_i \) denotes interference using channel \( i \), and \( IF_i \geq 1 \), \( IF_i \) the closer to 1 indicates the smaller interference using channel \( i \), which can be negligible. \( M_{n,j} \) denotes the total number of packages which node \( n \) sends to node \( m \). \( \sum p_k \) denotes the total number of packets node \( m \) successfully
received from node n. We define the IF by proportional relations, which can represent interference more accurately, thus select more appropriate channel to reduce the co-channel interference.

4.3. Routing metric

From part 4.1 and 4.2 above, we can conclude the formula of the average end-to-end delay EED and channel interference factor IF, joint routing metric is expressed as:

\[
W_{AED}^{n,m} = (1 - \beta)(M_i + 1)[\frac{L}{B(1 - p_s)} + \frac{W_{m}}{2(1 - 2p_s)} - \frac{1}{2(1 - p_s)}] + \beta \sum p_{k_{m,j}}
\]

Nodes use different channels’ combination, by sending HELLO packets to the neighbor node to get the information such as the queue length, link bandwidth, the total number of sent and received packets. According to one hop routing metrics WAEED collection, we will set the channel with the minimum one hop routing metric value as the best channel from this node to the next hop node. And establish routing according to the minimum joint routing metrics.

The performance of JCWAEED is compared with the average throughput, average delay and average packet loss rate. The average end-to-end delay and inter-channel interference are used as the metric of routing. The channel with the lowest inter-channel interference is selected as the optimal channel by polling, and the throughput and delay of the network are improved through delay control.

5. SIMULATION RESULTS

The simulation parameters are shown in the table below:

<table>
<thead>
<tr>
<th>TABLE.2 Simulation parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation time</td>
</tr>
<tr>
<td>Simulator</td>
</tr>
<tr>
<td>Orthogonal channels number</td>
</tr>
<tr>
<td>Routing protocols</td>
</tr>
<tr>
<td>transmission/interference</td>
</tr>
<tr>
<td>Antenna</td>
</tr>
<tr>
<td>channel bandwidth</td>
</tr>
<tr>
<td>Mesh nodes number</td>
</tr>
<tr>
<td>queue length</td>
</tr>
<tr>
<td>Simulation area</td>
</tr>
<tr>
<td>packet loss rate</td>
</tr>
<tr>
<td>node radios number</td>
</tr>
<tr>
<td>flow rate</td>
</tr>
</tbody>
</table>

5.1. Network throughput

When data flow rate is less than 0.3Mbps, the paper proposed JCWAEED algorithms, JCEED algorithm and the AODV-MRMC algorithm are similar on the average throughput performance.
When data flow rate is over 0.4Mbps, the average JCWAEED algorithm throughput outperforms JCEED algorithm at the same flow rate. JCWAEED works in high data flow rates because of the improving routing metrics, and it can undertake higher data flow rates.

5.2. End-to-end delay

When data flow rate is less than 0.6Mbps, the paper proposed JCWAEED algorithm, JCEED algorithm and the AODV - MRMC algorithm are similar on end-to-end delay performance which is negligible. When data flow rate is around 0.7Mbps, the average end-to-end delay of three algorithms increases rapidly. When data flow rate is over 0.7Mbps, the end-to-end delay of JCWAEED algorithm outperforms JCEED algorithm at the same flow rate. JCWAEED algorithm has the minimum average end-to-end delay.

5.3. Packet loss

When data flow rate is less than 0.6Mbps, the paper proposed JCWAEED algorithm, JCEED algorithm and the AODV - MRMC algorithm are similar on packet loss performance, which is negligible. When data flow rate is over 0.6Mbps, the packet loss rate of JCWAEED algorithm outperforms JCEED algorithm at the same flow rate. JCWAEED algorithm has the minimum packet loss.
Figure 5. Comparison of packet loss ratio performance in different data flow rates

6. CONCLUSION

In this paper, we propose an effective joint channel assignment and routing optimization protocol called JCWAED based on the network model and interference model, considering end-to-end delay control, interference suppression with factor IF. Additionally, we give the exact calculation formula of transmission delay and queuing delay. Simulations results demonstrate that JCWAED outperforms other joint design routing protocols in terms of throughput, end-to-end delay and packet loss rate under the influence of different data flow rates.
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REDUCING FREQUENCY OF GROUP REKEYING OPERATION
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ABSTRACT
In the past, Ad-hoc networks were used in limited areas which require secure group communication without Internet access, such as the army or emergencies. However, Ad-hoc networks currently are widely used in variety applications like group chat, smart applications, research testbed etc. Ad-hoc network is basically group based network in the absence of access point so it is prevalent to provide group key approach to prevent information leakage. When we use group key approach, we need to consider which group key management method is the most suitable for the architecture because the cost and frequency of the rekeying operation remain as an unresolved issue. In this paper, we present analysis about existing group key management solutions for Ad-hoc network and suggest a new approach to reduce frequency of the rekeying operation.

KEYWORDS
Rekeying operation, Group key management, ad-hoc networks, Frequency of rekeying, Time-driven method

1. INTRODUCTION
There exist many group key management (GKM) methods to provide secure group communication. In general, two essential keys are used in the methods: a traffic encryption key (TEK) and a key encryption key (KEK). As illustrated in Fig. 1, all the group members share the same TEK, while each of them has a private KEK that is only shared with the group controller (GC) or key server (KS). When a group member wants to send a message M to the entire group, it broadcasts M encrypted with TEK, denoted by \{M\}_TEK.

Whenever a member leaves or joins the group, a new TEK must be generated and securely distributed to all the group members. Such process to update the TEK is commonly referred to as rekeying. A simple approach to rekeying is that the GC/KS unicasts each member the new TEK encrypted with the member’s KEK so that the member can retrieve the new TEK by decrypting the received message with its KEK. However, this approach requires \(O(n)\) cost in terms of the number of messages, where \(n\) denotes the number of group members, and it is well known that this incurs “broadcast storm” problem: A broadcast storm occurs when a network system is overwhelmed by continuous multicast or broadcast traffic so it causes the whole network to melt down and lead to the failure of network communication. In addition, frequent rekeying in highly dynamic groups can also incur the broadcast storm problem.

Extensive research has been done to reduce the overhead of rekeying in two major research directions. The first category of research focuses on reducing the cost of each re-keying operation \([1, 3, 5, 7, 9, 13, 14]\). Especially, the local key hierarchy (LKH) method \([1]\) reduces the cost into \(O(\log n)\) by utilizing a binary key tree. However, in these approaches, the authors considered only the cost of rekeying without care about the frequency of rekeying would make their solution...
incomplete so the solution cannot cope with dynamic and scalable groups. In ad-hoc network, very frequent rekeying operation will eventually cause a broadcast storm.

Figure 1. Ad-hoc Group Key Management

The second category of research focuses on reducing the frequency of re-keying [2, 4]. Especially, Kronos and Iolus adopt a time-driven method, which performs the rekeying operation periodically instead of performing it whenever member changes occur [2, 4]. The authors demonstrated that the time-driven method could considerably reduce the overhead of re-keying even though such limitations as no guarantee of forward secrecy and delays in adding new members. However, for highly dynamic groups, the cost of the time-driven re-keying could be $O(n)$ as well [2]. In ad-hoc networks, $O(n)$ cost usually causes “broadcast storm” situation due to centralized architecture (i.e., a GC/KS should generate $n$ messages in worst-case). For these reasons, we cannot apply this method directly to GKM in ad-hoc networks.

In this paper, we suggest a composition of the time-driven method and GKMPAN method [3], which is one of the main GKM approaches for ad-hoc networks, to eliminate $O(n)$ problem in the time-driven method. GKMPAN is novel method of distributed GKM in ad-hoc network so it can remove bottleneck and $O(n)$ problems of the time-driven method. We modify the rekeying process of GKMPAN to facilitate the installation of the time-driven model in ad-hoc environment and to solve key exhaustion problem of GKMPAN. With this approach, we can achieve following works:

- Reduce the frequency and the cost of rekeying operation with reliable security strength
- Conduct rekeying operation without “broadcast storm” with distributed architecture
- Solve key exhaustion problem of GKMPAN

The organization of the remainder of this paper is as follows. In Section 2, we explain basic Local Key Hierarchy (LKH) [1], GKMPAN [3] and the cost analysis of the time-driven LKH method. In Section 3, we propose the expanded GKMPAN. Section 4 evaluates expanded GKMPAN and Section 5 present related works. Finally, Section 6 presents our conclusions and future works.

2. BACKGROUND

2.1. Local Key Hierarchy (LKH)

In the LKH method [1], a GC/KS constructs and manages a binary key tree $T$ illustrated in Fig. 2. The root of $T$ corresponds to the TEK. All the remaining nodes hold KEKs ($= K_v$) and a leaf node is associated with a group member ($= U_i$). A member $U_i$ holds the TEK and all the KEKs associated with the nodes from $K_i$ to the root. For instance, $U_8$ holds $K_8, K_{78}, K_{5678}$, and TEK.
If $U_8$ leaves the group, then $K_8$, $K_{78}$, $K_{5678}$, and TEK should be changed to ensure forward secrecy. We call the nodes whose key must be changed as “affected nodes.” To change these keys, the GC/KS only needs to send three different types of rekeying messages to the groups: \{TEK\}_{K_{1234}} for the members ($U_1$, $U_2$, $U_3$, and $U_4$), \{TEK\}_{K_{56}} for the members ($U_5$ and $U_6$), and \{TEK\}_{K_7} for the member ($U_7$).

If $U_8$ joins the group, then $K_8$, $K_{78}$, $K_{5678}$, and new TEK should be generated to ensure backward secrecy. The GC constructs and sends rekey messages to the users. A rekey message contains one or more encrypted new key(s), and a user needs to decrypt it with appropriate keys in order to get the new keys.

By using the binary key tree, the LKH scheme effectively reduces the cost of rekeying from $O(n)$ to $O(\log (n))$. We have applied cost-effective LKH scheme to effectively apply time-driven to ad-hoc networks and evaluated the cost.

### 2.1.1. Cost Evaluation of Time-Driven LKH

In Fig. 2, we count $K_{1234}$, $K_{56}$, and $K_7$ to calculate the cost of rekeying process because each group member can securely obtain a new group key by encrypting/decrypting message with the key of the root nodes of sub-trees composed of non-affected nodes; $K_{1234}$, $K_{56}$, and $K_7$. Similarly, we can calculate rekeying cost of time-driven method with LKH by counting the root nodes of sub-trees composed of non-affected nodes with breadth-first search (BFS). These root nodes are referred to as root of subtree (RS). Considering the time-driven case, we denote the number of members whose state changed within a period as $m$ and the size of the group as $n$. For the simplicity, we assume that leaving and entering events are occurred in the same frequency, besides $m$ and $n$ are in the form of the power of two: 2, 8, and 64.

The Fig. 3 shows how to calculate the maximum number of rekeying messages in time-driven method. In time-driven method, there are many leaving and entering events during a cycle, so the tree has multiple affected branches. If a member $U_i$ leaves the group, ($\log n$) nodes are affected, because a member $U_i$ has all the keys along the path from its leaf to the root. To get the maximum cost of rekeying, we treat the case that leaving nodes do not overlap, as is possible in the tree. In this situation, the rows up to a height of $\log m$ from the root have fewer nodes than $m$ in that rows; therefore, they do not have any unaffected nodes, because $m$ nodes leave the group and a
leaving node follows one path from the leaf to the root in the tree $T$. In other words, all the nodes in the rows below a height of $\log m$ are affected by leaving or entering events.

Figure 3. Maximum number of rekeying messages in the time-driven approach

Now, it is possible to find the RS nodes in each row by subtracting both the affected nodes and those already covered by the elements from parent RS nodes.

$$\text{RS} = E_{\text{row}} - E_{\text{affected}} - E_{\text{covered list}} \quad (E: \text{node Element})$$

Once the RS nodes in a row have been found, the child nodes of them are inserted into the covered list, which is used to find the RS nodes of the next row. This sequence of operations is described right-below edge in the Fig. 3. For entering events, additional $m$ messages are needed because each newbie should respectively receive its secure KEK. Hence, the total number of rekeying messages is

$$\text{Cost} = (\log n - \log m) \times m + m.$$  

With this formula, if $n = 1024$ and $m = 16$, the number of rekeying messages exceeds 100 during a cycle, which means that a change of only 2% will cause a “broadcast storm” due to centralized model. The general equation for any form of $m$, which is not exactly a power of 2, is

$$\text{Cost} = (\log n - \text{floor}(\log m)) \times m + m + 2 \times (2^{\text{floor}(\log m)} - m).$$

2.2. GKMPAN

In GKMPAN [3], all node obtains a distinct subset of keys out of a large key pool from the Key Server (KS) and these keys are used as Key Encryption Keys (KEKs) for delivering group keys (TEK). This method has the advantage in that we can ignore the process of securely sharing KEKs between a GC and new member because it is already shared in offline mechanism. Moreover, this model uses hop-by-hop approach to eliminate bottleneck problem.

When a leaving event occurs, the GC broadcasts the list of revoked keys possessed by a leaving node, so that this revoked keys will not be used anymore in this group. The GC generates and sends a new TEK encrypted with $K_m$, the key is possessed by the maximum number of remaining nodes, to ensure forward security. With this broadcast message, however, some of the nodes cannot decrypt it because they do not contain $K_m$ in their private key list. To fully deliver new TEK to its child nodes, the GC should resend the new TEK encrypted with other keys which are shared between GC and some of the excluded nodes based on a delivery tree.
When a node receives new TEK encrypted with $K_m$ or other KEKs, then, it continuously sends new TEK to its child nodes in a manner like the GC along the delivery tree. Each node only cares the child nodes like an independent key server. Then, we can infer that the maximum overhead of each node is the number of child nodes of itself on the delivery tree.

We can apply the time-driven method to this approach because it eliminates the bottleneck problem, which could be found in the centralized model [5]; however, there is a problem that the number of available keys (KEKs) decreases as the number of removed nodes increases. GKMPAN [3] asserts that the problem can be solved using big $l$ and small $m$. However, for performance, we should choose small $l$ and large $m$, because if a small $l$ and a large $m$ are used, a key is shared with many nodes so that the node can share the new TEK with a very small number of messages.

The biggest difference between GKMPAN and our method is that GKMAPN uses the pre-allocated KEKs to share the new TEK and we use the old TEK that was used in the previous rekeying stage. The advantage of our approach is that the dependency between performance and key exhaustion is eliminated. We excluded the keys held by the revoked nodes only during the rekeying stage of one cycle. When node $i$ leaves the group, we can use the remaining keys in the rekeying stage, except for the keys that node $i$ had in the key pool. However, in the next rekeying stage, the keys that were excluded can also be used.

### 3. OUR APPROACH (EXTENDED GKMPAN)

#### Table 1. Terminology

<table>
<thead>
<tr>
<th>GC/KS</th>
<th>Group Controller/Key Server</th>
</tr>
</thead>
<tbody>
<tr>
<td>KEK</td>
<td>Key Encryption Key</td>
</tr>
<tr>
<td>TEK</td>
<td>Transmission Encryption Key (group key)</td>
</tr>
<tr>
<td>$l$</td>
<td>Size of a key pool</td>
</tr>
<tr>
<td>$K_m$</td>
<td>The key is possessed by the maximum number of remaining nodes in network</td>
</tr>
<tr>
<td>$m$</td>
<td>The number of keys in the possession of a group member (= remaining node)</td>
</tr>
<tr>
<td>$K_b$</td>
<td>The key owned by node $b$</td>
</tr>
<tr>
<td>$L_{\text{leave}}$</td>
<td>List of leaving node at current stage</td>
</tr>
<tr>
<td>$L_{\text{join}}$</td>
<td>List of joining node at current stage</td>
</tr>
</tbody>
</table>

To solve the $O(n)$ and bottleneck problem in the time-driven method, we propose a new rekeying strategy based on GKMPAN [3], which uses a pre-distributed set of keys. The main idea of our approach is to securely pass a new TEK encrypted with the old TEK “hop-by-hop”; $\{\text{TEK}\}_\text{old,TEK}$. Before we explain details, the Table 1 describes terminologies which are used in last of the paper.

#### 3.1. Model Description (Extended GKMPAN)

As described above, our model uses time-driven enabled GKMPAN approach to complement weak point of time-driven method. Our model is also hop-by-hop process so we assume that each node can easily acquire the information about the nodes within its one-hop distance. We also assume all group members have pre-distributed set of keys from key pool $l$, which will be used as KEKs. With the GKMPAN method, it is possible to know which keys a member possesses with only the id of the member. Because of this, a node can figure out which keys the surrounding nodes have. Moreover, asymmetric key mechanism is used, so the sender only needs to know the
public key of a key of the receiver. In this approach, we do not need to worry about which keys overlap between the sender and receiver because the all members have capability to encrypt a message with any key in $l$ (i.e., a sender knows all the public keys of all the KEKs).

After completing one cycle of the time-driven method, the GC obtains both a list of revoked members and newly joined members list. Then, the rekeying process starts and the GC securely sends a new group key (TEK), the revoked list, and the newly joined list to its surrounding nodes. The node receiving the rekeying message becomes the distributor and starts the process represented in Fig. 4. The legitimate nodes contain remaining nodes and the members in $L_{\text{leave}}$.

As depicted in the Fig. 4, the first step of secure rekeying process is to figure out which keys can be used to distribute new group key by excluding the keys held by $L_{\text{leave}}$. The second step is to find $K_m$ that the key is possessed by the maximum number of legitimate nodes who did not receive new TEK yet within one-hop. After finding $K_m$, the distributor sends a rekeying message encrypted with both the old TEK and $K_m$ to the all nodes within one hop, $\{L_{\text{leave}}, L_{\text{join}}, \text{TEK}_{\text{new}}\}_{\text{TEK}_{\text{old}} + K_m}$. If all the neighboring nodes have received a new TEK, the rekeying stage ends. If not, the distributor starts again from the second step by finding $K_m$ which is possessed by the maximum number of legitimate nodes who did not receive new TEK yet within one-hop.
The role of $K_m$ is to hide the new TEK from the nodes that are revoked at current stage (i.e., $L_{\text{leave}}$), because they know the old TEK. $K_m$ is selected from the keys possessed by legitimate nodes except for the revoked nodes so it can hide new TEK from the revoked nodes.

The reason for encrypting the new TEK with the old TEK is to solve the key exhaustion problem of GKMPAN. The nodes without knowledge of the old TEK are unable to retrieve the new TEK; thus, it is unnecessary to consider whether previously eliminated nodes have some keys in their key pool because they do not have knowledge about the old TEK. So, we only need to care about the nodes which are revoked at current cycle (i.e., The KEKs that were excluded from the rekeying stage can be used in the next cycle).

For instance, in the rekeying stage, node $v$ uses the old TEK and $K_b$ to share a new group key. $K_b$ is owned by node $b$ which was revoked previously. Then, although revoked node $b$ knows the $K_b$, it cannot decrypt the new group key encrypted with both the $K_b$ and the old TEK (i.e., $\{\text{TEK}_{\text{new}} \cdot \text{TEK}_{\text{old}} + K_b\}$) because it does not know the old TEK which is used in current time-driven cycle. From this point of view, we do not need to delete the $K_b$ from the key pool even though the node $b$ lefted the group. It means that the lifetime of the keys in the key pool is semi-permanent.

This approach has several advantages. First, in the best case each node of a group needs to send only one multicast message to propagate the new TEK and in the worst case each node is required to send a message to each of the surrounding legitimate nodes (i.e., remaining node + $L_{\text{join}}$). Second, this approach enables us to select a large $\ell$ and small $m$, because we have already solved the problem of key exhaustion. By encrypting the new TEK with the old TEK, the keys owned by each group member are simply used to hide the new TEK from the nodes who have left current rekeying stage.

The diagram in the Fig. 5 illustrates a simple case. In short, the GC/KS sends a new TEK encrypted with the old TEK to surrounding nodes, then they subsequently forward the new TEK to their neighbors securely by encrypting it with $K_m$, which is $K_2$ in this example. Here, we do not consider other processes, such as key distribution or message verification, because these properties can be referenced from GKMPAN [3].

4. PERFORMANCE EVALUATION

We evaluated our proposed method by calculating the number of messages a node $v$ should send to share a new group key in four different cases. In the Fig. 6, $n$, $\ell$, and $m$, respectively, denote the number of surrounding nodes of a node $v$, the size of the key pool, and the number of keys possessed by a node. In evaluation, we assume that there is no collision. Each node evenly has random leaving and joining probability (0.1 to 0.9). We count all messages in the group and compute average message counts from a node $v$. Moreover, in our and GKMPAN approach, some nodes may not get a new TEK because the all keys possessed by a node could be excluded from current rekeying stage due to the revoked nodes. So, we also evaluate failure ratio according to $n$, $\ell$ and $m$.

In Fig. 6, The red line shows the failure ratio based on the right-side y axis, and the black line shows the number of required messages based on the left-side y axis. As shown in $a$ and $b$, they depict the number of messages and failure ratio when the number of neighbor nodes ($n$) and the size of the key pool ($\ell$) are fixed. When $m$ is small, the number of necessary messages decreases as the value of $m$ increases. However, as the value of $m$ increases from a specific value, the number of required messages increases. In $c$ and $d$, they depict the number of messages and failure ratio when the number of neighbor nodes ($n$) and the key set size of each node ($m$) are
fixed. The results of \( c \) and \( d \) are similar to those of \( a \) and \( b \). As the value of \( l \) increases before the specific value, the number of necessary messages decreases, but it increases thereafter.

For a large \( m \) and small \( l \), the failure ratio is small, and for a small \( m \) and large \( l \), the failure ratio is large. In addition, a high probability of failure ratio means that legitimated nodes are less likely to have the same keys, and this result can be seen in the above experiment.

The efficiency of the algorithm depends on how many legitimate nodes have the same keys. If \( m \) is sufficiently small compared to \( l \), we can see that the number of keys needed is reduced because the number of keys that overlap each other increases. If \( m \) is large enough for \( l \), the number of keys that a node has is large, so there are more keys to be excluded for revoked nodes in the key pool. This reduces the probability that the legitimated nodes will have the same key, which makes the efficiency worse.

In the same simulation environment, when the population is 100, it is shown that a central node of the time-driven LKH sends an average of 72 ~ 75 messages, and in case of 200, it sends close to 150 messages. It means \((n * 3/4)\) messages are required to share a TEK in time-driven LKH in normal cases. LKH is affected by the total number of nodes, but our approach is much more effective than LKH because it is only affected by the number of neighbor nodes, not the whole.

5. RELATED WORKS

In Ad-hoc networks, we can categorize the GKMs into three sub groups; Centralized approach, Decentralized approach, and Distributed approach. In Centralized approach, there is only one GC/KS. This server is responsible for the generation, the distribution and the renewal of the group key (TEK). Centralized approach is suffered from the \( O(n) \) problem and bottleneck problem. GKMPAN [3], CKDS [12], Kaya et al. solution [13] belong this group. In Decentralized approach, it divides the group into several sub groups to relieve \( O(n) \) problem and bottleneck problem. However, this approach requires several decryption and re-encryption operations of multicast message, when it passes from a sub-group to another. ILOUS [4], AKMP [9], and BLADE [5] belong to this group.

The one of Decentralized approaches is BLADE [5]. Its basic idea is to divide the multicast group dynamically into clusters. Each cluster is managed by a local controller which shares with its local members a local cluster key. The multicast flow is encrypted by the source with the traffic encryption key TEK and sent in multicast to all the group members. The source of the group and the local controllers from a multicast GLC (Group of Local Controllers) share beforehand a session key called KEK\( _{CCL} \). Each new local controller has to join this group and receive the session key KEK\( _{CCL} \) from the source of the group, encrypted with its public key. It could support mobility and insure energy efficiency.

In Distributed approach, all group members cooperate and generate TEK, to establish secure communications between them. This approach eliminates the bottleneck problem, but generally it suffered from \( O(n) \) problem. Our approach is also included in this category without \( O(n) \) problem with time-driven method. Several papers propose the solution for this category [9, 10, 14, 15, 16]. Chiang et al. [16] proposes a GKM protocol for MANETs based on GPS measures and on the GDH (Group Diffie Hellman) [11]. In this protocol, during protocol initialization, each node in the ad hoc network, floods its GPS information and its public key to all the others nodes, although the authors assume that the protocol does not rely on any certification authority. Using the GPS information received from others nodes, each group member can build the network topology. When a source wants to multicast the data flow to the group members, it computes the minimum multicast tree, based on the Prüfer algorithm and then sends message with GDH keys.
6. CONCLUSIONS

The Ubiquitous Network Society suggests a world in which many ad-hoc environments can be applied. Moreover, the number of applications, such as Vehicular ad hoc networks (VANETs) or Smartphone ad hoc networks (SPANs), relying on the ad-hoc multicast technique is increasing. However, no efficient GKM method has been suggested yet so, in this paper, we propose an improved GKM scheme with the aim of enhancing the efficiency GKM in Ad-hoc network. The dominant factor of our scheme is reduced frequency of rekeying operation, whereas other schemes were more concerned with the cost. Considering the feasibility of GKM, we believe our method is more practical than others. In the future, we devise modified version of extended GKMPAN to apply this to wired networks as distributed GKM.
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ABSTRACT

Spectroscopy or hyperspectral imaging consists in the acquisition, analysis, and extraction of the spectral information measured on a specific region or object using an airborne or satellite device. Hyperspectral imaging has become an active field of research recently. One way of analysing such data is through clustering. However, due to the high dimensionality of the data and the small distance between the different material signatures, clustering such a data is a challenging task. In this paper, we empirically compared five clustering techniques in different hyperspectral data sets. The considered clustering techniques are K-means, K-medoids, fuzzy C-means, hierarchical, and density-based spatial clustering of applications with noise. Four data sets are used to achieve this purpose which is Botswana, Kennedy space centre, Pavia, and Pavia University. Beside the accuracy, we adopted four more similarity measures: Rand statistics, Jaccard coefficient, Fowlkes-Mallows index, and Hubert index. According to accuracy, we found that fuzzy C-means clustering is doing better on Botswana and Pavia data sets, K-means and K-medoids are giving better results on Kennedy space centre data set, and for Pavia University the hierarchical clustering is better.
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1. INTRODUCTION

Hyperspectral imagery (HSI) is a main tool of remote sensing applications. As a signal is transmitted, reflected, and scattered again by interacting with the various components of the atmosphere and surface; the reflectance spectra analysis may allow recognition or quantification of the materials. It can be used in several applications such as environmental, geographic, and military applications [1, 2].

HSI is a three-dimensional data cube that containing the values of the radiation that has been collected over an area in a wide range of wavelengths. It is perceived as a high resolution image with hundreds of wavelength (spectral) bands[1, 3].

HSI provides more accurate and detailed information than normal colored image. When HSI captures hundreds or thousands of spectral channels, the normal colored image captures only three: red, blue, and green [3]. In fact, each pixel in the HSI is a spectrum with continuous values to precisely represent an object in a natural scene. Thus, each pixel in a hyperspectral image is a high dimensional vector that represents the radiance of a specific material. It can be considered as its signature.
Clustering is a powerful machine learning tool that allows analyzing the content of HSI. Although the signature of each material is unique, two adjacent materials can have very similar signatures. Due to the characteristics of the hyperspectral data, clustering this data is challenging. In this work, we aim to compare empirically several existing clustering techniques in four hyperspectral data sets.

2. CLUSTERING TECHNIQUES

Number of clustering techniques have been applied on HSI [4]. Depending on the spectral content information, clustering methods such as k-means [5, 6], K-medoids [7, 8], fuzzy C-Means (FCM) [9, 10], hierarchical [11, 12], and Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [13] are highly exploited [14]. To further enhance the clustering performance, the spatial context information is incorporated with the spectral information to enhance the clustering performance [15]. In the following we describe the considered clustering algorithms in some details.

2.1. K-means Clustering

K-means is one of the simplest and well-known clustering techniques that aims to partition N observations into K clusters [5]. The algorithm starts by randomly choosing K centroids, where one centre for each cluster. Let X = {x₁, x₂, ..., xₙ} be the set of observations that we want to clusters, and C = {c₁, c₂, ..., cₖ} be the initial centroids set, the following two steps are repeatedly visited [6]:

- **Assignment**, and this can be accomplished by: (1) calculate the mean (distance) from the observation and each cluster centre, (2) assign the observation to the cluster with minimum mean among all clusters. The algorithm tries to minimize the mean (total squared error) depending on Equation (1):

\[
I = \sum_{i=1}^{K} \sum_{j=1}^{N} ||x_j - c_i||^2
\]  

(1)

- **Update**, by recalculating the cluster centres according to Equation (2):

\[
c_i = \left( \frac{1}{m_i} \right) \sum_{j=1}^{m_i} x_j
\]  

(2)

Where \( m_i \) is the number of observations in the \( i^{th} \) cluster. The algorithm stops when the results converge and the observations are no longer reassigned to other clusters. K-means clustering is a fast one with time consumption equals to \( \theta(NKdt) \), where \( d \) is the dimension of each observation and \( t \) is the number of iteration needed to converge [5]. It is important to note that, K-means gives the best results when the data is well separated.

2.2. K-medoids Clustering

A clustering algorithm that is very similar to K-means, but with small differences. Unlike K-means, K-medoids tries to minimize the total dissimilarities between the observations in a cluster and its medoid, which make K-medoids more robust to noise [7]. A medoid of cluster is an observation that have the minimal dissimilarity average to all other observations [8]. Similar to K-means, the initial medoids are randomly selected then the assignment and updating step are processed repeatedly. X = {x₁, x₂, ..., xₙ} and M = {m₁, m₂, ..., mₖ} be the set of observations and
medoids respectively, the difference between K-means and K-medoids appears in the update step as the following:

- Swap between medoid $m_i$ and observation $x_j$ in the $i^{th}$ cluster.
- Recalculate the dissimilarity average between $x_j$ and other observation in the cluster.
- If the resulted dissimilarity is larger than before swapping, return to the previous medoid.

2.3. Fuzzy C-Means (FCM)

Unlike other clustering techniques, an observation can belong to more than one cluster with FCM clustering [9, 10]. At the end of the clustering process, each observation is given a degree of membership to each cluster, where the degree is computed based on specific similarity measure [16]. Let $X = \{x_1, x_2, ..., x_N\}$ be the observations that we want to be partitioned into $K$ cluster and $m$ is the clusters overlapping scaler, the algorithm assigns a random degree for each observation with each cluster. After that, the following steps are repeatedly processed:

- For each cluster $i$, find its centroid by calculating the mean of all observations weighted by the degree of membership $U$ to the $i^{th}$ cluster. This can be summarized in Equation (3):

$$c_i = \frac{\sum_{j=1}^{N} u_{ji}^m \cdot x_j}{\sum_{j=1}^{N} u_{ji}^m}$$

(3)

- Re-compute the degree of membership for all observations of all clusters as in Equation (4):

$$u_{ji} = \frac{1}{\sum_{k=1}^{K} \left( \frac{\|x_j - c_k\|_2^{2-m}}{\|x_j - c_k\|_2} \right)^{-\frac{1}{m-1}}}$$

(4)

The above two steps are repeated until the algorithm is converging, and the change of membership degrees $U$ in two consecutive iterations is no more than a predefined threshold. FCM clustering is a good choice when the data set is overlapped and not well separated.

2.4. Hierarchical Clustering

A clustering algorithm that builds a hierarchy of clusters based on two approaches: agglomerative and divisive [11, 12]. Agglomerative approach (also known as bottom-up) treats each observation as a cluster and recursively merge (agglomerate) pairs of clusters until all of them are merged into one cluster. On the other hand, divisive hierarchical clustering (also known as top-down) starts by putting all observations in one cluster and recursively split (divide) the clusters until each observation represent one cluster. The hierarchical clustering results usually presented in a dendrogram graph.

In order to determine which clusters to merge (or split); we need to measure the dissimilarity between observations by calculating the distance between them. There are several metrics of distance, which are: Euclidean, squared Euclidean, Manhattan, maximum, and Mahalanobis. Then, the distance metric itself is used by the linkage criteria to measure the dissimilarity between two clusters. Here are some of the well-known linkage criteria: maximum (complete) linkage, minimum (single) linkage, and average (mean) linkage.
2.5. Density-Based Spatial Clustering of Applications with Noise (DBSCAN)

DBSCAN discovers the clusters (of arbitrary shapes) and noise in spatial database (points) based on the density [13]. It requires determining two parameters, which are: the maximum distance between two points to be neighbours (Eps) and the minimum number of points to form a cluster (MinPts). Then, DBSCAN starts with arbitrary un-visited point P by retrieving its neighbours, i.e. points where the distance between P and them is less than or equals to Eps. Then, if the number of neighbour is equal to or larger than MinPts, a new cluster is created; otherwise P labelled as a noise point. The process repeated until all points are visited.

3. EXPERIMENTS

In this paper, we investigated the behaviour of clustering techniques that explained in Section 1 on hyperspectral data (see Section 2). The followed approach starts by applying two pre-processing steps which are (1) noise reduction by removing zero labelled data, and (2) normalization to reduce the variance between data and exclude the outliers. After that, different clustering techniques are applied on the data. Finally, for each clustering result, five performance measures are computed and will be explained in Section 3.2. The flowchart in Figure 1 summarize the proposed approach on this paper.

![Flowchart](image)

**Figure 1. Proposed approach**

3.1. Data Description

Four different data sets are used for experiments: Botswana, KSC, Pavia, and PaviaU. Here are brief description and information about each data set:

3.1.1. Botswana

Obtained by NASA EO1 satellite over Okavango Delta, Botswana in 2001-2004. The data is acquired by EO1 Hyperion sensor at 30m pixel resolution from an altitude of 7.7km in 242 bands of 400-2500nm wavelength and 10nm width [17]. Feature selection is conducted in order to remove the noise of water absorption to result in 145 bands. The data is used for analysis purposes such as classification, where there are 14 classes representing various land cover types in seasonal and occasional swamps and drier woodlands in Delta.

3.1.2. Kennedy Space Centre (KSC)

Obtained by NASA AVIRIS over Kennedy Space Centre, Florida in 1996. The data is acquired at 18m pixel resolution from an altitude of 20km in 224 bands of 400-2500nm wavelength and 10nm width [17]. Feature selection is applied to remove the water absorption and SNR bands and the resulted data have 176 bands. For classification purposes, there are 13 classes representing various land cover types that defined and usually occurred on the environment site.

3.1.3. Pavia Centre and University

Obtained by the ROSIS sensor during a flight campaign over Pavia, Italy in 2002. The data is acquired at 1.3m per pixel spectral resolution with 102 bands and 103 bands for Pavia centre and Pavia university (PaviaU) respectively [18]. Pavia centre data set have 9 ground truth classes which are: water, trees, asphalt, self-blocking bricks, tiles, bitumen, shadows, meadows, and bare soil. Pavia university also have the same 9 classes but with gravel instead of tiles and painted metal sheets instead of self-blocking bricks.
3.2. Experiments Parameters

The following settings have been adopted in our experiments:

- Average function is used as a linkage strategy in hierarchical clustering.
- FCM is applied with an overlapping scaler equals to 1.1 to make it fuzzier.
- Due to huge memory requirements of hierarchical and DBSCAN clustering; data selection is applied. The process is achieved by selecting $p\%$ of each ground-truth class in the data set to be $p\%$ of the whole data set. The chosen percentages are 25% and 10% for hierarchical and DBSCAN clustering respectively.

In order to assess the performance of the proposed approach, five performance measurements are computed. The first one is clustering accuracy that calculated by assigning label for each cluster based on its elements true labels majority. Then the weighted accuracy of each cluster is computed as the clustering correct rate multiplied by the number of elements in each cluster. The final clustering accuracy is computed as the average of all clusters weighted accuracies.

To compute the other measurements, four parameters should be defined for each cluster $C_i$, which are: (1) number of correctly clustered elements (TP), (2) number of correctly rejected elements (TN), (3) number of incorrectly clustered elements (FP), and (4) number of incorrectly rejected data elements (FN).

The other four measurements are: Rand statistics ($Q_{\text{Rand}}$), Jaccard coefficient ($Q_{\text{Jaccard}}$), Fowlkes-Mallows index ($Q_{\text{FM}}$), and Hubert index ($Q_{\text{Hubert}}$) [19]. These measurements are defined in Equation (5), (6), (7) and (8):

\[
Q_{\text{Rand}} = \frac{TP + TN}{TP + TN + FP + FN} \quad (5)
\]

\[
Q_{\text{Jaccard}} = \frac{TP}{TP + FP + FN} \quad (6)
\]

\[
Q_{\text{FM}} = \frac{TP}{\sqrt{(TP + FP)(TP + FN)}} \quad (7)
\]

\[
Q_{\text{Hubert}} = \frac{TP (TP + TN + FP + FN) - ((TP + FP)(TP + FN))}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \quad (8)
\]

3.3. Results and Analysis

For all considered data sets, FCM [9, 10] is giving better clustering results with respect to accuracy measure. However, since the data sets are unbalanced, we investigate the other considered measures.

For Botswana data set[17] (Figure 2), it is confirmed that FCM is outperforming the other considered clustering algorithms with respect to all performance measures. Similarly, for Pavia data set[18] (Figure 4), FCM is either the best clustering results or slightly behind hierarchical clustering algorithm [11, 12]. For KSC data set[17] (Figure 3), K-means [5, 6] and K-medoids [7, 8] are giving the best results. Concerning PaviaU data set[18] (Figure 5), FCM is giving better
results according to the accuracy and $Q_{\text{Rand}}$ measures. However, according to $Q_{\text{Jaccard}}$, $Q_{\text{FM}}$, and $Q_{\text{Hubert}}$, the hierarchical clustering is giving better results.

In summary, we noticed that FCM is doing better than the other considered clustering algorithms. However, the accuracy is between 0.5 and 0.6. Moreover, FCM result depends on the value of the overlapping scaler $m$ that needs to be tuned in order to find the optimal result.

Figure 2. Botswana data set clustering results
Figure 3. KSC data set clustering results
Figure 4. Pavia data set clustering results
Figure 5. PaviaU data set clustering results

4. CONCLUSION

Recently, hyperspectral imaging (HIS) attracted researchers’ interests. Classification and clustering algorithms are conducted to analyse and study their results on HIS. In this paper we investigated the behaviour of known clustering techniques on HSI, which are: k-means[5, 6], K-medoids [7, 8], fuzzy C-Means (FCM)[9, 10], hierarchical[11, 12], and DBSCAN[13]. Four different HSI data sets are chosen in our experiments, which are: Botswana[17], KSC[17], Pavia[18], and PaviaU[18]. We found that FCM is doing better on Botswana and Pavia data sets, K-means and K-medoids are giving better results on KSC data set, and for PaviaU the hierarchical clustering is better.

In order to enhance further the results, we plan to use fusion techniques on the considered clustering algorithms. We will also consider semi-supervised clustering techniques [19, 20] where some of the known information is used to guide the clustering processes to a better partition. In addition, we intend to conduct advanced noise reduction process by applying some filtering techniques[21, 22]. As an example of filtering techniques that we may consider are: maximum likelihood adaptive filter for partially observed Boolean dynamical systems[23], optimal state
estimation for Boolean dynamical systems using a Boolean Kalman smoother [24], and automated lane detection by k-means clustering [25].
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ABSTRACT

Many data mining and knowledge discovery methodologies and process models have been developed, with varying degrees of success, there are three main methods used to discover patterns in data; KDD, SEMMA and CRISP-DM. They are presented in many of the publications of the area and are used in practice. To our knowledge, there is no clear methodology developed to support link mining. However, there is a well known methodology in knowledge discovery in databases, known as Cross Industry Standard Process for Data Mining (CRISPDM), developed by a consortium of several industrial companies which can be relevant to the study of link mining. In this study CRISP-DM has been adapted to the field of Link mining to detect anomalies. An important goal in link mining is the task of inferring links that are not yet known in a given network. This approach is implemented through the use of a case study of real world data (co-citation data). This case study aims to use mutual information to interpret the semantics of anomalies identified in co-citation, dataset that can provide valuable insights in determining the nature of a given link and potentially identifying important future link relationships.
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1. INTRODUCTION

In the last decade we have seen an increasing interest in the study of anomalies detection in data mining applied to law enforcement, financial fraud, and terrorism. In recent years, this study has been applied to social networks and online communities to identify influential networks participants and predict fraudulent or malicious activities. To our knowledge, the study of anomaly detection in link mining relied mostly on statistical or machine learning methods in order to gain insight to the structure of their networks. We believe that we can achieve a better understanding of these anomalies if we apply mutual information to the data entities and objects and links to reveal their semantic relationship. The aim of this research is to show how mutual information can help in providing a semantic interpretation of anomalies in data, to characterise the anomalies, and how mutual information can help measuring the information that object item X shares with another object item Y. This paper attempted to demonstrate the contribution of mutual information to interpret anomalies using a case study. This paper presents a novel approach to anomaly detection in link mining methodology based on mutual information.
2. LINK MINING METHODOLOGY

As CRISP-DM methodology is well developed and applied in knowledge discovery; this research has adapted it to the emerging field of link mining. While data mining addresses the discovery of patterns in data entities, link mining is interested in finding patterns in objects by exploiting and modeling the link among the objects. The approach to link mining is still an adhoc approach. The proposed adopted CRISP-DM methodology can help provide a structured approach to link mining in Figure 1. This consists of six stages:

![Figure 1. Link mining methodology](image)

The aim of this methodology is to define the link mining task and determining the objectives of link mining.

1. **Data description:** The data description phase starts with initial data collection and proceeds with activities that enable the researcher to become familiar with the data. The aim is to check data quality and any associated problems in order to discover first insights into the data, and identify interesting subsets to form hypotheses regarding hidden information.

2. **Data pre-processing:** The data pre-processing phase covers activities related to data cleansing and data integrity needed to construct the final dataset from the initial raw data. While outliers can be considered noise, or anomalies and thus discarded in data mining, they become the focus of this study as they can reveal important knowledge in link mining.

3. **Data transformation:** This involves syntactic modifications applied to the data; this maybe required by the modelling tool. Selecting an appropriate representation is an important challenge in link mining. The objects in link mining (e.g. people, events, organisation, and countries) have to be transformed into feature factors to represent and capture the connectivity and the strength of the links among those objects.

4. **Data exploration:** This stage is concerned with the distribution of the data and using relevant graphical tools to visualise the structure of the objects and their links. This stage helps identify the existence of anomalous objects or links.
5. **Data modeling:** This stage aims to identify all entities and the relationship between them. Data modeling puts algorithm in general in a historical perspective rooted in mathematics, statistics, and numerical analysis. For more complex data sets, different techniques are used such as nearest neighbour, statistical, classification, and information/context based approaches.

6. **Evaluation:** Data cleaning solutions will clean data by cross checking with a validated data set in phase 2. The clustering model in phase 5, explains natural groupings within a dataset based on a set of input variables. The resulting clustering model is sufficient statistics for calculating the cluster group norms and anomaly indices. Mutual information is useful in validating the model as it provides a semantic.

### 3. CASE STUDY

The application of the novel approach is implemented to a case study to demonstrate how mutual information can help explore and interpret anomalies detection with a real-world data set and application area. The key challenge for this technique is to apply data representation, for example graphs to visualise the dataset and a clustering approach (hierarchical cluster method). In Figure 2 shows how this study focuses on a case study using a set of co-citation data. The link mining methodology described above is applied to this case study and includes the following stages: data description, data preprocessing, data transformation, data exploration, data modeling based on graph mapping, hierarchical cluster and visualisation, and data evaluation.

![Figure 2. Link mining methodology in case study](image)

This case study covers the three link mining tasks. It is an attempt at identifying and clustering objects, representing them into a graph structure and studying the links between these objects.
4. DISCUSSION

If the approach were to be valid when used with a data set where the anomalies and relationships are unknown, it is necessary to demonstrate that the approach could be scaled to real world data volumes and used with inconsistent and/or noisy data and with other clustering algorithms. This case study addresses these issues. The clustering approach used in this case study was hierarchical clustering. Using bibliographic data, this approach created 5 clusters. Cluster 1 was found to contain data with the strongest links and cluster 5 to contain data with the weakest links. Applying mutual information, we were able to demonstrate that the clusters created by applying the algorithm reflected the semantics of the data. Cluster 5 contained the data with the lowest mutual information calculation value. This demonstrated that mutual information could be used to validate the results of the clustering algorithm.

As the result in Table 1, cluster 1 shows high mutual information indicating higher co-citation strength; cluster 5 has a low mutual information indicating lower co-citation strength.

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Items</th>
<th>Colour</th>
<th>Mutual Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cluster1</td>
<td>58</td>
<td>0.93</td>
</tr>
<tr>
<td>2</td>
<td>Cluster2</td>
<td>49</td>
<td>0.82</td>
</tr>
<tr>
<td>3</td>
<td>Cluster3</td>
<td>38</td>
<td>0.63</td>
</tr>
<tr>
<td>4</td>
<td>Cluster4</td>
<td>29</td>
<td>0.43</td>
</tr>
<tr>
<td>5</td>
<td>Cluster5</td>
<td>19</td>
<td>0.00</td>
</tr>
</tbody>
</table>

It was necessary to establish whether the proposed approach would be valid if used with a data set where the anomalies and relationships were unknown. Having clustered and then visualized the data and examined the resulting visualisation graph and the underlying cluster through mutual information, we were able to determine that the results produced were valid, demonstrating that the approach can be used with the real world data set. Analyzing each of the clusters, and the relationships between elements in the clusters was time consuming but enabled us to establish that the approach could be scaled to real world data and that it could be used with anomalies which were previously unknown. We found with the case study that the semantic preprocessing stage was an essential first step. The data from the bibliographic sources normally contains errors, such as misspelling the author’s name, the journal title, or in the references list. Occasionally, additional information has to be added to the original data, for example, if the author’s address is incomplete or wrong. For this reason, the analysis cannot be applied directly to the data retrieved from the bibliographic sources - a pre-processing stage over the retrieved data is necessary to overcome these issues. In this case study, the clustering approach was used to cluster the data into
groups sharing common characteristics, graph based visualization and mutual information was used to validate the approach.

Figure 3. Mapping nodes.

Clusters are designed to classify observations, as anomalies should fall in regions of the data space where there is a small density of normal observations. The anomalies occur in this case study as a cluster among the data, such observations are called collective anomalies, defined by Chandola et al. (2009) as follows: “The individual data instances in a collective anomaly may not be anomalies by themselves, but their occurrence together, as a collection is anomalous.”

Existing work on collective anomaly detection requires supporting relationships to connect the observations, such as sequential data, spatial data and graph data. Mutual information can be used to interpret collective anomalies. Mutual information can contribute to our understanding of anomalous features and help to identify links with anomalous behaviour. In this case study, mutual information was applied to interpret the semantics of the clusters. In cluster 5, for example, mutual information found no links amongst this group of nodes. This indicates collective anomalies, as zero mutual information between two random variables means that the variables are independent. Link mining considers data sets as a linked collection of interrelated objects and therefore it focuses on discovering explicit links between objects. Using mutual information allows us to work with objects without these explicit links. Cluster 5 contained documents, which had been selected as part of the co-citation data, but these documents were not themselves cited. Mutual information allowed us to examine the relationships between documents and to determine that some objects made use of self-citation meaning that they were regarded co-
cited but did not connect to other objects. We also identified a community anomaly, where the edge is considered a relationship anomaly, because it connects two communities, which are usually not connected to one another. Mutual information provided information about the relationships between objects, which could not be inferred from a clustering approach alone. This additional information supports a semantic explanation of anomalies.

5. SUMMARY

In this study, hierarchical clustering is applied to identify clusters and the data is visualised using graph representation. Anomalies occur as a cluster among the data, such observations are collective anomalies. Cluster validity with respect to anomalies can be difficult to evaluate because of data volumes. This research has demonstrated that mutual information can be applied to evaluate cluster content and the validity of the clustering approach. This also supports validation of the visualisation element. This case study was developed to use mutual information to validate the visualisation graph. We used a real world data set where the anomalies were not known in advance and the data required pre-processing. We were able to show that the approach developed when scaled to large data volumes and combined with semantic pre-processing, allowed us to work with noisy and inconsistent data. The co-citation data applied hierarchical clustering and visualised the data as a graph where nodes represented authors and edges represented cited-by. The aim was to cluster the nodes into groups sharing common characteristics; mutual information was applied to all clusters and demonstrated strong links among the element of each cluster, except in cluster 5. Mutual information conforms that cluster 5 elements share no links with the clusters and among themselves no link was found between authors. Zero mutual information between two random variables means that the variables are independent. Mutual information supported a semantic interpretation of the clusters, as shown by the discussion of cluster 5. The experimental work confirmed the effectiveness and efficiency of the proposed methods in practice. In particular, this revealed that our method is able to deal with data sets with a large number of objects and attributes. Having clustered and then visualised the data and examined the resulting visualisation graph and the underlying cluster through mutual information, we were able to determine that the results produced were valid, demonstrating that the approach can be used with the real world data set. Anomalies detection finds applications in many domains, where it is desirable to determine interesting and unusual events in the activity, which generates such data. The core of all anomalies detection methods is the creation of a probabilistic, statistical or algorithmic model, which characterises the normal behaviour of the data. The deviations from this model are used to determine the anomalies. A good domain-specific knowledge of the underlying data is often crucial in order to design simple and accurate models, which do not over fit the underlying data. Using mutual information contributes to our understanding of the anomalous features and helps with semantic interpretation and to identify links with anomalous behavior. The problem of anomalies detection becomes especially challenging, when significant relationships exist among the different data points. This is the case for bibliographic data in which the patterns in the relationships among the data points play a key role in defining the anomalies. In the data used in this case study, there is significantly more complexity in terms of how anomalies may be defined or modelled which can be used to interpret semantic meaning. Therefore, anomalies may be defined in terms of significant changes in the underlying network community or distance structure. Such models combine network analysis and change detection in order to detect structural and temporal anomalies from the underlying data. This research has demonstrated that mutual information can be applied to evaluate cluster content
and the validity of the clustering approach. This also supports validation of the visualization element.
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