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Preface 
 

The 7
th

 International Conference on Computer Science, Engineering & Applications (ICCSEA 2017) 

was held in Copenhagen, Denmark, during September 23~24, 2017. The 9
th

 International Conference 

on Wireless, Mobile Network & Applications (WiMoA-2017), The 6
th

 International Conference on 

Signal, Image Processing and Pattern Recognition (SPPR-2017), The 9
th

 International Conference on 

Grid Computing (GridCom-2017) and The 8
th

 International Conference on Communications Security 

& Information Assurance (CSIA 2017) was collocated with The 7
th

 International Conference on 

Computer Science, Engineering & Applications (ICCSEA 2017). The conferences attracted many 

local and international delegates, presenting a balanced mixture of intellect from the East and from the 

West.  

The goal of this conference series is to bring together researchers and practitioners from academia and 

industry to focus on understanding computer science and information technology and to establish new 

collaborations in these areas. Authors are invited to contribute to the conference by submitting articles 

that illustrate research results, projects, survey work and industrial experiences describing significant 

advances in all areas of computer science and information technology. 

 

The ICCSEA-2017, WiMoA-2017, SPPR-2017, GridCom-2017, CSIA-2017 Committees rigorously 

invited submissions for many months from researchers, scientists, engineers, students and 

practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed 

submissions from an unparalleled number of internationally recognized top-level researchers. All the 

submissions underwent a strenuous peer review process which comprised expert reviewers. These 

reviewers were selected from a talented pool of Technical Committee members and external reviewers 

on the basis of their expertise. The papers were then reviewed based on their contributions, technical 

content, originality and clarity. The entire process, which includes the submission, review and 

acceptance processes, was done electronically. All these efforts undertaken by the Organizing and 

Technical Committees led to an exciting, rich and a high quality technical conference program, which 

featured high-impact presentations for all attendees to enjoy, appreciate and expand their expertise in 

the latest developments in computer network and communications research. 

In closing, ICCSEA-2017, WiMoA-2017, SPPR-2017, GridCom-2017, CSIA-2017 brought together 

researchers, scientists, engineers, students and practitioners to exchange and share their experiences, 

new ideas and research results in all aspects of the main workshop themes and tracks, and to discuss 

the practical challenges encountered and the solutions adopted. The book is organized as a collection 

of papers from the ICCSEA-2017, WiMoA-2017, SPPR-2017, GridCom-2017, CSIA-2017. 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond the 

event and that the friendships and collaborations forged will linger and prosper for many years to 

come.           

                                                                                                                                                                             

Natarajan Meghanathan                                     

David C. Wyld 
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CINNAMONS: A COMPUTATION MODEL 

UNDERLYING CONTROL NETWORK 

PROGRAMMING 

Kostadin Kratchanov 
 

Department of Software Engineering, Yaşar University, Izmir, Turkey 

 

ABSTRACT 
 

We give the easily recognizable name “cinnamon” and “cinnamon programming” to a new 

computation model intended to form a theoretical foundation for Control Network 

Programming (CNP). CNP has established itself as a programming paradigm combining 

declarative and imperative features, built-in search engine, powerful tools for search control 

that allow easy, intuitive, visual development of heuristic, nondeterministic, and randomized 

solutions. We define rigorously the syntax and semantics of the new model of computation, at 

the same time trying to keep clear the intuition behind and to include enough examples. The 

purposely simplified theoretical model is then compared to both while-programs (thus 

demonstrating its Turing completeness), and the “real” CNP. Finally, future research 

possibilities are mentioned that would eventually extend the cinnamon programming into the 

directions of non determinism, randomness and fuzziness. 

 

KEYWORDS 
 

Control network programming, CNP, Programming languages, Programming paradigms, 

Computation models, While programs, Theoretical computer science, Recursive automata, Non 

determinism, Semantics 

 

 

1. INTRODUCTION 

 
This paper introduces a new computation model called Core Control Network Programming, 

or Core CNP. We introduce it to serve as a theoretical basis for Control Network Programming 

[1-4]. Actually, to make the new computation model easier to distinguish (and influenced by the 

popularity of Pokémon), we will slightly twist the name “Core CNP” into “Cinnamon 

programming”. As it is intended for formal mathematical study, it is a strictly minimal version 

of CNP - it has the same structure, but with only the most basic and fundamental features and 

primitives necessary. Sections 2 and 3 are devoted to the syntax and semantics of the new 

computation model, respectively. In Section 4 we show the Turing-completeness of cinnamon 

programming. Section 5 includes a concise description of more advanced features that distinguish 

the “real” CNP from the core CNP while Section 6 sketches some ideas for future study. 

 

In addition to developing theoretical foundations for CNP, an equally important aim of the 

presentation is to make the syntax and semantics of Control Network (CN) programs 

unambiguous and clear for the programmers employing CNP. 
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1.1. Background and Perspective 

 
As Jones explicitly maintains in his Preface to [5], the two major computer science fields – 

Theory of Computation (which splits into Computability and Computational complexity), and 

Programming languages (including Syntax and Semantics) – have much to offer each other. This 

overlap of concepts, approaches, and results can be described as a trend observed in the recent 

decades, some examples being [6-8].We would like to follow this trend here and use the 

terminology from both areas. 

 

The purpose of a computation is to solve a problem. Clearly, we must first make precise what is 

meant by a problem (also called computational task). Currently, there are four well-established 

main types of computational tasks considered in the computer literature: decision problems, 

function problems, search problems, and optimization problems. 

 

There are numerous approaches to the definition of computation and, respectively, to answering 

the question what is computable. Examples of some of the most famous approaches are: recursive 

functions (originating from the notion of functions in mathematics and based on the intuitive idea 

of what operations can be reasonably considered to be easily computable), lambda calculus 

(underlying functional programming), Turing machines (a maximally simplified version of a 

computer), register machines and RAM machines (underlying machine languages and assembly 

languages), GOTO-programs and WHILE-programs (theoretical foundation for higher-level 

imperative programming languages), first-order logic (underlying logic programming). A really 

striking result and one of the most important achievements of computer science is the fact that all 

these very different approaches ultimately lead to the same classification of decision problems, 

respectively function problems, with respect to their computability. Computability (solvability) 

turns out to be a natural intrinsic property of problems independent of the formalism used in the 

corresponding approach. These formalisms are referred to as models of computation. A 

computation model is called Turing-complete if it is equivalent in its computational power to a 

Turing machine (and, correspondingly, to any other of these universal models).  

 

Under each of these approaches, a model of computation is defined as a formal mathematical 

object, followed by the concept of computation for that model and the notion of what a given 

specific model computes. Assume that Turing machines are our computation model. Turing 

machines – acceptors are used for solving decision problems, while Turing machines – 

transducers are used for solving function problems. A Turing machine – acceptor solves a 

decision problem by accepting or rejecting the element.  A particular Turing machine – transducer 

calculates a partial function by producing an output element for an input element.  

 

Note that, ultimately, every Turing machine (including its program), or WHILE-program, etc. has 

a unique description in some properly defined language. Therefore, we can talk about the 

language of Turing machines, the language of WHILE-programs, and so on. A particular Turing 

machine is an element (a well-formed sentence) of the language of Turing machines. 

 

The description of a language is split into syntax (form) and semantics (meaning). Semantics 

reveals the meaning of syntactically valid strings in a language. There is a wide range of 

semantics proposed for programming languages (see, e.g., [4]). Two of the major approaches are 

outlined next. Operational semantics describes how a computation is performed internally in the 

corresponding computation model (often also called an abstract machine) – that is, how the 

program is interpreted (executed) in the computation model. In contrast, in denotational 

semantics we give meaning to the program by specifying the external behavior achieved by the 

computation, e.g., the partial function computed. 
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The above means that introducing a formal model of computation as a mathematical object (e.g., 

Turing machines) and defining how the computation in its terminology is performed (how a 

Turing machine operates and what it computes) is actually equivalent to introducing a language 

(the language of Turing machines) and specifying its syntax and semantics.  

 

1.2. Cinnamons 
 

This paper introduces a new computation model called Core Control Network Programming, 

or Core CNP.  

 

What in traditional programming corresponds to a program, is called here a cinnamon (the 

formal definition of a cinnamon is given in the next section). A traditional program is a string in 

the corresponding programming language. In contrast, a cinnamon is not simply a string but 

rather a ‘control network’ – a set of graphs. Cinnamon programming is a type of graphical 

(visual) programming. We believe graphical programming is clearer and more natural for human 

programmers [1,4], and this results in a faster process of developing a solution to the problem in 

hand. Of course, at a lower level the CN is transformed into a string in an appropriate language 

which is manipulated by the CNP compiler. However, in this presentation we prefer to stay at the 

higher and more abstract level.  

 

It is customary in mathematics to discuss objects without specifying their representation (talking 

about sets of objects, functions between sets of objects, etc.). In computation theory the 

representation of objects often plays a central role [10]. However, for clarity and simplicity, we 

will still define, as much as we can, the notions and concepts we need using sets without regard 

for the representation of their elements. Actually, computational tasks refer to objects that are 

represented in some canonical way. The two such main and best studied alternative 

representations are strings of symbols and natural numbers. In our presentation, when that must 

be made explicit we have chosen to work with natural numbers, and correspondingly functions on 

natural numbers. 

 

2. SYNTAX 
 
The syntax of the “language” of cinnamons is defined below. 

 

1.2. Definitions 

Let SV = {FINISH, RETURN} be a set of two distinct elements called system vertices(system 

nodes, system states), FINISH≠RETURN.  A graph is an ordered 6-tuple G = <S, A, source, 

target, L, label> consisting of: a nonempty finite set, S of elements called ordinary states 

(ordinary nodes, ordinary vertices), S∩SV=∅; a finite set, A of arrows; two functions source: 

A � S and target: A � (S ∪  SV) mapping an arrow a∈A into its sources∈S and targets’∈ (S ∪  

SV)respectively; a set, L of labels; and a function label: A � L∪{λ} assigning a label 

label(a)∈L∪{λ} to each arrow a∈A. A state is either an ordinary state, or a system state. For a 

given s∈S, we will denote by out(s) the set of all arrows with source s(called also arrows 

outgoing from s).  An initialized graph is an ordered pair <G, so> where G is a graph and so is a 

selected state, so∈S called the initial state. Note that FINISH and RETURN have no outgoing 

arrows, and that these system states cannot be initial. We will call a graph, G an ordered graph if 

the set out(s) for any given vertex s∈S is linearly ordered. An ordered graph which is initialized, 

is called an ordered initialized graph. 

We will represent initialized graphs graphically, using the following graphical symbols: 
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In the SpiderCNPIDE, the graphical symbol for an initial node is an oval in green:         s         . 

SpiderCNP [4,11,12] is an integrated development environment for developing and running CN 

programs. In particular, CNs can be created, tested and edited using a built-in graphic editor. All 

illustrations of CNs in this paper are screenshots from this IDE. SpiderCNP was developed by T. 

Golemanov. 

A subnet is an ordered pair <G,P> where G is an ordered initialized graph, and P is a list 

(possibly empty) with elements called formal subnet parameters.  

Let Vars be a countable set. Its elements will be called variables. We will denote the elements of 

Var as x0, x1, x2, … Of course, Vars could be the set N of natural numbers itself. 

A cinnamon (a substitution for Simple CN) is comprised of a nonempty finite set of subnets one 

of which is identified as the main subnet. Formally, a cinnamon, Σ  is an ordered pair <Ν, m> 

where N is a set of subnets satisfying conditions 1) - 2) below, and m∈N is its main subnet. 

This set of subnets must satisfy the following two properties: 

1) The sets of vertices of the (graphs of the) subnets are mutually nonintersecting.  

2) All subnets share the same label set, L. This label set consists of two types of elements: 

primitives, and invocations (the latter also called subnet calls) described below. 

Each primitive in the cinnamon may be from one of the following four types: 

a) clear(x) (also denoted x:=0) 

b) copy(x,y) (also denoted y:=x) 

c) inc(x)  (also denoted x:=x+1) 

d) if nonEq(x,y) (also denoted if x≠y) 

 

Primitives clear, inc, and copy are called elementary action primitives. Primitive if nonEq is 

called the elementary test primitive.  

Above, xand y are variables. Note that Σ consists of a finite set of subnets, each of which has a 

finite set of labeled arrows. Therefore, the number of variables used in it is also finite. We will 

denote by Vars
Σ
 the set of all variables used in the primitives of the cinnamon Σ. If ηis a subnet of 

a cinnamon Σ, than Vars
η
 denotes the set of variables of η. The sets of variables of two distinct 

subnets are nonintersecting. Clearly, Vars
Σ is the union of Vars

η for all subnets ηof Σ, Vars
Σ is 

finite, and Vars
Σ⊂ Vars. 

An invocation has the form: 

3) CALLη (a0, a1, …, an-1) where η is a subnet of the cinnamon Σ, and a0 – an-1 are called 

actual subnet parameters. Each ai is either a variable from Vars
Σ
, or a constant (a 

natural number).  

The list of actual subnet parameters may be empty, in which case we simply write CALLη. The 

number of actual parameters in the subnet call equals the number of formal parameters in the 

subnet definition. 
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Both direct and indirect recursion are allowed. For example, it is possible that the invocation 

CALL(η) is located in subnet η, that is, subnet η is called from itself. 

According to our definition above each arrow has a single label which is an elementary primitive 

or a subnet call. This assumption is imposed for simplicity. In practice, it is more convenient to 

allow an arrow’s label to be a finite, possibly empty, string of primitives and/or invocations. If  

                                               

using the new notation, actually denotes  

 

and (empty arrow) denotes   

 

An example of a cinnamon is shown in Figure 1. 

 

 

Figure 1 Cinnamon example 1 

Here, the cinnamon consists of two subnets, N1 and N2. N1 is the main subnet. It includes the 

ordinary states {1, 2, 3}, as well as a RETURN system state. The initial state is 1. Primitives used 

in N1 are {p1, p2, p3, p4}; the invocation CALL N2(a,5) is also used. In the invocation, a is an 

actual subnet parameter; the second parameter in this call is the constant 5. Subnet N2 uses the 

primitives {p1, p3, p4, p5, p6}, and the invocation CALL N1. Its set of states is {4, 5, 6, 7. 8}. N2 

also includes two RETUN states and one FINISH state. Each one of the primitives p1 – p6 must 

be of the forms discussed above, i.e., either an elementary action primitive or elementary test 

primitive. Subnet N1 has no formal subnet parameters while subnet N2 has two formal subnet 

parameters, x and y.This is an example of indirect recursion: subnet N2 is called from 

within subnet N1, and N1 is called from within N2. Clearly, invocating the main subnet 

form the same or other subnet is not a hindrance. 

As emphasized, the arrows going out of a given node, are linearly ordered. For convenience we 

accept that on the graphical representations the order of the arrows is from the left to the right and 

up – down. For example, the arrow 1�2 in N1 is before arrow 1�3. If using this default rule on 

the graphical representation is difficult, we may also show the order explicitly, as in Fig. 2. Here, 

arrow 1�3 precedes arrow 1�2. 
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Figure 2 Indicating order of arrows 

In our definition of a cinnamon above we have chosen a minimal set of allowed elementary 

primitives consisting of the specified three elementary action primitives (x:=0, y:=x, and x:=x+1) 

and one test primitive (if x≠y). As we will see further, this minimal set is functionally complete in 

the sense that these primitives are enough for implementing any computation. It would have been 

possible to choose alternative sets, e.g., action primitives {x:=0, y:=x+1, y:=x÷1}. As far as the 

test primitive is concerned, its condition could have been replaced by any one of conditions =, <, 

>, ≤, ≥ (similarly to [6,13] in the case of while-programs). For our considerations, however, our 

choice of elementary primitives proves to be the most convenient.  

It is also possible to choose a different set of elementary primitives if working with a based-on-

strings representation of data. Let A be a fixed alphabet with at least two different symbols. We 

could, for example, choose the following set of elementary primitives: clear(l) (creating an empty 

string l=λ), sep(l,h,t) (separating a string l into its head h and tail t), cons(h,t,l) (constructing a 

new string l with head h and tail t = adding a new symbol to the beginning of a string), ifEq(a,a1) 

(comparing symbols), ifEmpty(l) (if l = λ). 

It is worth mentioning that the concept of a cinnamon is an elaborated, filled with flesh version of 

an introduced much earlier but not so widely used skeletal notion – the notion of a recursive 

automaton / recursive finite-state automaton / recursive transition network / recursive control 

graph [14-23]. It is a computation model equivalent in computational power to nondeterministic 

push-down automata. Basically, the difference between an automaton and a recursive automaton 

is that the latter is a set of nondeterministic automata in which transitions are labeled either by an 

element of the input alphabet (a primitive in the case of cinnamons) or by the name of a 

nondeterministic automaton from the set (a subnet in the case of cinnamons). Cinnamons are a 

more complicated concept than recursive automata – for example, primitives and subnets have 

parameters, the set of outgoing arrows is ordered, the behavior in the basic definition is 

deterministic, there are concepts like failure and backward execution (the latter differences are of 

semantic nature). 

As is customary in computation theory literature, we can allow for convenience the usage of 

macro primitives. A macro definition is a sequence of primitives. For example, the sequence 

<clear(z), nonEq(x,z)>can be considered as a macro definition for the macro statement 

nonZero(x) which would be a new test primitive. Such an abbreviation will be called a macro 

statement (plural: macros). 
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Figure 3 Cinnamon for subtraction 

2.2 Examples 

A second example of a cinnamon is shown in Fig. 3. It consists of a single (main) subnet 

Subtract. After understanding the semantics (computation) of cinnamons, one can convince 

himself that this cinnamon computes the function subtraction of natural numbers; more precisely, 

� = 	 �� − �, 	
	� ≥ �;
0, 	
	� < �. � 
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Figure 4 A larger example 

Macros are one method for separating parts of a cinnamon into a named module of some sort and 

re-use them. Another, more powerful method is using subnets. In the following example (Figure 

4), we use a modified version of the previous example – the cinnamon for subtraction, but now it 

is not a complete cinnamon but rather a subnet within a cinnamon. The cinnamon has four 

subnets. One is subnet subtr already discussed. Subnet dec ‘defines’ a new ‘operation’ – 

decrement, using the subnet for subtraction. Using dec, subnet sum ‘defines’ another new 

‘operation’ – summation. The overall control structure is determined by the main subnet. This 

example actually implements the function 

if x≠y then z:=x+y else z:=0 

Note that ordering of outgoing arrows from a certain node plays an important role. For example, 

according to the default ordering of arrows outgoing from node s0 in subnet main arrow 

s0�FINISH labelled  if nonEq(x,y), call sum(x,y,z) precedes the arrow labeled clear(z), and the 

loop s2�s2 in subnet sum precedes arrow s2�RETURN. 

Our next example (Fig. 5) illustrates a cinnamon based on the definition with data representation 

using strings instead of natural numbers. Here, copy(t,l) is a macro statement with macro 

definition <sep(l,h,t, cons(h,t,l)> (l := t).  

 

Figure 5 Recognizer of arithmetic expressions 
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Assuming that the alphabet A includes symbols a, b, c, +, and *, this cinnamon plays the role of a 

recognizer for arithmetic expressions defined by the (ambiguous) grammar 

E � E + E / E * E / a / b / c 

Equivalently, this grammar can be defined by the syntax diagram in Fig. 6. The structure of the 

graph of the cinnamon duplicates that of the syntax diagram. The left recursion has been avoided. 

 

 
Figure 6 Syntax diagram of the grammar of arithmetic expressions 

 

Note that the list of elementary primitives in the definition of a cinnamon includes no ‘control’ 

primitives. This contrasts with the other well-known computation models such as while-

programs, recursive functions, etc. where one can find ‘control’ components such as while-loops, 

conditional statements, functions of primitive recursion and unbounded minimization, etc. The 

primitives in our definition are elementary tests or actions, and the control is embodied in the 

structure of the subnets. In the ‘real’ CNP, however, primitives are user-defined and can be 

arbitrary procedures defined in the underlying language – they can include loops, etc. In the triple 

general computational model terminology [22], variables and primitives define the operational 

unit, while the CN defines the control unit. As emphasized in [4], “Primitives + Control Network 

= Control Network Program”. In cinnamon programming primitives are built-in. In real CNP 

primitives must be defined and therefore a CNP project in SpiderCNP or the Bouquetcloud 

development environment [4] involves two major files – SpiderUnit and SpiderNet; in cinnamon 

programming SpiderUnit is not needed. 

Above, a cinnamon was defined abstractly using purely mathematical notions (such as sets and 

graphs) and notations. Alternatively, we could’ve had defined a formal language, or a 

programming language in which a cinnamon is specified. For our purposes in this paper the more 

abstract approach is preferable as it presents the concepts in a much more clear and neat manner. 

In reality, for developing and running CN programs one usually uses an integrated development 

environment such as SpiderCNPor Bouquet [4]. In SpiderUnit, two equivalent representations of 

the CN exist – a graphical representation and a corresponding textual representation. Typically, 

the ‘programmer’ creates and modifies the CN using its graphical representation manipulated by 

the built-in graphical editor, while the textual representation of the same CN is used in the files 

with which the CNP compiler and other software modules work. 

 

3. SEMANTICS 
 
In the previous section we presented the syntax of the ‘language’ of cinnamon programming, in 

other words, what syntactically a cinnamon is. As already discussed this is technically not a 

language as a cinnamon, unlike a program, is not a string but rather a set of graphs. 
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Now we turn our attention to the semantics of a cinnamon – in other words, what a cinnamon 

‘computes’. This specification of the computation process can be considered as an operational 

semantics. One can also consider a partial function which is defined by this computation thus 

saying that a cinnamon as a syntactic construct specifies this function – and that can be 

considered as a denotational semantics.  

 

3.1 Informally on the computation in a cinnamon 
 
We will describe first the ‘computation’ performed in a cinnamon, and then will address the 

semantics of the model more rigorously. Our exemplary cinnamon (which is a simplified version 

of the ‘technical example’ from [22]) is shown below. 

 
 

Figure 7 Technical example 

 

The computation starts from the initial state of the main subnet by ‘forward’ traversal along the 

arrows, and executing each primitive on the way. An elementary test primitive can be executed 

successfully, or unsuccessfully. After unsuccessful execution, the direction of the traversal is 

switched to ‘backwards’. How a primitive is executed forwards and backwards is given in its 

definition. The traversal strategy is an extended version of backtracking. When the control is 

returned to a state, the next not attempted yet outgoing arrow is tried. If no non-attempted 

outgoing arrows exist, the control goes backwards through the arrow along which the state was 

reached. A very interesting point of cinnamon programming is that the backward traversal can 

enter backwards a subnet, and continue backwards along the arrow used before. This is not 

possible in traditional programming because when completing a procedure all information from 

inside the procedure is lost. In contrast to traditional procedure/function call in programming 

languages, in cinnamon programming the data are not restored from a data stack but are restored 

by backwards execution. If the traversal reaches a FINISH node than the computation finishes 

successfully. If the traversal gets stuck in the initial node of the main subnet then the computation 

finishes unsuccessfully – no solution has been found. 

One possible traversal is shown in Fig. 8.The execution starts from the initial state, 1 of the main 

subnet, Alpha. Action primitive A is executed forwards, then test primitive if C is executed 

successfully. Next invocation Call Beta is executed, after which the control is in the initial state, 

10 of subnet Beta. Primitive I is now executed, and control moves to state 11. However, state 11 
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has no outgoing arrows, and mode of traversal changes to ‘Backwards’. Primitive I is now 

executed backwards and control is back in state 10. The next in order not-attempted outgoing 

arrow is the one with primitive P which is now executed. Then test primitive if U is successfully 

executed, RETURN state is reached, and control jumps back to subnet Alpha, more specifically to 

state 4. Test primitive if D follows, but its execution is unsuccessful. Therefore, backwards 

execution is triggered. Primitive if D is executed backwards, and control returns to state 4. There 

are no other outgoing arrows from 4. Therefore, subnet Beta is entered backwards. The system 

remembers that the last executed arrow before returning from subnet Beta was the one with label 

if U. Now, if U is executed backwards. State 12 has no remaining not-attempted arrows, so 

control continues moving backwards and primitive P is executed backwards. Now the control is 

in state 10. Outgoing arrow S has not been attempted, so the mode changes back to ‘Forward’ and 

primitive S, and then T and if U are executed forwards. Now, return from subnet Beta is 

performed and control reaches state 4. Assume that test primitive if D is now successful. Thus, the 

control reaches state FINISH, and the computation completes successfully. 

 

Figure 8 One possible execution in the technical example 

 

Now we can proceed to a formal definition of the cinnamon semantics. 

3.2 Formal semantics 

Let Vars be the countable set of variables defined earlier in the Section on Syntax. Let Σ be a 

given cinnamon, and Vars
Σ ⊂ Vars be its finite set of variables. As a matter of fact, we never use 

values of Vars outside of Vars
Σ  but the definitions remain simpler for Var. We will also need two 

special ‘system variables’  FORW  and  FAILURE. We assume that SV = {FORW, FAILURE} , 

SV ∩ Vars = ∅, and Varss = SV ∪ Vars. 

An environment, ε is a partial function Varss � N.  Terms with similar meaning used in 

literature are state of computation, store, single-assignment store. If for v ∈ Varssthe partial 

function σ is defined then the natural number ε(v) is called the value of variable v.  If ε(v) is not 

defined, we will also say that the value of variable v is not defined. The values ε(FORW) and 

ε(FAILURE) can only be 0 or 1, therefore the two system variables will more often be called 

system flags. The set of all environments is denoted Env.  

Informally, Vars
Σ imitates the data store (operational unit) in our model. We also need a control 

unit which in cinnamon programming is much more complex than in most other computation 

models as cinnamon programming is intended for declarative solution of problems of 

nondeterministic nature. Following our general strategy in this paper, we will employ 

mathematical definitions rather than explicitly specifying the abstract machine or use 

programming style terminology. However, in order to simplify the presentation, we will still use 

popular notions such as a stack of a particular type of elements for example, instead of describing 

it in formal mathematical language as a function N � Elements.  
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We will define the operational semantics of cinnamons by presenting formally an interpreter. The 

algorithm of this interpreter is specified by its UML activity diagram shown in Figure 9. 

 

 

Figure 9a Activity diagram of the interpreter I 
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Figure 9b Activity diagram of the interpreter II 

The corresponding virtual machine includes as components two stacks and a number of global 

variables. Stack arr_ST stores the current path of arrows and its elements are ordered pairs of the 

form <ARR, Remaining>. ARR can take as values the name of any of the arrows in 

thecinnamon,as well as the special value separator which signals that jump to a subnet has been 

performed. Stack subnet_ST keeps information about the nested subnets invoked. Its elements 

have the format <state after the subnet call, last value of Remaining when the call was made, 

values of parameters of the calling subnet, values of local variables of the calling subnet>. The 

global variables are: the system flags FORW and FAILURE, the current state STATE of the CN, 

the list (stack) Remaining of the outgoing arrows for the current state that have not been 

attempted yet, current arrow ARR, list PARAM of values of the parameters of the current subnet, 

list LOCALS of the values of the local variables of the current subnet, current primitive PRIM to 

be executed. The following notations have been also used in the activity diagram: init(SN) is the 

initial node of subnet SN, out(STATE) is the list of arrows outgoing from STATE, and target(ARR) 

is the state which is the target of arrow ARR.  

The interpreter presented above specifies the operational semantics of the language of cinnamons, 

and is a theoretical model only. Instead of an interpreter, the SpiderCNP IDE contains a 

recursive-decent-type compiler [4,11,12,22]. 

Note that the activity diagrams Process_Arr_Forw and Process_Arr_Backwcontain actions called 

‘execute’. This stands for ‘execute current primitive PRIM’. In the former activity diagram the 

execution is forwards, while in the latter it is performed backwards.  

The backwards execution involves restoring the data. That means that normally the action 

primitives must have two types of action – forward action (when moving forwards) and backward 
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action (when moving backwards and the data are being restored). Recall that the primitives can be 

of two types: elementary action primitives and elementary test primitives. Only execution of 

action primitives (clear, copy, and inc) changes the environment. Execution of test primitives 

does not affect the environment. We can easily define a backward action for inc. However, there 

is no natural way to define a backward action to clear and copy. Technically, their backward 

action is empty; in reality, a programmer never uses these two action primitives in positions in the 

CN where a backward action might be necessary. Values of system flags may be changed by an 

action primitive, or directly by the control unit. 

 

Figure 9c Activity diagram of the interpreter III 

If a cinnamon is started in an initial environment ε, then in the course of the ‘computation’ the 

control moves in accordance with the activity diagram, and from time to time action primitives 

will be executed thus changing the values of variables. If and when the cinnamon halts, the final 

environment will in general be different from ε. We thus interpret a cinnamon Σ  as a partial 

function [[Σ]] : Env � Env. The value [[Σ]] (ε) is the final environment after executing the 

cinnamon Σ with initial environment ε, provided Σ halts. If Σ does not halt when started in initial 

environment ε, then [[Σ]] (ε) is undefined. Instead of saying ‘Executing the cinnamon Σ’ one can 

equivalently say ‘The cinnamon Σ computes’ the function [[Σ]]. This function is the denotational 

semantics of Σ. Above, we use emphatic brackets [[ ]] following the tradition in studies on 

denotational semantics. 
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The following more formal definition of the execution of each of the allowed primitives follows 

elements from [13] for the case of while-programs. For ε∈ Env, x ∈ Varss, and a ∈ N, let ε[x  

a] denote the environment that is identical to ε except for the value of x, which is a. Formally, 

ε [x  a](y) = ε (y) if y≠x, and ε [x  a](x) = a. 

The execution of the action primitive has the following semantics: 

   ε [x0], if FORW = 1 

 [[clear(x]](ε) =   

   ε, if FORW = 0 

   ε [yε(x)], if FORW = 1 

 [[copy(x,y)]](ε) =   

   ε, if FORW = 0 

   ε [xε(x)+1], if FORW = 1 

 [[inc(x]](ε) =   

   ε [xε(x)-1], if FORW = 0 

The execution of the elementary test primitive nonEq(x,y) changes the value of the system 

variable FAILURE only. Formally, its semantics is as follows: 

    ε, if ε(x)≠ε(y) & FORW = 1 

 [[noneq(x,y]](ε) =   ε[FAILURE1], if ε(x)=ε(y) & FORW = 1 

    ε , if FORW = 0 

As we discussed, the interpretation of a cinnamon Σ  as a partial function [[Σ]] : Env � Env. At 

the same time, for any given natural number j, we might want to consider a cinnamon Σ as an 

agent computing a j-ary partial function fΣ: N
j 
� N. If we want to emphasize the arity of the 

function, we will write fΣ
(j)

: N
j 
� N. 

Let a cinnamon Σ and a natural number j be given. Let n be the number of variables of the 

cinnamon Σ. A partial function fΣ: N
j 
� N defined in the following way, is called the partial j-

ary function computed by ΣΣΣΣ : 

a) Suppose j < n. Let <a1, a2, …, aj>∈N
j
. Let ε∈ Env be an environment such that ε(xi) = 

aifor any i, 1 ≤  i ≤ j, ε(x0) = 0, and ε(xi) = 0 for any i > j. Then fΣ(a1, a2, …, aj) is defined 

iff  [[Σ]](ε)(x0) is defined, and if both are defined then 

fΣ(a1, a2, …, aj) = [[Σ]](ε)(x0). 

b) Suppose j ≥ n. Let ε∈ Env be an environment such that ε(xi) = aifor any i ≤ n-1, and ε(x0) 

= 0. Then fΣ(a1, a2, …, aj) is defined iff [[Σ]](ε)(x0) is defined, and if both are defined 

then 

fΣ(a1, a2, …, aj) = [[Σ]](ε)(x0). 

In other words, if j < n where n is the number of variables of Σ, and ε(x1), ε(x2), …. ε(xj) are the 

values of the j variables x1, ..., xj of Σin the starting environment while the values of the other 

variables are 0, then f(ε(x1), ε(x2), …. ε(xj)) takes the value [[Σ]](ε(x0)) of the variable x0 in the 

environment after the termination of the computation of Σ if it terminates. If the cinnamon has 

less variables than the parameters of the function then we simply use the first n variables and 

ignore the remaining ones. 

Clearly, a given cinnamon Σ computes a nullary (constant) function fΣ
(0)

: {0}�N, a unary 

function fΣ
(1)

: N�N, a binary function fΣ
(2)

: N2
�N, and so on up to N(n-1) 

� N, and further to 

infinity. 
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As an example, let us consider the cinnamon from Fig. 3, and let Var = {z,x,y,…}. Let us first 

consider the function f(2)
 : N

2 
� N. It is easy to check that f(2)

(7,3) = 4, f
(2)

(7,7) = 0, f
(2)

(7,0) = 7, 

and f
(2)

(3,7) = 0. f
(1)

(7) = f
(2)

(7,0) = 7. f
(0)

() = f
(2)

(0,0) = 0. f
(3)

(7,3,8) = f
(2)

(7,3) = 4. f
(4)

(7,3,8,2) = 

f
(2)

(7,3) = 4. 

 

4. TURING COMPLETENESS 
 
In this section, we show the Turing-completeness of cinnamon programming. Of course, the 

power of cinnamon programming cannot be seen and appreciated when computing simple 

deterministic functions but when dealing with nondeterministic problems. Actually, for 

deterministic algorithms, cinnamon programming is a departure from the idea of structured 

programming. However, as cinnamon programming is another computation model, it is still 

worthy to show its equivalence in computational power to the other, well-established computation 

models which are all equivalent in power according to the famous Church-Turing thesis. 

 

Computing models are typically considered as transducers (solvers of function problems) or 

acceptors (solvers of decision problems). A computation model is said to be Turing-complete if 

its computational power is equivalent to that of the Turing machine, and consequently to all other 

equivalent models. The computation model which is most similar to cinnamons, is the while-

programs. Therefore, we discuss below the equivalence between cinnamons and while-programs. 

The result is formulated in the next theorem. 

 

Theorem:   

 

{i) For every partial function f: Nj 
� N computable by a while-program P, there 

is a cinnamon Σ such that fΣ
(j)

 = f. 

 

{ii) For every partial function fΣ
(j)

: N
j 
� N computable by a cinnamon Σ, there is 

a while-program P that computes fΣ
(j)

. 

As usual for this type of results, for the proof of part (i) we need to simulate the while-program P 

by a suitable cinnamon, and to prove part (ii) we need to simulate the cinnamon Σ by a suitable 

while-program. 

Slightly different (but equivalent) definitions of the concept of a while-program can be found in 

the literature. We will use here the definition given in [13]. This definition includes the simple 

assignments x := 0, x := y+1 and x := y, and four statement constructs: sequential composition 

{p;q}, conditional if x<y then p else q, for-loop for y do p, and while-loop while x<y do p. 

Programs built inductively from these constructs are called while-programs. The function 

computed by a while-program is defined similarly to that of a cinnamon. 

The simulation of all the constructs from the definition of a while-program by cinnamons is 

shown below: 

 

 is equivalent to  x := 0 

 

 
 

 is equivalent to x := y+1 

 

 

 

                                                                                                                  is equivalent to x := y 
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Sequential composition {P, Q} from a while program can be simulated in the corresponding 

cinnamon by simulating separately P and Q, and then combining them by unifying the FINISH 

node of the part simulating P with the initial node of the part simulating Q. The simulation of the 

conditional statement if x < y then P else Q is illustrated below: 

 

where SimP is the cinnamon fragment simulating P, and simQ is the simulation of Q. A for-loop 

for y do P can be simulated by: 

 

The simulation of while x<y do P is illustrated by: 

 

where subnet P simulates segment P of the while-program. 

We will not provide a formal proof of Part (ii) of the Theorem. We can notice, however, that the 

cinnamon interpreter presented earlier is an algorithm, and as such can be coded in a 

programming language or by a while-program. 

 

5. FULL CNP  VS. CINNAMON PROGRAMMING 

The cinnamon, or core CNP, is a minimal theoretical computation model underlying the 

‘real’ Control Network Programming. We include below a short list of some extensions 

and extra features supported by the real CNP. 

• Subnets can have local variables. 

• In a subnet invocation the programmer can indicate which state of the subnet will be 

considered as its initial state for the particular subnet call. 

• The label of an arrow is a (possibly empty) sequence of primitives and/or subnet calls, 

not just a single primitive or a single subnet invocation. 

• The user defines their own primitives which are arbitrary procedures of the underlying 

programming language (not only the given minimal set of three elementary action 

primitives and one test primitive). In addition to forward action, any user-defined 

primitive can also have backward action. The definitions of the primitives (plus 

eventually definitions of constants and helping functions) form the operational unit (in 
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SpiderCNP it is implemented as a file called SpiderUnit). Technically no difference is 

made between action and test primitives. 

• User-defined primitives can be defined in separate units which are linked within the 

project. 

• It should be possible that the source code of these units is written in different 

programming languages – interoperability. 

• Object-oriented programming can be used. 

• There exists a system state STOP which is equivalent to a state without outgoing arrows. 

• The programmer may define costs of the arrows of the control network. 

• User has very powerful control tools – control states and system options – in order to 

direct and control the CN traversal [24,25]. In particular, that allows simple ‘visual’ 

implementation of  

o heuristic algorithms [2,3,26] 

o nondeterministic algorithms [27] 

o randomized algorithms [28] 

• The programmer can define the solution scope, that is, how many solutions will be found 

(if they exist) – a single solution, a fixed in advance number of solutions, all solutions, 

prompting after each solution if another solution should be sought. For example, the 

recognizer of arithmetic expressions (Fig. 5) will recognize as legal the expression a+b*c 

with operation + preceding the operation *, but another solution is possible which 

corresponds to operation * preceding +. 

 

6. CINNAMON PROGRAMMING, NONDETERMINISM AND OTHER 

EXTENSIONS 

In this section, we address a few ideas for future study 

. 
As discussed in detail in [4] for the case of CNP, the concept of a cinnamon is inherently 

declarative and nondeterministic in nature. This comes as no surprise at all, as its skeleton is 

recursive nondeterministic automata – see Section 2 above. At the same time, in Section 3, we 

defined the cinnamon as a deterministic computation model, and then in Section 4 pointed at its 

Turing-completeness, that is, its equivalence in computational power to the other deterministic 

models of computation. It would seem natural to actually define cinnamons as a nondeterministic 

model (computing a relation rather than a partial function) and relate them to other 

nondeterministic models such as nondeterministic Turing machines, nondeterministic while-

programs [29-33], etc. This direction of study is clearly related to the issue of solution scope. 

Further, nondeterministic computation is closely related to the definitions of a search problem, 

and the complexity class NP for search problems – therefore, treatment of cinnamons in this 

context are possible. This ‘nondeterministic’ avenue of research, however, as the other suggested 

topics of this section, lay beyond the scope of the current publication. 

 

As mentioned, the ‘real’ CNP has control tools that make the ‘declarative’ implementation of 

randomized algorithms easy and visually clear. It would be, therefore, reasonable to appropriately 

extend the concept of a cinnamon and study it as a model of randomized (probabilistic) 

computation, in particular in relation to existing randomized (probabilistic) computation models 

and complexity classes [34-36].  

 

Historically, CNP has roots in rule-based systems and fuzzy rule-based systems. Considering 

fuzzy cinnamons could be another possible direction for study. 
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ABSTRACT 

 

Many systems provide search and recommendation capabilities to scholars that search for 

scientific documents including research papers and dissertations. The appearance of search 

results may largely affect the system use. Traditional approaches provide textual formats for 

showing the results to users, whereas more recent approaches concentrate on other forms, e.g., 

on two dimensions. Moreover, this presentation may be adapted to user needs providing a 

personalised user experience combined with other contextual factors, such as enriching user 

search with keywords from recently used documents. In this paper, we present our work on 

results representation in the framework of a dissertation search engine in the Serbian language 

with the ultimate aim to provide a more personalised experience to users. We have integrated 

our approach in the PhD UNS digital library system of the University of Novi Sad, a research 

information, library and educational information system, and are discussing as early evaluation 

how users are perceiving this approach outlining also our vision for a context-aware digital 

library system. The initial results demonstrate the usefulness of providing more choices to the 

users adapting application to their needs. 
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1. INTRODUCTION 

 
Discovering information on the web is not always a trivial task for researchers that aim to 
examine previous research works that can be used as basis or reference for future research. Many 
systems provide the opportunity to scholars to search for papers and dissertations providing also 
relevant recommendations to users based on their areas of interest. Although the Google search 
engine is considered a superior solution to more elaborated library systems, such elaborated 
systems may provide more benefits in specific contexts, e.g., when searching for dissertations in 
specific languages, countries or institutes as addressed also in the framework of the current work 
[1]. 
 
Different information retrieval approaches are used in these systems for search purposes, whereas 
many systems integrate also recommendation mechanisms recommending relevant scientific 
papers or dissertations to users[2]. Although the Google Scholar recommendation is a very 
popular solution for scholars, additional systems may utilize different information about users in 
order to retrieve information. For instance, the Scienstein research paper recommender system 
enhances the keyword-based search by combining it with citation analysis, author analysis, source 
analysis, implicit ratings and explicit ratings [3].  
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Regardless of whether a more general or more specific system is used, the presentation of search 
results to users is important, as it widely affects how they perceive the system and may reduce or 
increase the chances of using the system and the frequency of use. In recommender systems, it is 
argued that the system’s user interface in general (e.g., the display of predictions at the time users 
rate items) may even affect user’s opinion [4].The visualization may then be adapted to user 
needs, presenting results either in a textual or an alternative format depending on how users 
respond to the alternative presentations of the system. This can form part of a personalised 
context-aware system that considers user’s environment, history and interaction with the system 
in order to act proactively and adapt the input and result to each user. Context-awareness is an 
inherent part of many systems in different domains, e.g., web services, mobile computing, where 
the application or system functionality adapts to the context of use [5, 6]. Context refers in most 
cases in any information that is relevant to the user, the system and any interaction between the 
user and the system[7]. 
 
Taking into consideration the above, in this paper we are presenting our work toward results 
representation in the framework of context-aware information provision for dissertations for 
scholars. In the framework of the PhD UNS digital library (DL) we are aiming at providing 
personalised services to the users[8]. The vision of this process is briefly described in a previous 
work of the authors [9].The PhD UNS digital library includes doctoral dissertations in the Serbian 
language with the motivation of providing access to research data as a step toward the 
development of a knowledge-based society. In this paper, we focus on the presentation of the 
results visualization component for the search results for the users of the PhD UNS system. A 
new way of presenting the search results to the users was conceived, designed and implemented. 
Specifically, the presentation of the content of a PhD dissertation as a word cloud was addressed. 
Word clouds are currently widely used in different systems. A word or tag cloud is a visual 
representation of word content commonly used to represent content in different environments 
[10].  
 
Subsequently, users have the opportunity to provide their feedback on this visualization indicating 
in essence whether they prefer the textual or the new graphical presentation of the results 
(changing from one representation to the other). The feedback was then used to adapt the results 
based on user preference. We are using this component as the initial step toward a fully 
personalised system, where different context parameters will be considered for providing a 
personalised context-aware user experience. At the current state, the user feedback is provided for 
personalisation purposes for the results appearance and is used in subsequent uses of the system. 
Personalisation has also been integrated into the recommendations provided by the system as 
presented in a previous work of the authors, whereas additional considerations are outlined as 
future work [11]. 
 
The contributions of this work is twofold: 
 

- We perform a study of word clouds as a visualization approach for digital libraries search 
results and we evaluate this approach in the framework of the PhD UNS digital library. 
Although the results have been used in a digital library in the Serbian language, they can 
be easily replicated in libraries implemented in different languages.   
 

- A side contribution can be found in the vision of results personalisation introduced 
toward a context-aware user experience. 

 
The rest of the paper is structured as follows. Section 2 outlines previous related work in the area 
of recommendations for scholars and the results visualization considering also word clouds. 
Section 3 presents the PhD UNS digital library and its use. Section 4 is dedicated to the 
presentation of the new word cloud generation component including also implementation details. 
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The integration and use of the component in the framework of PhD UNS digital library is 
presented in section 5. Section 6 is dedicated to evaluation results describing how users have 
perceived the system and finally, section 7 concludes the paper outlining also future research 
directions. 

 

2. RELATED WORK 
 

2.1. Results visualization 
 
Previous works have focused on personalising search or recommendation results. The process of 
presenting to users results in formats other than textual has been studied by many researchers in 
the past, in order to improve user experience in search engines, information retrieval approaches 
and recommender systems. 
 
A controlled comparison of text, 2D, and 3D approaches to a set of typical information seeking 
tasks on a collection of 100 top ranked documents retrieved from a much larger document set was 
presented in [12]. The experiments conducted included the participation of 15 individuals. The 
study revealed that although a visualization can assist the reduction of the mental workload for 
interpreting the results, these reductions and their acceptance depend on an appropriate mapping 
among the interface, the task and the user. In relevance to the above, our approach lies in the area 
of 2D display of information, but instead of focusing on basic text information we have adopted 
newer approaches found in word clouds. Visualization has also been addressed in even earlier 
works in the framework of database search [13].  
 
Most and more recent workshave examined visualization in web search, such as in [14] that 
presents an approach for the clustering of search engine results that relies on the semantics of the 
retrieved documents. The approach takes into consideration both lexical and semantics 
similarities among documents and applies activation spreading technique, in order to generate 
clusters based on semantic properties. In [15], a model for web search visualization is proposed, 
where physical location, spatial distance, color and movement of graphical objects are used to 
represent the degree of relevance between a query and relevant web pages considering this way 
the context of users’ subjects of interest. Previous works are thus trying to use different document 
properties in order to improve results visualization. However, we rely mostly on the document 
content, as it can better summarize the dissertation but focus on providing a different 
presentation.  
 
2.2. Word clouds 

 
According to Wikipedia, a word cloud is a “visual representation of text data, typically used to 

depict keyword metadata (tags) on websites, or to visualize free form text. Tags are usually single 

words, and the importance of each tag is shown with font size or color.” As aforementioned, work 
clouds are used in different environments, whereas they are a popular way of representing 
information on the web summarizing the content of documents and other sources of information. 
Previous works have introduced various algorithms for the tag selection or new ways for the word 
cloud creation [16, 17, 18]. 
 
Tag clouds have been used in PubCloud for the summarization of results from queries over the 
PubMed database of biomedical literature[19].PubCloud responds to queries of this database with 
tag clouds generated from words extracted from the abstracts returned by the query. The authors 
found that the descriptive information is this way provided in a better way to users. However, the 
discovery of relations between concepts is rendered less effective. This approach has similarities 
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with our work, since it addresses the visualization in the framework of scientific literature, but 
focuses on database queries and considers only document abstracts for the tag cloud generation.  
 
2.3. Context-awareness 

 
Context-aware services are relevant in diverse domains. Mobile computing and pervasive 
computing offer the necessary information from sensors on the mobile device and in user’s 
environments for context-aware application provision [20].Personalisation may adapt various 
features (e.g., presentation, structure) in order to address specific needs of each individual [21].In 
the framework of the web, and in web search and information retrieval systems, many systems 
utilize user’s search history in order to offer personalised search. In the work of [22] it was found 
that personalisation based on short-term history or “within-session” behavior is less valuable than 
long-term or “across-session” personalisation. 
 
In the area of digital libraries, an approach to construct personalised digital libraries that satisfy a 
user's necessity for information is introduced in [23]. Adaptive digital libraries are libraries that 
automatically learn user preferences and goals and personalise their interaction using this 
information. Based on this work he authors go further to develop a personalised digital library to 
suit the needs of different cognitive styles[24]. Adaptability versus adaptivity were investigated in 
a digital library and it was found that users performed better and perceived the adaptive version 
more positively. Both studies indicated that cognitive styles influence users’ preferences for the 
use of digital libraries and are for this reason considered also in the framework of our work. 
 
A number of tools have focused on providing personalised recommendations [25, 26]. However, 
we are not considering such works further, as the presentation of the recommendation process in 
PhD UNS digital library is outside the scope of the current paper.  
 
2.4. Contribution of our work 

 
We share similarities with previous works in terms of techniques used, as for instance word 
clouds have been used in other systems as well in order to improve the user experience. However, 
in contrast to previous works we apply a new visualization technique in a specific context, a 
Serbian digital library, allowing automatic adaptation for the appearance of search results based 
on user’s reaction. This visualization concept tested in a real setting forms part of a wider context-
aware experience for users. 
 

3. PHD UNS 

 
The current Research Information System of the University of Novi Sad (CRIS UNS) has been 
developed since 2008[27]. Digital Library of Dissertations of the University of Novi Sad (PhD 
UNS) has been developed and integrated with the CRIS UNS system since 2011 [28, 29]. The 
implemented digital library enables support for the processes relevant to the educational aspect of 
PhD studies (release thesis for public review, promotion of PhDs, etc.). Someone can see this as 
an integrated system of research information system, library and educational information system. 
This integrated system contributes to: 1) avoiding duplicated inputs on the three platforms and 
thus decrease number of the university stuff necessary for this work; 2) increasing metadata 
quality, reliability and reusability; 3) increasing quality level of services based on these metadata. 
PhD UNS is being used since December 2013. The University of Novi Sad Senat passed the 
decision that the upload of PhD thesis in PhD UNS system is the obligatory step before defending 
the thesis. However, all dissertations defended before December 2013 can also be scanned using 
Quidenus Mastered Book Scan 3.0 and be stored in the PhD UNS digital library.  
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Besides e-thesis, signed licenses for copyrights transfer are also stored in PhD UNS. There were 
two options by December of 2014: publishing dissertation under one of the six levels of Creative 
Commons License and publishing dissertation under a non-open-access license. Dissertations 
published under Creative Commons License can improve dissemination of knowledge stored in 
dissertations. This fact was recognized by the academic community at the University of Novi Sad. 
More than 90% (232 of 255) dissertations defended in the first year after putting the digital 
library into operation (December of 2013 – December of 2014) have been published under open-
access licenses. Since December of 2014, PhD. candidates must sign open-access statement 
which is in accordance with the new Serbian Regulations on Higher Education. 
 
Cataloguing within integrated system of CRIS UNS and PhD UNS is done using the MARC 21 
format [30, 31]. This enables the easy integration with library information systems based on 
MARC formats, such as BISIS system used by Central Library of University of Novi Sad. There 
is a web application for searching digital library which enables search by metadata and full text of 
PhD dissertations [32]. Metadata for all 5,000 dissertations ever defended at the University of 
Novi Sad (since 1955) are stored in Digital Library of Dissertations and can be searched via web 
application. The search engine of the digital library has been implemented using the Apache 
Lucene information retrieval library [33]. The set of catalogued metadata and full text of 
dissertations have been pre-processed and indexed using the custom Lucene Analyzer. The 
Analyzer includes the following processing steps: transformation from the Cyrillic alphabet to the 
Latin alphabet; stop word removal based on a stop word list for the Serbian language; and 
stemming. More than 250,000 downloads of dissertations using the web application for searching 
the PhD UNS digital library have been recorded in the system logs till this point.  
 
Also, the model of integrated system enables export of dissertation’s metadata through OAI-PMH 
protocols in Dublin Core, MARC 21, ETD-MS and CERIF format. It enables interoperability of 
the PhD UNS digital library and OAI-PMH compatible institutional repositories, CERIF based 
information systems, MARC based library information systems, network of digital libraries based 
on OAI-PMH protocol, such as NDLTD, DART Europe and OATD. More than 800 open-access 
dissertations are exported via the OAI-PMH protocol to those networks.  
 

4. WORD CLOUD GENERATOR COMPONENT 

 
The work cloud generator component forms now part of the PhD UNS digital library. As 
aforementioned, its aim is to present user search results in a word cloud representation. 
Specifically, users can search for dissertations using a number of keywords as performed in 
similar scholar systems. The new component targets the way of presenting results to users with 
the aim of adapting the results visualization to the user’s preferred mode, i.e., textual versus 
graphical. In order to achieve this, the word cloud generator component performs a number of 
actions on the dissertation texts as displayed in Figure 1. 
 
The word cloud component was implemented in Java and creates as output an image (currently in 
PNG format) with a work cloud for the text of a PhD dissertation.The tool uses as input the PDF 
file of the dissertation, it then parses the textual content of the file, performs a transformation 
from the Cyrillic alphabet to the Latin alphabet, in order to allow the easier subsequent 
processing, and performs actions traditionally used in information retrieval, in order to process 
the document text and choose the most important words from the text : stop word removal based 
on a stop word list for the Serbian language and stemming. The result of pre-processing is list of 
pairs containing original version of word from the text and its stem. The details of the tool 
utilized for this pre-processing step can also be found in a previous publication [11].  
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Figure 1.  Word Cloud generator steps 

The tool then proceeds to calculate the top frequencies of words in the text, generates the word 
cloud and creates an image file. All words are considered equal indetermining the importance of a 
keyword., while they are tokenized based on the existence of white spaces between the words in 
each sentence examined. The whole document text is considered instead of the abstract for 
instance, as we did not want to omit important words that appear in the text and may repeat many 
times. It is also usual for some abstracts to appear in English, but we wanted to capture the whole 
text. When calculating the word frequencies, the stemmed version of the words is used, in order 
to consider the different appearances of the same word (e.g., as noun, verb, etc.). Note however, 
that the words in the cloud are displayed in their original – and not the stemmed – version, in 
order to be better understandable to the users. The original word with the highest frequency for 
the respective stemmed word is presented to the user. Numbers and short words (this number of 
letters for small words is currently set to 4) are ignored.  
 
For implementation purposes, the Kumo library in Java was used [34]. Kumo carries the MIT 
license and its code has been extended to accommodate the needs of the PhD UNS digital library. 
The tool can be adapted to consider a different number of keywords or use different colors for the 
word cloud creation.  
 

5. INTEGRATION TO PHD UNS  

 
The word cloud generator component described in the previous section has been integrated in the 
PhD UNS digital library application and has been put into operation in April, 2017. The 
component accepts a PDF file as input and generates an image (PNG file) as output. The 
information retrieval process includes two phases: indexing and searching. The purpose of 
creation and storing an index (indexing) is to optimize speed and performance in finding relevant 
documents for a search query. Without an index, searching would require considerable time and 
computing power. Taking into account that the word cloud generator is time-prone and a high-
computing process, it is invoked in the phase of indexing and generated image is stored as 
supplement material to a PhD dissertation in the server file system. Figure 2 presents a Unified 
Modeling Language (UML) activity diagram which describes the process of adding new 
dissertation to the PhD UNS digital library. The activity Generate word cloud image is 
highlighted with red background and represents invoking the execution of the word cloud 
component described in the previous section. Moreover, the activity Create Lucene index 
includes the same steps for text pre-processing as the steps described in the word cloud generator 
component.    
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Figure 2. Adding a dissertation to the system 
 
The default way of representing the search results to the users which access the PhD UNS search 
web page for the first time is randomly selected among these two choices:1) display the results as 
references in Harvard representation style or 2) display the results as a word cloud image. 
Portions of screenshots depicting how the results are displayed in textual and word cloud 
representation are found in Figure 3. However, the user can request the change of the 
representation style as depicted in the process of Figure 4 (style option in the screenshots of 
Figure 3), providing this way her feedback and indicating her preference for the results 
visualization 
.  

6. EARLY EVALUATION 

 
If the representation style is changed by a user of the digital library, the relevant message is stored 
in the server log files along with other information for the use of the system. Listing 1 shows an 
example of an entry in the log file with the various data stored for each user interaction with the 
PhD UNS system. Information, such as date and time of access, location of access, IP address, 
user device and representation style, are available. The representation style is also stored in 
cookies on the browser on the client side as the user preferred representation style and will be 
considered as the default visualization style for the certain user for any future access to the PhD 
UNS search web page. We have used the log analysis, in order to perform an evaluation of the 
early results of our approach and examine how users reacted to the new representation. Note that 
we are currently utilizing only a subset of the information available in the log files. Additional 
data will be used in the future in order to add more context-aware features to the digital library. 

 

 

User PhD UNS

Upload dissertation and enter metadata

Store metadata in relational database

Store dissertation pdf fi le in fi le 

system

Generate word cloud image

Create Lucene index

Store image in fi le system

Upload dissertation and enter metadata

Store metadata in relational database

Store dissertation pdf fi le in fi le 

system

Generate word cloud image

Create Lucene index

Store image in fi le system



28 Computer Science & Information Technology (CS & IT)

 

Figure 3. PhD UNS results for search keyword “context

Computer Science & Information Technology (CS & IT) 

(a) 

 

(b) 

. PhD UNS results for search keyword “context-awareness” in (a) textual and (b) word cloud 
representation 

 

 

 

 

 

awareness” in (a) textual and (b) word cloud 
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Figure 4. Query execution for representation feedback 

[ INFO] 26.04.2017. 12:52:16 (SearchDissertationsManagedBean:setRepresentationStyle)  
Date and time: Wed Apr 26 12:52:16 CEST 2017|  
miliseconds: 1493203936644| +  
session id: FFBAA80BECE0B982EBA313A2DE38CCC9|  
userId: 149320389739914|  
ip address: 147.91.177.241(proxy = 147.91.173.31)|  
location: city: Belgrade, postal code: null, regionName: null (region: 00), countryName: Serbia (country 
code: RS), latitude: 44.818604, longitude: 20.468094|  
user agent (device): Mozilla/5.0 (Windows NT 5.1) AppleWebKit/537.36 (KHTML, like Gecko) 
Chrome/49.0.2623.112 Safari/537.36|  
new representation style: wordCloud 

 
Listing 1. A log message example 

Information from the users of the PhD system for the first months of use of the new 
representation component were collected. Log messages for the first four months of the new 
feature usage (April – August 2017) were for this purpose imported into a MySQL database for 
the purpose of log analysis. A total of 7,052 queries were defined and executed by 3,023 PhD 
UNS users during this period. The randomly selected representation style was changed 528 times 
by the PhD UNS users: it was changed 450 times to the textual representation style and 78 times 
to the visual (word cloud image) representation style. We can conclude that generally a lot of 
users accept both types of representation style taking into account that 2,495 of 3,023 users did 
not choose to change the representation style selected for them by the system. Furthermore, there 
are much more users which changed the representation style to textual than to visual 
representation style. This may be attributed to the fact that users are more familiar with textual 
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representation in their interactions with scholar systems (e.g., reference style of research papers). 
The provision of additional adaptability in the visualization (e.g., provide to the user the 
possibility to change the colors or the size of the word cloud) may also help in understanding 
whether the representation parameters affect the way users react to it. 
 
However, we also observed that there are users which changed representation styles a few times; 
we suppose that this change was performed since they needed a different representation style for 
different types of information needs. We have not noted however, any decrease in the number of 
visitors during the period the word cloud representation as introduced, indicating that the user’s 
frequency of use of the system and user’s opinion was not largely affected. Further log analysis 
will be performed in the next period of use of the system, as the personalised features will expand 
allowing to draw more useful conclusions, where a larger number of users will be considered.  
 

7. CONCLUSIONS 

 
In this paper, we have presented our work on the visualization of recommendations for scholars in 
the framework of the PhD UNS digital library. We have used a word cloud in order to study how 
users react to this new representation and then adapt the default results presentation for each user 
based on the feedback received by users. To the best of our knowledge, this is the first work that 
addresses the study of results representation for the Cyrillic alphabet. The initial results obtained 
from analyzing the log files of the system demonstrate that most users accept both representation 
styles, as only a small percentage of users chose to change the randomly chosen representation 
style during the use of the system. Further evaluation is required, in order to study whether the 
adaptability of this word cloud representation can improve the way users interact with PhD UNS.  
 
As future work, we intend to extend the personalised features of the system providing context 
features to the user searchers via the enrichment of user queries and results for scientific 
documents retrieval with context information. We intend to use different information sources for 
this purpose, such as keywords from dissertations texts, user device motion information(when a 
mobile device is used to access the system), user device battery information, keywords from 
previous user searches, and keywords from user’s publications and the publications of user’s 
collaborators (available only for registered users). These adaptations will realize our vision for a 
personalised digital library system for the Serbian language. Note that we want to preserve also 
user’s privacy at the time of providing a personalised solution. Although all user data is currently 
anonymous and most visitors are guest users of the system, we will target in the future additional 
privacy protection mechanisms for registered users.  
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ABSTRACT 

 
One of the most promising and exciting areas of communication technology is Vehicular Ad 

Hoc Networks (VANETs). It enables vehicles to communicate among and between each other 

and fixed infrastructures, and, to provide a safe and enjoyable driving experience. However, 

VANETs are very susceptible to attacks that could easily be evasive due to its dynamic topology, 

and, resulting in very dramatic results in traffic. To develop a suitable security solution for 

VANETs, it must first be understand how such attacks could affect the network. Therefore, this 

study analyzes four different types of attacks against two popular routing protocols (AODV, 

GPSR) in VANETs. All attacks, blackhole, dropping, flooding, and bogus information, were 

implemented on two real maps having low and high density. The results clearly show how 

attacks could severely affect communication and, the need for security solutions for such highly 

dynamic networks. 
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1. INTRODUCTION 

Conventional communication technology is changing rapidly. The opportunity to communicate 
via wireless technology brings about unlimited alternatives such as mobile ad hoc networks 
(MANETs), and wireless sensor networks (WSN). In mobile ad hoc networks, mobile nodes can 
communicate with no fixed infrastructure. This infrastructureless characteristic of mobile ad hoc 
networks enables the application of many different communication technologies. One of the most 
intriguing is vehicular ad hoc networks (VANETs). Basically, this new environment enables 
communication among and between vehicles and fixed structures called Road Side Units (RSUs). 
In such networks, each vehicle is equipped with a device called an On-Board Unit (OBUs) that 
enables their communication capability [1]. Vehicles can send and receive information such as 
traffic conditions and, road conditions [2]. The main purpose of VANETs is to provide drivers 
with a safer and more efficient driving experience. VANETs are expected to become widespread 
once certain research challenges have been successfully addressed, such as provision of security 
for these dynamic networks.  

Although VANETs are highly desirable for a safe and comfortable driving experience, the use of 
wireless channels and fast changing topology make them vulnerable to new forms of attack [3]. A 
malicious vehicle could disrupt the network and, cause unwanted results such as loss of lifes, 
money, and time [3], [4]. An attacker could achieve its purpose mainly through exploitation of the 
weakness of the routing protocols and application protocols in VANETs.  

An extensive analysis of attacks is necessary in order to develop suitable security solutions for 
VANETs, which is the primary aim of this study. In this study, four types of attacks, namely 
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blackhole, dropping, flooding, and bogus information attacks were analyzed on two popular 
routing protocols, AODV and GPSR. Real high/low density road maps were simulated in which 
vehicles move as on real roads. Furthermore, attack scenarios were implemented on real maps 
having realistic conditions (network mobility and density). The code and configuration files of 
attack simulations will be made publicly available. The authors believe that this analysis helps 
researchers to create efficient and suitable security solutions for VANETs.  
 

2. RELATED WORK 
 
Analysis of attacks in AODV have been widely analyzed in the literature. However, such 
analyses are mostly conducted out on mobile ad hoc networks, rather than, highly dynamic 
vehicular ad hoc networks. Furthermore, there has been little study of attacks in GPSR on 
VANETs. 
 
Extensive analysis of different types of attacks against AODV on MANETs can be found in [5]. 
In this current study, both atomic and compound misuses were introduced for AODV. In the 
simulations, only one attacker was assumed to be in the network. Furthermore, the simulated 
networks consisted of only five nodes in atomic misuses, and 20 nodes in compound misuses. 
Even though this study presents all kinds of attacks in detail, the simulations were limited.  
 
One of the mostly analyzed attacks to be found in the literature is the blackhole attack, due to 
being a specific attack to ad-hoc routing protocols. Four routing protocols (AODV, DSR, OLSR 
and TORA) were analyzed under blackhole attack in MANETs [6]. The results showed that 
AODV performed poorer than other protocols on simulated networks under attack. Blackhole 
attack was also analyzed in VANETs by using AODV and OLSR [7]. The results support the 
study given in [6] that AODV is more susceptible to attacks than OLSR. Although the 
simulations were for VANETs, the nodes in the experiments were assumed to move at a constant 
speed (10 m/s), which is unrealistic for vehicular communication. 
 
As in MANETs, the watchdog-based detection mechanism is usually proposed for the detection 
of blackhole attacks in VANETs [8]. With this method, every packet sent by vehicles is watched. 
Each vehicle maintains a trust table for its neighbors, and the trust value is determined by the 
ratio of packets that should be transmitted over packets actually transmitted. Any vehicle that 
drops below a certain threshold is considered malicious. 
 
In the literature flooding attack [9] is another type of attack analyzed for MANETs, where 
network performance is greatly affected by the sending of numerous packets [10]. This current 
study also used AODV as an exemplar protocol. The current study also proposed a detection 
mechanism for ad hoc flooding attack in which every vehicle watches its neighbors. If a neighbor 
sends RREQ packets exceeding a certain threshold, it is tagged as an attacker. A similar 
threshold-based approach [11] is proposed for the detection of flooding attacks on VANETs. For 
further information on attack detection mechanisms in VANETs, see the recent surveys in this 
area [12],[13]. 
 
As shown in the literature, analysis of attacks on VANETs is very limited. Moreover, although a 
bogus information attack could have a disastrous effect on VANETs, the literature mainly 
proposes a detection technique, and does not analyze the attack in detail as in this current study. 
Furthermore, the simulation environment in some studies might be unrealistic. In this current 
study, real high/low density road maps are simulated in which vehicles move as on a real road. To 
the best of the authors knowledge, this current study is the most extensive attack analysis in terms 
of attacks type, and the number of attackers in VANETs. 
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3. ROUTING PROTOCOLS: AODV AND GPSR 

VANETs can inherit routing protocols currently used in MANETs. An extensive review of 
routing protocols of VANETs can be found in [14]. This current study employs widely known 
AODV (Ad-Hoc on Demand Distance Vector Routing) [15] and GPSR (Greedy Perimeter 
Stateless Routing) [16] routing protocols. This section briefly explains these two routing 
protocols. While AODV is one of the most popular routing protocols, GPSR is one of the 
position-based protocols suited to VANETs [17]. 
 
3.1. AODV (Ad-Hoc on Demand Distance Vector Routing Protocol) 

 
AODV routing protocol is a reactive routing protocol [15] in which the routes are established just 
before any packet transmission begins. In the route discovery, two types of routing control 
packets are used: RREQ (route request) and RREP (route reply). 
 
When a vehicle wants to send a data packet to another vehicle and do not know the path to this 
destination vehicle, a RREQ packet is generated and broadcast to the network. Vehicles that 
receive these RREQ packets check their routing table as to whether or not they already know a 
path to the destination vehicle. If they locate a fresh route to the destination vehicle, they return a 
RREP packet to the source vehicle. Otherwise, the RREQ packet is rebroadcast. When a RREQ 
packet arrives to the destination, a unicast RREP packet is returned to the source vehicle. As soon 
as the source node receives a RREP packet, it starts sending data packets. There could be more 
than one path between two communication endpoints, but the shortest path is built in AODV. 
AODV also has a routing control packet called RERR (Route Error), which are sent by vehicles if 
any of their neighbors are unreachable. This packet type indicates broken links, vehicles that have 
gone out of range, etc. The local connectivity could be maintained both at the link layer and at the 
routing layer. If a link breakage is detected, RERR packets are sent to the neighbors. 
 
3.2. GPSR (Greedy Perimeter Stateless Routing Protocol) 

 
GPSR routing protocol is a geographically-based routing protocol which transmits data packets 
by using vehicles' geographical positions [16]. Unlike AODV, GPSR does not establish a route in 
advance. 
 
GPSR uses two different forwarding mechanisms: greedy and perimeter forwarding. In GPSR, 
vehicles know their neighbors by sending periodic beacon packets. Through the sending and 
receiving of beacons, vehicles each construct their own routing table. At the beginning, positions 
of each vehicle are saved in a look up table. When a vehicle moves, the look-up table is updated 
with the new position of the vehicle by using LocService (LOCS) packets which are periodic 
packets informing about vehicles' positions. When a vehicle wants to send a message, it originates 
a packet containing only the originator address and the destination address. The source vehicle 
transmits the packet to its neighbor closest to the destination, according to the neighbors' 
positions. This mechanism continues until the destination is reached (greedy forwarding). Hence, 
the next hop is determined by forwarding nodes during data packet transmission. When greedy 
forwarding fails, it means the packet transmitting vehicle cannot find any vehicle closer to the 
destination within its coverage area; hence GPSR turns to perimeter forwarding. In perimeter 
forwarding, packets are forwarded using the planar graph. Packets are traversed by the right hand 
rule within the network until the packet transmission turns back to greedy forwarding. As stated 
in [16], beacon intervals could be selected optionally. In the current study, the beacon interval 
was selected as 0.5 s to ensure compatibility with the nature of VANETs. The literature shows 
that the bigger the beacon interval, the fewer packets are delivered successfully [16]. 
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Hierarchical location service [18], which divides the area covered by the network into a 
hierarchy of regions for discovering the locations of nodes, is also employed in the simulations. 
 

4. IMPLEMENTED ATTACKS 
 
In this current study, the effects of four types of attacks were evaluated on both routing protocols. 
The implementation details of these attacks on AODV and GPSR are detailed in this section. 
 
4.1. Blackhole Attack 

 
The main aim of this attack is to direct data packets to the malicious vehicle by claiming it has the 
best route to the destination. It is mainly employed with dropping attack. After the route is 
established through the malicious vehicle, data packets are dropped. 
 
In AODV, the freshness of a route is defined with sequence numbers. In the blackhole attack 
scenario of the current study, the attacker takes advantage of this characteristic of AODV. The 
malicious vehicle receiving a RREQ packet replies with a RREP packet by incrementing the 
destination sequence number in the original RREQ packet. Even though the source node could 
receive more than one RREP packet, it will accept the freshest one coming from the malicious 
vehicle. Hence the malicious vehicle place itself in the route between the source and the 
destination node. The malicious vehicle could either listen to or disrupt the source vehicles’ 
communication. In this attack scenario, the attacker simply drops data packets it receives. 
 
In GPSR, the source vehicle always chooses a vehicle closest to the destination for forwarding its 
packet. In this attack scenario, the attacker takes control of the traffic by advertising itself as the 
nearest node to the destination. As in AODV, the malicious vehicle drops data packets it receives. 
In order to achieve its goals, the attacker needs to be accessible to the source node in order to 
receive the request and send a fake reply. 
 
4.2. Dropping Attack 
 
In this attack type, the malicious vehicle simply drops all the packets it receives. This attack is 
different from a blackhole attack. In the blackhole attack scenario, the malicious vehicle claims 
itself to have the shortest path and takes control of the traffic, then drops the data packets. 
However, in a packet dropping attack scenario, the malicious vehicle only drops data packets if a 
packet is transmitted through it. Even a simple dropping attack could cause serious consequences, 
especially in safety-related applications. Furthermore, it is difficult to distinguish from legal 
packet dropping on networks with high mobility. 
 
4.3. Flooding Attack 
 
The flooding attack is a type of DoS attack. The main aim of the attack is to exhaust the network 
by sending numerous control packets, resulting in network nodes unable to process legitimate 
traffic. While malicious vehicles could bombard the network with RREQ packets in AODV, 
beacon messages are employed in GPSR for this purpose. This attack both exhausts network 
bandwidth and nodes' packet queues, and the network becomes unavailable to legitimate users. 
In the current study’s simulations, in AODV a malicious vehicle broadcasts a fake RREQ packet 
for a non-existent vehicle in the network every 0.2 seconds. In GPSR, a malicious vehicle 
broadcasts lots of beacons to its neighbors in order to disrupt their functionalities. Beacon packets 
are sent at 0.2 second intervals. Fake packets are continually sent in both routing protocols until 
the simulation terminates. 
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4.4. Bogus Information Attack 
 
In bogus information attacks, the attacker sends falsified information to the network. For 
example, an attacker could send information about a fake road accident in order to divert traffic 
onto another road. This scenario could be very effective when there is no other vehicle to verify 
this deception of the falsified information. It is termed as a motorway attacker [19] if the attacker 
moves around quickly, and disseminates false information to a large group of nodes. 
 
In the attack scenario, the attacker chooses a node as its victim, and then prepares a RREQ or 
beacon packet for AODV and GPSR respectively as generated from the victim. The packets are 
generated for a randomly selected destination node, and the attacker node broadcasts these 
packets on behalf of the victim node every five seconds. The attacker attracts traffic by being the 
freshest node or the closest node to the destination in AODV and GPSR respectively. Again, any 
packets transmitting through the attacker will be dropped. This attack could also be used to isolate 
a node from the network; however, it will have little effect on the network due to the fast 
changing topology of VANETs. Packets not transmitted through the attacker will remain 
unaffected. 
 

5. EXPERIMENTAL RESULTS 
 
In this section, firstly the simulation environment is introduced. Then, the effects of each attack 
on the network are evaluated by analyzing simulation results. Each attack is evaluated against 
well-known network performance metrics: packet delivery ratio, overhead, end-to-end (E2E) 
delay. 
 
5.1. Simulation Environment 

All simulations are conducted in a widely used network simulator, ns-2 [20]. Each simulation is 
run for a period of 200 seconds. Each attack is evaluated in networks with varying numbers of 
attackers (0%, 5%, 10%, 15%, 20%, 25%, and 30%). In each group of attackers, the position of 
attackers is assigned randomly 10 times. 10 different connection files are established, and each 
connection file has 15 different connections. Hence, 700 simulations are run for an attack against 
a routing protocol, and their averaged results are presented in the subsequent section. In total, 
5,600 simulations are ran for a map. The simulation parameters used in the experiments are given 
in Table 1. 

Table 1: Simulation Parameters 

 
Simulation Parameters Value 

Simulation Time 200 seconds 
Network Area Istanbul Highway 

(2600m X 1340m) 
Munich City Center 
(2000m X 1380m) 

Number of Vehicles 35 
Data Packet Type CBR 
Packet Size 512 bytes 
Vehicle Speed 0 – 70 m/s 
Propagation Model Nakagami [21] 
Communication Range 250 m 
MAC Layer Protocol 802.11 
Local Link Connectivity Link Layer Notifications 

(MAC Control Packets) 
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Simulations are implemented on two real maps: Munich city center, and a part of the Istanbul 
Highway network. These roads were chosen due to their traffic densities. While the Munich road 
has high density, the Istanbul Highway has low density. These maps are generated by using 
SUMO [22] and OpenStreetMap [23]. 
 
5.2. Results in AODV 
 

5.2.1. Packet Delivery Ratio – AODV 

 

 
 

                             (a) Istanbul Highway                                            (b) Munich City Center 
 

Figure 1. Packet Delivery Ratio – AODV 

Figure 1 shows the packet delivery ratio of AODV in Istanbul Highway 1(a) and Munich City 
Center 1(b). In general, a dense network has a higher packet delivery ratio than a sparse network. 
As expected, while the attacker percentage in the network increases, packet delivery ratio 
decreases in both maps. Figure 1 clearly shows that the Istanbul Highway is affected more 
severely than Munich City Center. Because of the density, vehicles in Munich are able to find 
more connections than Istanbul Highway even with existence of attackers. 

Packet dropping attack decreases the packet delivery ratio as expected; however, the increase is 
not as much as in the blackhole attack scenario. This attack is more effective if the attacker is in a 
critical position such as being the only node that connects two endpoints, or two network 
partitions [24]. Since the attacker diverts traffic through itself in a blackhole attack, it is more 
effective. However in a simple packet dropping attack scenario, the attacker only drops packets if 
they are transmitted through it.  

Flooding attack does not have as severe effect as blackhole and dropping attacks do. As the 
number of fake packets broadcast to the network increases, it will cause more packets to be 
dropped due to heavy traffic impacting the network. This situation applies to the increase of the 
number of attackers as clearly seen in the figure 1.  

In the bogus attack scenario, by pro-actively forging fake routing control packets without 
receiving any packets (differently from a blackhole attack), the attacker diverts and then drops 
data packets, and hence decreases the packet delivery ratio as shown in Figure 1. 

In general, sparse networks (Istanbul Highway) are affected more than dense networks (Munich 
City Center). Moreover, as expected, when there are no malicious vehicles in the network, dense 
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networks have a higher packet delivery ratio than dense networks. In such networks, vehicles can 
find more vehicles able to continue the packet transmission. 

5.2.2. Overhead – AODV 

 
                              (a) Istanbul Highway                                           (b) Munich City Center 
 

    Figure 2. Overhead – AODV 

Figure 2 shows the overhead results for the attacks in both Istanbul Highway and Munich City 
Center. As the number of attacker increases, the overhead also increases due to disrupted routes. 
Flooding attack due to its very nature increases overhead the most. Blackhole attack also 
increases the overhead considerably due to its disruption of effective routes. The density of maps 
affects the overhead results as well. Since the dense network provides more connectivity, less 
control packets are introduced to the network. 

5.2.3. End-to-End Delay – AODV 

 
                             (a) Istanbul Highway                                         (b) Munich City Center 
 

Figure 3. End - to - End Delay - AODV 

Istanbul Highway is affected much more than Munich City Center in terms of end-to-end delay as 
shown in Figure 3. End-to-end delay remains the same or increases when the number of attackers 
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exceeds a certain threshold in flooding and bogus information attacks. In the existence of 
blackhole or dropping attacks, since less data packets are trying to be sent, they will be able to 
reach their destinations without waiting due to traffic levels in the network. Even though the 
number of routing control packets increases, as shown in Figure 2, the increase is not very 
significant. Because of dropped data packets, routes to the destination are re-built. In the 
simulations, it is observed that the average hop count could also decrease while the number of 
attackers increases and the topology changes. Due to sending data packets to closer nodes, a 
decrease in end-to-end delay also occurred in the case of blackhole and dropping attacks.  There 
was a fluctuation seen in the blackhole attack in Munich City map in Figure 3, probably caused 
by the selection of attackers, position of attackers, communication patterns, etc. 

5.3. Results in GPSR 

5.3.1. Packet Delivery Ratio – GPSR 

 
                                 (a) Istanbul Highway                                             (b) Munich City Center 
 

Figure 4. Packet Delivery Ratio – GPSR 

Figure 4 shows the packet delivery ratio of all attacks in both maps. GPSR's instantaneous vehicle 
selection to transmit a packet does not always succeed. Lack of selecting the best route for the 
destination might result in poor packet delivery performance. As expected the packet delivery 
ratio was higher on the more dense network. Since a node could find more alternative routes to a 
destination node in such networks, the sustainability of communication could be extended. More 
dense networks, consisting of more vehicles, could be more suitable to show the reaction of 
GPSR against attacks in the future. 

GPSR is affected almost equally for all attacks as demonstrated in Figure 4. The main difference 
between AODV and GPSR is that AODV has a pre-route establishment, where routes are 
established before the packet transmission begins. For this reason AODV has higher packet 
delivery ratio than GPSR. Also, the density of networks is significant to the packet delivery ratio. 
Since a node could find more alternative routes to a destination in dense networks, the 
sustainability of communication could be provided for longer. 

 

 

 



Computer Science & Information Technology (CS & IT)                                   43 

 

5.3.2 Overhead – GPSR 

 
                             (a) Istanbul Highway                                        (b) Munich City Center 
 

Figure 5. Overhead – GPSR 

Overhead results are given in Figure 5 for all attacks in both maps. GPSR clearly has more 
overhead than AODV. Due to the high number of beacon packets and having two different 
forwarding mechanisms [25], overhead is quite high in GPSR even when not under attack. When 
GPSR cannot find a suitable vehicle to transmit a packet, more control packets (beacons) are 
broadcast to the network. Besides periodic beacon packets, LOCS packets sent more frequently 
under high mobility is another factor affecting overhead in GPSR. As demonstrated, the overhead 
of GPRS under attack demonstrates a dramatic increase.  

Since there are already more routing control packets in low density networks, they are slightly 
more affected by flooding attacks in both routing protocols. As the attacker number increases 
more control packets will be burst to the network, which resulting in increased overhead. 
Moreover, this attack is more damaging in GPSR as the attacker sends beacon packets to all  its 
neighbors. The increase in the routing control packets can clearly be seen in Figure 5. 

5.3.3 End-to-End Delay – GPSR 

 
                             (a) Istanbul Highway                                        (b) Munich City Center 
 

Figure 6. End-to-End Delay – GPSR 
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Figure 6 shows the-end-to end delay for attacks in the two different maps. In Istanbul Highway 
map, GPSR's end-to-end delay for all attacks is decreasing. Since fewer packets are transmitted 
over a short period time to the destination point, end-to-end delay is decreasing. On the other 
hand, Munich City Center is less not affected than Istanbul Highway due to the high density of 
nodes in the city center traffic, and more application of GPSR's greedy forwarding mechanism 
under attack. It should be noted that density is not the only major factor affecting end-to-end 
delay. There are also other parameters such the location of attackers, the network topology, and 
traffic patterns. 

To summarize up, each attack negatively affects the communication in vehicular ad hoc networks. 
AODV is generally more severely affected by routing attacks. On the other hand, AODV has a 
better packet delivery ratio than GPSR in a network under no attack. This is because GPSR does 
not always select the best route as it decides packet transmission location instantaneously. As 
expected, results showed that both protocols have better performance in dense networks under no 
attack. Although AODV demonstrates fairly good performance on networks under no attack, the 
pre-establishing mechanism of AODV shows a weakness which attackers could exploit. On the 
other hand, the instantaneous path selection mechanism of GPSR hardens attackers to put 
themselves in a path. The attacker could directly change the communication links to its neighbors 
only. In the results, the attack which affects AODV the most is a blackhole attack. In AODV, an 
attacker has a high chance of diverting the packet transmission by sending fake RREP packets. 
GPSR are generally affected by each attack, especially when the percentage of attackers in the 
network exceeds 20% of all nodes. More dense networks consisting of more vehicles could be 
more suited to showing the reaction of GPSR against attacks. 

6. CONCLUSION 

Vehicular ad hoc networks are an emerging technology which it is believed will be extensively 
used in the near future. However, security is a key issue that first needs to be addressed. In order 
to be able to develop suitable prevention and detection mechanisms for VANETs, the nature of 
attacks and their effects on the network should be carefully analyzed; and which was the primary 
aim of this study. The attacks, namely blackhole, dropping, flooding and bogus information, are 
implemented on AODV and GPSR routing protocols. Although there has been some analyses of 
attacks specific to MANETs, their effects on more dynamic environments are lacking in the 
literature, hence they were explored in this current study. More popular attacks against VANETs 
such as bogus information attacks are also implemented and analyzed. More importantly, all 
attacks were implemented on real maps and under realistic scenarios. Furthermore, the impacts of 
the number of attackers and the density of road traffic are shown in the results. Especially GPSR 
is affected when the number of attackers exceeds 20% of the network. For AODV, the attack type 
is more influential in such experimental settings. The subtle attacks such as blackhole attack 
decrease the performance of AODV dramatically. The simulation results clearly show the need of 
security mechanism suitable for a such highly dynamic environment. To the best of the authors’ 
knowledge, this current study will be one of the most extensive attack analyses for VANETs to be 
found in the literature, helping future researchers working in this area. 
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ABSTRACT 

 

The wormhole attack is a severe attack on an application in a Mobile Ad hoc Network 

(MANET). This attack causes the applications to choose longer routes and disturbs the 

communications. A wormhole attacker can cause havoc on a MANET even without 

compromising the host of the application. For a wormhole attacker, email dumping is a simple 

attack that can lead to disastrous effects. In this paper we demonstrate the working of wormhole 

attack confirmation system in case of email dumping attack. The proposed method uses the 

honeypot to keep the attackers busy by interacting with them, and simultaneously identifies the 

attack using attack tree. It further reduces the false alarms, using the history of past attacks, 

stored in the Attack History Database. The system was tested in various sizes of MANETs, and 

the results prove that, the system efficiently identifies the email dumping attack with reduce false 

alarms.  
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1. INTRODUCTION 
 
Emails are the most common ways to exchange information, electronics documents and other 

files. Now-a-days, emails are used for sharing confidential data to electronic ads. In such cases, 

the emails attract a lot of attackers. Different types of attacks are possible on emails today[1], 

such as email dumping attack also called as email bomb attack[2], email malware attack[3], email 

virus[4], phishing emails[5] etc. The effect of these attacks increase drastically in the wireless 

networks domain like, Mobile Ad hoc Networks (MANETs). 

MANETs are increasing becoming the main tools for network centric warfare [6]. The flexibility 

provided in the design of MANETs makes it easy to execute attacks [7]. Wormhole attack is one 

of the most complicated attacks on a MANET. It is a routing manipulation attack that has a 

capacity to control the routes in a MANET. The wormhole attack is launched by two nodes 

cooperating with each other in order to execute the attack by forming a channel between 

themselves [8]. This channel is called the Wormhole tunnel. When a wormhole attacker on one 

end of the tunnel receives a packet, it forwards the packet to the other attacker via the wormhole 

tunnel, without following any protocol specifications. Hence the route via the tunnel seems to be 

shorter or quicker route. With the help of this tunnel, the wormhole attacker attracts more routes 

via themselves. Once a node chooses the path via the wormhole tunnel, the attackers control the 

application and data transfer.  
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Using the privileges acquired while executing the wormhole attack, the attackers launch more 

complicated attacks like the email dumping attack. An email dumping attack (also called as the 

email bomb attack) is a form of memory dumping attack, where the victim is over whelmed with 

emails, i.e., the victim receives excessive emails [9]. The victim could be a server or a destination 

node. This causes the victim’s incoming email buffer to overflow and lead to delay or loss of new 

emails. The network may be congested, as the lost emails will be sent again causing further delay.  

 

1.1. Proposed Method 
 

In our previous work, we have proposed the Wormhole Attack Confirmation system, which 

protects the MANET from wormhole attacks, and also protects the benign nodes from being 

framed as the wormhole attacker. In this paper we aim to analyse the Wormhole Attack 

Confirmation system during the email dumping attack. The system aims to confirm the email 

dumping attack using honeypot. The honeypot analyse various features of an email dumping 

attack using the wormhole attack trees. It further confirms the email dumping attack using the 

Attack History Database (AHD).  The contributions of the paper are as follows: 

 
1. Detection of relevant symptoms during email dumping attack in a MANET. 

 

2. Construction of attack tree using the symptoms of email dumping attack. 
 

3. Analysis of Wormhole Attack Confirmation System in the presence of email dumping 

attack. 
 

2. RELATED WORKS 
 
The wormhole attack is one of the most common attacks in a MANET environment. Many 

authors have published works on methods to identify or detect the wormhole attack, and many 

survey papers are available to gain an understanding of the landscape of research[10] on 

wormhole attack. In this paper here, we are interested in discussing about the email dumping 

attack in particular.  

 
In paper [11], Dwork and Naor have proposed a method to avoid unwanted junk mail from 

flooding a users’ inbox. The proposed method controls the access to common pool of resources 

by enforcing the user to compute a moderately hard function called the pricing function for 

important resources, and shortcut function for cheap resources. Various functions such as, 

extracting the square root, Fait-Shaimr based scheme, Ong-Schnorr-Shamir based scheme and 

recycling broken signature we tested, of which Fait-Shaimr scheme performed most efficiently.  
 

Jakobsson and Menzer have given a detailed account on how an attacker executes an attack, in 

which the victim is bombarded with un-wanted mails in [12]. The author explain, how the 

attacker first finds the suitable forms, which take victim address as input, and how these forms are 

filled, automatically using scripts. The authors’ term this as poor man’s DoS and explained how it 

is different from regular DoS. The paper also suggest some lightweight method to prevent and 

detect such attacks by, avoiding emails via open relays or using CAPTCHA or using extended 

address book at the user end. 

 
In [13], Chinchani et.al, have proposed methods to analyse the insider threat, which is generally 

ignored by many organizations. The working of the proposed scheme is analysed using the 

example of email worms, a resources-based attack. The KH model proposed in the paper, places a 

constraints that the attack will be successful when attacker can compromise all the reachable 

nodes via email. Thus in order to stop this attack the author suggests that mail server randomly 
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drops mails of at least one victim, i.e., at least one victim remains not reachable, thereby failing 

the attack. 

 
[14] is a narrative of an email spam attack that took place on Langley AFB internetworking 

infrastructure. The authors explained in chronological order, the events that happened during the 

attack; and, how they updated the countermeasure strategy each time, when the attacker improved 

their strategy. Finally they have designed a filtering algorithm which could mitigate a large 

variety of email-bomb attacks.  

 
The paper [15] proposes a Progress Email Classifier (PEC) for differentiating between the good 

emails and unsolicited bulk emails. The proposed classifier maintains a scoreboard for feature 

instances of email, which are used to classify the mail. The email classified as unsolicited bulk 

email is passed to a blacklist for further handling. 

 
The author of paper [16], have proposed a method to detect the email spam using data mining and 

machine learning. Three classifiers were used for identifying email spam, naive bayes, sequential 

minimal optimization and J48. Out of the three classifiers, J48 performed well compared to the 

other two methods. 

 

3. PRELIMINARIES 

 
When an attacker launches a new attack by using the privileges gained from an earlier attack, it is 

becomes tricky to identify the new attack. In our work proposed in this paper, we present a 

method to identify the email dumping attack launched using the wormhole attack. In order to 

identify the email dumping attack launched using the wormhole attack, we use the Wormhole 

Attack Confirmation System proposed in our previous work (currently under review).  

 
The Wormhole Attack Confirmation system aims to confirm the wormhole attack using the 

honeypot. The honeypot interacts with the attacker, mimicking as the victim node, while it 

confirms the attack. To analyse the current attack scenario, honeypot identifies the symptoms of 

the wormhole attack using the Wormhole Attack Tree. The following are the symptoms of 

wormhole attack: (a) S1 Low hop count route replies, (b) S2  Increased packet delivery time, (c) S3 

RREQ dropped by malicious node, (d) S4 increased number of neighbours, (e) S5 Presence of 

asymmetrical links, (f) S6 Longer propagation delays, (g) S7 Reception of same message, (h) S8  

More load on certain nodes. The honeypot further confirms the attack using the Attack History 

Database. 

 

4. CONFIRMATION EMAIL DUMPING ATTACK USING WORMHOLE 

ATTACK CONFIRMATION SYSTEM 

In this section we prove the efficiency of the Wormhole Attack Confirmation (WAC) system in 

identifying the email dumping attack. We identify the symptoms of the email dumping attack, and 

the corresponding symptoms of the wormhole attack. The symptoms of the email dumping attack 

are modelled using the Wormhole Attack Tree (WAT) and the symptoms of wormhole attack 

which cause them. The honeypot calculates the strength of the symptoms of wormhole attack 

using the Wormhole Attack Confirmation system. In what follows, we discuss the symptoms of 

the email dumping attack and the corresponding wormhole attack trees. 
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Table 1.  Nomenclature used 

Symbol Description 

Si i
th

 symptom of wormhole attack 

SEi i
th

 symptom of email dumping attack 

Κ(Si) Strength  of i
th

 symptom of wormhole attack 

Κ(SEi) Strength  of i
th

 symptom of email dumping attack 

Κ(ED) Strength of email dumping attack from attack tree analysis 

µ Weight assigned to symptoms of wormhole attack 

α Severity of attack as seen in attack history database 

PED Overall strength of email dumping attack 

 

4.1. Identifying the Email Dumping Attack 
 
An email dumping attack is a form of denial of service attack. In this attack, the victim receives 

excessive emails from different nodes in the MANET. This leads to overflowing of incoming 

email buffer of the victim, loss of emails or delay of emails etc. The symptoms of the email 

dumping attack are the effects of the attack seen at the victim node. Different execution of the 

wormhole attack leads to different symptoms of the email dumping attack. Thus, each of the 

symptom can modelled into the underlying wormhole attack, which makes it possible. Table 1 

provides the list of symptoms of email dumping attack. Let’s discuss each symptom in detail. 

 
Table 2.  Symptoms of Email Dumping Attack 

Symptom of Email Dumping 

Attack 

Description 

SE1 Over flowing buffer 

SE2 Increased email arrival rate 

SE3 Emails from various sources 

SE4 Emails of various destinations 

SE5 Delay in emails 

SE6 Loss of emails 

SE7 Slow network operations 

  

4.1.1. Over flowing buffer 

Due to the excessive number of emails delivered to the victim, the buffer of the victim is usually 

full in an email dumping attack. This symptom is caused when the victim node recursively 

receives the same message or when a node handles many routes in the MANET. The strength of 

over flowing buffer symptom SE1, Κ(SE1) given as follows: 

Κ(SE1) = Κ(S8)+ Κ(S7)-( Κ(S8)* Κ(S7)) 

4.1.2. Increased email arrival rate 

The main characteristic of an email dumping attacker is to send large number of emails to the 

victim, at a faster speed. Thus the arrival rate of the emails is high in this attack. This symptom is 

caused when the rate of arrival of emails increased drastically. The arrival rate of emails is 

increases when: (a) a particular node has shorter distance to other nodes and has many neighbours 

or (b) a node is receiving multiple copies of the same message due to lack of acknowledgement at 

the sender. The strength of increased email arrival symptom SE2, Κ(SE2) given as follows: 

Κ(SE2)= (Κ(S1)* Κ(S4))+ Κ(S7)-( Κ(S1)* Κ(S4)* Κ(S7)) 
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4.1.3. Emails from various sources 

To overwhelm the victim, the attacker creates route such that mails of various sources get 

dumped at the victim. Emails from various sources arrive at victim node, when it has more 

number of neighbours and other nodes in the region are not forwarding the mails. The strength of 

the symptom SE3, Κ(SE3) given as follows: 

Κ(SE3)= (Κ(S3)* Κ(S4)) 

4.1.4. Emails of various destinations 

Many nodes choose a particular node as a hop to reach various destinations when, (a) the node 

has shortest path to the destination and has more neighbours or (b) when it promptly forwards the 

mail to all it neighbours. The strength of the symptom SE4, Κ(SE4) given as follows: 

Κ(SE4)= (Κ(S1)* Κ(S4))+  (Κ(S3)* Κ(S4))-(( Κ(S1)* Κ(S4))* (Κ(S3)* Κ(S4))) 

4.1.5 Delay in emails 

A delay in delivery of emails is caused when the network has asymmetrical links; or, has longer 

propagation delay in some links; or, general packet delivery time is more. The strength of the 

symptom SE5, Κ(SE5) given as follows: 

Κ(SE5)=Κ(S2)+Κ(S6)+Κ(S5)-(Κ(S2)*Κ(S6))-(Κ(S6)*Κ(S5))-(Κ(S5)*Κ(S2))+(Κ(S2)*Κ(S6)*Κ(S5)) 

4.1.6. Loss of emails 

Emails forwarded to a victim node are lost when nodes drop the messages received by them or 

when certain nodes handle too many emails, and drop a few in the processing. The strength of the 

symptom SE6, Κ(SE6) given as follows: 

Κ(SE6)= Κ (S8)+ Κ(S3)-( Κ(S8)* Κ(S3)) 

4.1.7. Slow network operations 

Network operation, during an email dumping attack, slows down due to the excessive load on the 

victims in the network. The strength of the symptoms Κ(SE7) is given as follows 

Κ(SE7)= Κ(S8) 

The overall strength of the email dumping attack identified by the wormhole attack confirmation 

system is given by Κ(ED). The overall strength of email dumping attack, Κ Κ(ED) is given 

as: 

 

4.2. Confirming the Email Dumping Attack 

Once the email dumping attack is identified, honeypot confirms the occurrence of the email 

dumping attack, considering the input from the Attack History Database (AHD). It analyses the 

current strength of the email dumping attack in the context of previous attacks recorded in the 

AHD. After analysis honeypot takes a decision on the occurrence of the attack. 
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Table 3.  Classes of Symptom Strength 

Strength of Wormhole Attack Symptoms Class 

(0, 0.3] Low 

(0.3, 0.7] Moderate 

(0.7, 1] High 

 

The honeypot analyses the strength of the email dumping attack, Κ(ED), with respect to the 

strength of wormhole attack symptoms (see table 2). According to the history of email dumping 

attack, the following weights are assigned to the intervals of (ED). 
 

(a) Weak symptoms of wormhole attack: 

 

 
 

(b)Moderate strength of wormhole attack symptoms: 

 
 

(c) High strength of wormhole attack symptoms: 

 

 
 

The honeypot then queries the AHD for similar attacks in the past. The inputs from the AHD are 

analysed for any past attacks on MANET. A severity value, α, is assigned to the attacks that 

occurred in the past, as shown in Table 3. 
 

Table 4.  Similar attacks in history 

 

Number of attacks in the past  

N(attack) 

Severity  

α 

0< N(attack)<3 0.3 

3≤ N(attack)<10 0.7 

10≤N(attack) 1 

 

Finally the overall strength of the email dumping attack, PED is given as: 
 

PED=µ*Κ(ED)+(1-µ)*(α) 
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If the PED > 0.7, the email dumping attack is confirmed and Honeypot starts to trace the location 

of the attacker, which is a future work. If PED is in between [0.3,0.7) then it considered as weak 

confirmation and the Honeypot continues to interact with the attacker to improve the information 

about the attacker. If PED <0.3 then Honeypot discards the observations as false alarms. 
 

5. SIMULATION RESULTS 

 

5.1. Simulation Scenario 
 

The simulation scenario consists of MANET with size varying from 50 to 200 nodes and each 

node’s speed varies from 10m/sec to 20m/sec. A node in the MANET holds an email server. Two 

nodes at random are chosen to act as wormhole attackers executing the email dumping attack. A 

resource rich node in the centre of the MANET is chosen as the honeypot. Table 4 lists the 

remaining parameters of the simulation scenario. 

 
Table 5.  Parameters of Simulation 

Parameter Value 

Number of nodes 50-200 

MAC protocol 802.11a 

Routing protocol AODV 

Traffic source CBR 

Path-loss model Two-ray 

Mobility model Random way point 

Radio Range 270m-300m 

Packet size 512 bytes 

Speed 10,15,20 m/s 

Queuing Policy at the routers FIFO 

Channel capacity 2Mbits/s 

 

5.2. Simulation Results 

Figure 1 shows the percentage of email dumping attacks confirmed using the Wormhole Attack 

Confirmation system . The system confirms all the email dumping attacks with a minimum of 4 

symptoms of wormhole attack. This shows the ability of the system to confirm the attack quickly 

and efficiently.  

 
 

Figure 1.  Percentage of Email Dumping Attack Accepted and Rejected 

The number of symptoms of email dumping attack, identified with symptoms of wormhole attack 

is shown in figure 2. With just one symptom observed, the system can identify around 3 symptom 

of email dumping attack. The best case performance of the system is when all the symptoms of 
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email dumping attack are can be identified with just 5 symptoms of the wormhole attack. This 

shows that the model presented in the paper is efficient at deducing the email dumping attack   

 

 

Figure 2. Number of Symptoms of Email Dumping Attack Identified 

Figures 3, 4 and 5 show the effect of history on the confirmation of email dumping attack. In 

order to confirm the attack, in case of weak and moderately strong email dumping attack 

symptoms, the system needs at least 3 symptoms to confirm the email dumping attack. However, 

the best case performance of the system is achieved when strong email dumping attack symptoms 

are available in the history. When the symptoms are strong, the email dumping attack can 

confirmed even when the attack was observed just once in the past. 

 

 

Figure 3.  Effect of Attack History in presence of Weak Symptoms 

 

Figure 4.  Effect of Attack History in presence of Moderate Symptoms 
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Figure 5. Effect of Attack History in presence of Strong Symptoms 

 

6. CONCLUSIONS 

The study presented in this paper gives a detailed analysis of the Wormhole Attack Confirmation 

system during the email dumping attack. Various scenarios of the email dumping attack were 

modelled using the symptoms of the wormhole attack. The results presented in the paper show 

that the system is capable of confirming the email dumping attack with a high probability, in most 

of the cases. This shows that the Wormhole Attack Confirmation system is capable of identifying 

and confirming the email dumping attack.  
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ABSTRACT 

 

We propose a gradient-based method to extract the orientation field of a fingerprint image, and 

an iterative algorithm to refine and regularise this field. The formulation of this iterative 

algorithm is based on two new integral operators, which are described together with their main 

properties. A preprocessing step is also proposed in order to enhance the performance of the 

whole procedure. The results of our tests on real fingerprint images are provided to show the 

performance of the proposed approach. 
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1. INTRODUCTION 

Biometrics is a widely studied field, engaging scientists in several disciplines such as engineering, 

biology, mathematics and law. Interest in biometric authentication or recognition has grown in the 

last decades for medical, forensic, government and socio-economic applications. Fingerprint is 

one of the most distinctive biometric trait, different even for twins, with low storage needs and 

low cost acquisition systems; hence it is one of the most used biometric measure. Recent 

advances in computer science and improvements of hardware performances allowed the 

development of several automated fingerprint recognition systems. Such systems operate in two 

different modes: verification and identification. Verification in mostly used for civilian purposes, 

such as restricted resources access control, where an input fingerprint is compared with a database 

of already enrolled fingerprints; in the event that the input is present in the database, the 

verification is successful and the access granted. Identification is intended to find the identity ofa 

person, and a fingerprint is compared with a database, that may not contain it; this is mainly used 

by law enforcement agencies for investigation purposes and the analysis of the crime scene. 

Fingerprint images are characterised by a very particular structure formed by several almost 

parallel curves, which are usually called ridges. A typical recognition system consists of the 

following steps: 

1. Image acquisition, through inked paper scanning or directly by newer fingerprint 

scanners. 

2. Preprocessing, aimed to noise removal and contrast enhancement. 

3. Feature extraction, where some selected features are computed from the fingerprint for 

later use in the matching stage, or possibly stored in a database. In this stage is often 

present a codification procedure to reduce storage needs and to boost matching speed. 

4. Postprocessing, intended to improve the extracted features or to remove bad ones. 
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5. Matching, where a comparison is performed between the extracted features and the ones 

stored in the database [1-3]. 

The orientation field estimation, that is the extraction of information about ridge flow, is 

frequently present inside a fingerprint processing algorithm. Indeed the orientation field is used 

for classification [4], to detect singular points [5], to detect fingerprints alterations [6],for 

registration before matching [7], to improve matching performance [8, 9] and as a matching 

feature in itself [10]. Thus, the computation of a reliable orientation field from a fingerprint image 

is a problem of great interest and many techniques have been already developed. Usual 

approaches to this problem are: gradient-based, slit- and projection-based techniques, frequency 

domain orientation estimation. Poor quality fingerprints may contain creases, scratches, 

discontinuous ridge patterns and no-signal areas, which yield noise in the orientation fields, 

regardless of the chosen approach [3]. Hence, several methods have been proposed for post-

processing in order to reduce the orientation field unreliability, such as the orientation 

regularisation by using coherence criteria [11], neural network classification of unreliable 

orientations [12], multi-scale analysis for the correction of elements that change among different 

scales [13]. Other interesting contributions come from [14], where the correction of the estimated 

orientation field is based on the information coming from a global orientation model, and [15], 

where a probabilistic approach to the orientation field regularisation is introduced. [16] and [3] 

provide a detailed description of other interesting approach for the orientation field enhancement. 

Throughout this paper we focus on the second and third stages of the typical fingerprint 

recognition system. A new algorithm for the estimation of the orientation field and its refinement 

is proposed. The estimation of the orientation field is performed by a gradient based method: a 

group of directional gradient masks are chosen and convolved with the image, and their responses 

are combined to get an orientation field. The enhancement step is based on two operators that can 

be applied to the orientation field to detect singular points, to smooth the integral curves around 

singular points, and to iteratively remove noise. 

In Section 2 a detailed description of the proposed method is provided. In Section 3 we describe 

some numerical results obtained with the proposed method. In Section 4 we provide some 

conclusions. 

 

2. ALGORITHM 

 
Let � be an � ×� grey scale image, where each element �(�, �) with � = 1,… ,� and � = 1,… ,� 

is a grey level ranging from 0 to 255. 

Fingerprint images require the definition of the direction and orientation fields; here we use the 

same distinction introduced by Sherlock and Monro [17]. Given a complex number� ∈ ℂ, its 

phase is the angle � ∈ [0,2�) that it forms with the positive real axis. Every complex number � 

having the same phase angle � defines the same direction, regardless its modulus. The set of all 

the possible directions can be naturally identified with the unit circle��. Consider the straight line � given by ��, with� ∈ ℝ; it forms an angle � with the positive real axis that lies in the 

range[0, �), since � is invariant by rotation through integer multiples of�. Every complex number � having the same angle � defines an orientation, regardless its modulus. The set of all the 

possible orientations can be naturally identified with the projective circle��. Note that the concept 

of vector field, that is a mapping from the image to��, is unsuitable to describe the ridge flow of a 

fingerprint; hence our aim is to compute an orientation field, that is a map from the image to��. 

The proposed algorithm is composed by the two steps: preprocessing, described in Section 2.1, 

and orientation extraction, outlined in Section 2.2. 
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2.1. Preprocessing 

The preprocessing stage combines the image equalisation, the segmentation and the ridges 

amplification, and is an important preliminary step that yields reliability to the orientation 

estimation. 

The very first operation to be performed is the image scaling to the full grey level range, i.e. 1,… ,255, applying a linear transformation. The grey level histogram is then computed and 

smoothed convolving it with a Gaussian kernel. 

Fingerprint images coming from real test cases often produce an unbalanced histogram, implying 

an image either too bright or too dark. So a more balanced distribution of grey levels can be 

obtained through an iterative process, where an adaptive threshold grey level �on the histogram is 

computed in such a way that � is the mean value between the right and the left means; let us call �� and �  the final left and right means respectively. 

Since small grey values variations around 0 or 255 do not provide very useful information, we 

can remove them. Given two real numbers ��, � ∈ [0,1]we compute two threshold values �� and �  on the histogram so that �� = ���� and� = 255 − � (255 −� ); we define the following 

continuous function: 

 

#(�) =
$%%
&
%%'

0 � ≤ ��,� − ��� − �� ⋅ 127 �� < � ≤ �,
127 + � − �� − � ⋅ 128 � < � ≤ � ,

255 � > � ,
/ (1) 

that maps grey levels less than ��to 0, �to 127, and the ones greater than �  to 255. Finally we 

can obtain the equalised image �0 by computing 

 �0(�, �) = #1�(�, �)2, � = 1,… ,�, � = 1,… ,�. (2) 

The preliminary step to compute a significant mask is to remove marginal lines with very small 

variations in grey values. A minimum-allowed variation threshold 45 is set; from the image 

borders to the centre, for each row or column its maximum variation 6 is computed and if 6 < 45 

the row or column is removed. 

Acquisitions coming from fingerprint cards, because of camera misalignment, often present 

oblique lines nearby the border that must be excluded from further analysis. So, we apply to the 

image a two-dimensional 5 × 789 + 1:filter, where [⋅] is the rounding operator, with the kernel of 

the form: 

 (1,1,0,−1,−1); ⋅ (1,1, … ,1,1), (3) 

and T is the matrix transposition operator. This filter's response has a high absolute value where 

there are strong vertical changes in grey values. The outputs of this filter and of the transposed 

filter are combined together with a line-fitting algorithm to detect oblique lines; the image part 

outside those lines is removed from further steps. 

Fingerprints may contain handwritten text and other artifacts, that are removed in this step. We 

perform a simple image binarisation and morphology operations to exclude small or thin 

connected components. The image gradient is also binarised, dilated, and worked with classical 

morphology techniques, so that we obtain a second mask stricter than the previous. In this way 

artifacts can be removed and foreground be segmented. 

In the following we proceed to amplify the ridges. Let �R be the restriction of the initial image � to 

the significant mask obtained in the segmentation step. A matrix �> is computed by taking the 
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maximum in a circular neighbourhood of every pixel of �R; let �? be the matrix computed 

analogously by considering the circular minimum filter applied to �R. In order to emphasise the 

alternation of ridges and valleys, two threshold values �>@ and �>A are chosen for �>and another 

two values �?@ and �?A for �?; the values of �> in the range B�>@, �>AC and the values of �? in the 

range B�?@ , �?AC are stretched to the range [0,255]with a linear scaling. So, the emphasised image �0 can be computed as: 

 �0(�, �) = �?,D(�, �) + �R(�, �) − �?(�, �)�>(�, �) − �?(�, �) (�>,D(�, �) − �?,D(�, �)). (4) 

2.2. Orientation Extraction 

Let � be the initial image restricted to the significant mask obtained in the segmentation and with 

the ridge-valley structure emphasised as previously described. 

The orientation extraction procedure is composed of three steps: orientation estimation, spatial 

period computation, orientation refinement. 

2.1.1. Orientation Estimation 

We use a directional gradient based approach, where the image convolution is performed by a 

Gaussian kernel in a given direction, and a Gaussian derivative in the orthogonal direction. 

GivenE ∈ ℝF, we define the functionGH,I: [−E, E]D → ℝ: 

 GH,I(L, �) = M(L) ⋅ NOPQ(R)S@ P
AT@ ⋅ NOPQ(U)SA P

ATA , (5) 

whereM(�) = � − VHD + 1W, andX�, Y�, XDand YD are real positive parameters. We select �Z 

equally spaced angles ��, … , �[\ ∈ [0, �) and define the following group of directional gradient 

kernels: 

 GH,](�, �) = GH,I(�cos	 �] + �sin	 �], −�sin	 �] + �cos	 �]), (6) 

whered = 1,… ,�Z, � = 1,… , E�,� = 1,… , ED. The response to d-th kernel gives the directional 

image derivatives along the direction with angle�]. 

An orientation estimation is extracted as follows: we convolve the image with each kernelGH,], 

compute the absolute value of the response, and smooth it with a Gaussian filter; we call e] the 

resulting matrix. Let�] = V�] + fDWmod	�; i] = e]NDjklis a complex matrix with high-

magnitude elements where ridges flow along the orientation with angle�]. The desired orientation 

field i is computed as: 

 i(�, �) = m e](�, �) ⋅ NDjkl[\]n�m e](�, �)[\]n�
= m i](�, �)[\]n�m e](�, �)[\]n�

. (7) 

Notice that orientation angles are doubled in this process, thus giving a continuous field. A final 

Gaussian smoothing and an absolute value normalisation are performed, then the phase angles of i are halved. 

2.1.2. Spatial Period Computation 

From the orientation field i we can estimate the distance between two consecutive ridges. 

Consider the set of equally spaced gridded points on i	
For each point (�o, �o)consider the fixed-length segment centred at (�o , �o), orthogonal to the 

orientationi(�o, �o), and pick �p points on it. For each of these points an orientation qo,] ∈ ℂand 

 {(�o, �o)|t = 1,… ,�u}. (8) 
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a value wo,] ∈ [0,255] with d = 1,… ,�p are obtained by respectively interpolating the field i 

and the image �. 
In order to consider the t-th segment sufficiently reliable, a minimum absolute value threshold �~ 

is chosen and the condition min{|qo,]|}]n�,…,[y > �~ must be fulfilled, otherwise the segment is 

skipped. For each reliable segment, say the t-th one, consider the discrete signal 

 wo[d] = wo,]d = 1,… ,�p, (9) 

apply a lowpass filter, and compute the Fourier spectrum. The spatial frequency #z,o along the t-

th segment is the first peak after the zero-frequency one. The spatial frequency for the whole 

image can be computed as 

 #z = 1�u{#z,o
[|

on�
. (10) 

The spatial period}z, i.e. the distance between two consecutive ridges, is given by}z = [y~� . 

2.1.3. Orientation Refinement 

Let � be a rectangular region in the image �, and ℱ: � → ℂ be an orientation field, defined in �, 

possibly given by the initial estimationi; we denote with ℱ(�) the orientation ℱ(�, �) at 

point� = (�, �); ∈ �. 

The refinement process is defined by two operators. Let� ∈ ℕ, we select �� points �� ={�j}jn�,…,[� ⊂ ℝD from the circumference of radius � centred at �. We define the adjuster �Zof 

the field ℱ(�) as the following orientation field: 

 �Z(�) = 1��{sgn
[�

]n�
[�(�, �])]�(�, �])Dℱ(� + �]), (11) 

Where 

 �(�, �]) = ℜ � ℱ(� + �])|ℱ(� + �])|
(�] ⋅ ı − ��] ⋅ ȷ)‖�]‖ �, (12) 

ıand ȷare the usual vectors of the canonical base forℝD, � is the imaginary unit, ℜgives the real 

part of a complex number, ⋅denotes the inner product, ‖ ⋅ ‖is the Euclidean norm in ℝDand | ⋅ | is 
the absolute value inℂ. We call adjusted field the orientation field �ℱ obtained as: 

 �ℱI(�)D = (1 − L)ℱ(�)D + L�Z(�)D,
�ℱ(�) = �ℱI(�)|�ℱI(�)|max(|ℱ(�)|, |�Z(�)|),

                   (13) 

where L ∈ (0,1)is a small parameter. 

The smoother �p is the other operator and it is defined as follows: 

 �p(�) = 1��{sgn
[�

]n�
[#�(�, �])]�(�, �])Dℱ(� + �]), (14) 

where �(�, �]) is defined as above and 

 #�(�, �]) = ℜ{ℱ(� + �])ℱ(�)}, (15) 



62 Computer Science & Information Technology (CS & IT) 

 

where ℱ(�) is the complex conjugate ofℱ(�). We call smoothed field the orientation field �ℱ 

obtained as: 

 �ℱI(�)D = (1 − L)ℱ(�)D + L�p(�)D,
�ℱ(�) = �ℱI(�)|�ℱI(�)|max(|ℱ(�)|, |�p(�)|).

 (16) 

The key operator of our procedure for orientation refinement is the smoother, that succeeds in 

reconstructing and giving global coherence to a noisy orientation field. The drawback of its 

application is the shifting effect it has on loops; since we iteratively apply the smoothing operator, 

we need a reliable mask where loops are in the background. The adjuster has the converse effect 

on loops, giving them back their initial position and enhancing their rounded shape. 

The adjusting operator has a nice effect on loops, whereas strongly damages the deltas structure, 

hence it can be used to detect them. Let ip be the orientation estimated with directional gradient 

filters of sizeE = �D}z, and i� be the orientation estimated with directional gradient filters with 

sizeE = �D}z, where }z is the spatial period. We compute a difference mask � between the 

adjusted field �ip of ip and the adjusted field �i� ofi�. Since small variations of the 

orientation may also appear outside deltas, small connected components are filtered out; a final 

dilation is performed on the mask, to be sure to cover deltas. 

 

Figure 1. From top left: initial image, equalisation, segmentation and ridge amplification 
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Figure 2. From top left: the extracted orientation field, the result of the refinement procedure, the 

magnification of a noisy area of the extracted orientation field, and the magnification of the same area after 

the refinement procedure 

A mask ���with both cores and deltas is computed; ���is then eroded, so that it does not 

completely cover singularities. Small connected components, generated by noise and artifacts, are 

removed. 

In our algorithm masks are matrices with values 0 or 255; in the following we use logical 

operators between masks, thus considering them with false elements in correspondence of 0 

values, and with true elements in place of 255 values. 

To get a loops-only mask��, we need to join the information coming from�, with deltas, and 

from���, with cores too: 

 

 ��(�, �) = ���(�, �) ∧ not�(�, �), (17) 

 

where ∧ and “not” are the usual logical operators. Since during the creation of ��� we eroded 

the mask, ��may not entirely cover the loops: we need to perform a dilation. To finally get a no-

loops mask �¡� we do 
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 �¡�(�, �) = not��(�, �). (18) 

 

An iterative application of the smoothing operator within the mask �¡� can deeply improve the 

orientation estimation. Let us call iI the orientation field obtained in the extraction procedure, 

and �I the starting mask�¡�. At the step d = 1,2, … the orientation field i] is computed 

applying the smoothing operator. A difference mask �] between i] and i]O� is computed and 

intersected with the previous mask�]O�, then a slight erosion is performed to guarantee 

convergence. The iterative procedure halts when no more points change orientation due to the 

smoothing operator, i.e. when �] is false everywhere. 

 

Figure 3. Two fingerprints from NIST Special Database 9 exhibits the orientation regularisation 

performance. In the first column the orientation extraction outcome is shown, while the second column 

presents the results of the orientation regularisation procedure. 

 

Due to the shifting effect of the smoother on loops, the last step must be the application of the 

adjuster over them; in this way the initial position of loops is recovered and the drawbacks of the 

smoother are neutralised. 
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Figure 4. On the left the initial extracted orientation is presented, and on the right the related refined 

orientation. In the topmost line the whole image is shown, in the second and third lines two magnification 

of that image are exhibited for better understanding of our algorithm performance. 
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Figure 5. The effects of regularisation on another fingerprint image: on the left the orientation extraction, 

on the right the results of the orientation regularisation procedure. 

 

3. EXPERIMENTAL RESULTS 

 
We describe some of the results obtained in the numerical experience with the proposed method. 

In particular, we first show the outcome of the preliminary steps, such as image equalisation, 

segmentation, and ridge amplification; then we show the output of the orientation estimation and 

the orientation regularisation on five fingerprint images. 

 

In Figure 1 we can see the effects of the preprocessing stage, i.e. image equalisation, 

segmentation, and ridge amplification. The parameters used to generate these images are: �� = 0.25, � = 0.5, 45 = 2.55, �>@ = 0, �>A = 64, �?@ = 192,�?A = 230. The first image of 

Figure 1, starting from top left, is taken as an input to the algorithm described in Section 2;the 

second image is the result of the equalisation procedure, the third picture shows the segmentation, 

and in the last one the outcome of the ridge amplification step is exhibited. Notice the 

enhancement of ridge-valley structure, a more uniform brightness over the whole image, and the 

sharp detection of the significant part of the fingerprint image. 

In Figure 2 we can see the initial orientation estimation in the top-left image, and the refined 

orientation in the top-right; due to the small image dimensions, in the bottom line of Figure 2, we 

exhibit also the magnification of a noisy area where our method performs very well. To compute 

the orientation estimation we used the parameters E	 = 	15, X� = 1, Y� = 2, XD = 0.85, YD = 2, �Z = 36, �p = 31,�~ = 0.25. Figure 4 shows the refinement procedure on another fingerprint 

using the same parameters: in the top line of Figure 4 there are the initial extracted orientation 

field and result of the orientation refinement procedure on the whole image; in the second and 
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third lines there are the magnifications of two meaningful areas, where the good behaviour of our 

method is clear. 

The proposed algorithm performs very well in areas with a weak signal, such as creases, and in 

noisy parts of the image: the orientation there reconstructed exhibits high coherence with 

neighbouring areas. Figure 3provides a graphical explanation of such a good behaviour on a 

couple of fingerprint images. 

The proposed method presents a good behaviour also around loops: if the loop structure has been 

weakened during the orientation extraction stage, our refinement procedure is able to recover it; 

this phenomenon is clarified by the results presented in Figure 5. 

 

4. CONCLUSION 
 
This paper presents a preprocessing procedure, along with a reliable algorithm to extract the 

orientation field and to improve it. 

 

The proposed method still has to be tested against a database with ground truth information; this 

will help us tuning the parameters up and knowing their inner relationships; furthermore, testing 

our algorithm against such databases will let us compute the accuracy and computational time of 

the proposed method. Many databases can be found over the Internet, for instance the NIST 

Special Databases, which will be used in future studies to enhance the present algorithm and to 

extend it taking into account minutiae extraction. 
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ABSTRACT 

 
The placement of virtual machines is a permanent routine that determines both performance 

and energy efficiency within Datacenters. Unfortunately, it is a task whose complexity is fully 

supported by the common sense of the system administrators who must try different scenarios in 

order to detect the one that best satisfies the constraints imposed by the environment. Bin 

packing techniques have been used to address similar issues in other areas such as 

transportation and mass distribution. We try to apply these methods to the problem of placing 

virtual machines on the physical servers within Datacenters. Our aim is to evaluate the 

efficiency of this technique at the optimum distribution of the VM while using the minimum 

number of physical machines and consequently reduce the amount of energy required for their 

power supply. The results obtained in comparison with the so called brute force method makes 

it possible to conclude that the Bin packing techniques could help possible to rationalize the use 

of the physical resources allocated to the operation of the applications in the Datacenters while 

preserving the SLA imposed by the clients 
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1. INTRODUCTION 

 
Virtualization technologies and cloud computing have emerged particularly during the last five 
years thanks to the widespread needs of ever faster, more sophisticated and always easier 
technologies. The formerly known enterprise self-computing disappears gradually in favor of 
outsourcing IT services and on-demand services consumption that both boost business and 
improve competitiveness in more complex environments. Early, the efforts of industrial and ICT 
professional shave turned to the improvement of basic technologies of Cloud Computing and 
first, virtualization. Considered as the forerunner of the modern computing, the possibility of 
subdividing a physical machine into multiple virtual servers as shown on fig 1 has generated 
among researchers appetites still not satisfied. Since that hypervisors have been made available, 
all manufacturers in the computing world migrated their platform in this new perspective, 
favoring the growth of many datacenters in which the customized services at an optimal price are 
now possible. The proliferation of data centers around the world, however, reveals the ever 
increasing needs of material and energy resources for their operation given the demands of the 
nonstop" generated outsourcing needs and the exponential growth of traffic volumes of online 
services.  
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The question, that is the more worrying is that the energy needs of Datacenters now rival the most 
energy-intensive industries such as aerospace, automotive, to name a few. Many studies have 
been initiated to try to reduce the magnitude of the problem then generated. First, the hardware 
manufacturers have invested in the development of components with high electrical efficiency. 
Then, other software adjustment techniques of the server operating system helped to maximize 
energy savings. However, in order to respect the constraints of availability and cloud computing 
services quality, engineers require to size the virtual servers with comfortable margins for 
avoiding congestions and saturations of processors and memory resources. Energy losses caused 
by that operation of resources oversized become a new nightmare to which many studies trying to 
answer. Several algorithms were then developed to optimize virtual machine allocation plan on 
physical servers. Overall, these algorithms are based on solving a bin packing problem in multiple 
dimensions with different variants. Two main methods of solving these types of NP-hard 
problems clash. 
 

 
 

Figure 1. Virtualization classical scheme  
 

 On the one hand the so-called "bruteforce" causing very high computation time and incompatible 
with the process of rapid decision making in the field of cloud computing and on the other hand 
the heuristic method that combines some logic to find the most realistic solution within an 
acceptable time. However, the placement problem of virtual machines in the datacenter must take 
into consideration certains others conditions such as incompatibilities, compliance of combined 
value memory-processors to a minimum and respect of Service Level Agreements (SLA) 
constraints. Here we propose a new algorithm that is based on heuristics and produces an 
occupancy plan of virtuals machines in the datacenter by minimizing the overall processors 
amount and therefore improve energy efficiency within datacenters. This techniques also help to 
reduce the decision time for datacenters engineers comparing to manual or brute-force methods.  
 
The contribution of our work is about, on the one hand, the use of the Bin packing algorithm for 
the design of initial allocation plan of the virtual machines and other hand the introduction of the 
compatibility constraint regarding to the high availability and data security architectures 
implemented within Datacenters. The rest of the article is organized as follows: in section 1 we 
present the state of the art on VM placement techniques, and then describe the Bin Packing tools 
used in the section 2. We will present our placement approach in Section 3, and the presentation 
of simulation results in Section 4. Finally we’ll conclude the paper. 
 

2. RELATED WORKS 
 
The virtual machine placement algorithms within Datacenters are purchased different goals. 
Based on several survey [9],[12], [7], [10] [6] the most common one is the reduction of the 
amount of physical resources deployed and thus optimizing the overall energy consumption. The 
techniques developed are largely based on heuristics or meta-heuristic of the well-known Bin 
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Packing problem solving but other techniques such as vector and matrix calculations or methods 
of artificial intelligence as ant colony systems or Bayesian systems are also used. Many papers 
like [3] presents a variant of Bin Packing known as the snapsack problem developed to solve de 
placement problem.[13], [4] proposes an algorithm based on ant colony systems to develop a 
distribution function of the triplets (cpu, mem,bw) corresponding to the needs of the triplets VM 
(CPU,MEM, BW) corresponding to available servers. In this article, the utilization rate criteria 
different physical resources are taken into account in respect of decision making. Similarly, 
others techniques are proposed by [1], [11] and are based on an iterative approach of VM 
placement in purpose of cloud service providing. In a more improved version closer to the needs 
of real data centers, [2] conduct a prior classification of servers resource consumption profile 
before deciding their distribution on physical servers. This work helps distribute virtual servers to 
limit sudden later resources congestion on physical servers. The various techniques presented 
above using various mathematical tools. Techniques based on binpacking problems are most 
common in the literature and at the same time those that produce the best results. However the 
classification proposed by [2] does not necessarily correspond to the stresses that are usually 
found in data centers. We will try to add a manual classification of the servers according to their 
compatibility. 
 

3. BIN PACKING PROBLEM 
 
Given a set of objects of rectangular shapes of any known size and given a larger rectangular 
form bin of known dimensions, the bin-packing problem (BP) is to determine the minimum 
number of bins needed for store without overlap all of these objects (objects do not extend 
beyond the bins and do not overlap) [8], [5], [6]. More formally, the binpacking problem(BP) is 
defined as follows: given a set of n rectangular objects A = {a1,…, an} and an unlimited number 
of identical rectangles (the bins) of larger dimensions than those of the objects, the problem is to 
determine the minimum number of bins used to store all objects without overlapping. The 
problem of bin packing can be approached according to different aspects that we expose below 
 
3.1. Different cases of bin packing problem 

Depending on the shape of the treated objects, the binpacking problem can occur in one, two or 
multi-dimension 

• 1BP (one dimension): Is to minimize the number of one dimensional containers (bins) 
needed to store a list of items characterized by their length 

• 2BP (two dimensions): Is a generalization of 1BP. This is to minimize the number of 
large identical rectangles(bins) needed to store a rectangular shape item list. The items 
must be arranged in such a way that the sides of the rectangles are parallel to those of the 
bins 

B. Different types of complexity 

The problem of storage can be complex depending on the sometimes irregular forms of items or 
other types of constraints imposed by the problem 

• objects of homogeneous or heterogenous forms; 

• objects of uniform or different sizes; 

• deformable or non-deformable objects 
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• the number of dimensions of the problem; 

• have a single bin (decision problem or maximization problem); 

• seek to minimize the number of bins to use; 

• seek to minimize the surface or the volume of objects to be placed; 

• linear constraints between objects; 

• constraints on the order in which objects must be removed from the bin; 

• orientation constraints of an object; 

• weight constraints (eg the weight of a full bin can not exceed a certain limit) 

• Investment constraints, some very heavy objects should be placed at the bottom, other 
vulnerable must be placed above; 

• orientation: objects can be fixed orientation (one speaks of the oriented case) or they can 
be rotated 90 degrees(the undirected case) 

• The guillotine constraint: If it is imposed, it must have the possibility to return the items 
stored by end cuts parallel end to the dimensions of bins; 

• Incompatibility : Some objects can not coexist in the same bin; 

• etc. 

C. Different solutions 

Solving bin packing problems can be very complex and expensive in terms of computing time 
when it comes to exact solutions. There are fortunately heuristic solutions to approach the 
problems by providing reliable and very fast results 

• Approximate methods: no optimal solution but rapid resolution. Choice of algorithm 
depending on the problem 

• Heuristics algorithms 1 BP 

o Next Fit: assignment of the current object has in the current box if wishes. 
Otherwise, closing the current box, opening a new one 

o First Fit: allocation of current object has the available box 

o Best Fit: assignment of the current object in the best box 

o Worst Fit 

o Any Fit 

• Heuristics algorithms 2 BP 
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o In one phase directly arrange the objects in the BIN 

o In two phases: preliminary resolution of strip-packing problem (storage of all 
objects in a bin without height limit) starting by order of Decreasing height 
before storing in the bin; and apply one of the above methods. We’ll talk about 
NFD, FFD or BFD 

• Metaheuristics 

• Several others methods like taboo Search or LowerBounds 

• Exact methods: due to the NP-hard features of Binpacking problem, they resolution time 
by exact methods is too long and expensive. Facing the lack of a universal algorithm, 
linear programming is often use to solve problems 

4. VM PLACEMENT PROBLEM 

4.1 Stating the VM placement problem 

Distribute virtual machines on physical servers may seem at first sight a simple division operation 
of the physical server resource capacity by the same amount of those resources required by virtual 
machines. Number of data center administrator is exercised manually to resolve the issue by 
trying to the best of their ingenuity to efficiently allocate resources to VMs. However, with the 
big size datacenters, it is essential to find tools on the one hand to automate this task and 
streamline the allocation of resources on other hand. To do this, the distribution of resources is 
generally reduced to a bin packing problem in which we compute the quantities required for each 
n resources of the objects to be stored for this dimension while the size of said resource on the 
physical server is the storage bin. The dimensions N could be represented by trying upto solve the 
problem in one time for all the n dimensions but we go here to a resolution per dimension. This 
means finding, based on CPU demands of virtual servers, the number of  physical servers 
required to house them. The standard form of mathematical expression of the problem is as 
follows. 

P is the set of physical servers,  

V all virtual machines to distribute, 

Rij the amount of resource i on Vj 

Tij , the total size of the resource i on Pj 

This is to find an allocation matrix M with terms Xij = 1if VM i is placed on the PM j and equal 0 
otherwise. 

Alloc =Min(P) and Xij = 1 

This matrix is made with the following conditions: 

1) The amount of the resource for all VMs placed on a given server can not exceed the total size 
of the resource on said server 

2) All VM have to be placed. Thus, the sum of Xij = 1whatever i 
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3) Allocate the VM on the optimal number of PM. This means finding the minimization function 
that gives the smallest possible result from a set of solutions. 

We add to this classic problem a clause of in compatibility between certains VM. Specifically, it 
is to solve the technical constraints imposing a distribution of redundant servers in a cluster on 
different physical machines so that in case of failure of one, continuity of service is automatically 
provided by the other. To do that we will implement a pre treatment which is to classify the 
servers depending on their compatibility. 

4.2 Our VM placement approach 

The classic problems of Bin Packing typically focused onBin of identical size. We consider, for 
simplicity, that all physical servers have the same technical characteristics.  

 

Figure 3. Our Placement steps 

We divide the problem into two parts which are: 

• Classification by compatibility group virtual servers This is handled semi-automatically. 
An operator must manually register the virtual machines within a given group. It will be 
possible to automate this task only through a form to fill out to keep each VM on it 
compatible group. Then, an algorithm can be implemented for compatibility checks. 
However, the decision to separate virtual servers can be efficiently taken by an engineer 
with knowledge of the security constraints, and continuity of service required in 
Datacenter environments to match the SLA. 
 

• Determining the number of physical servers required per group and consolidation of 
virtual servers within physical server (see figure 3) Our approach at this level is based on 
an adaptation of the method of the FirstFit Decreasing (FFD) for allocation of virtual 
machines on physical servers. Heuristic FFD is resolved into two phases namely: The 
first phase is to store all resource values required by the VM in a descending order. Then 
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the First Fit algorithm is applies to successively add VM to physical servers until the 
limit allowed is reached ina second phase. Thus, VM are stored on the servers to the 
overall allocation of the list of hosting queries 

 

Figure 2. VM Placement Problem 

The algorithms of the First Fit Decreasing and Best Fit Decreasing strongly compete in solving 
similar problems. While in the BFD an optimality criterion is added for the selection of Bins, 
FFD proceeded to the allocation bin after bin only. Assuming all Bin are identical in size, this 
additional step implemented in the BFD does not add any efficiency. It’s then useful to choose 
the FFD to save in terms of processing time and thus the operation performance. Since 
datacenters requires real time operating, the resulting processing time saving fully justified the 
choice of FFD. 

4.3 Placement algorithm 

The algorithm is divide into severals procedure including Brute Force, First Fit Decresing, which 
compute each one the VM placement. The main program is presented below 
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Figure 4. Placement Algorithm 

5. EXPERIMENTS AND RESULTS 

 

5.1 Experiments framework 
 
We try to demonstrate through simulations the performance of our approach to solving virtual 
machine placement problem by comparing an implementation of FFD with a brute-force method. 
The problem of Bin packing is NP-Hard, then the resolution by the brute force method consists 
on going to each occurrence of virtual machine and then determine the ability to allocate or not to 
the physical machines.  
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Our study framework is one of the institutional Datacenters in Benin in which the several publics 
administrations regularly requests hosting their application. It hosts at ually a hundred of servers 
but we will limited our study of a dozen HP Blade BL 350 with identical specifications in 
purpose to meet the constraints of the Bin Packing problems. Servers characteristics are as 
follows:  

• Processor: Dual processor with six cores at 2,4 GHz eachper server 
• RAM memory :128 Gbytes 
• Hard disk : this resources are use over the SAN systemwith over 100 TBytes of capacity 
• Network Controller: 10 Gbps 

To facilitate data processing into our program, we voluntarily libellons the amounts of such 
resources unless decimals parts. Virtual machines on it is requested through a hosting application 
in which customers can complete their needs among other, amounts of CPU, Memory capacity, 
HDD capacity and number and speed of network controllers. Here again, we limit ourselves to 
twenty virtual machines requests. The summary of the resource requests of our experiments can 
be as follows: 

Table 1. SERVERS LIST BY GROUP. 

N°  CPU Request Group 

1 6 1 
2 3 1 
3 8 1 
4 2 1 
5 1 1 
6 5 1 
7 3 1 
8 6 2 
9 4 2 
10 5 2 
11 7 2 
12 1 2 
13 4 2 
14 3 3 
15 6 3 
16 2 3 
17 2 3 
18 5 3 
19 7 3 
20 9 3 

 
The machines are virtualized using VMware hypervisorESXi 5.5. The aim of our simulation is to 
compare the number of currently used server in the datacenter using a manual method and Brute 
force with that obtained using our adapted version of First Fit Decreasing algorithm. The 
simulation is to enter into the program developed for this purpose, the needs of  users of 
Datacenter and the available quantity of the resource at the server. The simulation output is to 
determine for each method, the number of necessary physical server as well as the processing 
time. 
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5.2 Results 

In the table II, we presents for each VM packing method the total duration of the process and thee 
number of physical Machine (PM) required to host the groups of VM. For manual technique, the 
duration is marked as Non Available since it depend on the ability of each Datacenters engineers. 

Table 2. ALGORITHMS PERFORMANCE 

Methods Group 1 Group 2 Group 3 

 PM Duration PM Duration PM Duration 
Manual 4 NA 4 NA 4 NA 
Brute Force 4 0 3 875 3 31 
FFD 4 0 3 0 3 0 

 
Considering the results, we clearly see that the determination of the initial VM placement scheme 
is optimal by the method of Bin Packing. The evaluation also shows that the calculation time by 
the method of Brute-force is very high compared to the FFD at a very high factor. The 
preliminary classification of machines by compatibility group is also an important feature of our 
study as this reality is often ignored in many similar work even though it is a basic rule of VM 
placement within reals Datacenters Remembering that our sample is small for simplicity, it is 
useful to note that the allocation scheme determination duration can be several times higher when 
considering a large size Datacenters (hundreds or thousands of servers). The use of FFD based 
technique is essential to mitigate that weakness and respond effectively to the flow of hosting 
applications requests in the datacenter. Determining an optimal placement scheme of virtual 
machines in a data center represents only the beginning of the placement spots since the 
quantities of resources requested initially are very different to that consumed after the production 
start leading huge loss of resources. These under consumption result in a waste of electrical 
power because once setting up, VM consume nearly the amount of energy that they need when 
they are fully loaded. To overcome this, a periodic reallocation of virtual machines on physical 
servers is necessary. However, even if the methods of Bin Packing can always be helpful, other 
algorithms based on appropriate criteria are further necessary. 
 

6. CONCLUSION 
 
The optimization of energy consumption within the datacenter is an area where research is so far 
very fruitful. The key lies in virtualization, technical development to improve the electrical 
efficiency of deployed servers and better allocation of virtual servers. With constantly growing 
needs of cloud computing, the placement problem of virtual machines on physical servers 
deployed in data centers has become central. It is divided into two parts which are: i) the initial 
placement scheme and ii) the optimal reallocation based on the real needs of users over time. Our 
goal in this work was to propose an approach to the issue of initial placement through methods of 
Bin Packing. Thanks to results produced in other areas like logistics, algorithms based on bin 
packing carry promises for improving resource consumption on servers within datacenters. In 
fact, our tests on a sample taken from a real environment show compared to other traditional 
methods of VM placement on servers that the heuristic of the First Fit Decreasing reduces so 
sensitive waste of resources on physical servers. Added to this, the optimization of the time 
required for determining the proper placement scheme is also highlighted. This reduced the time 
for Datacenters administrators in intelligence decision namely for customer VM hosting since 
cloud computing technologies requires more responsiveness and more efficiency for better 
satisfaction. The results, however, are just an initial basis for the resolution of energy efficiency 
issues in the datacenters. The increasing size of these, the variety of constraints related to 
technology and customer requirements involve the development and validation in varied 
environments of other techniques in the objectives of dynamic management of VM allocation 
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under production. Existing virtual machine migration methods must be improved by combining 
existing solutions with the Bin Packing tools. 
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ABSTRACT 

 
Among the available private key cryptosystems, namely stream ciphers and block ciphers, the 

advantage of block ciphers is that they can be synchronized i.e. losing one ciphertext can not 

affect the correctness of the decryption of the following blocks. The encrypter used in block 

ciphers is a memoryless device. Block ciphers can be easily standardized due to the fact that 

they transmit information in blocks. But the disadvantage is that identical plaintexts result in 

identical ciphertexts. These data patterns are not hidden by the algorithm, resulting in higher 

influence of cryptanalysis process. Strength of block ciphers is exposed mainly into the 

exploration of weakness of cryptosystem. Barring this approach, strength estimation based on 

spurious key analysis is proposed in this paper. 

 

Till recent period, strength of a Cryptosystem is identified with the increasing key length. 

However, as per Shannon's proposal, strength of a Cryptosystem is dependent on Message also. 

Depending on the length of the message and the message space, we can estimate the actual 

strength of a Cryptosystem. As part of Shannon’s model, spurious keys is the concept adopted 

for identifying the strength of the Cryptosystem. Standard block ciphers; ARC2, Blowfish, 

CAST, DES; are evaluated to understand Shannon's principle of Information Theoretic 

approach using Spurious keys. Spurious key generation algorithm is designed, developed for 

evaluating the strength of Cryptosystem. Spurious key logic and Key scheduling logic are the 

two main blocks of the proposed approach. Behavior of Spurious keys is evaluated on message 

text of two languages, through selection of ten different sub key spaces. Each sub key space is 

independent of other and is constructed with 10
8
 keys from the total key space of 2

64
. It is 

observed that the number of spurious keys identified in each sub key space is almost close to 

similar value of the respective language. Comparison is made through this evaluation to explore 

algorithmic strength with that of computational burden of the algorithm, which will help 

selection of algorithm based on the critical requirements of the field. The very purpose is to 

examine the possibilities of considering spurious key analysis as one of the strongest methods to 

estimate the strength of a Cryptosystem. Spurious key analysis is performed on two sets of 

plaintexts containing two different scripts namely English and Devanagari. 
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1. INTRODUCTION 

 
With the increased digital access in the areas of communication and financial transactions, shared 
data is becoming more and more personal in nature. The increase in personification of data is 
more significant these days. Huge amount of personal data is being shared every second. In this 
era of digital transactions, the security of one’s wealth depends on the cryptosystem used by the 
e-wallet provider. The privacy of a social networking user depends on the strength of the 
cryptosystem used. The ever increasing growth of communication networks and the emergence of 
Internet Of Things (IoT) demands for undesired disclosure of information. 
 
Present era of information explosion through social networking, it is undesirable to rely on 
concealment systems [3]. Information-theoretic analysis of information hiding [4] suggests that 
the capacity of data hiding suffers issues like side information being available to the intruder, 
tapping of wires, low rates of reliable transmission etc. Ideally, the system being used to transmit 
information should provide security even when the process of transmission is kept open. 
Cryptosystems are required to serve this purpose. The electronic data need to be maintained 
confidential for a long period. But security systems cannot provide long term security due to the 
increasing computational power. In the present trend of cloud computing, the owner of the data 
may not be confident that no adversary has access to the data, as it is being transmitted through a 
public network. If the original data is accessed, copied and stored then re-encryption of the data 
cannot guarantee any further security as the data is already stored. Deletion of data may not be 
completely guaranteed. Moreover, if quantum computers are used, then computing factors of 
large numbers and logarithms are also feasible, where RSA algorithm may not guarantee security. 
 
Knowing the strength of a cryptosystem is vital in many applications where secure 
communication is desired. Cloud computing emphasized the need for data security [9]. Intruders 
can identify the vulnerabilities of a user whose security can be easily exploited, in such cases 
security of the entire cloud or network is at risk. Poor user security behaviour is a significant, 
perhaps even the major, detriment of the level of security incidents a company suffers [10]. Using 
a secure cryptosystem and efficient key management processes are necessary for such 
environment as most of the e-commerce applications are being run by cloud [11]. Key Dependent 
Messages (KDM) is another concept of encryption which allows requested plaintexts to depend 
on the underlying decryption key [36]. This concept is tested as an attack on block ciphers. This 
attack is called key dependent input (KDI) attack and it was found that for every function, a KDI 
secure encryption scheme can be built [37]. Encryption scheme of key dependent message 
(KDM) secure is reported to be secure even against an adversary who has access to encryptions of 
messages that depend on the secret key [38]. With ever increasing attacks on personal data and 
banking system through cyber space, it is important to have new dimensional measures to 
estimate the strength of a cryptosystem. One such method which considers message as a text and 
measures the strength of the system based on the language of the message, is presented in this 
paper. 
 

1.1. Secrecy System Overview 
 
A secrecy system, in general, can be viewed as a transformation from message space to ciphertext 
space [1]. This transformation should be reversible in nature to assure unique mapping between 
plaintext and ciphertext. Though encryption and decryption is same, the unique mapping between 
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these two spaces is determined by the chosen key. In these private key cryptosystems, sender and 
receiver should share a secret key which is unknown to the intruder. However, construction of 
algorithm, chosen key and the construction of message provides apriori knowledge to the 
intruder. The process of cryptanalysis involves obtaining posteri probabilities of a cryptogram 
from the set of keys and messages that are assumed to be associated with that cryptogram. The 
cryptosystem which provides less posteri probabilities from the apriori knowledge is treated as a 
strong cryptosystem.  
 
The security of a cryptosystem is considered to be based on complexity theory [2]. The 
complexity of a cryptosystem is either algorithmic complexity or key complexity. When a 
cryptosystem is complex, it takes more time for the cryptanalyst to break it. The system can then 
be considered as secure till that time i.e. computationally infeasible. Security of these systems lies 
in the fact that brute force attack becomes impractical with the increased size of the key and when 
the algorithm is complex. It should be noted here that there are methods available which take less 
time than the exhaustive key search [5]. Linear and differential cryptanalysis on various 
cryptosystems proved that the success rate of breaking ciphers is increasing with the improved 
computational speed [6]. 
 

1.2. Cryptographic Strength Estimation Review 

 
Cryptosystems are considered to be secure by the fact that the construction of S-boxes is non-
linear in nature [7]. Under the additional hypothesis that these S-boxes constitute overdefined 
system of algebraic equations, XSL attack was performed on Serpent and it was proved that the 
security of ciphers does not grow exponentially with the number of rounds [8]. Way back in 
1977, it was suggested that an exhaustive key search on parallel machines can break the NBS data 
encryption standard.  The algorithmic complexity of a cryptosystem is achieved by iterating a 
weaker function in various rounds. It is later proved that DES can be reduced to 8 rounds and can 
be broken in less than 2 minutes and the complexity does not grow exponentially [12]. If DES is 
reduced to 15 rounds, then it is breakable faster than exhaustive search. Differential cryptanalysis 
was successful on FEAL cryptographic algorithm also [13]. The attack is based on chosen 
plaintext attack where cryptanalyst has a bunch of plaintexts to apply on a known algorithm and 
obtain corresponding ciphertexts. It is a black box concept where the cryptanalyst chooses two 
particular plaintexts whose differential value is known and calculates differential value of the 
corresponding ciphertexts. After analyzing several such plaintext–ciphertext combinations, a 
relation is derived between plaintext – ciphertext pair, there by exploiting the complexity of the 
algorithm. The security of optical cryptosystems is also exploited using known plaintext attack 
[14]. IDEA cryptosystem was also broken using an advanced differential attack, namely narrow 
biclique method which uses meet-in-the middle attack [15]. Though the complexity of this 
cryptanalysis is more, it is proved that even the complex algorithms can be broken using 
advanced computational systems. In 2012, cryptanalysis was demonstrated on full AES also [16]. 
AES is successfully cryptanalysed within 8 rounds. Though cryptanalysis of higher rounds was 
not successful for AES, 9th and 10th round cryptanalysis was successfully performed on AES 
like systems [17]. 
 
Many researchers formulated various cryptanalysis methods over the years and are successful in 
breaking ciphers up to few rounds. UCL crypto group has summarized almost all the 
cryptanalysis methods available during 1990s [41]. If the security of a cryptosystem lies in the 
nonlinearity of its algorithm, S box more specifically, then identifying the near linearness is the 
key factor of linear cryptanalysis. In 1994, linear cryptanalysis method was proposed for DES 
[18]. It is performed on SPECK [19], reduced round SIMON [20], FEAL [21], Serpent [22], 
PRESENT [23] and AES [24] algorithms in recent years. Biclique cryptanalysis is also 
demonstrated on MIBS�80 and PRESENT�80 block ciphers [25] and AES [26] algorithm. It is 
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reported that the vulnerability of DES to bruteforce attack can be overcome by the 64 bit key 
cryptosystem, Blowfish [27]. Several investigations are performed and suitable key lengths are 
proposed for various cryptosystems [28]. Later, the use of biometric [29], face hashing [31], face 
recognition [32], hand written signature [33] and voice [30] based key generation was suggested 
by several authors. But with the known plaintext attack, the information about the key can be 
obtained. The cryptanalyst obtains several plaintext-ciphertext pairs which are generated using 
the same key. On the basis of this apriori knowledge, the key is determined for use in reading 
later cryptograms for which he need not know the plaintext. The key factor in complexity of 
increased key length is that the time taken to apply all possible keys becomes infeasible when the 
key length is increased. But, the interesting fact is that the cryptanalyst actually needs the sub 
keys, but not the actual key to break the cipher. Frequent changing of the key is considered to 
increase the security. The security may be increased by frequent changing of the password but the 
advantage is small [39]. This is because, even in exhaustive search, the attacker is expected to 
have a successful guess halfway only through the search i.e. if the total number of keys is K, then 
only K/2 keys are sufficient to guess the actual key. Key recovery was practically performed on 
10 rounds AES algorithm [40], which is considered to be the strongest cryptosystem. 
 
Linear cryptanalysis is a known plaintext attack that uses linear relation between inputs and 
outputs of an encryption algorithm that holds with certain probability. This approximation can be 
used to assign probabilities to the possible keys and locate the most probable one. Once linear 
approximations of the S-boxes are found, the problem is to find a way to combine those 
individual approximations to establish a final approximation of the cipher that involves plaintext 
bits, ciphertext bits and key bits only.  
 
Differential cryptanalysis is another powerful method which analyses the differences of 
cyphertext pairs resulted from plaintext pairs of particular difference. Linear transformations like 
bit permutations, key additions etc cause differences between two texts. For an S box with n input 
bits and m output bits, 2n input combinations are possible and for every input difference, getting 
2m output differences is an apriori knowledge to the crypt analyst. Cryptanalyst examines all 
these possible differences and tabulates the number of occurrences of each difference. These 
probabilities are used in identifying the original key. Differential cryptanalysis also requires r-1 
rounds to be analyzed. Let ∆p is the plaintext difference and ∆c is the resultant ciphertext 
difference. If any plaintext pair with ∆p probability provides a ciphertext pair with ∆c probability 
after r-1 rounds, then that pair is called right pair. These right pairs are used in analyzing the 
behavior of algorithm for multiple plaintexts in order to break it. As a counter measure to 
differential cryptanalysis, the differential propagation inside an S-box is maintained as low as 
possible and the number of S-boxes is maintained as high as possible.  
 
Differential-linear cryptanalysis is a chosen plaintext attack where the linear cryptanalysis is used 
to provide the differential characteristics of the cipher. An 8 round attack against DES recovers 
10 bits of key with 512 chosen plaintexts. However, expanding the attack to higher number of 
rounds is not found in literature. The strength of a cryptosystem is also estimated using side 
channel attacks like power consumption [34] and throughput [35] of the system. Throughput of a 
system lies in the algorithmic complexity which can be exploited using linear and differential 
cryptanalysis. With the decreased power consumption rates in lightweight cryptographic 
algorithms, the strength comparison requires a new measure than power. 
 
All these attacks, and many more attacks introduced thereafter, are applied on various ciphers 
either to analyze their behaviour or for key recovery. Increasing number of rounds, increasing 
size of the key, building more complex S-box structures, using more S-boxes etc. are considered 
to be counter measures for all these attacks. These counter measures are based on increasing time 
to analyze a cryptosystem. All these counter measures are actually adding more complexity to the 
algorithm and consuming more power and space. This increased complexity results in reduced 
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speed and throughput of a block cipher. The message is also considered as a mere bunch of 0`s 
and 1`s. The information contained in the message is ignored. The security that can be provided 
by the message itself is another important aspect that is yet to be taken care of. 
 

2. CONCEPT OF SPURIOUS KEYS 

Many researchers believed that it is important to create uncertainty in original data in order to 
make it secure [42]. Purpose of S-boxes is for meeting this requirement of creating uncertainty. It 
is achieved by a principle that if an S-box is complete then its inverse is not complete. It is 
therefore believed that the key cannot be discovered by applying the inverse of an S-box. 
 
Every message in general posses some amount of apriori knowledge. This apriori knowledge is 
useful to cryptanalyst. When an encrypted message is decoded using various keys, most of the 
keys may decrypt the cryptogram in such a way that it can be easily eliminated as a wrong key. 
The easy elimination of such keys is possible due to the fact that they contain gibberish (non-text 
characters). The cryptanalyst knows that the message cannot contain non-text characters. Some of 
the keys will result in text like message after decryption. However, the resultant text like message 
may or may not posses any meaning. All these keys are the probable keys. One of them is actual 
key. These keys introduce ambiguity to cryptanalyst and are called Spurious Keys. 
 
Spurious key analysis is not applied in historical measures for cryptographic strength estimation. 
But the role of redundancy and unicity distance in the non-linearity of a language was studied as a 
separate entity. The study presented in this paper combines these language aspects with security 
measure which results in spurious key analysis. Present study concentrates on establishing 
spurious keys as a vital component for cryptographic strength estimation. Efforts are made to 
investigate and validate the suitability of this measure. However, this is just an alternative to 
existing methods when plaintext and ciphertext are considered as mere bit streams. But these 
texts contain crucial information of the data being sent or received. If that information content is 
taken into consideration, then this analysis is vital for strength estimation. 
 

2.1. Spurious Key Model 
 
Assuming that the original message needs to be decrypted is a text, by applying a ciphertext only 
attack on the cryptosystem; all the decryptions do not provide a text-like-text as the output. This 
provides a scope for the cryptanalyst to eliminate all those decryptions which do not look like 
text. The search for original decryption can now be narrowed. But, in the process of identifying 
the original message, the cryptanalyst meets certain set of keys which provide meaningful output. 
These keys are spurious keys and are not possible to eliminate without knowing some extra 
information about the message. The primary goal of generating spurious keys is to identify the 
strength of a specific algorithm being used. The more the spurious keys, the more difficult it is to 
identify the actual key. All these keys are equiprobable keys where any one of them can be the 
actual key. The cryptanalyst applies the keys until the satisfactory results are obtained. As all 
these keys provide a text-like-text as the output, fetching only one key among them is a 
challenging task. In order to understand the cryptanalyst's perspective, a simulation model can be 
designed for generation of spurious keys. 
 
The process of generating spurious keys involves two major steps, one is encrypting a message 
using a specific key and the other is decrypting the ciphertext using random keys for identifying 
spurious keys based on the decryption. A spurious key generation algorithm is proposed with an 
assumption that the plaintext is a meaningful text. The flow chart for spurious key generation 
algorithm is given in Figure 1.  
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Figure 1. Spurious key generation algorithm 

Initially, a ciphertext is obtained by applying the plaintext and a key to the encryption algorithm. 
The plaintext can be retrieved back by applying the ciphertext and the key to decryption 
algorithm. A single key is required to obtain the ciphertext from the plaintext, using any 
cryptographic algorithm. This ciphertext is assumed to be available to the cryptanalyst. The 
cryptanalyst tries to apply various keys to identify the original message. To do so, the 
cryptanalyst makes some assumptions like the text might belong to a specific language, the 
content might be related to a specific task etc. 
 
The encryption and decryption blocks can be of any cryptosystem, like AES, DES, Blowfish, 
ARC4 etc. These models can be implemented in any programming language like C, Python etc. 
In this method, encryption is carried out only once, using the actual key. But decryption is 
performed continuously using various keys. Each key will provide decrypted text which may or 
may not be a meaningful text. The process of applying various keys is considered as a specific 
block called key scheduling logic. Another block is called spurious key logic. It is used for 
identifying whether a decrypted message is text-like-text or not. As the cryptanalyst does not 
know the actual key being used, he may try to apply various expected keys depending on apriori 
probabilities. This process can be continued for a predefined time period or for all the possible 
keys in the range of key size of the algorithm being used. The key scheduling logic is an 
important block in the process of generating spurious keys. The main objective of this block is to 
generate keys continuously with the key size specific to the encryption algorithm used. 
 
Due to the limitations in computational capabilities, it is difficult to apply all possible keys to the 
algorithm and record the spurious keys. Application of all possible keys depends on the key size 
of the algorithm and the computational capability of the system being used for simulation. For 
example, applying all possible keys present in the entire key space to AES algorithm is not 
feasible on a single computer even with the present day high speed computers. Hence, a specific 
method is required for scheduling the keys. This is to be done with an upper limit on the number 
of keys. Key scheduling can be done until a specific time period (or) for a specific number of 
keys. In the first method, the keys are generated and applied to the decryption algorithm for a 
specific time period and the number of spurious keys is calculated. In the second method, the 
keys are generated for a specific key space without considering the time. 
 



Computer Science & Information Technology (CS & IT)                                   87 

 
Figure 2. Flow chart for Spurious Key Logic  

  

 
The logic involved in generating the spurious keys is shown in Figure 2. Spurious keys are those 
keys which generate a text like text. For example, upon applying a specific key, if the decrypted 
result is “ƕ�d\�]I”, then the cryptanalyst can easily identify that the applied key is not the 
correct one. The cryptanalyst can eliminate such keys and narrow the process. The key space is 
defined by cryptanalyst depending on apriori probabilities i.e. the knowledge about the algorithm, 
language, process etc which can be predicted without actually knowing the actual plaintext, key 
etc,. The entire process can be continued for a predefined time period or for all the possible keys 
in the range of key size of the algorithm being used. The main objective of key scheduling block 
is to generate keys continuously with the key size specific to the encryption algorithm used. All 
possible numeric keys, i.e. 00000000 to 99999999 are generated using key scheduling logic block 
which is a simple 8 byte counter in this case. 
 
As the number of spurious keys increases, the process of cryptanalysis becomes difficult. In turn, 
spurious keys increase security of the algorithm. The total message space contains numeric digits, 
alphabets and some special characters. Each message data is uniquely mapped to a separate 
ciphertext data. Due to this one-to-one mapping, a specific ciphertext transforms into the original 
message when decrypted using the actual key. The interesting fact is that the entire ciphertext 
space is not limited to the size of message text space i.e. there are many ciphertexts beyond the 
entire volume of message space. Due to this specificity in any cryptogram, the suspected keys can 
be reduced to a limited volume i.e. all those keys which provide gibberish can be easily 
eliminated from the expected key space. This is where the cryptanalyst has an advantage of 
limiting his search in order to break the code. When compared to exhaustive key search, the 
computational effort is reduced if the number of spurious keys is less. The strength of a 
cryptogram can hence be estimated based on its ability to produce the number of spurious keys. If 
all the keys are spurious then the system is a perfect secrecy system. 

2.2 Limitations of Study 
 
Though the paper is intended to establish spurious key analysis as a valuable parameter in 
estimating the strength of cryptosystems, the study is performed with certain limitations. The 
major limitation is in terms of key space. Though 264 keys are possible, entire key space is not 
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used for computational convenience. The algorithms used in this study accepts any ASCII 
character as key, but only 108 disjoint numeric keys are considered. Message size is also limited 
because of the nature of block cipher where they convert a message of any size into blocks of 
fixed size. Though, there are several cryptosystems available, only 64 bit block ciphers are 
considered for evaluation. Another important limitation is that the study is carried out with a 
presumption that the information content is also important in a cryptosystem. 
 

3. EXPERIMENTAL RESULTS 
 
All evaluations are performed on Intel® Core™ i7-4770 CPU @ 3.40GHz × 8 processor. The 
python cryptography toolkit is used for validations. Evaluation is carried out with the help of a 
common key, while varying the message text. Test samples of 50 varied text messages of 4 
characters, 6 characters and 8 characters are considered for this evaluation. These 50 samples are 
taken at random from the dictionary. They hold no specific relation among themselves. The effect 
of message text size on each block cipher is also taken into account. Encryption is carried out 
with the key word '12345678'. Even though numeric key is considered, it was found that any key 
in the key space has the same effect. Decryption is performed on the ciphertext generated from 
the encryption process using 108 key combinations generated from key space of numeric keys of 
length 64 bits. While performing brute force, the decrypted message text is compared with the 
text space consisting of English alphabets. If the decrypted message text consists of any symbol 
other than English alphabets, then the corresponding key is considered as non spurious key. All 
spurious keys in the range of key space as defined, are listed out as spurious keys. The number of 
spurious keys observed for each message text is presented in the following section. 
 
A sample spurious key for four algorithms, viz. DES, ARC2, Blowfish, CAST, with the 
respective text message as well as the decrypted text like message are listed in the table below. 
The plaintext messages are also listed in the Table 1. 
 

Table 1. Sample spurious keys for English text 

Algorithm Plaintext Ciphertext Text like Message Spurious Key 

DES alkaline �d*��W�� xcKOwAVl 002c4e02 

ARC2 duck e2QwfoIOD2M= QuDIlXoO 01189996 

Blowfish computer W1x0/2DbLMQ= mwethwzo 00177391 

CAST abacus LQYdQMLqVU8= MqgfDgHh 00124874 

 
Figure 3. Spurious key analysis for 8 characters English Message 
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Figure 4. Spurious key analysis for 6 characters English Message 

 

 
Figure 5. Spurious key analysis for 4 characters English Message 

 

Comparative analysis of the entire evaluation is presented in the Table 2. The number of spurious 
keys is approximately same for each algorithm due to the fact that the message text is also same. 
The key length and message lengths are bounded by the block cipher principles based on which 
the spurious keys exhibit similar characteristic on all ciphers considered in this evaluation. 

Table 2. The average number of spurious keys for English text 

 ARC2 CAST BLOWFISH DES 

4 LETTER 292.86 294.18 295.82 296.74 

6 LETTER 294.56 296.22 298.2 293.2 

8 LETTER 291.78 290.62 287.5 293.82 
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4. PERFORMANCE ANALYSIS OF BLOCK CIPHERS FOR DEVANAGARI 

SCRIPT 

The spurious key analysis is performed for Devanagari Script also. Devanagari is a south and 
central Asian language described by Unicode along with Bengali, Gurumukhi, Gujarati, Oriya, 
Tamil, Telugu, Kannada and Malayalam scripts. This script is represented with U+0900 to 
U+097F. The characters that are likely to be present in a message are considered for the analysis, 

i.e. '� $◌ँ $◌ं $◌ः ऄ अ आ इ ई उ ऊ ऋ ऌ ऍ ऎ ए ऐ ऑ ऒ ओ औ क ख ग घ ङ च छ ज झ ञ ट ठ ड ढ ण त 

थ द ध न ऩ प फ ब भ म य र ऱ लळ ऴ व श ष स \ ह $� $� $◌़ ऽ $◌ा $ि◌ $◌ी $◌ु $◌ू $◌ृ $◌ॄ $◌ॅ $◌ॆ $◌े 

$◌ै $◌ॉ $◌ॊ $◌ो $◌ौ $◌् $� $� ॐ $◌॓ $◌॔ $� $� $� क़ ख़ ग़ ज़ ड़ ढ़ फ़ य़ ॠ ॡ $◌ॢ $◌ॣ । ॥ ०१२ ३ ४ ५ ६ ७ 

८ ९ ॰ ॱ ॲ � � � � � � � ॻ ॼ ॽ ॾ ॿ '. The $ symbol may be ignored in the above character set. 

Unlike English language analysis, the numbers and some special characters are also considered in 
this analysis. 

Table 3 presents some sample spurious keys for selected plaintexts with key as '12345678'. The 
resultant ciphertext and the decrypted text-like-text are also given in the table. 

Table 3. Sample spurious keys for Devanagari script 

Algorithm Plaintext Ciphertext Text like Message Spurious Key 

DES पqाघात ��o&�Ţi मंॾइऊॢ�ऴ 0000202g 

ARC2 अमीर h��mXW~\ तपछधइ�ि◌◌ँ 00000043 

CAST अख़बार ��#�#�¢ ०ऐबऍीकऑक़ 00000588 

Blowfish तजुrमान �'g��@�� ढ़�क़बयsग़ड 00000106 

 
 

 

Figure 6. Spurious Keys for 4 Character Devanagari Plain-text 
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Figure 7. Spurious Keys for 6 Character Devanagari Plain-text 

 

 
Figure 8. Spurious Keys for 8 Character Devanagari Plain-text 

 

The average number of spurious keys for Devanagari script is summarized in table below. It can 
be observed that all the four block ciphers behave in similar manner for a given set of plaintexts. 
 

Table 4. The average number of spurious keys for English text 
 

 ARC2 CAST BLOWFISH DES 

4 LETTER 323231.56 323051.72 323211.2 323007.04 

6 LETTER 323064.44 323172.56 322964.58 323227.28 

8 LETTER 323113.74 323111.14 323001.86 323122.3 
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5. CONCLUSIONS 
 

Strength of the cryptosystem is generally identified with the evaluation of weaknesses in terms of 
algorithm and key. This approach is adopted by many researchers. However, the strength of the 
cryptosystem should also be identified with the associated strong parameters. An attempt is made 
in this paper to evaluate the strength of the cryptosystem with the help of spurious keys approach 
which is termed as strength because there is an inherent confusion arises out of the nature of 
spurious keys. During decryption, spurious key results in text-like message from the given 
ciphertext. In an ideal scenario, if every key in the key space acts like a spurious key then the 
cryptosystem will provide maximum strength which is not possible in real world. 
 
In the present work, a sub set of key space is considered for evaluation of number of spurious 
keys in that range. Four block ciphers viz ARC2, Blowfish, CAST and DES are considered for 
this evaluation. Message space is assumed to be alphabets of the respective script only. In this 
work, we considered English and Devanagari scripts. We evaluated the possible number of 
spurious keys associated with the sub key space. A comparison is made in terms of varying text 
size. 
 
All four block ciphers of the present work posses similar characteristics for the varying text size 
within the limit of the block length. Devanagari script is found with approximately 323000 
spurious keys whereas English messages are found with approximately 294 spurious keys in the 
sub key space of 108 keys. Due to the large number of spurious keys associated with Devanagari 
script, it is difficult to identify the exact key of the cryptosystem, which is considered to be the 
strength of the system associated with the message texts of Devanagari. 
 
It is necessary to explore the impact of numerals and special characters in the message text on the 
possible number of spurious keys. The evaluation is in progress. Similarly, evaluation on other 
block ciphers and varying key length is considered as a future task. The impact of script on 
cryptosystem is another factor to be considered for evaluation as a future task. 
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ABSTRACT 

 

Obesity is a major health problem around the world. Saudi Arabia is a nation where obesity is 

increasing at an alarming rate. Mobile apps could help obese individuals but they need to be 

usable and personalized to be adopted by those users. This paper aims at testing the usability of 

a fitness mobile app” Twazon”, an app in Arabic language. This paper presents an extensive 

literature review on the attributes that improve the usability of fitness apps. Then, it explains 

our methodology and our set up of a trial to test the usability of Twazon app that is popular in 

Saudi Arabia. The usability attributes tested are effectiveness, efficiency, satisfaction, 

memorability, errors, learnability and cognitive load. The trial is done in collaboration with 

participants from the Armed Forces Hospitals - Taif Region in Saudi Arabia. The results 

highlight that the app failed to meet with the usability attributes. 
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1. INTRODUCTION 

 
Obesity is defined as an excessive storage of energy in the form of fat [1]. According to the facts 

provided by World Health Organization (WHO) Media Centre, 13% of world’s adult population 

is considered obese, and 39% of the adult population is believed to be overweight. The prevalence 

of obesity around the world has doubled between 1980 and 2014 [2]. Saudi Arabia is one such 

country where obesity is increasing at an alarming rate. The study by Coronary Artery Disease in 

Saudis (CADISS) in 2005 found that 35.5% of people in the country are obese which means 

every third person in the country is affected. A National Nutrition Survey of 2007 mentioned that 

obesity is a significant concern because the prevalence of obesity in the men (14%) and women 

(23.6%) in Saudi Arabia [3]. Overweight and obesity are considered as major risk factors for 

various chronic diseases such as cancer, cardiovascular diseases and diabetes [4-8]. 

 

The health problems and diseases that result from obesity have encouraged a lot of researchers to 

discuss how the condition can be overcome or prevented [9-14]. Most of the research work states 

that obesity can be overcome by increasing physical activity and changing eating behaviour. 

However, it is sometimes very difficult to motivate obese individuals to change their lifestyle and 

become involved in physical activity. Research has shown that the most effective behaviour 

change related to fitness and health occurs through behaviour interventions [15-18]. Mobile 

technology such as mobile applications (apps) have been found to be a very useful intervention 
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tool for increasing physical activity because through their unique features these apps motivate 

individuals to achieve their fitness goals [19-22]. 

 

Fitness apps are becoming increasingly popular both around the world and in Saudi Arabia. 

Smartphones and their apps have seen an exponential growth in their usage in Saudi Arabia in 

recent times. Researchers ranked the country third overall in terms of global smartphone usage 

penetration [23]. In 2016, smartphone users in Saudi Arabia are estimated to be near 15.9 million 

and this figure is estimated to increase to 19.1 million by 2019 [24]. Because of cultural 

restrictions many people, but especially women, find it easier to interact publically and socially in 

a virtual environment through mobile apps on smartphones. The increasing ubiquity of 

smartphone technology provides an opportunity to develop an Arabic app to help fight obesity. 

Sometimes apps development can cost millions of dollars but most of the apps fail miserably 

[25]. Of all the branded apps, 80% are downloaded less than one thousand times and only 1% has 

been downloaded one million times or more. After downloading, 25% of mobile apps are never 

used again [26]. Ample market research suggests that the main reason of failure of mobile apps is 

the lack of usability [25, 27-28]. The usability of mobile apps enhances user experience (UX) and 

can play a significant part in the success of the mobile apps [29-32].  

 

The population of obese and overweight individuals in Saudi Arabia is increasing at an alarming 

rate. Therefore, the increasing use of health and fitness apps in Saudi Arabia is an opportunity to 

introduce a technological solution which involves developing an app will be popular among obese 

individuals. There are many Arabic health and fitness apps available but to our knowledge none 

of these apps have been built with the purpose of enhancing the usability of the app to motivate 

people to lose weight by considering usability attributes and factors. Moreover, there is no 

research on fitness and health apps that outlines guidelines for usability. Moreover, to the best of 

our knowledge, there is no Arabic app that uses any specific features that enhances UX for obese 

individuals. This leads to our research problem: 

 

• How to improve mobile fitness apps usability to help obese users to reach their health and 

fitness goals? 

 

In order to solve the above issue, we will start by testing the usability of a popular fitness mobile 

app that is targeted Saudi users. Then we will develop a new usability guideline that will be 

specifically designed for fitness apps that help obese users to lose weight. Based on this guideline, 

we will develop a new fitness app. Our primary focus will be users in Saudi Arabia because the 

country has a high percentage of obesity rate among its citizens.  

 

This paper presents our method and results of the usability of “Twazon”, an Arabic-language 

fitness mobile apps. Seven usability attributes: effectiveness, efficiency, satisfaction, 

memorability, errors, learnability and cognitive load were tested collaboration with the Armed 

Forces Hospitals in the Taif Region of Saudi Arabia, which provided the participants. All 

participants are people suffering from obesity and are motivated to lose weight. 

 

2. RELATED WORK 

2.1. Fitness Apps in Saudi Arabia  

Alnasser et al. examined 65 Arabic fitness apps to determine the level of adherence for each app 

to the 13 evidence-informed practices [33]. The Centers for Disease Control and Prevention, 

National Institutes of Health, the Food and Drug Administration and the US Department of 

Agriculture determined these 13 evidence-informed practices [34]: 1-BMI is determined and 

explained; 2-fruits and vegetables are recommended and tracked for daily servings; 3-Physical 
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activities are recommended for daily use; 4-recommendations for drinking water and tracking the 

daily consumption; 5-recording and tracking the daily consumption of food; 6- a calorie tracker is 

provided for maintaining calorie balance; 7-advising goal-setting to lose 1 to 2 lb per week; 8-

portion control information is provided; 9-Advising users about ways to read and understand 

nutrition labels; 10- a weight-tracking feature should be provided; 11-physical activities are 

tracked for daily use; 12-recommending and providing a tool for planning meals; 13-providing a 

social network among users or allowing users to share via popular social networks, for example 

Facebook, Twitter, Instagram or Snapchat. 

 

The result of this study stated that there is no app that has more than six evidence-informed 

practices and only nine apps had between four to six. Therefore, it is clear that there is no Arabic 

fitness app which successfully adheres to all 13 practices and there is an essential need to address 

this issue.  

 

2.2. App Selection Process  

All of the apps in Google Play or Apple Store are not free. Fitness apps can be divided into three 

levels: 

 

• At Level 1, apps are free to download but they do not have all the features. The user 

needs to subscribe and make payments to access extra features; 

 

• At Level 2, the apps are not completely free. The user must pay to download the apps; 

 

• In Level 3 the apps are completely free to be downloaded. 

 

We selected a fitness app to examine its usability and identify how the features in the app affect 

UX. The app has a high level of adherence to the 13 evidence-informed practices. The app 

selected is popular in Saudi Arabia and has high ratings on both Google Play and Apple Store so 

we expect this app to have special features and to be usable. The study of the app will help us 

determine how the usability in fitness apps can be increased. The app selected is free so that the 

participants in the usability testing can access them without cost to themselves. 

 

Twazon: We chose Twazon because it is an app developed by academics and it has ten evidence-

informed practices out of 13. Another advantage of using the Twazon app is that we can measure 

the impact of language on the UX. The app is built to make simpler the necessary changes in key 

diet and exercise behaviour amongst Saudi adults whilst also considering cultural norms. It is also 

compatible for integration with the Health app on the iPhone. The app is compatible both with 

Android and iOS operating systems. Twazon has a 4+ rating on both Google Play and Apple 

Store [35-37]. 

 

2.3. Usability 

Usability is considered one of the main factors that define the success of a smartphone [38]. 

Usability can be defined as a multidimensional characteristic of any product. International 

Standards Organization (ISO) standard 9241-11 gives the meaning of usability as the “extent to 

which a product can be used by specified users to achieve specified goals with effectiveness, 

efficiency and satisfaction in a specified context of use” [39-40]. This definition of usability has 

been accepted widely [41]. In 2011 it was replaced by ISO/IEC 25010. This form includes a 

model of software quality that portrays usability as the degree to which a satisfied user can 

efficiently and effectively attain certain goals under specific conditions. The term UX is used 

extensively in contrast to usability. The two terms are used interchangeably. However, UX has a 

much broader meaning than the term usability [42]. It can say that usability is more concerned 



100 Computer Science & Information Technology (CS & IT) 

 

with how easy the product and display features are to use. UX includes the user and the product’s 

complete interaction as well as the thoughts, feelings and perceptions that are the results of this 

interaction [43].  

2.4. Usability Models 

2.4.1. ISO Usability model 

The ISO98 identified three usability attributes, which are effectiveness (demonstrating the level 

of accuracy and completeness of goal achievement); efficiency (how well resources were used for 

the sake of effectiveness); and satisfaction (relief, and positive user interaction whilst operating 

the software). The ISO98 further outlined those usability factors that needed to be considered. 

These were: user (the person interacting); goal (or main objective); and the background of use 

(including users, tasks, tool used, and environment). Each one of these factors affects overall how 

the software will be designed. Specifically, it affects user interaction with the system [39, 44]. 

 

Figure 1.  IOS usability model  

2.4.2. Nielsen Usability Model  

Nielsen was one of the first to identify the attributes of usability. Whilst Nielsen’s earlier model 

had only four attributes, which are Effectiveness, Efficiency, Satisfaction and Learnability [45]. 

However, he later removed Effectiveness and included both Memorability and Errors in his new 

model. He identified the following attributes [46]:  

 

• Efficiency: Resources used in completing a task accurately to achieve user goals; 

 

• Learnability: The ease with which the system can be learnt so that the user can start to use 

it to perform tasks in the minimum amount of time; 

 

• Satisfaction: The product should provide comfort and also give the user a positive attitude 

towards using it; 

 

• Errors: The error rate of the system should be minimal so that the user makes the least 

number of errors when using the system. If some errors are made, they should be 

recovered from easily. Finally, catastrophic errors should be avoided; 

 

• Memorability: One should be able to easily memorise the system to the extent that when 

even a casual user begins using it after a substantial period of time, they do not have to 

put effort into learning everything from the beginning.  

 

Nielsen’s research defines the term utility as how effectively the system can meet user needs. 

This is not part of the usability but rather it is an entirely separate system attribute. The product 
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that has no utility for the user lacks the functions and features required. Such a product therefore 

has a superfluous utility and will not help the user achieve their goals [47]. 

 

 
Figure 2.  Nielsen usability model  

2.4.3. PACMAD Usability Model  

This is one of the latest and most frequently used models in recent research on usability. The 

PACMAD (People At the Centre of Mobile Application Development) model of usability was 

introduced to overcome issues that have emerged because of the advent of mobile apps. The 

model aims to include other attributes, which were ignored by other models [47]. Limitations of 

previous usability models are addressed by PACMAD when they are applied to mobile devices. 

They included cognitive load in their model because it is likely to have the most significant 

influence on either the success or failure of an app. The PACMAD model includes attributes for 

both the ISO and Nielsen models but also incorporates the attributes of both Nielsen’s model and 

ISO standard. The model states that overall usability of a mobile app is affected by 3 factors: task, 

user, and context of Use. These are recognised by both the ISO and Nielsen. Each of the three 

factors includes seven attributes. Six are discussed and included in the Nielsen and ISO models. 

Cognitive load is therefore the new entry and so its inclusion is considered to be PACMAD’s 

main achievement and contribution. Cognitive load is defined as the cognitive processing level 

that the user requires to use the app. In traditional models, it is assumed that the user is involved 

in or is performing one task at a time; however, in the context of a mobile device, a user can 

perform multiple actions whilst using mobile apps. For example, a user might be cooking food 

whilst he is listening to the stereo. 

 
 

Figure 3.  PACMAD usability model  
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2.5. Discussion 

Most of the research discussed enhancing the usability of mobile apps to help people to be 

motivated and to meet its desired goals. We believe it has missed one very important aspect, 

which is that of social and cultural norms. For an app to be usable, it should meet with the social 

and cultural norms for users -  be in the users’ native language and considering the social 

customs. Soroa-Koury and Yang recruited 343 participants in their study to find how traditional 

views and social customs play a part in the prediction of a user’s response to mobile apps. The 

study demonstrated that social norms predicted perceived ease of use (PEOU) and perceived 

usefulness (PU) [48]. Many researchers in the past have found that social norms affect human 

behavior [49-51]. Various studies are available which show that social norms have been used to 

intervene in undesirable behaviors such as drinking, smoking, and sexual proclivity. Researchers 

investigating the acceptance of technology have incorporated social norms as important predictors 

of user behavior when adopting a particular technology [52].  

 

Despite the importance of usability, social and cultural norms on the success of a mobile app, 

there are very few apps in the field of health and fitness that consider their impacts of usability 

and cultural and social norms when designing the apps. A research by Alnasser et al. was 

involved the development of ‘Twazon’; about which they claim to consider social and cultural 

norms of Saudi society [35]. However, they have not mentioned any new feature or attribute that 

makes the app socially more acceptable or more culturally relevant. Mostly, they have used 

cultural norms as a reason why women are not physically active. The only thing that makes this 

app culturally and socially aware is the use of Arabic language. For example, the app does not 

include any special timetable and diet plan for the month of Ramadan. Ramadan is one of the 

most important religious periods in the Islamic year during which Muslims are not allowed to eat 

from dawn until dusk. The app uses the Gregorian calendar instead of the Islamic one. Even 

though the language of the app is Arabic, it still uses the English numbers. Therefore, there are 

limits to existing research done to make it culturally and socially more relevant and acceptable. 

Moreover, the app was designed without considering usability attributes and factors. Usability is a 

very important feature for the success of mobile apps. Therefore, these open issues are identified:  

  

• There is no fitness app available to Saudi users that was designed with the main objective 

of helping or assisting obese individuals to reach their fitness goals; 

 

• There is no fitness app available to Saudi users that was designed considering usability 

attributes and factors; 

 

• There is no fitness app available that was designed considering the impacts of cultural 

and social norms that targeting individuals suffering from obesity in Saudi Arabia.  

 

This leads to the focus of this research:  

 

• How to improve mobile fitness apps usability to help users reach their health and fitness 

goals and more specifically it discusses how we set a trial to identify; 

 

• What makes mobile fitness apps usable and useful to be easier to use. 

 

3. METHODOLOGY 

3.1. Research Strategy 

This paper uses experiment as the main research strategy [53]. The purpose of experimental 

research design is to assist the researcher to establish a cause-effect relationship with a lot of 
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credibility. Experiments have a particular nature; they are conducted in a systematic way and 

under controlled conditions. An artificial situation is formed and events, which go together or 

have something in common are pulled apart [54]. A widely-used definition for experimental 

research strategy is where scientists actively influence something to observe the consequences 

[55]. Experimental research strategy can be categorized into [54]: 

 

• Laboratory experiments: These are carried out in settings that are specially created and 

the experimenter has the ability to control a variety of extraneous variables; 

 

• Natural experiments: These are referred to as quasi –experiments. These studies are 

conducted when a natural event or social policy creates situations suitable for the 

experiment. The investigator has no control over independent variables. These subjects 

are neither matched in groups nor randomly assigned; 

 

• Field experiments: In these experiments, independent variables are manipulated by the 

researcher in a field environment.  

 

Moreover, laboratory testing has been used in a lot of usability research. Six techniques were 

outlined and evaluated for usability testing in a laboratory environment. These techniques 

facilitated systematic collection of data and identified usability problems experienced by mobile 

users. According to the result form the research, laboratory testing methodology has huge 

advantages [56]. Additionally, a laboratory testing was used in usability study, which aimed to 

discover the impacts of the small screen size of mobile devices upon web browsing and 

navigation [57]. Moreover, laboratory testing allows us to use evaluation techniques such as 

‘think-aloud’ and observation, which cannot be applied through other means. These techniques 

are not possible in any other research choices such as the field setting [58]. Laboratory testing can 

reveal a lot about usability; even with the minimum number of participants. According to 

previous usability guides, 80% of the problems related to usability in any product can be revealed 

by having four or five participants in the experiment. Similarly, other studies showed that 90% of 

all usability problems can be detected using ten participants [45, 59-60]. 

 

Therefore, in this research, usability testing in a laboratory setting is seen as the most appropriate 

strategy. A laboratory is a peaceful environment where the users can easily concentrate on the 

tasks provided to them.  

 

3.2. Usability Metrics Selection 

The ISO/IEC 9126-4 makes the recommendation that any usability metric must make reference to 

effectiveness, efficiency and satisfaction. Attributes such as memorability, errors, cognitive load 

and learnability are linked to the efficiency and effectiveness of the app. Whilst they each 

measure the effectiveness and efficiency of these apps, they do so from a specific perspective. If 

an app has less errors, it means that it is effective because the user can perform more tasks in less 

time without repeating the tasks with errors. Similarly, if an app has better learnability, it helps 

the user undertake more tasks accurately so it is more effective. The user therefore becomes more 

efficient in their completion of these tasks. Any of the above features, improve usability and user 

satisfaction. This is the reason that usability metrics usually include effectiveness, efficiency and 

satisfaction as the important features for improving usability. 

 

3.2.1. Usability Metric for Effectiveness  

Effectiveness can be measured using the completion rate of tasks. However, another measurement 

that can be used is the number of mistakes that users make when trying to finish a task. 
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Effectiveness can therefore be defined as a percentage by utilising the simple equation 

represented below [61].   

 

3.2.2. Usability Metric for Efficiency 

Efficiency is used as a tool to measure the time taken to finish a task. It is usually the time taken 

by participants to complete a task. Efficiency can be calculated using two methods: Overall 

Relative Efficiency and Time-Based Efficiency [61]. 

 
Where: 

 

• R: number of users  

• N: number of tasks. 

• nij: result for task (i) by user (j). if the task is completed successfully, then nij = 1, 

otherwise nij = 0.  

• tij = time spent by user “j” to complete task “i”. If the user does not complete the task 

successfully, then the time will be measured until the moment the user gave up from the 

task. 

 

3.2.3. Usability Metric for Satisfaction 

Users’ satisfaction can be determined through standardized questionnaires that measure s 

satisfaction. These can be dispensed after each task or following the usability testing session. 

Once the user attempts a task, they are given a questionnaire to measure the difficulty of task and 

the task level satisfaction. Post-task questions can take various forms: ASQ, Subjective Mental 

Effort Questionnaire (SMEQ), Single Ease Question (SEQ), Usability Magnitude Estimation 

(UME) etc. From the above list, we will use SEQ as recommended by Sauro [62]. SEQ has the 

advantage in that it is brief and simple to answer as well as being easy for the experimenter to 

conduct and then tally the results. The SEQ in this case is “Overall, how easy or difficult did you 

find this task?”. This SEQ has a rating scale of 7 points where 1 is very easy and 7 is very 

difficult. The level of satisfaction is found via a formalized questionnaire for users to gain an 

overall idea of how easy the app is to use. There are different types of questionnaires available 

however the choice depends on the budget as well as the degree of significance placed upon the 

user’s perceived level of satisfaction as a factor of the overall project [63].   

 

3.2.4. Usability Metric for Cognitive Load 

Cognitive load has been identified as the measure of mental activity on working memory at any 

particular instance [64]. To determine the app’s cognitive load, we will use the National 

Aeronautics and Space Administration (NASA) Task Load Index (TLX) test. NASA-TLX allows 

the user to evaluate the situation of the workload after the testing is done. It measures the overall 

task demands by identifying 3 broad scales, which are task, behaviour and subject-related. Each 

of the scales has factors. The task-related scale includes mental, physical and temporal demands. 

The behaviour-related scale includes performance and effort. Subject related includes frustration. 

A user will need to have description for each of the factors as demonstrated below [65]:  

 

• Mental demand: To what extent did you need to perform mental and perceptual activities 

(such as thinking and calculating)?  
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• Physical demand: To what extent did you need to perform physical activities (such as 

pushing and pulling)  

 

• Temporal demand: To what extent did you feel a time pressure while performing tasks? 

 

• Effort: How hard did you have to work hard (mentally and physically) to perform tasks? 

 

• Performance: How satisfied are you with your performance? 

 

• Frustration level: How stressed or annoyed did you feel while performing these tasks?  

 

The NASA-TLX test contains two stages which are weights and ratings. In the weighting 

procedure, a user will be required to evaluate the influence of each factor regarding a task. There 

are 15 potential pairs of factors about which a comparison is made. A user will be giving 15 cards 

and each card contains a pair of the factors and asked to select the most relevant factor regarding 

the task. Each time the user selects from a pair, the examiner counts it. The scale for a factor for 

each user can range from 0 to 15. The total comparisons for all factors should equal 15. In the 

second stage, a user needs to rate each of the factors above in a scale that is divided into 20 equal 

intervals and each interval equals 5 points with a total of a 100 on the scale. As it is a post-event 

test, it is an effective one as it captures the thoughts and interaction of the user.  

 

3.2.5. Usability Metric for Learnability 

Learnability is the ability of the interface to help the user accomplish tasks on the first attempt 

[66]. Learnability can therefore be measured through establishing the task performance of users 

who have not been exposed to that app before. Another way of looking at usability is through 

perceiving how usability or task performance has improved after repeated trials.  

 

3.2.6. Usability Metric for Errors 

Another usability measurement is measuring the amount of errors made by the user when 

completing a task. Errors are defined as mistakes that are made by the participant when 

attempting a task. Counting the errors provides excellent diagnostic information and it should be 

mapped into usability problems [67].  

 

3.2.7. Usability Metric for Memorability 

Memorability measures how easy it is to remember how to perform a task on the app after the 

casual user returns to the app after a certain period of not using it [47]. Memorability has the same 

tests of efficiency and effectiveness but these are repeated after some period of time in order to 

determine whether the user has remembered how to perform the same task; and hence whether 

this has improved the usability. 

 

3.3. Usability Testing Environment  

The tests were conducted in a typical usability test environment. Laboratory settings were 

controlled in order to ensure that there were no external interruptions such as varying lighting 

conditions or disturbing noises. Test sessions were completed via Apple’s wireless AirPlay 

technology. A MacBook was used for recording. The first step was to install Reflector, which is a 

wireless streaming and mirroring receiver that converted a laptop into an AirPlay receiver. This 

allowed the user to mirror their smartphone’s screen onto their laptop. It also eliminated the need 

to have an external camera to record events. Moreover, it also helped to minimize the distraction 

for the user. The purpose of using this software and technology was to create the friendly and 

quiet environment that is essential for usability testing [68-69].  
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Nine participants tested the Twazon app. While they tested it, their mobile screens were recorded 

through Reflector software. All participants were asked to use the app 3 times. Each time, all 

participants were asked to perform 14 tasks, which were the same for all users. The time 

difference between the first and second sessions was one hour. Between the second and the third 

sessions, there was a one-week interval. 

 

The Armed Force Hospital in the Taif Region of Saudi Arabia provided candidates who suffered 

from obesity and were motivated to lose weight in order to have a healthier life style. The 

usability test was divided into five phases:  

 

• Introduction: In the first phase, both participants and the examiner introduced themselves. 

The purpose of the introduction phase was to establish a comfortable interaction between 

the examiner and participants. 

 

• Warm-up: In this phase, participants were asked to download the app “Twazon” and to 

fill out a brief questionnaire that aimed to collect participants’ information such as gender 

and age. 

 

• Deep focus: During this phase, the examiner gave the users a list of the 14 tasks. The 

participants used the app with the focus being on what it was doing; how it worked and 

how the app could be used. The examiner encouraged the participants to think aloud 

while they were performing the tasks. Moreover, when participants finished a task, they 

were asked to rate it in an SEQ questionnaire.   

 

• Retrospective: In the penultimate phase, the examiner explained the NASA-TLX 

questionnaire and asked participants to fill it out.  

 

• Wrap up: In the final phase, the examiner thanked the participants and answered any 

enquiries.  

 

4. RESULTS 
 

Researchers examined all the videos that were recorded on mobile screens while the participants 

were performing in the trial. All users who successfully completed a task scored 1 and at the same 

time we measured how long it took to complete a task. In contrast, users who completed a task in 

the wrong way or gave up on a task received 0 and the time taken was measured as well. Then the 

equations for effectiveness, overall relative efficiency and time-based efficiency were applied. 

Then all errors that participants had made while performing tasks were calculated. Regarding the 

learnability attribute, we compared participants’ performances in the first session with those of 

the second. Memorability was then measured by comparing participants’ performances in the 

second session with those of the third. Both satisfaction and cognitive loads were applied only in 

the first session as they measured the performances of participants who had not previously been 

exposed to an app. If these loads had been applied in the second and third sessions, this condition 

could not have been met. Next, we examined the data from the SEQ questionnaire that was used 

to measure satisfaction. The rating for each user was calculated and then divided by 14 to 

determine the average satisfaction value for each user. We then examined the data from the 

NASA-TLX questionnaire and applied the roles to determine the total user score for the cognitive 

load [65].  
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Table 1.  Participants’ information. 

Users Gender Age group Occupation Type of phone 

1 Male 35 t0 44 Self employed iPhone 7 

2 Male 25 to 34 Teacher at high school iPhone 7 

3 Female 25 to 34 Unemployed OnePlus 3 

4 Female 45 to 54 Government employee iPhone 6 S 

5 Female 25 to 34 Government employee HTC 10 

6 Female Prefers not to say Prefers not to say iPhone 7 

7 Female 25 to 34 Accountant in a company iPhone 7 Plus 

8 Female 25 to 34 Receptionist at a hospital iPhone 6 S 

9 Female Prefers not to say Prefers not to say iPhone 7 

 

Nine participants, seven females and two males, were part of the usability of Twazon app. Their 

information is presented in Table 1. 

4.1. Effectiveness 

 

Figure 4.  Effectiveness performance                                     Figure 5.  Effectiveness average 

Figure 4 describes each user’s effectiveness performance over the course of the three sessions. 

User 6 had the highest percentage of value each time. In session 1, it is 100% and remains 

constant in session 2 as well as session 3. User 7 showed the same pattern though the value is 

lower at 92.85%. User 2, user 4, user 5 and user 9 showed positive progress across sessions. 

However, Users 1 and user 3 had a negative performance because in session 3 they both scored 

0%. In addition, User 8’s effectiveness performance also slightly decreased. Figure 5 shows the 

effectiveness performance average, which decreased over each session. In session 1 it was 82%, 

then it fell to 75.71% and finally in session 3, it reached to 64%.  
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4.2. Efficiency 

4.2.1. Overall Relative Efficiency 

 

    

Figure 6.  Overall relative efficiency                          Figure 7.  Overall relative efficiency average 

Figure 6 demonstrates overall relative efficiency for tasks for the three sessions. In session 1, 

among the 14 tasks, 8 tasks scored 100% whereas in session 2 and session 3 it was only 6 and 0 

respectively. Only in tasks 6 and 12 did the overall relative efficiency percentage improve over 

each session. However, all the other tasks dramatically decrease between the first and final 

sessions. Figure 7 shows the overall relative efficiency average, which decreased over each of the 

three sessions. In session 1 it was 93%, then it fell to 84% and in the final session it reached 

79.03%.     

4.2.2. Time-Based Efficiency 

 

Figure 8.  Time-based efficiency                                    Figure 9.  Time-based efficiency average 

Figure 8 states time-based efficiency for tasks among the sessions. Task 14 had the highest time-

based efficiency score among tasks.  In sessions 1, 2 and 3 it was 7.28 goals/sec, 9.66 goals/sec 
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and 9.48 goals/sec respectively. Task 10 had the second highest time-based efficiency score 

followed by task 4 and task 13. Interestingly, task 10 reached 10.02 goals/sec in session 2, which 

was the highest value in all sessions. On the other hand, task 1 got the lowest time-based 

efficiency followed by task 8 and task 2. Figure 9 shows the time-based efficiency average, which 

fluctuated across sessions. In session 1 it was 2.93 goals/sec, then it increased to 5.03 goals/sec 

and finally in the session 3 it decreased to 3.69 goals/sec.  

4.3. Satisfaction  

 

Figure 10.  Average satisfaction score 

Figure 10 shows each user’s average satisfaction score for all tasks. User 5 had highest score at 

3.86. User 9 and user 4 scored 2.36 and 2.21 respectively. However, User 8 and user 1 had the 

lowest score at 1.00 and 1.50 respectively.  

4.4. Cognitive Load 

  

Figure 11.  Users’ rating for each subscale in cognitive load 

Figure 11 shows each user’s rating for each subscale in the cognitive load. User 9’s cognitive 

loading is the most consistent. Scores lie between physical demand at (70%) to frustration (90%). 

However, between user 4 and user 6, the score gap is too high. Mental demand and temporal 

demand scored the highest value amongst all the subscales. On the other hand, performance and 

physical demand scored the lowest values.  
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Figure 12.  Total score for cognitive load 

Figure 12 refers to the total score for cognitive load amongst users. User 9 had the highest value 

at 83.33%. User 5 and user 1 scored 68% and 47% respectively. However, user 8 had the lowest 

score at 14.33%. 

4.5. Errors 

 

Figure 13.  Number of errors                                          Figure 14.  Total number of errors 

Figure 13 shows the number of errors made by each user. User 6 is the only user who did not 

make any errors in all three sessions. User 2 has the second lowest number of errors with just one 

in session 2. However, User 3 and user 1 had the highest number of errors at 18 and 15 

respectively. Figure 14 demonstrates the total number of errors made by all users, which 

increased over each session. In session 1 it was 11, then it sharply increased to 20 and finally in 

the third session, it increased to 36.  

4.6. Discussion on the Results 

One limitation of this study was that users 1 and 3 were not able to participate in the third session 

as they faced a technical issue with the app. The app did not respond to them when they started 

performing the first task and after several attempts, they gave up. However, the overall trial for 

testing the usability of the app succeeded as the level of usability was determined.  

Despite the positive increase in the overall score for time-based efficiency between session 1 and 

session 3, the percentage score for user’s effectiveness and overall relative efficiency decreased 
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over time. Moreover, the number of errors increased from the first session to the second session 

and did so again from the second to third sessions. As a result of this, the app had a negative 

association with both learnability and memorability attributes. Furthermore, several participants 

scored a high percentage in the satisfaction questionnaire, which is negative as a high score 

means it was more difficult and only one participant rated the whole task as very easy and scored 

1 as an average. Besides this, overall cognitive load score was high as the lowest percentage 

scored by a participant was 14.33%, which means that several participants were not able to 

perform tasks correctly while doing other activities; for example, speaking to examiners.  

 

The five usability attributes (effectiveness, efficiency, learnability, memorability and errors) did 

not improve over time. Moreover, both satisfaction and cognitive load scored high percentages 

because the majority of participants found the app difficult to use. Therefore, the results state that 

Twazon app has a low level of usability, which is expected due to the fact that it was designed 

and developed without considering usability attributes and factors. 

 

It is recommended that conducting a qualitative study to determine the reasons and factors that 

negatively affect the level of usability of the Twazon app. The qualitative study will also consider 

the importance of social and cultural norms and how they can be applied to improve the usability 

of the app. A specific usability guideline for fitness mobile apps will then be created, which will 

help to develop a fitness app that is specially designed for obese individuals in Saudi Arabia.  

 

5. CONCLUSION 

 
The primary purpose of this paper has been to examine the usability for an Arabic fitness mobile 

app “Twazon”. This paper has highlighted the attributes that are considered to be a crucial for 

improving the usability of fitness mobile apps through presenting an extensive literature review. 

The paper has presented the methodology and the procedures for testing the Twazon app. Seven 

usability attributes, (effectiveness, efficiency, satisfaction, memorability, errors, learnability and 

cognitive load) were tested. The trial for the test was done in collaboration with the Armed Forces 

Hospitals - Taif Region in Saudi Arabia, which provides the candidates. The result from this trail 

stat was that Twazon app failed to meet with the usability attributes and consequently participants 

found it difficult to use. Future work will include performing a qualitative study for the app to 

determine how to improve the level of usability and then create usability guidelines for fitness 

mobile apps. Based on these guidelines, an app that is specifically designed for obese individuals 

in Saudi Arabia will be developed. Obesity is a major issue for health departments all over the 

world. Saudi Arabia is a country where the obesity has reached an alarming rate of 35.5% of the 

population. Better app usability would help keep these individuals motivated to make necessary 

lifestyle changes. 
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ABSTRACT 

 

This study deals with developing an image processing algorithm that is able to recognize 

spherical and ellipsoidal droplets growing on pillared surfaces during heterogonous dropwise 

condensation. The problem with recognizing droplets on the pillared substrates is that droplets 

are very similar to the pillars or they cover several pillars at the same time, so characterizing 

the pillars is very important. On the other hand the droplets are not always perfectly spherical 

or they are connected and form irregular shapes, in such cases the ability to recognizing and 

separating connected droplets is another challenging step. The method that is used here consists 

of three main parts: pillars characterization, droplets categorizing and droplets segmentation. 

The result of this algorithm will be binarized images that enable to extract the information 

related to the size and density of droplets needed for studying droplets evolution during time. 

Also a computer simulation method is proposed to generate ellipsoidal droplets on pillared 

substrate. The results of this algorithm then are validated by comparing with results from 

experimental procedure. 
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1. INTRODUCTION 

 
Dropwise condensation has become an attractive process during last decades thanking to its 

higher heat transfer coefficient (about 5 to 7 times)compared to filmwise condensation [1]. 

Generally dropwise condensation includes five main steps: nucleation of initial droplets, growth 

due to adsorption, growth due to coalescence, nucleation of new droplets, and sliding of very big 

drops. 
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Nucleation step can occur homogenously, when there is no preference between different points to 

grow the droplets, and heterogeneously otherwise. In the process of dropwise condensation, at 

first small droplets nucleate all around the surface, then these small droplets start to grow by 

adsorbing water molecules from humid air. After awhile if two or more droplets become big 

enough to overlap, they will merge and form a bigger droplet -called daughter droplet- in the 

mass center of the parents [2]. This phenomenon is called coalescence in literature. Although 

coalescence is a mass conservative process, the area covered by daughter droplet is lower than the 

summation of area covered by its parents. This will lead to forming vacant area around daughter 

droplet, in which new small droplets can nucleate and grow. Both these steps will change number 

of droplets per unit area (Nt) during time and lead to a temporal distribution [3]. 

 

Up to know the process of dropwise condensation was mostly studied on flat surfaces that 

considered as homogenous process [4,5] or on the surfaces with coatings for heterogeneous 

nucleation [6]. But since the chemical coatings have harmful effects on environment, 

heterogeneous dropwise condensation on textured surfaces is now more attractive to scientists. 

Using textured surfaces also enabled us to control droplets configuration on the surface [7]. The 

problem with condensation on textured surfaces is extracting process information like the radius 

and density of droplets, especially when they really are similar to the surface texturations. Also 

the shape of droplets is not perfectly circular in latest steps. 

 

There are lots of methods for droplets recognition in the gray scale images on flat surface. The 

most adapted methods to recognize spherical droplets in gray scale images are Hough transform 

[8] and its improvements, such as the normal-line Hough transform [9] and the coherent circle 

Hough transform [10] methods. Muthukrishnan and  Radha [11] used an algorithms based on 

edge analysis and generated the images by an edge detection method. This method can also be 

used for droplets that are not perfectly circular. There are also another types of algorithms that 

use the gray-level intensities as a drop presence indicator. These algorithms use the gray-level 

intensities directly like the PIV methods [16] and watershed [17] or indirectly like the 

appearance-based approaches [18]. But the problem with these algorithms on pillared surfaces is 

the similarity between droplets and pillars and the overlapping droplets. This is because on 

pillared surfaces the droplets are canalized and form non-circular connected droplets between the 

pillars. 

 

This study aims to develop an image processing algorithm for recognizing different sizes of 

droplets on pillared surfaces. This algorithm is able to recognize pillars from droplets or the 

connected droplets that are not perfectly circular. On the other hand a method for simulating 

ellipsoidal droplets is proposed that is more suitable for dropwise condensation on textured 

surfaces.  

 

2. EXPERIMENTAL APPARATUS 

 
Water droplets are formed on the poly carbonate surface of 1 Cm × 1 Cm with temperature of 

around 17
o
C in contact with humid hot vapor, that is chosen 1

o
C below the dew point of humid 

air in order to start nucleation of small droplets. Vapor temperature is set at 30
o
Cwith relative 

humidity of 40% that is maintained by a compressor outside the chamber. The substrate is 

textured by pillars with diameter of 12.5 �m and height of 3 �m that are positioned in the 

distance of 50 �m. High resolution CCD camera is used to record nucleation and growth of 

droplets in time interval of 1s. The images taken by CCD camera then are binarized and used to 
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extract the information of droplets size and number at each time step to validate the results of 

simulation. The initial density and size of droplets are 3.7×10
7 

m
-2

 and 6×10
-6

 ±1×10
-6

 m 

respectively. 

 

3. IMAGE PROCESSING 

 
The aim of this section is binarizing the images of real substrate in order to extract the data 

related to size and number of droplets at each time step.  The schematic diagram of the algorithm 

used to binarize the gray scale images is presented in figure (1). 

 

The problem with pillared surfaces is that pillars are very similar to droplets because of their 

spherical shape and also because in gray scale images both pillars and droplets exhibit darker 

boundaries and brighter centers. So the first step will be pillar characterizing in order to separate 

them from droplets. In this regard, the first image of the considering set is used because the drop 

presence can be neglected.  Then since the images are taken without shifting, one can consider the 

same pillars for other images. As pillars are perfectly circular with known radius, the circle 

Hough transform is the most adapted technique. This method consists of implementing an 

accumulator array which refers to the circle center position probability image for a given radius. 

For this purpose, an edge detection operator is firstly applied to the original image to get a binary 

edge image. Then, for each edge point, a circle with this center and the given radius is 

incremented to the accumulator array. This circle corresponds to the possible center locations of 

the circle passing through this edge point. Consequently, the peaks of the accumulator array 

correspond to the most probable center locations of the circles in the images. This principle is 

used for a range of radius to limit information loss. In our case, as we know the real size of pillars 

(between 10 and 20 µm), the radius range considered for the Hough transform is [10 - 30] pixels, 

according to the camera magnification. It is important to consider a quite narrow range in order to 

get accurate results and a low computational time. To improve again the algorithm performances, 

the coherent Hough transform is used. 

 

 
 

Figure (1): Schematic diagram of image processing algorithm 
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In the second step the images are divide in to images that containing very small, small, medium 

and big drops. The first two groups refer to the droplets that grow by adsorption. The third group 

corresponds to the coalescence step and the last one corresponds to the steady state, where the 

changes in size and number of droplets are negligible. After this categorization, the corresponding 

image processing algorithm is applied to each group. In this regard, firstly, ten percent of images 

have been chosen regularly in order to reduce the computation time. Since the time step between 

images is 1s, 10% of images means selecting one image at each 10 seconds. Then the 

corresponding gray-tone level histograms of each image are determined as shown in Figure (2). 

The number of major peaks in each histogram varies as a function of time that represents the 

different sizes of droplets. Thus, the size ranges of each group are characterized as: 

 

 
 

Figure (2): Gray-tone histogram of images taken at t= 100, 200, 500, and 1500s.The histograms from left to 

right represent very small, small, medium, and big droplets. 

 

• Very small drops: image with three major peaks representing background, the drop edge 

and the drop center. 

 

• Small drops: image with two major peaks. In this group the peak corresponds to 

background is removed because drops tend to cover entirely the sample. 

 

• Medium drops: following the process the drops start to coalesce and their area becomes 

larger with the same intensity as background. So histogram will show one peak. 

 

• Big drops: finally gray tone histogram shows two major peaks again related to the drop 

edges and the drop centers. This step corresponds to forming big droplets. 
 

Figure (3) illustrates these four droplets groups.  According to this figure the first two groups of 

droplets are perfectly circular and smaller than the pillars. Also they appear with darker points on 

the surface that are recognizable. While medium and big droplets tend to have more ellipsoidal 

shapes with center points very similar to the surface of background.  So recognizing these two 

latest groups needs another additional step to separate droplets from the background. 
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                                          (a)                                                                                    (b) 

 
                                          (c)                                                                                     (d) 

 

Figure (3): Illustrations of (a) very small droplets, (b) small droplets, (c) medium droplets, and  

(d) big droplets. 

 

Binarization of each group of droplets then is done with different methods: 
 

3.1 Very small drops: 

 
Very small droplets are appeared in the images as very small dots between the pillars (figure 

(3,a)). At first, in order to ignoring the pillars, they are removed by means of the method 

describing in the pillar characterization step. Thus, a gray-level image is obtained with black 

holes at the pillars places. By comparing the gray tone histograms of very small droplets and the 

gray tone histogram of image without the droplets, it reveals that the histogram of the first image 

is less spread than the histogram corresponds to very small droplets. This comparison validates 

that since the drops are darker than substrate, they modify gray-level intensities of the image 

towards the vertical axis. The idea is that if we draw the two histograms in the same diagram, the 

first non-zero point, at which they meet or the non-zero superposition point of these two 

histograms can be accounted as the thresholding value for gray scale image of very small 
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droplets. Then, labeling the regions on the tresholded images enable us to have the number of 

droplets that is equal to the number of regions. Finally mean radius of droplets can be calculated 

from equation (1) by knowing the total area of droplets (Atot): 

 

Rave = ������	�        Equation (1) 

3.2 Small drops: 

 

When droplets grow du to adsorption they are perfectly circular (figure (3,b)),so they can be 

recognized by Hough transform. In the binary image that is obtained after eliminating the pillars, 

Atot can be calculated, so in order to get the number of drops, it is just needed to separate the 

overlapping droplets. For this purpose, the binary image shown in figure (4,a) is turned into a 

distance map using the Euclidean distance as is shown in figure (4,b).The distance map shows the 

points inside the droplets with maximum distance from the background area. Therefore, for two 

overlapping droplets the distance map will eliminate the area of intersection because it is close to 

background and show two separate points related to droplets centers. In other words, the distance 

map shows just the droplets centers separately and can be used as an efficient tool for separating 

overlapping droplets. Now the watershed technique can be applied to binarize the gray scale 

image. A labeling step enables to get the drop number and finally, equation (1) gives the mean 

radius of drops. 

 

 
                                           (a)                                                                          (b) 

 

Figure (4): (a)Binary image of small drops, (b) Distance map of small drops. The distance map can separate 

the overlapping droplets by emphasizing on the points that are in longer distance from contours of droplets. 
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3.3 Medium drops: 

 
Medium drops form a continuous cluster around the pillars. The problem with these droplets is 

that their centers are very similar to the background region (Figure (3,c)). So, at first the drops 

centers should be determined by some criteria. The droplets center s are different from 

background region from two points of view, they are more convex, but they have more spread 

gradient magnitude. Therefore, the original images are firstly thresholded by Otsu’s method to get 

brighter regions. Then two techniques are applied to sufficiently large white regions. The regions 

that correspond to a convexity rate under 4% figure (5,a) or the ones which correspond to a low 

rate of gradient magnitude according to figure (5,b) are related to drops centers. The limited rate 

of gradient magnitude corresponds to 4/5 of the mean gradient magnitude of the neighborhoods. 

Finally, the binary images are made by applying the watershed method. 

 

 
                                           (a)                                                                                     (b) 

 

Figure (5): (a) Low gradient part of medium drops, (b) Convex part of medium drops 

3.4 Big drops: 

Big drops can cover entirely several pillars as shown in Figure (3,d). For binarizing such images, 

shrinking and gradient properties must be applied. At first, the images are thresholded by Otsu’s 

method, and then the black parts are shrunk in order to get their skeletons around the white 

regions, which correspond to either drops centers or the background. As was explained for the 

medium drops, the average of gradient magnitude is calculated on each white region and then. 

The distribution of this value shows two main peaks related to intensity of background and 

intensity of droplets centers. The median between these two  peaks can be used as an tresholding 

value for gray scale image. However, when several white regions belong to the same drop, the 

watershed technique cannot be applied directly. To solve this problem, the white regions are 

dilated and overlaid with the pillars image. Thus, the white regions which belong to the same 

drop are connected, then applying a test on convexity enables to reconstruct each drop center. 
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Finally, a watershed technique is used to detect each drop region that enables to get the drops 

number and mean radius. 

 

4. ALGORITHM FOR SIMULATING DROPLETS NUCLEATION AND 

GROWTH 
 

As was explained before, the medium and big droplets are not perfectly spherical and they can 

form several connected ellipses lying between the pillars. So the algorithm that is proposed here, 

simulates nucleation and growth of ellipsoidal droplets on the pillared surfaces. At first random 

ellipses with density of 3.7×10
7 

m
-2

 are distributed on the three dimensional pillared substrate.  

The height of droplets on the three dimensional substrate is calculated based on their distances 

with pillars: 

 

1) If center to center distance of droplet and pillar > radius of the pillar, meaning that the 

droplet nucleates on the surface of substrate, so z = 0. 

 

2) If center to center distance of droplet and pillar = radius of the pillar, meaning that the 

droplet nucleates on the top of the pillars, so z = zpillar. 

 

3) If center to center distance of droplet and pillar < radius of the pillar, meaning that the 

droplet nucleates on the side of the pillars, so 0 < z <zpillar. 
 

Substrate area is considered equal to 1.3×10
-5 

m
2
, covered by pillars with radius of 25�m, height 

of 10�m and border to border distance of 12.5�m. Each ellipse has three unequal radius 

considered as: a, b=e.a,  and d=f.a along the axis X, Y, and Z, where e and f are the random 

numbers.  All the droplets then start to grow thorough an iterating loop. At each iteration, there is 

an inner loop in which the droplets that are in touch with pillars are recognized, because if a 

droplet touches a pillar, they will stay in touch until the end of the process and this will be 

important during coalescence step. After this inner loop, each droplet  grows by adsorbing water 

molecules from humid air, then the droplets that are in touch in each of the planes X-Y, X-Z, or Y-

Z unite and form a bigger droplet called daughter drop. The position of daughter drop is identified 

as follow: 

 
1) If both or none of the parents touch at least one pillar, the daughter drop will be in the 

mass center of its parents. 

 

2) If just one of the parents touches a pillar, then the daughter drop will locate at its center 

point. 

 
The result of coalescence is producing more vacant area on the substrate, on which the small 

ellipses can nucleate at each iteration. Finally, if a droplet is big enough to slide from the surface, 

it will leave the surface and clean off other droplets on its path. 

 

This algorithm was written in Matlab environment and took 2 hours for printing the final results.   
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5. RESULTS AND DISCUSSION 
 

Figures (6)and (7) compare the results of droplets density (Nt) and mean radius (rave)between real 

images and droplets generated during the computer simulation. As it can be seen from these 

images, at first the surface is covered by huge amount of very small droplets. After a while the 

droplets start to grow by adsorbing water molecules and coalescence, this will result in rapid 

changes in the graphs of rave and Nt. This phase relates to small and medium droplets. In this step 

the shape of droplets changed from circular to more ellipsoidal drops. By increasing the size of 

droplets, new small droplets start to nucleate in the vacant area produced during coalescence. 

These small droplets will balance the number and average size of droplets as well as percentage 

of area occupied by the droplets. Therefore in the final stages, an approximately constant pattern 

in the graphs of rave and Nt is visible. 

 

 
 

Figure (6): Comparison between density of simulated and real droplets 

 

 

 

Figure (7): Comparison between mean radius of simulated and real droplets 
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Figure (8) shows different stages of ellipsoidal droplets growth including initial nucleation, 

droplet growth due to adsorption, droplet growth due to coalescence and nucleation of new 

droplets. Figure (8,a) corresponds to nucleation of initial droplets that are introduced as very 

small droplets, in this earlier stages the percentage of surface covered by liquid is very small and 

the images are more black. The initial droplets are more circular and the their radiusa, b, and d 

are almost the same. Then these droplets start to grow by adsorbing water molecules from humid 

air and turn into small droplets that are shown in Figure (8,b). Medium and big droplets 

(Figure(8,c) and (8,d)) are droplets that grow mainly due to coalescence and consequently the 

area occupied by droplets increases significantly. These droplets that are more ellipsoidal are able 

to cover the area of several pillars. 

 

 
                                            (a)                                                                     (b) 

 
                                              (c)                                                                    (d) 

 

Figure (8): Different stages of ellipsoidal droplets growth. (a) distribution of initial droplets (b) droplets 

growth due to adsorption, (c) nucleation of new small droplets in the vacant area of the substrate, and  

(d) droplets growth due to coalescence. 
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6. CONCLUSION 

 
In this research we developed an image segmentation method for extracting radius and density of 

droplets growing on a textured surface from gray scale images. The method divides droplets in to 

four groups based on their radius and apply different segmentation methods for each group. Then 

the binarized images produced with this algorithm are used to calculate radius and density of 

droplets. An algorithm for generating ellipsoidal droplets on textured surfaces then is proposed 

that is able to check coalescence of droplets in three dimensions. The results of this algorithm are 

in acceptable accordance with the data extracted from binarized images.   
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ABSTRACT 

 

A simple model used successfully for estimating and tracking software defects to predict launch 

readiness of software in a complex product is described in this paper. The model is based on 

tracking the number of defects estimated to be found, actually found and resolved to measure 

the quality of the product. Defect estimates can also help identify quality and process issues in 

the development and testing phases. 

 

The defect estimation tracking method described here covers the whole project and is split into 

the three phases Initial Defect Estimates (based on historical data), Interim Revised Estimates 

(based on actual performance of the project) and Final Defect Tracking (based on testing still to 

do). The method is based on existing development processes of the team so is easier to 

implement and has been successfully applied in several projects. 

 

KEYWORDS 

 

Software Reliability Growth Model, Defect Estimation, Software Quality Tracking, Schedule 

Prediction 

 

 

1. INTRODUCTION 

 
Almost every project team wants to meet their schedule and cost targets. Delay in a project can 

waste a lot of resources and may even result in cancellation of the project. In some cases a failed 

project can also make a company go bankrupt [1]. Early projection of when a project would 

complete with a quality product also enables the rest of the supply chain to align with the delivery 

of the product. 

 

This document describes the model used to predict launch readiness of software in a complex 

product. After providing some background the paper explains the model used to predict launch 

readiness. This is then explained with metrics from real projects. Finally, issues which need 

further research and current best practices to adopt are briefly discussed. 

 

To maintain confidentiality, the company, product and project names are not used in the paper 

and the dates are changed as a further security measure.   
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2. BACKGROUND 

 
This paper covers complex projects with schedule ranging from six months to about two years. 

The complexity here is best explained by a) source lines of code (kSLOC) which was over a 

million, b) interaction of sub-systems which were mechanical, electronics and software and c) the 

developed software which included embedded, back-office and personal computer applications 

and low level drivers. 

 

Low confidence in predictability of software launch readiness means that teams in different 

geographies, including manufacturing, marketing cannot plan to complete brochures and other 

marketing material to meet the launch date. To improve confidence in predicting launch readiness 

several software process improvements were initiated and a model to predict launch readiness 

was developed. 

 

During development, product testing happens at different levels, like unit test, module test, 

system test, certification test and in different geographic locations. Any of these tests (excluding 

unit tests) can identify defects which are then included in the model. The reliability of the overall 

system is tracked using a different mechanism which is not covered in this paper. However, the 

software issues identified during system testing are treated as defects and are covered in the 

model. 

 

3. PRIOR PROCESS IMPROVEMENTS 

 
The model described here depends upon the important improvements in defect management 

which had been implemented within the team in earlier projects. These were: 

 

• Defect Attributes, 

• Defect Lifecycle, and 

• Defect Tracking 

 

3.1 Defect Attributes 
 

The defect attributes were defined to manage the defects consistently across the teams. The key 

attributes relevant to this paper are listed below. 

 

• Priority – business priority for fixing the defect as Critical, Major or Minor. 

• Severity – severity of the defect from the customer’s point of view as 1, 2, 3 and 4. 

• State – defines the lifecycle state the defect is currently in. See section 4.2 for the states 

defined for the Defect Lifecycle used in the model. 

 

3.2 Defect Lifecycle 
 

The following main states of a defect were defined and then used consistently throughout the 

projects. The main states relevant to this model are listed below. 

 

• New – the defect is created in this state. 

• Assign – the defect is assigned to an engineer to resolve. 
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• Reject – the defect is rejected as invalid. 

• No Action Planned (NAP) – the defect is accepted as valid but will not be fixed. 

• Fixed – the defect has been fixed. 

 

3.3 Defect Tracking 
 

Trend charts were used in the earlier projects to track the number of defects created and resolved 

by week. Although the charts had basic information they provided a simple indicator on whether 

the rate of finding defects is slowing down or not and if the fix rate is keeping up and closing the 

gap or not. 

 

4. ISSUES WITH EARLIER PROJECTS 

 
The defect management process worked well but had limited business value in that it did not help 

in planning for the launch of the products. It was not possible to predict launch readiness of a 

product to plan related marketing and supply activities. This problem is illustrated by the 

following two charts. 

 

Figure 3 below shows the Defects Projection and Tracking chart for an older project close to 

launch. The vertical axis shows the total number of defects found or fixed so far in the project and 

the horizontal axis is date (which has been changed for reasons of confidentiality). Due to the 

limited information the development team could not predict when the product would be ready for 

launch and even at the code freeze date had a significant number of open defects. The project 

launch in this case was delayed due to high level of open defects. 

 

 
 

Figure 3 Project A – Defect Projection and Tracking 
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A few improvements were made to the earlier defect find and fix trend charts. The charts now had 

a target number of defects to be fixed and showed the maximum fix capability and minimum fix 

capability of the development team during the hardening period. This helped the defect tracking 

further by ensuring that the fix rate was kept close to the maximum fix capability. 

 

The improved chart is shown in Figure 4 below. The vertical axis shows the total number of 

defects found or fixed so far in the project and the horizontal axis is date (which has been 

changed for reasons of confidentiality). The chart also shows that in the middle of the testing 

when the fix rate started to slow down corrective actions were taken to bring it closer to the 

maximum fix projection rate. The chart shows the corrective actions identified while tracking 

 

• 2 spikes show where corrective actions to increase defect find rate were applied and 

• one spike shows where corrective action to increase the defect fix rate during the system 

testing was applied. 

 

Although the updated defect projection and tracking chart was more useful than before but the 

ability to predict launch readiness was still not there. Launch of this project was also delayed due 

to the large number of open defects. This eventually led to the development of the software 

launch readiness prediction model described in this paper. 

 

 
 

Figure 1 Project B - Defect Projection and Tracking 
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5. SOFTWARE LAUNCH READINESS PREDICTION MODEL  
 

The following sections describe the key concepts used in the model and the software launch 

readiness prediction model in detail. 

 

5.1 Concepts Used in the Model 
 

In this model a defect is defined as an error in the software programme, that when executed under 

particular conditions will result in a failure. Failure means that a function of the software does not 

meet user requirements. 

 

Reliability is usually defined as the probability that a system will operate without a failure for a 

specified time under specific operating conditions. Reliability is concerned with the time between 

failures or its reciprocal, the failure rate.  In this model the reliability is tracked as Failure based, 

where, cumulative failures are recorded within a given time interval (of a week.) 

 

Reliability can also be tracked as system shutdown and system reset rates separately. Any 

software related shutdowns and system resets are treated as high priority defects. So the 

assumption here is that if the defects are fixed in time then the rest of the reliability metrics will 

also get under control. 

 

5.2 Software Development Lifecycle 
 

The Model proposed here uses historical data in the Initial Phase so the software development 

processes used in the past projects are important. Minor changes in the processes can be ignored 

but significant process changes mean that the historical data may be of little use for projection. 

 

The software development lifecycle used is also important to understand the scope of the model. 

For example, 

 

Delivery: Incremental delivery? Iterative delivery? Software Reliability Growth Model (SRGM) 

are used in the model for projecting the defect find rate so it is important to pick the right model. 

Several SRGM differentiate between completion of implementation and start of system testing 

(hardening). Some SRGM do allow for test to start in parallel with implementation but the model 

used here assumes that over eighty percent of the development has been completed. 

 

Defects: Lifecycle of a defect is important for the tracking part, for example, when are the defects 

raised and how are these counted? A forum is used to review and accept failures found in any 

testing as software defects using a consistent method of classifying, prioritising and allocating 

defects. 

 

Review: Existing code review/inspection processes? The software quality and by inference 

estimate of defects depends on the quality and consistency with which review processes are used 

during development. 

 

5.3 Defect Estimating and Tracking Approach 
 

The approach in the model is based on three phases: 
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• The Initial Phase: Initial Defect Estimates & Fix Projection 

 

• The Interim Phase: Revised Estimates & Update Fix Projection 

 

• The Final Phase: Defect & Fix Projection with Test Tracking 

 

5.3.1 The Initial Phase: Initial Defect Estimates & Fix Projection 
 

Early in the development, estimate the total defects which will have to be fixed to meet the 

quality target. There are several methods to estimate defects and my recommendation is to first 

estimate the size and then use the size to predict the number of defects. This is because, given the 

project requirements, the ‘size’ of the project should not change. Also, if the size can be measured 

on delivery then it makes it easier to update the estimates. Unfortunately, there is no perfect 

metric for measuring size so for simplicity kSLOC (kilo SLOC) is used in the model for size. 

However, it is possible to estimate defects directly. In case the product size in kSLOC is 

estimated then using the historical data estimate the number of defects injected for every 1 

kSLOC code developed is determined. 

 

Now all this is put together: 

 

• Given the total defects to find use the Rayleigh curve (or another SRGM [2]) to project 

defect find rate. 

 

• From the available team estimate when engineers will complete implementation and start 

fixing defects. 

 

• Determine average fix capability from historical data, as number of days to fix a defect 

per engineer. 

 

This provides a chart showing the projected defect find and projected defect fix curves. Add the 

defect estimate and the launch build date as targets on the chart. Finally, add actual find and fix 

charts which will be populated regularly as part of tracking. 

 

5.3.2 The Interim Phase: Revised Estimates & Update Fix Projection 

 

Once majority of the development is complete, say 80% delivered using Earned Value Method 

(or another appropriate method), measure the actual size (kSLOC) delivered and defects raised to 

revise the defect estimate. This is the time to revise the estimates based on implementation 

already completed, testing started and implementation still to complete. 

 

Now update the following: 

 

• The total defect estimate, 

 

• Fix capability of the team from fixes delivered so far (if significant defects have been 

delivered) and 

 

• Team availability for the rest of the duration of the project. 
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And obtain the following from the defect tracking database: 

 

• Defects already found and 

 

• Defects already fixed 

 

Update the chart with the revised find and fix projections. This chart allows for tracking the rate 

with which defects are being found and fixed and to take corrective actions as required to stay on 

schedule: 

 

• If defects find rate is low then possible options are to review and improve the test plan, 

increase test resources etc. 

 

• If defect fix rate is low then possible options are to review and improve the defect fix 

process, increase engineers allocated to fixing defects etc. 

 

5.3.3 The Final Phase: Defect & Fix Projection with Test Tracking 

 

Once significant testing has completed then switch to using the defects arrival rate from different 

tests and the amount of testing still to complete to estimate the remaining defects to find. 

 

The first step is to review the total defect estimate made in the Initial Phase by comparing the 

defects already found and fixed with the estimates. From the defects found so far determine the 

rate with which different test groups were identifying defects. Using this rate of defect detection 

and remaining tests still to complete, determine the updated estimate of the remaining defects to 

find. Update the defect projection and tracking chart with the revised estimates providing the 

remaining defects to find. 

 

6. CASE STUDY 
 

The model has been applied to the projects following Spiral Model and Scrum adapted for the 

organisation. The model can also be applied to other lifecycles, for example, Waterfall lifecycle 

provided the historical data used for estimates and forecasts followed similar lifecycles.  

 

6.1 Projects Selected for the Case Study 
 

The projects were selected from two product families. All the selected projects involved changes 

in electronics, mechanicals and software. Software size for all the products was very similar and 

grew over time as new projects added more features. Newer features and thus projects tended to 

be more complex with higher interaction between different components.  

 

The names and dates of the projects have been changed. The main discussion below is for project 

C. Project D is an earlier project whose data is used as historical data. The final section provides 

the charts from other projects where the same model was also used. 
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6.2 Initial Phase 
 

In project C, the current project, the defects were estimated using the analogous estimate method 

where the defects in similar modules of an earlier software project (Project D) were used as a 

starting point. The %Injected factor was derived for each module using the cost factors defined in 

COCOMO [1] as a guide. 

 

 
Table 1 Project C - Analogous Defect Estimates 

 

 
 

The table above shows the number of defects found in Project D, estimated percent defects which 

will be injected in Project C which then provides the most likely estimate for the defects. The 

minimum, maximum and most likely estimates for the defects were derived in consultations with 

the respective SMEs. The weighted estimate is given by the following equation. 

 

 
 

6.3 Intermediate Phase 
 

Reasonable calibration using data from the project is now possible as the project is about half way 

through the testing. Use the development teams’ capabilities to fix defects so far to project the fix 

trend for the rest of the project duration. Similarly, use the existing defect find trend to project the 

defect find trend for the rest of the project duration. 

 

The chart in Figure 1 shows the defect find and fix projections with the actual defects found and 

fixed in the early stages of system testing. The vertical axis shows the total number of defects 

found or fixed in the project to date and the horizontal axis is date (which has been changed for 

reasons of confidentiality). 
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Figure 1 Project C - Defect Projection and Tracking 

 

6.4 The Final Phase 
 

The chart in Figure 2 shows the projected arrival rate of the defects based on the testing still to 

complete. The vertical axis shows the total number of defects found or fixed to date in the project 

and the horizontal axis is date (which has been changed for reasons of confidentiality). 

 

 
Figure 2 Revised Projection based on Test to Complete 

 

For Project C, discussed earlier, the Table 2 below shows the initial estimates and the defects 

already found in testing which then provides the number of defects still to find. This can also be 

used as a sanity check for the estimate of defects still to find based on the defect arrival rate from 

different tests in progress. 
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Table 2 Review of Estimates in the Final Phase 

 

 
 

7. APPLYING THE MODEL 
 

The method described in this paper of defect find and fix tracking is fairly simple but there are 

some assumptions which need to be resolved before the model can be successfully applied. The 

main assumptions which the model relies on are described below. 

 

7.1 Development Process 
 

The method assumes consistency between development processes used in the current and the 

previous projects for the Initial Estimation Phase. From this method’s point of view, this includes 

having standard review process, definitions of defects, priority, severity etc. Benefits of process 

improvements take time to percolate through the system so these should only be considered after 

their first successful implementation. 

 

7.2 Historical Data 
 

The model assumes that historical data from previous projects is present and applies to the current 

project. In absence of any historical data industry standard metrics will have to be used in the 

beginning. 

 

7.3 Tool Calibration 
 

The models and techniques mentioned in this document have been developed under specific 

environment and need to be calibrated for the organisation. 

 

7.4 Initial Estimate of Total Defects 
 

It is assumed that the team can estimate defects reasonably reliably. Developers find it difficult to 

estimate number of defects but the method presented here requires the initial estimate of total 

defects which will be found during development and test. One method which has been found to 

work better is a mix of analogy and work break-down system (WBS). In this method break the 

system into smaller sub-systems (WBS items) and then compare the new project with the defects 

fixed in similar projects delivered in the past. 
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7.5 Consistent Allocation of Defects 
 

An important assumption is that the team is disciplined in using the related processes throughout 

the software development lifecycle. Relation between failure and defect is often unclear so a 

forum which is consistent in its analysis of the incoming failures may help the team. This forum 

also needs to ensure that duplicate defects are not assigned but are rejected instead. 

 

8. FURTHER RESEARCH WORK 
 

Research in SRGM has included adaptations to existing models to take differences in 

development and testing processes, for example, developing and testing phases in parallel, 

restarting test after fixing defects, into account. Artificial intelligence is also being used, to 

improve learning from the historical database which can then be used to predict schedule and 

quality of future projects. 

 

Constructive Cost Modelling [1] (COCOMO) was developed by Barry Boehm and is used by 

several researchers and tool vendors, for example, COSTAR [7], Cost Xpert[4]. Software 

Lifecycle Management by QSM [3] uses historical data, Raleigh distribution to manage complete 

software planning and tracking tool SLIM-Suite. Bayesian Belief Network is another way to 

predict software (or product) quality (and risks) which AgenaRisk [6] is using. 

Further research is required in the following main areas. 

 

• Reliable early defect estimates with limited information 

• Machine learning techniques to improve estimates and predictions 

• Data mining of the defects database for estimates and predictions 

 

9. CONCLUSIONS 
 

Delivering reliable software on schedule is a concern in all development organizations. With 

increase in size and complexity, several vendors and research institutes are looking into tools and 

methods on how to improve predictability in software development. Most of these tools are 

expensive and require significant effort to learn and normalize for the development teams to start 

getting benefits. 

 

The method described in this paper is simple and practical and any team, disciplined to use 

processes consistently can start using it with little additional effort. However, initially, the team 

will need some historical data to base their estimates and predictions on. The method uses tools 

and concepts readily available to all. The method has been successfully applied in several projects 

in the past with excellent results. The method can be easily enhanced as more and more data is 

collected within the development teams without tying them to an external vendor. 
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ABSTRACT 

 

Wireless Sensor Networks (WSNs) are critical component in many applications that used for 

data collection. Since sensors have limited resource, security issues have become a critical 

challenge in Wireless Sensor Networks. To achieve security of communicated data in the 

network and to extend the WSNs lifetime; this paper proposes a new scheme called Lightweight 

Key Management Scheme (LKMS). LKMS used Symmetric Key Cryptography that depends only 

on a Hash function and XOR operation. Symmetric Key Cryptography is less computation than 

Asymmetric Key Cryptography. Simulation results show that the proposed scheme provides 

security, save the energy of sensors with low computation overhead and storage. 
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1.  INTRODUCTION 

 
Wireless sensor networks (WSNs) consist of  hundreds, even thousands of low-cost devices 

called sensor nodes. These sensors have resource constraints such as limited power resource and 

low memory. Sensors in WSNs can communicate with each other by radio channel to transmit the 

data to the centric node known as the sink node (Base Station). WSNs has formed the basics for 

covering a different range of applications such as health care, military, environmental monitoring 

and other fields [1]. 

 

WSNs can be classified as flat networks and hierarchical networks. In flat networks, every sensor 

in the network has the same characteristics (battery lifetime, storage capacity, processor and 

transmitted power) and perform the same task. In flat networks sensor nodes can transmit data to 

its neighbour one by one to the sink. In hierarchical networks, the network divided in to several 

groups called clusters (each cluster has a head called cluster head and the other nodes called 

cluster members). Hierarchical WSNs can be implemented as homogeneous and heterogeneous. 

All sensor nodes have the same capabilities in homogeneous WSNs. In heterogeneous WSNs 

incorporate different types of sensor nodes that have different capabilities (small number of 

sensors with powerful characteristics elects as Cluster head and a large number of low 

characteristics sensors elects as Cluster members). 
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Most applications that use WSNs [2] have sensitive data as in military applications. Due to 

limitation resource of sensor node and the hostile environment make it a big challenge to secure 

the network. Key management is the first requirements to secure communication in WSNs. Key 

management includes generation, distribution and installation the keys inside sensors and it 

should support the node addition and deletion with revocation and update the keys [3].Symmetric 

and Asymmetric cryptography are being used to achieve security (authentication, integrity, 

privacy) in WSNs. In Symmetric, each node (sender and receiver)shared the same secret key that 

used for encryption and decryption the data communicated in the network. In Asymmetric key, 

each node, the sender and receiver, have two keys which are the public key that known to all 

nodes in the network and secret key which is private [5]. Symmetric cryptography is less 

computation and consuming less energy than Asymmetric Key [4]. 

 

In this paper, Lightweight Key Management Scheme(LKMS) for heterogeneous WSNs has been 

proposed to generate symmetric key that use only a hash function and XOR operation to provide 

security in WSN.  

 

2. RELATED WORKS 

 
Many key management schemes have been proposed to protect the communication among 

sensors in the WSNs. In [6], the authors proposed symmetric key by using LU decomposition 

matrix of length n*n where n represent the total number of sensor nodes. Each node is pre-loaded 

randomly with one row of L matrix with corresponding column of U matrix, when two nodes 

want to communicate first they send to each other their L row then each node calculate session 

key by multiplying the receiving L with its U column and found that they shared the same value, 

the proposed scheme used Rivets Cipher (RC5) algorithm to encrypt / decrypt of transmitted data. 

The authors in [7], used Hybrid key management for heterogeneous WSN, they used Symmetric 

and Asymmetric cryptographic technique in three levels, first level used signature encryption 

algorithm based on Elliptic Curve Cryptography (ECC) to secure the communication between the 

sink and the cluster head. In second level, Diffie-Hellman key exchange algorithm based on ECC 

is used to generate shared key between the cluster head and sensor nodes. finally, Symmetric 

session key is used between two sensor nodes because the limited resource of the sensor nodes. 

Each cluster head selects random value r and broadcast it to all cluster members.  

 

The scheme used shared value based on r when two nodes want to communicated. The authors of 

[8] proposed a key management scheme for hierarchical WSN by using Power aware routing 

protocol and track – sector clustering, the track sector clustering scheme is used for minimizing 

the transmission data redundant by means of reducing the connection between the sink node and 

the cluster head. Hybrid Elliptic Curve Cryptography (HECC) technique is implementing that 

used 80 bits key size for securing the routing. In [9] the authors proposed a new scheme used 

three types of keys: Network key, group key and pairwise key. The network key is used for 

encrypting the broadcast message and for authenticate the new node, group key is used as a 

shared key between all the sensor nodes in the same cluster, and the last key, the pairwise key is 

shared between specific pair of nodes. In the proposed scheme, they used assistant node to 

improve the security and reduce resource cost when cluster head is compromised. In [10], The 

authors proposed key management for hierarchical WSN using UAV to establish session key 

between two nodes. The proposed method used symmetric cryptographic key management which 

is depended on XOR operation and hash function. UAV used as centre unit to reduce the storage. 

Two nodes can’t establish session key only with the help of UAV.  
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3. THE PROPOSED METHOD 

 
3.1 Network Model 
 

The proposed scheme adopts the Heterogeneous hierarchical WSN as shown in the Figure 1. 

 

           Figure1. Network Model 

The proposed scheme assumes that network has the following properties: 

1- The sink node has unlimited storage and sufficient energy with trusted place. 

2- All sensor nodes are static. 

3- If sensor node is captured by attacker, sensors can extract all information from it. 

4- Cluster head is equipped with tamper resistant. If the cluster head captured by attacker, 

sensors cannot extract the information stored on it. 

The notation of our scheme is summarized in table 1: 

Table 1. Notation 

Symbol definition 

���	 Initial key from sink node 

���	 Shared value between cluster and its member 

���	 Shared value between cluster i and sink node 

��	
�� Session key between sink node and cluster head i 

��	
��� Session key between Cluster head-a and cluster head-b 

����  Session key between Cluster head and sensor node or between sensor node-a and 

sensor node-b 

���	 Identity of sensor node i 

����	 Identity of cluster i 

r Random value 

T Time stamp 

ℎ��ℎ(	) Hash function 

⊕ XOR 

|| concatenation 
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3.2 Pre-distribution Phase 

Before deployment of the sensor nodes, sink node selected initial key ���. Each node is assigned 

a unique���	 and pre-loaded with the initial ���	 

3.3 Key Management Phase 

After the deployment, each cluster head broadcasts HELLO message which include its ID. Each 

sensor node may receive messages coming from more than one cluster head. Sensor node chose a 

cluster head that have best signal strength. Sensors are storing one more parameter which is the 

cluster head identity. Now each sensor node has three parameters: initial key, its identity and 

cluster head identity. After that each cluster head selects random value r and broadcasts it to all 

cluster member and to sink node encrypted by initial key ���. Each sensor node gets r by 

decrypting it with the initial key ��� , then each sensor node calculates shared value ���	with its 

cluster head and all cluster member as follow: 

���	 = ℎ��ℎ(�||��
||	���	) 

After that the node will delete r. When sink node get the encrypted r,sink node decrypt it by using 

��� and calculating a shared value between the sink and the cluster head ��  as 

�
 = ℎ��ℎ(�||��
 ) 

The proposed scheme has three types of keys; between sink node and �� , between cluster head 

and cluster head and between cluster head and sensor member or sensor node and sensor node in 

same cluster 

3.3.1 Sink node& cluster head 

When the cluster head wants to be communicated with the Sink node, cluster head and sink 

use�
  as shared value between them.The session key process can be described as below: 

1- First the Cluster Head send its ID to Sink node 

2- After that, sink node select nonce random value !�  and compute: 

"� 	= 	!� 	⊕		�
  

#� = ℎ��ℎ(!�||�
 ||	$%) 

       Then sink node send [		"�	, #�	, $%		] to Cluster Head  

3- Cluster Head receive [		"�	, #�	, $%		] from sink node, first it verified the time stamp 

whether | $% −	$	  | < ∆T or not. If verification holds then computes  

!�
* 	= 	"� 	⊕		�
  

#�
* = ℎ��ℎ(!�

* ||�
 ||	$%) 

      If   #�
* =	#�  then Cluster Head select a random nonce !+, , otherwise send a rejection 

message to sink node. 

            Now Cluster Head computes: 

"+, 	= 	!+, 	⊕		�
  

#+, = ℎ��ℎ(!+,||�
 ||	$-) 
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          Then Cluster Head send [		"+,	, #+,	, $-		] to sink node 

4- Sink node receive  [		"+,	, #+,	, $-		] from Cluster Head, first it verified the time stamp 

whether |$- −	$	  | < ∆T or not. If verification holds then computes  

!+,
* 	= 	"+, 	⊕		�
  

#+,
* = ℎ��ℎ(!+,

* ||�
 ||	$-) 

                 If   #+,
* =	#+,proceed further, otherwise send a rejection message to sink node 

5- Finally, both sink node and Cluster Head agree on same session key 

	
��	
�� = ℎ��ℎ	(!+, 	⊕		!�	) 

 

3.3.2 Cluster Head & Cluster Head 

When the cluster head want to be communicated with other Cluster Head, they use ��� as shared 

value between them.The session key process can describe as below: 

1- First the Cluster Head-a send its ID to second Cluster Head-b 

2- After that, Cluster Head-b select nonce random value !	
�  and compute: 

"	
� 	= 	!	
� 	⊕		��� 

#	
�	 = ℎ��ℎ	(!	
�||���	||	$%) 

Then Cluster Head-b send[		"	
�	, #	
� , $%		] to Cluster Head-a 

3- Cluster Head-a receive [		"	
�	, #	
�	, $%		] from Cluster Head-b, first it verified the time 

stamp whether | $% −	$	  | < ∆T or not. If verification holds then computes  

!	
�
* 	= 	"	
� 	⊕		��� 

#	
�	
* = ℎ��ℎ	(!	
�

* ||���	||	$%) 

                  If   #	
�	
* =	#	
�	  then Cluster Head-a select a random nonce !	
� , otherwise 

Cluster Head-a send a rejection message to Cluster Head-b. 

            Now Cluster Head-a computes: 

"	
� 	= 	!	
� 	⊕		��� 

#	
�	 = ℎ��ℎ	(!	
�||���	||	$-) 

   Then Cluster Head-a send [		"	
�	, #	
�	, $-		]to Cluster Head-b. 

4- Cluster Head-b receive  [		"+,�	, #+,�	, $-		] from Cluster Head-a, first it verified the time 

stamp whether | $- −	$	  | < ∆T or not. If verification holds then computes  

!	
�
* 	= 	"	
� 	⊕		��� 

#	
�	
* = ℎ��ℎ	(!	
�

* ||���	||	$-) 

                 If   #	
�	
* =	#	
�	  proceed further, otherwise send a rejection message to Cluster Head 

–b. 

5- Finally, both Cluster Head-a and Cluster Head-b agree on same session key 
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��	
��� = ℎ��ℎ	(!	
� 	⊕		!	
� 	) 

3.3.3 Cluster Head &Sensor ORSensor & Sensor 

Suppose that two sensor nodes A and B are neighbors. Session key process is presented as 

bellow: 

1- First node A send its ID to node B 

2- Node B select nonce random value !�  and compute: 

"� 	= 	!� 	⊕		�	� 

#�	 = ℎ��ℎ	(!�||�	�	||	$%) 

          Then node B send [		"� 	, #� 	, $%		] to node  

3- Node A receive [		"� 	, #�	, $%		] from node B, first it verified the time stamp whether | 

$% −	$	  | < ∆T or not. If verification holds then computes  

!�
* 	= 	"� 	⊕		�	� 

#�	
* = ℎ��ℎ	(!�

* ||�	�	||	$%) 

         If   #�	
* =	#�	   then node A select a random nonce !� , otherwise send a rejection message 

to node B. 

Now node A computes: 

"� 	= 	!� 	⊕		�	� 

#�	 = ℎ��ℎ	(!�||�	�	||	$-) 

          Then node A send [		"�	, #�	, $-		] to node B 

4- Node B receive [		"�	, #�	, $-		] from node A, first it verified the time stamp whether | 

$- −	$	  | < ∆T or not. If verification holds then computes  

!�
* 	= 	"� 	⊕		�	� 

#�	
* = ℎ��ℎ	(!�

* ||�	�	||	$-) 

         If   #�	
* =	#�	   proceed further, otherwise send a rejection message to node A. 

5- Finally, both node A and B agree on same session key 

���� = ℎ��ℎ	(!� 	⊕		!� 	) 

4. SECURITY ANALYSIS 

 
The security analysis of the proposed scheme can be discussed as following: 

 

4.1 Key updating 

 
In the proposed scheme, each session used key different from the others. Every session key 

depends on shared value between two nodes. For more security, the shared value between two 

nodes should be updated periodically. After certain period, the update phase is started. Cluster 
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head selects new random value � ′ that is different from old r and it’s never used before, then 

broadcasts it to all cluster member and to the sink node encrypted with initial key ���. When the 

nodes receive the new encrypted � ′ they get it by decrypting it with initial key ���. After 

that,nodes calculate the new shared value  ���	′ as fallowing: 

 

���	′ = ℎ��ℎ(�′||��
||	���	) 

Then nodes will delete � ′. The sink node gets the new �*  by decrypting it with initial key ���. 

After that calculate a new shared value between the sink node and the cluster head ��  as 

�
 ′ = ℎ��ℎ(�	′||�
 ) 

4.2 Add New Nodes 

The sensor nodes have limited energy and after some time the node will die, for that, the died 

node should be replaced with new node. Before deployment the new node, the sink node is 

known which cluster head is belong to according to location of the new node. So sink node pre-

loaded the new node with cluster head ID, initial key ��� and the shared value ���	 according to 

the value of r of that cluster. 

 

4.3 Key Revocation 

When a node captured, all the security information stored on it will become compromised. The 

shared value between the sensors in the same cluster should be updated. The cluster selects new 

random value � ′ and continue with update phase. 

 

5. PERFORMANCE EVALUATION 

 
We evaluate the performance of our scheme from storage overhead, energy consumption and 

time. In our simulation environment, we used 100 sensors that randomly deploy with area 

100m*100m, 9 sensors as cluster head and 91 as sensor nodes. The transmission range of cluster 

head is 40m and the sensor nodes is 20m with initial energy 5J and 15Jrespectively. 

 

5.1 Storage Overhead 

 
In [10] before the deployment, each node is preloaded with its ID and a secret key. After 

deployment, each sensor node need to store one more shared value/12. The total number of this 

value is fixed by its neighbors. In our scheme before deployment each node is preloaded with its 

ID and initial key, after deployment each node in the same cluster store one more value  �	�. 

Each sensor node is store just two values in its memory. 

 

5.2 Energy Consumption  

 
The energy consumption of the proposed scheme for transmit 100 packets is less than in [10] as 

showing in figure 2. 
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Figure 2. Energy Consumption for transmit 100 packets 

 

Our scheme consumes less energy comparing with [10]. 

 

5.3 Time Consumption 

 
The proposed scheme tacks less time to generate session keys and transmit the sensed date. 

Figure 3 shows the time for transmit 100 packets and compared with [10]. 

 
Figure 3. Time Consumption for transmit 100 packets 

6. CONCLUSION 

In this paper, a Lightweight Key Management Scheme (LKMS) for heterogeneous Wireless 

Sensor Networks was presented, that used symmetric cryptography only a hash function and 

XOR operation to establish a session key between any two nodes. Through performance 

evaluation, we reduce the storage overhead and extend the network lifetime by consuming less 

energy and take less time to establish secure communication among the nodes. 
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LKMS use shared value between nodes to establish symmetric session keys and update that value 

at regular interval to avoid node capture attack and to assure that only legal nodes can be 

communicated. 

 

Simulation and analysis shows that LKMS has good energy efficient, less time consuming and 

low storage overhead than other similar schemes. 
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ABSTRACT 

 

Along with the increasing use of cloud services, security threats are also increasing and attack 

methods are becoming more diverse. However, there are still few measures and policies to deal 

with security incidents in the cloud environment. Although many solutions have been proposed 

through research on digital forensics for responding to security incidents, but it is still difficult 

to prove the integrity of evidence collection and storage in the cloud environment. To solve 

these problems, in this paper, we propose a blockchain based data logging and integrity 

management system for cloud forensics. In addition, compare the performance of the proposed 

system with the other blockchain based cryptocurrency. 
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1. INTRODUCTION 
 

Cloud computing is a technology that provides physical resources to users through virtualization 

technology. Profit of enabling network access to a scalable and elastic pool of shareable physical 

or virtual resources with self-service provisioning and administration on-demand profit, cloud 

computing market is getting bigger. Because of these characteristics, the number of users using 

cloud computing is also increased. However, with the growing cloud computing market, security 

threats began to grow. Many security solutions for the cloud environment are being researched, it 

is difficult to apply the existing digital forensic methods because of virtualization technology [1]. 

When the cloud environment is classified according to the service model, access to some system 

layers is limited in Software-as-a-Service(SaaS) and Platform-as-a-Service(PaaS) environments, 

access to that layer is controlled by Cloud Service Provider(CSP). So the log data generated in the 

inaccessible layer needs to be provided to the CSP through agreements[2]. In traditional digital 

forensics, investigators have full control over the evidence. However, in a cloud environment, the 

data centers are distributed globally, Cloud Service Customers(CSC) share physical resources, 

volatile data that disappears when CSC shut down the instance, virtual network, load balancing 

and auto scaling for providing seamless service environment. Therefore, it is necessary not only 

to record data for cloud forensics before a security incident for investigation but also to ensure the 
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integrity of the log data because it is difficult for the investigator to collect the data directly and 

collect the data from the remote site. 

 

There are several methods for ensuring the integrity of data, one of which is a blockchain. A 

technique called blockchain or distributed ledger is being studied as a method for ensuring 

integrity since the previous block affects the value of the next block. Since all blocks are 

connected like chain, it is possible to verify the integrity of all past blocks simply by verifying the 

hash value of the immediately preceding block. In this paper, we describe the need for data 

logging system for cloud forensics and propose a blockchain based data logging and management 

system for cloud forensics. The paper is structured as follows. Section 2 review about cloud 

forensics, blockchain and related works for ensuring data integrity. Section 3 describes the 

proposed system. Section 4 compare the performance of the proposed system with the some 

blockchain based cryptocurrency. Finally in Section 5 describes conclusions and suggest future 

research directions. 

 

2. RELATED WORKS 
 

2.1. Cloud Forensics 
 

Cloud forensic is a branch of forensic science encompassing the recovery and investigation of 

material found in cloud environment, often in relation to computer crime[3]. According to 

NIST[4], computer forensics consists of four steps: Collection involves the process of physical 

acquisition of data. Examination is the process of combing through the data for items of interest. 

Analysis is the application of the interesting items to the investigative question. Reporting 

describes the output of analysis. The difference between cloud forensics and traditional digital 

forensics is the collection and identification steps. Because outsourcing resource is one of 

characteristics in the cloud computing. For the more improve forensic investigation procedure, 

such as the storage and transportation of data stored in the cloud server is added. Because this is 

need to guarantee the reliability of such data confidentiality and integrity of data forensic 

investigation. The problem of applying the collection and identification method of digital 

forensics to the cloud environment is that the cloud environment is an outsourcing resource to use 

the desired service or resource from the CSP and it is difficult to know the actual location of the 

data because of the virtualization technology applied. Therefore, there is a need for a reliable 

identification and collection method of data that takes into account the characteristics of the 

environment. 

 

2.2 Cloud Forensic Challenges 
 

Unlike legacy systems that own all of the computing resources, in the cloud computing 

environment, the CSP provides infrastructure, platform, application. The CSC utilizes the 

services provided. This structural difference causes many issues in cloud forensic, such as the 

storage of data and storage locations, and access the data. 

 

The first reason why difficult to apply forensic technology in cloud computing is that data 

processing is dispersed in large scale of computing resources. Second, in traditional computer 

forensics, investigators have full control over the evidence. However, it is very hard in cloud 

environment. Third, there is a lack of reliable evidence as it is difficult to collect evidence due to 

the multi-tenant features. Fourth, when VM shut down, it is difficult to preserve volatile data. 
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Fifth, chains of custody might clearly depict how the evidence was collected, analyzed, and 

preserved. Sixth, investigators are completely dependent on CSPs for acquiring evidence[5]. In 

order to solve the problem, it might be saved for prevent loss of volatile data (e.g. snapshot). 

Moreover, collected evidence might be ensured that the integrity has not been manipulated during 

the process. 

 

2.3 Previous Research on Data Management Methods in a Cloud Computing 

Environment 
 

In the cloud environment, data centers are scattered around each country, so there is a possibility 

that users feel that one data but it is distributed among several physical machines actually. Chun, 

Byung-Gon et al.[6], propose a method to manage data through a replica set that replicates all 

data in order to prevent data loss in a distributed node environment and to minimize damage. 

Although this method has the advantage of solving the data loss problem, there is a disadvantage 

that the data is managed through the replica, which causes a large maintenance cost. Moreover, 

since the cloud environment has a service model that pay-as-you-go, it is difficult to apply the 

method as it is. 

 

Nepal, Surya et al. propose a service that guarantees the integrity of data in cloud storage 

service[7]. The system provides a way to prevent data tampering in a cloud environment by 

adding an integrity service provider in a scenario where a cloud service user uses a storage 

service to upload / download data to / from the cloud, called Data integrity as a Service(DIaaS). 

This service consists of a Key Management Service (KMS) that manages key values, a Trust 

Management Service (TMS) that ensures trust, and an Integrity Management Service (IMS) that 

manages integrity of data. In addition, they propose a model that can guarantee the integrity of 

data by categorizing the CSP and IMS into four cases, which are trust and untrust respectively. 

 

Edorado Gaetani et al.[8] propose a block chain based data management method for cloud 

federation environment based on the European SUNFISH project, to solve security problems such 

as data management method and data integrity in the cloud federation environment. Intrinsic goal 

of cloud federation is sharing services among members by creating regulated, secured inter-cloud 

interactions. In order to define possible threats in the cloud federation environment and solve the 

problem of performance degradation due to the application of block chain technology, they 

devised a two-layer blockchain based database structure. First layer ensures adequate 

performance by lightweight distributed consensus protocol, second layer ensures strong integrity 

guarantees by PoW based blockchan methods. 

 

2.4. Block Chains 
 

A block chain is a distributed ledger technique in which a plurality of peers manage and store 

data by mutually agreed rules. The nodes (peers) that want to manage the data participate in the 

P2P network and each node can verify the integrity of the block. Each peer can create a block, 

where the block of the first successful peer propagates to all peers, and if all the peers agree that 

the block is justified, the block is added to all peers. If the new block is properly created, it means 

that the verification of the previous block is also completed. Therefore, the longer the block 

length, the higher the reliability of the entire block. Verification of the integrity of a block can 

also verify that all past blocks are correct by comparing the hash value. However, this does not 
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guarantee that the block is completely trustworthy, and that it has been acknowledged that it has 

done a lot of work proofing. Therefore, the more peers participating, the safer it is. 

 

New blocks are created using the Proof of Work (PoW) or Proof of Stake (PoS) method. The 

PoW method is a task to find a hash value that satisfies a certain condition, and it is operated by 

adjusting the degree of difficulty for an average of 10 minutes in case of Bitcoin[9]. The PoS 

method is a method for saving the cost and maintenance cost of hardware equipment and is a 

concept to solve the problem of PoW method in the field of cryptocurrency[10]. Recently, 

cryptocurrency has been developed that combines both methods properly due to system 

maintenance cost and security problems. In addition, research is underway to apply not only 

cryptocurrency but also the fields that need to guarantee the integrity of data. For example, the 

blockchain based digital content distribution system[11], using blockchain for medical data 

access management[12], a framework for preventing double-financing[13], blockchains and 

smart contratcs for the Internet of Things[14] are researched. 

 

3. LOGGING SYSTEM FOR CLOUD FORENSICS BASED ON BLOCK 

CHAIN 
 

As mentioned above, the most important consideration for cloud forensics is “how to collect the 

data?” In cloud computing environment, CSP need to collect and store their own data, in which 

case there is a possibility of data manipulation and loss, so that the integrity of the data needs to 

be guaranteed. Therefore, in this section, we propose a system structure that can guarantee the 

integrity by blockchain technology while CSP collect data itself. 

 

 
 

Figure 1. Blockchain based data integrity management system 
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Figure 1 shows the structure of the blockchain based data integrity management system. In this 

paper, the data of CSP is stored by itself, but the procedure for verifying the integrity of the data 

is performed through blockchain. Data that requires storage for cloud forensics is determined 

through agreement between CSP and CSC. At this time, the CSC should consider the additional 

cost incurred to store the data in the cloud environment. The collected log data is converted into a 

hash value through a hash function. These data are used to create a hash tree and construct a 

block. In the case of permission-less blockchain such as Bitcoin, all peers participating in the 

network can perform mining to create new blocks. However, this is not suitable for proposed 

systembecause not all CSP peers can be trusted. Also, if all CSPs participate in mining by PoW 

method, the proposed system is very inefficient because it needs to consume more computing 

power than mining power of CSPs. Therefore, only the data integrity management system 

performs making block and the each block consists of the hash value of the CSP data. One block 

can contain data of one CSP and the data of CSP participating in the system are stored in order. 

The generation period of the block is determined by the agreement of the CSPs participating in 

the system, and it is determined in consideration of the processing performance. 

 

 
 

Figure 2. Overview and detailed functions of the proposed system 

 

Figure 2 shows the overall flow and detailed functions of the proposed system. In CSC Utilization 

Layer, the data of instance used by CSC is stored in the CSP Management Layer, and the 

Blockchain System Layer manages the integrity of stored data. The Data Integrity Module consist 

of four functions: Block Integrity Manager, Peer Manager, Fault Tolerance Manager, and Mining 

Balance Manager. Details of each function are as follows. 

 

3.1 Block Integrity Manger 
 

The Block Integrity Manger performs integrity check on data received from CSP when new block 

is created. Integrity verification is the process of checking the hash value to see if the encrypted 

data has not changed and verifying that the data is being sent by that CSP. 
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3.2 Peer Manger 
 

The Peer Manager monitors the number of CSPs participating in the network and adjusts the 

number of peers so that the Byzantine Generals Problem does not occur. When a block is created 

and propagated, it performs a task of maintaining a minimum number of 3n + 1 peers so that n 

malicious CSP nodes do not interfere with the block generation process. In addition, the size of 

the block is adjusted to obtain the optimum performance considering the number of peers. It also 

manages the peers of the CSPs that want to join or leave the network. 

 

3.3 Fault Tolerance Manger 
 

The Fault Tolerance Manger performs tasks such as building a block by solving a fault situation 

such as branching or consensus falling into a deadlock when stacking blocks. 

 

3.4 Mining Balance Manager 
 

The Mining Balance Manager performs the task of adjusting the cycle of generating block time. If 

the period is not constant, size of the data in each block may be unbalanced, which may 

complicate the integrity verification of the data when doing cloud forensics. Therefore, by 

adjusting the minimum time and maximum time range in which a new block is created, it is 

possible to stack data of a proper size into one block. 

 

The Data Logging module in CSP Management Layer consist of four functions: Data Collector, 

Data Encryption Manager, Data Integrity Manager, Log DB Manager Details of each function are 

as follows. 

 

3.5 Data Collector 
 

The Data Collector performs the task of collecting the service data or log that the CSC requested 

to be collected. It is recommended that you use a public tool that can be used for cloud forensics 

when collecting, for example snort to store network packet data. 

 

3.6 Data Encryption Manger 
 

Because data in the cloud environment may be related to the privacy of the CSC, the Data 

Encryption Manager performs encryption of the data collected by the data collector. Encrypted 

data is recommended to be encrypted using the CSC's public key. 

 

3.7 Data Integrity Manager 
 

The Data Integrity Manager manages the integrity of data collection and storage. It is difficult to 

trust CSP's integrity of data in an environment provided by CSP itself. This means that CSP 

manages the data that is stored before it can be used as evidence for the cloud forensic 

investigator by this procedure. 
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3.8 Log DB Manager 
 

The The Log DB Manager performs the task of storing the collected data. The stored data is 

transmitted to the Data Integrity Management System after performing a hash operation. 

 

4. PERFORMANCE CALCULATION 
 

In this section, we compare transactions per second(tps) with the other cryptocurrency 

mechanism with our proposed system. One of the reasons why mining-based permission-less 

cryptocurrency are not used in other area is that the number of transactions per second is too 

small. The tps formula of cryptocurrency is as follows. 

 

 
 

VISA, a credit card company, handles 100,000 transactions per minute in 2016[15]. Compared to 

that, the tps of the cryptocurrency is too low. For example, 6.41tps for Bitcoin, 15.65tps for 

Ethereum, 26.67tps for Zcash (unshielded), and 6.67tps for Zcash (shielded). The contents are 

shown in Table 1. 

 
Table 1. Comparison of TPS of the proposed system with other cryptocurrency 

 

 Blocksize 

(MB) 

Blocktime 

(sec) 

Transaction size 

(bytes) 

tps 

Bitcoin 1 600 260 6.41 

Ethereum 4.7 14.3 21000 15.65 

Zcash(unshielded) 2 150 500 26.67 

Zcash(shielded) 2 150 2000 6.67 

Proposed System 

(tps : per CSP) 

3.2 600 32 166.67 

 

The proposed system, assuming that uses a permission blockchain such as Hyperledger[16], the 

manager can revise the chaincode to set the rule. In the proposed system, when the data of one 

CSP is stored in a cycle of 10 minutes, the transaction of the blockchain system in 10 CSP 

environment can be thought to occur once a minute. To assume the size of the log data, previous 

research about security data logging system for cloud forensics proposed by Zawoad et al.[17] 

each log uses SHA-256 hash function. Therefore, it is assumed that our proposed system also 

uses that method. Assuming that the log is generated once per second, about 600 logs are created 

because one block is stored every 10 minutes in one CSP. The hash value of each log can be 

defined as transaction. If the size of encrypted log is 100byte, size of one block can be 3.2MB 

including Hyperledger's block header in order to save this log in hash tree. Based on this 

situation, we calculate about 1667 tps of the proposed method and about 167 tps per CSP because 

there are 10 CSPs. The graph comparing TPS with other cryptocurrency is shown in Figure 3. 

 



156 Computer Science & Information Technology (CS & IT) 

 

 
 

Figure 3. Compare transaction per second with other cryptocurrency 

 

In Figure 4, we check tps according to the number of CSP participating in the proposed system. 

The horizontal axis represents the number of CSP. In the proposed system, the blocktime and the 

transaction size of the block chain are assumed to be the same, so the overall TPS shows an 

increasing tendency. The tps per CSP shows a certain range depending on the number of CSP. 

This is because the hash tree is organized in a binary tree. If the number of logs is less than the 

available number of hash tree, the height of the hash tree is expanded. It can be seen that the tps 

per CSP decreases as the number of logs and the size of the hash tree become equal. 

 
Figure 4. Comparison of tps according to the number of CSP 
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Permission blockchain such as Hyperledger cannot guarantee the accuracy of the tps because the 

user can arbitrarily control the size of the block and the block generation period, and the 

performance may vary depending on how the environment is configured. In addition, the 

proposed system does not consider the time required for consensus and the time required to 

process each transaction, so actual performance is expected to be lower. However, the existing 

PoW-based permission-less blockchain network has a low processing speed because untrusted 

persons are allowed to participate in the network while maintaining reliability. Thus, the 

processing speed of a permission block chain can be expected to be faster. 

 

5. CONCLUSIONS 
 

In this paper, we investigate the reason for logging in cloud environment for cloud forensics and 

propose the permission blockchain based data integrity management system. The proposed 

system is able to guarantee the integrity of data while processing more transactions than existing 

permission-less based blockchains. However, there is a limitation that the performance evaluation 

of the present system can not perform the actual evaluation merely by comparing the calculated 

result values by calculating the expected data size. The proposed system can be used as one of the 

methodologies for coping with security incidents in the cloud environment. As future work we 

collect network data with snort and perform simulation to calculate accurate tps by using 

Hyperledger. The reason for choosing network data is that cloud environment has a complex 

network environment due to the virtual network configuration, and there are many incidents that 

exploit its vulnerabilities. We will also perform a performance evaluation comparing the time 

required for various consensus algorithms for comparison between permission blockchains. 
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ABSTRACT 

 
This paper looks into the reasoning, context, and process behind the creation of the Step Up 

App to be used in the Step Up Club. The Step Up Club is a peer tutoring high school 

organization that allows students to tutor one another. The paper explains the background and 

the issues that exist with peer tutoring regarding challenges in communication between tutors 

and tutees. The app aims to provide the solution for many of those problems in creating a new 

platform in which students can communicate to one another about any questions regarding 

school academics.  
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1. INTRODUCTION 

 
Peer tutoring is a method in which people who hope to learn help each other by teaching one 
another [1]. This less common form of tutoring could bring many advantages to learners and is 
being studied to see the advantages it creates [2]. In fact, the area of peer tutoring is being 
researched from all areas including not only educational but also social and psychological facets 
[3]. In recent years, high schools secondary education has also been a large area of discussion in 
investigating different areas of schools as well as changing existing curriculums to analyse 
students’ performance [4]. Peer tutoring within high school students has already shown positive 
results [5]. 
 
This research paper explains how the Step Up App was created in order to help in peer tutoring 
communication that was absent in the organization before. The Step Up App is a peer tutoring 
App allowing students to message peers about questions concerning school or homework. It 
consists of a real-time chat, allowing students to join a large discussion room, or to message 
tutors on a one to one basis. The app also contains a leader board, from students ratings of tutors, 
allowing other students to evaluate how helpful certain tutors are. 
 
High school students often face much stress and need help on their school work. School clubs and 
organizations as well as the Parent Teacher Association have all made efforts to provide tutoring 
or help in standardized testing for students. However, students often are unwilling or unable to 
afford tutoring and also may not feel that tutors who have not experienced the actual course can 
understand their problems. 
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The Step Up Club is a high school organization at Valencia High School, created to help students 
receive one on one peer tutoring form other high school students for free. The idea of peer 
tutoring was implemented in order to allow students to receive help from other students who have 
had first hand experience in taking a class and mastering it or excelling in the course. Tutors for 
each of the subjects are chosen after submitting their grades in the course they have already 
completed.  
 
However, the organization only provided help when students and tutors met up with one another 
in person. If students realized they needed help once they left the school’s library where they 
would meet with tutors, it would be difficult to receive the help they needed. Other circumstances 
such as scheduling to meet with tutors in person also create similar challenges with a lack of other 
forms of communication. 
 
The Step Up App creates a platform to solve this issue by allowing students to immediately 
communicate with tutors even at home, using the real-time chat. The leader board, displaying top 
ranked tutors are recognized and awarded by the club, providing an incentive for students to help 
others. The app allows a more convenient form of communication for both tutors and tutees. 
This paper is organized as follows. Section 2 discusses the challenges that the Step Up 
organization faced which eventually led to the creation of the app. Section 3 discusses the 
solution the app has to offer to the challenges. Section 4 approaches how each solution works to 
solve the challenges. Section 5 discusses some other similar ideas to the Step Up App, and 
Section 6 concludes the research paper. 
 

2. CHALLENGES 
 

The examples with many students, both tutors and tutees, led to a closer analysis at a pattern seen 
throughout of challenges the Step Up organization faced. 
 

2.1. Inconveniency  
 
One of the many challenges faced by the Step Up organization was the inconveniency of 
requiring tutors to meet face to face with tutees. As high school students, both parties face many 
tight schedules from after school competitions such as decathlon to competing in seasonal sports 
such as volleyball. Having to schedule sessions with peers became a monotonous process as both 
sides would repeatedly have conflictions in timing. This was one of the many inconveniences of 
the structure of the organization.  
 
Additionally, having tutors and tutees meeting at school had an even narrower time frame due to 
the opening and closing hours of the high school’s library, where students could meet and have 
textbooks available to borrow. This time frame lasted from when school ended at 2:45 to 4:00. 
The time frame is not only short, but leaves students very little amount of time in being able to 
schedule a tutoring session. Theses inconveniences led to much frustration with the students and 
an unwillingness to schedule sessions. Many students who try to meet with one another outside of 
school often have difficulties as well in attempting to find a proper location where both sides are 
easily able to meet at the same time. 
 

2.2. Lack of Motivation 
 
From the beginning of when the Step Up organization to present time, there has been a great trend 
in decreasing numbers of both tutors and tutees participating as a member of the club. When 
members first joined, there was a large group in both sides of the club, as this innovative 
organization was formed at the school. Students had higher participation rates as well as interest 
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in the program. As the high school students began to move up in grade level, taking on more 
challenging courses and extracurricular activities, a fall in interest began showing due to the 
inconvenience in having to stay for complete sessions and scheduling with tutors.  
 
Over time as the Step Up organization grew older, students began developing a lack of motivation 
in participation as both a tutor and tutee. A portion of the growth in lack of motivation throughout 
the club was due to the frustration and tenuous process of attempting to communicate between 
both parties in scheduling tutoring session. Throughout the year, tutoring sessions would diminish 
as students no longer wanted to take time out to schedule a session for simple questions 
concerning school work. 
 
Furthermore, another contribution to the lack of motivation seen in participants of the Step Up 
organization was largely due to the fact of the creation of a competing organization at Valencia 
High School known as “Tiger Tutoring,” that branched off of a larger organization known as 
National Honor Society. National Honor Society, or NHS, is a much larger nationwide 
organization for high schools that provides an incentive of recognition after student’s 
participation in tutoring other students. NHS tutors would receive recognition through honor 
cords and a cap tassel for graduation. This newly created organization not only drew away 
participants from Step Up, but also created a new competition of tutoring to Step Up. It provided 
similar hours of community service hours to students and also brought in more incentives of 
being recognized for participating.  
 

2.3. Timing 
 
Issues concerning timing became a large challenge generally for tutors. One of the main issues 
with Step Up’s original structure is its rigid form of communication and restricted person to 
person interactions. The inconveniency with scheduling sessions is not the only issue. A larger 
issue holds in that tutees often realize they need the most help in certain facets upon returning 
home and working on problems on their own. At these moments when tutees on their own, they 
need the help of tutors but are unable to because the tutors are only available through actual 
meetings. 
 
Scheduled tutoring sessions also incur timing issues with certain deadlines that teachers have set 
for students. Because of the packed schedules every student takes on, there may be occurrences 
where tutors and tutees can not decide on a meeting time to meet in person before the deadline of 
a large project or a test date. 
 

2.4. Challenge faced by Specific Student 
 

In the year 2015-2016, one female student facing difficulties in understanding the content of her 
chemistry course was recommended by her teacher in receiving help from a tutor at Step Up 
Club. Over the semester, the tutor and tutee would meet up after school, in the library at school to 
receive help. However, the tutee mentioned numerous times that she often struggled with her 
work at home even after receiving help at school. The tutee had many questions that she had not 
thought of to ask the tutor until returning home and reviewing the topics of the unit. 
 

3. SOLUTION 
 
The problem surrounding many of the challenges with the original Step Up organization lies in 
the rigid structure of the club. Through the app itself along with a leader board and real-time chat 
room for discussion sessions, the Step Up App is created as the solution to many original 
problems. 
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Figure 1 shows an overview of the architecture of the app. The app is based on a typical server-
client communication model. We have implemented the app in Android, while the backend is 
supported by Google Firebase. The reason to choose Firebase is its enhanced support on real-time 
data communication and synchronization. 
 

 
 

Figure 1. The Architecture of the Step Up App 
 

 
 

Figure 2. eMarketer's Table of US Smartphone User Penetration [6] 
 

3.1. Holistic App 
 

The design of the app itself has the main goal of portability and ease of usage. The original issue 
was due to the inflexible composition of the club in having only person to person real life 
meetings. The app offers a real-time chat that allows tutors and tutees to maintain and create 
tutoring sessions even outside scheduled meetings.  
 
The rationale behind the creation of the app was to create a system that could be used anywhere 
and anytime, to increase an efficiency and convenience for all members of the club. The idea of 
an app as the larger goal to attack the challenges emerged from noticing the everyday usage of 
people on apps. Almost all high school students have smart phones that they carry around on a 
daily basis. Creating an app that can be easily downloaded on these hand held devices becomes a 
much easier process for all students rather than having to schedule and meet someone in person. 
eMarketer has in fact studied teenagers usage of smart devices as seen in the chart below, and the 
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trend has only shown an increase in the percentage of the teenage age group [6]. The trend even 
extends to 2020. Implementing an educational app for teenagers to use may also add a positive 
impact to the large usage of young people in mobile devices. 
 

3.2. Leader Board 
 
The leader board is a feature in the app that consists of a rating system for students on each tutor. 
The rationale behind creating such a screen within the app was to offer an incentive to students. 
As seen in the competition of the tutoring organization known as Tiger Tutoring created by the 
National Honor Society which offered a recognition of being a tutor, the system of a Leader 
Board similarly offers a recognition. In fact the leader board offers a more competitive form of 
recognition because the ratings between every tutor becomes an incentive that makes members of 
Step Up all strive to become better tutors for one another. 
 
The rationale behind the leader board was not only to create this form of motivation but also in 
bringing in an element of reliability for students. In having such a rating system, students become 
more aware and are able to differentiate from the better and worse tutors. This creates a much 
more trustworthy system that provides the best form of resources for the students who are tutees 
needing help in a particular area. 
 

3.3. Real-Time Chat 
 

The main feature and idea behind creating the Step Up App was to implement a real-time chat 
that allows for the flexibility in time between tutors and tutees. The rationale behind the app was 
its ease in being used between tutors outside of scheduled tutoring sessions. It not only provides a 
connection between original tutors and tutees that continue meeting both in person and through 
messaging, but it may also induce new participants because of its flexibility and lack of binding 
between a tutor and tutee. Additionally, the rationale behind the real-time chat between two 
people also led to a larger group discussion that included all members. The idea behind the larger 
group discussion was to promote a flexibility in timing of allowing all people to answer in urgent 
need. However, the basic idea of one to one tutoring that serves as the foundation of the Step Up 
club is still maintained. 
The real-time chat is implemented using the data service – Firebase [7] hosted in Google Cloud 
[8]. Firebase is a popular mobile backend as a service solution to support real-time data 
synchronization and communication across multiple clients. The messages that are sent within the 
chats on the app are all stored through the online Firebase database. Individual chat rooms 
between a tutor and tutee is stored under the tag “Tutor Messages,” stored by time order as value 
under the tag of the user’s name. The larger chat room with all users is identified under the tag of 
“Messages” and the values are in order the time in which the messages were sent as well.  
 

4. METHODOLOGY OF SOLUTION/EMPIRICAL RESULTS 

 
The Step Up App is a new edition to the Step Up organization that provides numerous elements 
and methods in helping solve many of the issues faced including inconveniency, lack of 
motivation, along with timing. The app also aims to create a new feature to the organization as a 
whole. The methodology in this section serves to explain in detail each of the specific features of 
the app that serve as solutions to particular challenges.  
 

4.1. Solving Inconveniency 

 
The Step Up App helps in solving many of the issues surrounding the inconveniency of the rigid 
original structure of the organization. The app itself is the main solution to the inconveniency 
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through its portable method of communication between tutors and tutees. With the publication of 
the app, the two parties no longer have to schedule person to person meetings and rather have a 
new means to communicate with each other whenever and wherever. The real-time chat allows 
for conveniency between tutors and tutees in much more efficiently being able to communicate 
with one another regardless of each sides’ schedules.  
 
In the situation where tutors and tutees schedules conflict, the tutee could easily first ask the tutor 
a question using the app. Once the tutor has the time to respond, they could quickly respond to 
one another. Students could also use the app to potentially schedule a real life meeting in person 
with their tutors if they hope to do so. The app provides a new platform that still permits the 
original basic composition and purpose of the Step Up organization, but adds along a new 
highlight to the club. Students who still prefer the original person to person contact still have the 
more intimate method available. At the same time, if needed, they have the app to remain in 
contact with tutors at home. During busier testing seasons, both tutors and tutees have a much 
more convenient method of communication through the app. Students who face trouble in finding 
methods to meet up outside of school similarly can use the app as a form of communication. 
 
The app itself is also incredibly easy to move from screen to screen, whether signing in, creating a 
new account, or chatting with tutors. People can easily install the app on their phones from the 
Play Store, create and account, and begin interacting with tutors. Each of the features of the app 
can be selected from the “Home Page” that users immediately see upon signing into the app. 
When students select particular tutors, they are able to chat with them one on one. Otherwise, 
students can also join the large chat room that hold all registered members of Step Up and have 
discussions of their topic.  
 

 
 

Figure 3. Screenshot From Smart Phone of Google Play Store 

 

4.2. Creating Motivation 

 
Another large issue the Step Up organization faced was in the lack of motivation from both tutors 
and tutees over time. The majority of this issue is solved with the publication of the app yet again. 
A decrease in motivation was largely seen due to the lack of conveniency that previously existed 
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when tutors and tutees had to go through long processes of scheduling with one another 
repeatedly and each facing differences in timing that eventually led to frustration and irritation, 
causing the lack of motivation. The app helps in solving the issue of the inconveniency. 
 
The leader board portion of the app is also an important component that helps in creating the 
motivation necessary for the success of the organization. The leader board element of the Step Up 
App is a screen that ranks the top ten best tutors, as seen ranked by other students who have 
received help from those tutors. Students are able to rank each tutor on their profile pictures with 
a rating of five being “extremely helpful” to one being “not very helpful.” The leader boards uses 
a function made during the creation that averages the rankings of each tutor and lists them out. At 
the conclusion of each month, the top ranked in the leader will be recognized for their help and 
dedication to the organization. 
 
One of the other factors to the fall of motivation in members of the Step Up club can mainly be 
attributed to the existence of the competition from the other organization of tutoring created at the 
school by the National Honor Society. The addition of the Step Up App helps diminish much of 
the lack of motivation in participating in Step Up because of the new feature that has been created 
that the competition lacks. It creates a new highlight that will draw members into because of its 
innovative aspect. 
 

 
 

Figure 4. Home Page of Step Up App 

 

4.3. Establishing Much More Flexible Timing 

 
Timing becomes much more flexible and no longer is a challenge because of the Step Up App. 
Using the app, tutors and tutees can easily communicate with one another from anywhere at 
anytime. The rigid scheduling issue is solved with this flexibility. Students having various 
schedules no longer need to face the original issue. The challenge surrounding timing of how 
students having questions after tutoring sessions is thus also solved. When tutees are at home, 
working and realize there is information they do not understand and did not originally imagine it 
as a difficulty, can easily contact their tutor with ease through the app.  
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Additionally, if students face challenges on their own and ask their tutor, but the tutor missed the 
message, forgot to respond, or is busy, the issue with tight deadlines may seem to arise again. 
However, students are always able to join the large chat room and discuss with all other students 
or they have the ability to contact all other tutors one-to-one by selecting their profile and 
discussing if they prefer to do so in that manner. The flexible timing with the app helps resolve 
issues against the less flexible timing with school assignments, tests, and large projects by 
offering help and communication that is essentially unrestricted by timing. 
 

5. RELATED WORK 

 
The Step Up App provides a Peer-to-Peer Tutoring that some other Apps and online resources 
also contain similarities too and also offer similar services. 
 

5.1. Sesh Mobile App 

 
The Sesh mobile app was created by a company from Vanderbilt University and Stanford 
University students, known as Vanford, and the purpose was to allow students to request for 
tutoring sessions during any time . The company wanted to create a more expansive community 
of learning for students leading to the creation of the app and it started with only the two 
universities but hopes to expand. The app was used to request in-person sessions, also known as a 
“sesh” with tutors who have had to apply by uploading their transcripts of what classes they offer. 
Each tutor earns $20 per hour [9]. 
 
This app is similar to the Step Up App in the hopes of creating a community where all students 
are able to communicate about academics in one area. However, the Sesh mobile app is used 
solely to request an in-person tutoring meeting. The goal of the Step Up App is to allow both in-
person as well as easily accessible online communication to create efficiency for students. 
Additionally, Step Up has no requirement for tutors to submit an application because all members 
of Step Up are permitted to help others. While an application can assure reliability, the Step Up 
App is made reliable through a tutee rating system. Additionally, Step Up has no costs at all to 
receive the help students need. The Sesh App promotes an all day and night availability, but this 
is much more easily achieved through Step Up which does not require for either tutors or tutees to 
travel when the tutee needs help late at night. 
 

5.2. Brainfuse 

 
The Brainfuse online tutoring website offers help to students through a 24/7 online tutoring and 
writing lab system. It offers an online peer tutoring system that allows students to contact one 
another as they believe in peer tutoring as the method that often allows students to learn more 
easily. The “Online Learning Platform” of Brainfuse is aimed at helping colleges and universities 
in creating a peer-to-peer learning community [10]. 
 
The Step Up App has many similarities to Brainfuse in its core idea of a providing a community 
for students to peer tutor one another. While the Brainfuse website also provides an actual applied 
tutor as well, it is only focused on colleges and universities. The Step Up App is designed as a 
part of an organization in one high school, but aims at being user friendly to people in all levels of 
education. Additionally, the mobile App itself is effortlessly accessible with a click away on the 
phone that an online website does not provide for. 
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6. CONCLUSION AND FUTURE WORK 

 
The Step Up App is an innovative approach in bringing in a peer tutoring service to a larger 
community. It provides a new feature to the Step Up organization in peer tutoring by solving the 
original challenges faced including inconvenience, lack of motivation, as well as inflexibility in 
timing. The Step Up App can be downloaded and installed from the Google Play Store onto 
mobile devices [11]. 
 
The Step Up App is able to dismiss the problems the club faced through its easily accessibility 
from being downloaded on the smart phone used commonly by high school students. The app 
itself is not only easy to download and install on smart devices but also has easy to use elements 
of signing up and logging in and each user having a home screen that contains the various 
features they may use. These features include but are not limited to “Questions to Me,” “Ask 
Questions,” and “Leader Board.” The “Ask Questions” tab leads to a large chat room that 
includes all members. This is a new idea implemented in the club which originally only targeted 
one on one tutoring. This large real-time chat room allows all students to quickly receive an 
answer for a question because all members are present in it to answer questions. The leader board 
was one of the main ideas behind the creation of the app in encouraging more motivation of 
members. It creates a platform in which all students are able to rate each other in the tutoring 
reliability and accuracy. This creates a much more trustworthy app that does not permit students 
from randomly answering others questions without actual knowledge. The leader board also 
creates an incentive that encourages students to answer others questions and become recognized 
for doing so.  
 
In the future, there is still much to improve and update for the Step Up App. The Step Up App is 
still in the processes of developing a more modern styled user interface. The current user face 
includes each of the features and easy to access. However, a more modern styled user interface 
could please users in a more aesthetic manner. Additionally, the Step Up App is working on a 
possible limitation of users exploiting the rating system. Users may purposely vote positively for 
people they know to allow them to rank on the leader board. Step Up’s plan in trying to solve 
such a scenario is in the making of creating a monitoring system within the board of Step Up. 
Additionally, Step Up has in plan of trying a one month system of the leader board, which means 
for every one month, the rating will be cleared and all begin from zero again. 
 
This form of App type that offers a peer-to-peer tutoring is on-demand and has not been largely 
invested yet but could become an extremely useful application not only within the high school but 
in all areas and levels of academics. 
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ABSTRACT 

 

It has been seven years since California is in serious drought. The dam holds rare water, and 

for some area the plants and people are suffered. While the technologies of desalination and 

reusing water is improving, it is significant if we solve the problem from the root, which is 

reducing water usage and saving water. Since eighty percent of water in California is used for 

agriculture and greening, it is efficient if we break through the system of irrigation. Currently, 

there are many ways to reduce watering in agriculture such as dropping water drops from pipes 

instead of spraying water; however, there are now resolution addressing the system of private 

watering yard in communities. The sprinkler device that we designed can contribute to reduce 

the water that is sprayed through sprinkler by adjusting the status of sprinklers (turning on or 

turning off) base on real-time weather conditions (temperature and soil humidity). Our   

purpose is to reduce the spraying water as much as possible if the weather condition allowed. 
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1. INTRODUCTION 

 
According to United States Geological Survey (USGS) [5], “As of May 23, 2017, the National 

Drought Mitigation Center estimates approximately 10.3 million people in California are 

currently affected by the drought.” In fact, California has been in drought for many years and the 

condition is getting worse and worse. Figure 1 shows that in recent record, still most of area in 

California suffers from shortage of water especially large city such as Los Angeles. Based on the 

current condition of drought, it is necessary for every resident of California to save water. With 

the rapid development of computer science and particularly Internet-Of-Things [6], it is possible 

to use technology to solve this problem in practice. Based on the fact that a lot of residents have 

to adjust the time of watering in our backyard very based on weather frequently [7][8], we 

decided to think about saving water resources though reducing unnecessary watering in every of 

these situations. In order to achieve the goal of reducing watering while keeping the plants 

healthy, we have designed and developed a sprinkler system that can adapt to the actual 

environment and be capable of turning on and off automatically according to the temperature and 

humidity in soil. Using this device, people do not need to worry about wasting water every time – 

the sprinkler can automatically turn on or off the sprinkler system based on the real need.  
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At present, people rarely pay attention to sprinkler all the time and they will not water the grass 

by hands, they simply set up the timer so the sprinklers can spray water automatically during 

certain period of the time. However, during this process, huge amount of water is wasted due to 

unnecessary watering in cool wet autumn evening. Thus, it is crucial to build an irrigation system 

that can save the whole process for people.   

 

 
Figure 1: The U.S. Drought Monitor of drought situation of California in 2017 (adapted from [9]) 

 

To solve the issue, we have developed an intelligent smart irrigation system that contains two 

major components: 1) the Internet-Of-Things (IoT) system that uses temperature and humidity 

sensors to detect the actual soil environment data and send the real-time data back to the 

controller, where the smart decision will be made based on the data received; 2) A mobile app, 

“Servant Sprinkler”, would receive the real-time data and present them on the screen, which is 

easier for users to monitor the temperature and humidity since they can also turn on or off the 

sprinkler by hands. 

 

The rest of the paper is organized as follows: Section 2 gives the details on the challenges that we 

met during the experiment and designing the sample; Section 3 focuses on the details of our 

solutions corresponding to the challenges that we mentioned in Section 2; Section 4 presents the 

relevant details about the experiment we did, following by presenting the related work in Section 

5. Finally, Section 6 gives the conclusion remarks, as well as pointing out the future work of this 

project.   

 

2. CHALLENGES 
 
In this section, we discuss three challenges that confront us as we design the smart irrigation 

system. They are including accurate data collection, proper threshold setting, and effective 

interactions.  

 

2.1. Challenge 1: Data Collection 
 
The top one challenge is how to receive real-time data. If the operation of the device is totally 

depending on the weather report, it is useless. It is also impossible to collect data from several 

years and create a specific function to predict the future weather. Because there are different 

weather conditions in different areas and the sprinkler need to adjust itself base on weather 

condition, we need a device that can collect local environmental data constantly and present it to. 
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2.2. Challenge 2: Threshold Setting 
 
The second challenge is that we needed to deal with how to set up the standards for both 

temperature and humidity, which are the values that sprinkler will shut down automatically if the 

they are reached. Since the device mainly depends on the adjusting itself, it is crucial to set up 

relatively perfect standards to maximize the effort. If the standards are too high, the plants would 

die before the sprinklers are triggered to spray water; if the standards are too low, the situation of 

wasting water is still not solved. The research is needed for deciding the standards carefully. 

 

2.3. Challenge 3: Interactions 
 
The third challenge is how to make users interact with the device effectively and smoothly. As we 

all known, technology cannot replace human totally. There is probability that some tiny errors 

will occur, so human involvement is necessary. In this case, there might be some extreme weather 

that the temperature is low and the soil humidity is extremely low as well, which will not trigger 

the switch of sprinkler and the plants might suffer low temperature and poor moisture in the soil. 

This is the reason that the users need to know the real-time condition constantly. Since there is 

neither screen on the device nor a computer that is connected to it, it is necessary to visualize 

these codes to data, then to the sentence that people can read. Also, since it is not realistic for 

users to stay aside a computer to read the data, a moveable controller is needed which can show 

the meaning of data, temperature and humidity, and be manipulated by people at any time. 

 

3. SMART SPRINKLER IN ACTION 

 
To solve the above three challenges, we have developed a smart control device that can 

manipulate if there is water comes out or not automatically. As shown in Figure 2, the system 

contains two modules: the receiver that receives all data about humidity and temperature from 

sensors while is connecting to a Bluetooth launcher built with Arduino [11], which is connected 

to a Raspberry PI as the main controller [12]. The second module of the system is a power switch 

connecting to the main Raspberry PI controller. The controller is designed to revive the data 

through Firebase database, whose data is stored in Google Cloud. There is a program that we 

wrote in the Raspberry PI, which tells when to stop or release the water and spray to grass.  

 

As it comes to collecting real-time data on temperature and humidity, one feasible solution is to 

send the data from sensors to cloud, which can be monitored through phone app. Since people 

may be out of home for most of the day time, it is nearly impossible to go to yard and keep 

paying attention of the data on sensor all the time, we develop an app that comes with the device. 

We upload the data from sensors to Firebase [10], then develop an app which can receive the data 

from computer and show it on the screen. Firebase is a cloud-based data synchronization and 

communication system that could be used to ease the data transfer across multiple devices and 

clients. Through this method, people are able to know the accurate temperature and humidity in 

their backyards. 

 

On the other hand, a proper threshold to turn on or off the device has been tested and configured 

in order to enable the automated control. To accomplish that, we prepared two sensors for 

temperature and humidity; then wrote a program which gave orders to turn on the switch as long 

as the certain values are reached. Based on the special location of California, we set the limits as 

24 Celsius degrees for temperature and 50% as moisture. Since the sunlight that strikes on the 

ground of California is relatively strong, the moisture is easier to evaporate, which is deal with by 

setting the standard for humidity as 50%. The highest average for Long Beach in 2010 was 29 °C, 

it is important for plants to receive sufficient water under high temperature and direct sunlight 

striking. 
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Figure 2. An Overview of the System 

 

Finally, in order to address the challenge of how to interact with humans in case some extreme 

weather occurs, we decided to upload all the data from sensors to Firebase. There are already two 

sensors on the main board, and we added another element, which is a Bluetooth launcher. The 

data collected by the sensors will be launched to a cloud center call Firebase which could receive 

and store all the data. Then, a mobile app, Servant Sprinkler as shown in Figure 3, is developed 

for receiving the data from Firebase. In there, there are two blocks, one showing current 

temperature and the other one showing current soil humidity. This corresponding mobile app is a 

convenient tool for users to observe the real-time data. Besides that, there are two buttons, named 

“turn on” and “turn off”, can be used to activate or shut down the system by hands. If there are 

some kind of extreme weather with low temperature and low humidity, the users can manipulate 

the sprinkler and amount of water sprayed to grass base on their own wish instead of rely on 

technology only. 

 

 
Figure 3. The Servant Sprinker Mobile Controller App 

4. EVALUATION OF SMART IRRIGATION SYSTEM 
 
In order to accomplish this goal, the amount of water that is saved is the essential standard for 

evaluating the value of putting this product into market. Base on the observation, each 

neighborhood’s sprinklers sprays water for three minutes continuously. For average residential 
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sprinkler for lawn, each minute the water usage is about 1-6 gallons. Every day the sprinkler 

spray water at eight o’clock in the evening for three minutes, which tells that the sprinkler spray 

54 gallons of water averagely. There are 150 houses in my community, which means that each 

day the water usage is 8100 gallons of water. However, based on the fact that there are 

approximately 20 percent of the days that the outside temperature is lower than 24 Celsius 

degrees and 7 percent that the humidity is higher than 50 percent as shown in Table 1, which 

means that over 30 days the sprinklers ignore the rain and spray the unnecessary water anyways, 

which is a total kind of waste. In my community, the spraying time is exactly three minutes at 8 

pm every day, which is not reasonable because the cool weather will evaporate less water as it 

would during noon. After observation, each day one sprinkler in my yard sprays total of 5 gallons 

of water, which is the same for every sprinkler in my community. After connect the device to the 

sprinkler, my sprinkler sprayed total of 21 minutes per week per family, which means there is 35 

gallons of water is used by one sprinkler. If the probability of weather lower than 24 Celsius 

degrees and humidity under 50 percent is 14 percent of time, there are 4.9 gallons of water is 

wasted in yard while there is a water shortage in California dam. After communicating with a 

Chinese factory, we made improvements about our device. We used their database as a basic 

stage for receiving and analyzing data. We further improved the device through designing and 

producing the packing of it and made it more like a mature product. 

 
Table 1: The average Los Angeles temperature [14] 

High °F Low °F Month High °C Low °C 

68 48 January 20 9 

69 49 February 20 10 

70 51 March 21 11 

73 54 April 23 12 

75 57 May 24 14 

78 60 June 26 16 

83 64 July 28 18 

84 64 August 29 18 

83 63 September 28 17 

79 59 October 26 15 

73 52 November 233 11 

68 48 December 20 9 

75 56 Year 24 13 

 

5. RELATED WORK 

 
Sprinkler irrigation, distributing water by spraying it over the fields, has been applied for several 

decades. The water is sprayed from nozzles under the force of water pressure. [1] introduced 

sprinkler irrigation system and how to choose proper equipment. In order to deliver water to crops 

more effectively, there are several the study about sprinkler irrigation system. For example, [2] 

talked about how to formulate and solve mathematical expressions for the application depths and 

rates from a self-propelled, center-pivot sprinkler irrigation system. [3] proposed a method for 

evaluating the water application rate and uniformity coefficient of overlapping irrigation 

sprinklers. [4] conducted a research on relation between non-uniform sprinkler irrigation and crop 

yield. All these studies aimed to distributed water evenly then obtain better crop yield. None of 
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the studies involves saving water by improving sprinkler based the current temperature and 

humidity in soil.  

 

6. CONCLUSION AND FUTURE WORK 

 
In this paper, we present a practical solution to manipulate the switch automatically with a self-

adaptive computer program that sets up the standards for the device to enable the water or not. As 

we can see from the device and the results of the experiment, the system effectively saves water 

everyday, offering an intelligent approach for users to manage the irrigation. As for the future 

work, the experimental design can be improved by replacing Bluetooth with other launcher since 

Bluetooth will be blocked by walls sometimes. Another direction to work on in the future is to 

enable sharing the data with the local community, so that a large dataset can be built. Using the 

dataset, models could be trained using machine learning techniques [13] which could be used to 

guide the all residents no matter whether they have the smart irrigation system or not. 
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