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Preface

The 7th International Conference on Natural Language Processing (NLP 2018) was held in Dubai, UAE, during January 27~28, 2018. The 7th International Conference on Software Engineering and Applications (JSE 2018), The 5th International Conference on Foundations of Computer Science & Technology (CST 2018), The 7th International Conference on Signal & Image Processing (SIP 2018) and The 5th International Conference on Artificial Intelligence & Applications (ARIA 2018) was collocated with The 7th International Conference on Natural Language Processing (NLP 2018). The conferences attracted many local and international delegates, presenting a balanced mixture of intellect from the East and from the West.

The goal of this conference series is to bring together researchers and practitioners from academia and industry to focus on understanding computer science and information technology and to establish new collaborations in these areas. Authors are invited to contribute to the conference by submitting articles that illustrate research results, projects, survey work and industrial experiences describing significant advances in all areas of computer science and information technology.

The NLP-2018, JSE-2018, CST-2018, SIP-2018, ARIA-2018 Committees rigorously invited submissions for many months from researchers, scientists, engineers, students and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of internationally recognized top-level researchers. All the submissions underwent a strenuous peer review process which comprised expert reviewers. These reviewers were selected from a talented pool of Technical Committee members and external reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, technical content, originality and clarity. The entire process, which includes the submission, review and acceptance processes, was done electronically. All these efforts undertaken by the Organizing and Technical Committees led to an exciting, rich and a high quality technical conference program, which featured high-impact presentations for all attendees to enjoy, appreciate and expand their expertise in the latest developments in computer network and communications research.


We would like to thank the General and Program Chairs, organization staff, the members of the Technical Program Committees and external reviewers for their excellent and tireless work. We sincerely wish that all attendees benefited scientifically from the conference and wish them every success in their research. It is the humble wish of the conference organizers that the professional dialogue among the researchers, scientists, engineers, students and educators continues beyond the event and that the friendships and collaborations forged will linger and prosper for many years to come.
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TOWARDS MAKING SENSE OF ONLINE REVIEWS BASED ON STATEMENT EXTRACTION

Michael Rist, Ahmet Aker and Norbert Fuhr

Department of Computer Science and Applied Cognitive Science, University Duisburg-Essen, Duisburg, Germany

ABSTRACT

Product reviews are a valuable resource for information seeking and decision making purposes. Products such as smart phones are discussed based on their aspects e.g., battery life, screen quality, etc. Knowing user statements about aspects is relevant as it will guide other users in their buying process. In this paper, we automatically extract user statements about aspects for a given product. Our extraction method is based on dependency parse information of individual reviews. The parse information is used to learn patterns and use them to determine the user statements for a given aspect. Our results show that our methods are able to extract potentially useful statements for given aspects.

KEYWORDS

Aspect-based opinion extraction, dependency parse trees, dependency patterns

1. INTRODUCTION

Product reviews are a valuable resource for information seeking and decision making purposes. Online shops such as Amazon allow customers and users to add reviews to every product in their online catalogue. Certain reviews are direct feedback about a product and can guide new customers in their buying process. However, in most cases due to the immense number of reviews it is impossible for a customer to digest all of them. Several automatic processing methods of such reviews have been proposed. One intensively studied approach is the extraction of sentiment from reviews and summarization of positive and negative instances within the review set [6,7]. For instance, for the following review the sentiment approach would say that the review is positive:

The display is bright, colourful and has a high resolution.

However, sentiment extraction has a clear limitation in this case because it is not able to provide why the review is positive. Obviously, this review provides some pieces of evidence about a product and claims implicitly that the product is good because of those premises. Thus, a better approach than sentiment extraction would be a pipeline that is able to extract those premises and provide a quality judgment or claim about the product based on the extracted premises such as: The product X is good because many think it has an excellent display.

We present such a pipeline in Figure 1. Our pipeline shows the process of evaluating all reviews from one certain product. In the first step, it extracts premises which entails aspects and personal
statements. Next, because the same aspect can be expressed in different ways (display, screen) it groups the different expressions of an aspect together to a broader one (e.g. display). The same is performed for all statements provided about an aspect. In the final step, it generates a summary about the product based on the aspects and statements. Our goal is to have a pipeline such that product reviews from arbitrary categories can be summarized. In this work, we focus at step one (extraction of premises) of the pipeline and leave the remaining steps for future work.

In our case a premise consists of an aspect and one or more personal statements. For instance, for the earlier example we have the aspect display and three statements: bright, colourful and high resolution. We assume in this work that aspects within reviews are already known and focus only on the automatic extraction of subjective phrases. Our statement extraction method is based on dependency parse trees. From the parse tree, we obtain generalized patterns that highlight the boundaries of statements and link them to an aspect within a review.

Patterns generated from dependency parse trees have been already investigated for extracting information from well-formed text [8,9,10] as well as in combination with aspect-based opinion mining [4,11,14]. However, to the best of our knowledge such patterns have not been applied to extract statements for given aspects.

The remainder of the paper is structured as follows. First, we take a short look at other approaches and methods used to process reviews for information extraction. After that we introduce the data we work with. Section 4 presents our technical solution to aspect relevant subjective phrase extraction, followed by Section 5 describing our experimental settings. Results are described and discussed in Section 6. We conclude our paper in Section 7.

2. RELATED WORK

Opinion mining and sentiment analysis is a wide research field and can be divided into different areas [3]. In terms of product reviews there has been a focus on aspect-based sentiment analysis [13,6,15]. In our work, we concentrate on aspect-based opinion mining and aim to extract statements for given aspects rather than sentiments. On this line, the work of Sauper et al. applies an LDA [1] model to simultaneously extract aspects and statements. Unlike us they are using rather clean data with one aspect per sentence and by only considering argumentative sentences, thus preemptively eliminating any noise in the data. Xu et al. also used LDA to jointly extract aspects and sentiments, however they also limit the aspects per sentence to one and extract them both at once. In our case the sentences can have more than one aspect as well as more than one statement in a sentence. We also do not assume that our sentences are argumentative. Furthermore, we apply patterns learned from dependency trees instead of LDA.

Dependency parse inspired patterns were used before in order to extract information from general texts [8,4,10] as well as online reviews [11,15,17]. In some of these studies the patterns are manually generated [4,11,15] and others learn them automatically from the data [8,10,17]. Fixed
patterns are used both for learning or extracting aspects [11] and link aspects to statements [4]. Qiu et al. [15] apply relation patterns to find new aspects and statements. Their use of relation patterns is quite successful, but unlike ours has the clear restrictions of static patterns. Unlike our study generated patterns from previous studies have not been applied to extract personal statements for given aspects but rather used, for instance, to extract entity or sentiment related information.

Other approaches use the opposite direction, meaning that they search for aspects given certain, ambiguous, statement. Yauris at al. [19] for example apply the methods used in [15] to extract aspect from game reviews, however they statements are limited to adjectives only while our statements can be whole phrases. Hu et al. [20] uses a frequency based approach to extract aspects or features. The sentiment is given by an orientation and not the actual information like done here. The same underlying method was later also used and enhanced by Marrese-Taylor et al. [18] where they conducted a user study with a visual overview over the sentiment for each aspect.

3. Data

The raw data is taken from Amazon reviews provided by [5]. These consist in total of 142.8 million reviews from which we annotated 400 randomly selected reviews. The reviews come from 4 different categories or representatively 4 different products with a sufficient review count. We annotated aspects and personal statements within the reviews. Statements are defined as certain assertions given by the reviewer. These can also be seen as a stated opinion or sentiment about some part of a product.

The aspect describes what part or characteristic of the product is being discussed. Aspects are also seen as an opinion target, like the ones used in [16]. All the reviews in our data were annotated by one single expert. Altogether we found 1,666 aspects and 1,987 statements within the annotated reviews. Among the reviews there are a few cases where the review contains only the aspect annotation and does not convey any statement. In our application scenario, we filter out such cases and focus only on reviews entailing both aspect and statements. The total number of reviews containing both annotation types is 1,966. In most cases a review contains only a single aspect and one or more statements. In this case all statements are linked to the single aspect. However, there are also cases where a review contains more than one aspect as the following example shows: The keyboard and trackpad of this notebook is quite sturdy but not well designed. This example sentence contains the aspects keyboard and trackpad. The statements are quite sturdy and not well designed. Since there are two aspects both statements are regarded as connected to each of the aspects. We use these 400 reviews to learn patterns based on dependency parse information. These patterns are in turn used to automatically extract subjective statements as well as to link them to aspects.

Table 1. Annotated Data

<table>
<thead>
<tr>
<th>Categories</th>
<th>Claims</th>
<th>Premises</th>
<th>Relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD Card</td>
<td>333</td>
<td>399</td>
<td>396</td>
</tr>
<tr>
<td>Earphones</td>
<td>456</td>
<td>549</td>
<td>549</td>
</tr>
<tr>
<td>Keyboard</td>
<td>427</td>
<td>535</td>
<td>517</td>
</tr>
<tr>
<td>E-reader</td>
<td>450</td>
<td>504</td>
<td>504</td>
</tr>
<tr>
<td>all</td>
<td>1,666</td>
<td>1,987</td>
<td>1,966</td>
</tr>
</tbody>
</table>
4. METHODS

The task of extracting the complete statements is split into two successive steps. First, we identify the position of a statement within the sentence and afterwards we limit the borders of the statement. This limitation is needed because a statement might not be given in a single word and can consist of a certain part of the containing sentence. Looking at the previous example sentence: The keyboard and trackpad of this notebook is quite sturdy but not well designed, the statements are limited to the words quite sturdy and not well designed. When retrieving only a partial statement its meaning might be drastically altered. By excluding, for instance, the word not in the second statement the meaning is inverted and the actual information is lost.

For learning patterns, we use dependency parse trees, which we obtain using the DKPro framework [2], and word types (POS) for each word. Example dependency trees are shown in figures 2 to 4. Note that for POS tags with multiple variations, like nouns, we abstracted them to one general form. For instance, the sentences The display is bright and The displays are bright have the noun (aspect) display described by and adjective, the statement bright. When looking at the POS-tag of the aspects we have a tag for a singular and plural noun. Using the specific POS-tags would generate two different patterns. To avoid this, we simply use an abstract NOUN as word type for this node in the aspect.

Note, the information of the quantity is not needed for our purposes, as in the extraction and outcome each of these nouns are connected to the adjective, giving us the information how each aspect is described by its statement. This means that the correct noun, whether plural or singular will be linked to the adjective and so the information of the quantity is still present.

Figures 2 to 4 show basic examples of possible patterns and relations between the aspect and statement. Aspects are shown in blue, statements in green, the relations are marked as red edges. In general patterns are stored as a list of 3-tuples, \((wt(w_1), d, p(w_r))\), where each tuple describes an edge in the tree. The direction \(d\) is used to identify if the word on the right-hand side \(w_r\) of the tuple is a predecessor or successor of the current word \(w_1\). This is done as each pattern has a leftmost node which is used as a kind of starting point or anchor for this pattern. \(wt(w)\) simply gives the word type of the actual word \(w\). \(p(w)\) is a function to evaluate the word connected via the described edge and is described as:

\[
p(x) = \begin{cases} \{wt(w), d, [p(s_1), p(s_2), \ldots]\}, & \text{if } w \text{ has sub-nodes} \\ wt(w), & \text{otherwise} \end{cases}
\]

with \(x\) being the \(x\)-th succeeding word after word \(w\) in the pattern.

Figure 2. Dependency tree: The display works great.

Extracted linking pattern: \((NN, +JJ)\)

Extracted limiting pattern: \((JJ, -, VB)\)

A simple, single pattern like seen in figure 2 contains the word type of the two connected nodes \(wt(w_1)\) and \(wt(w_r)\) and the direction of the link \(d\). More complex patterns, as those in figure 3...
and figure 4, are nested. This indicates which succeeding edges are needed to link the aspect to the statement in these cases.

Besides describing the relationships between an aspect and statement, the patterns can also be used to describe a statement. This allows us to minimize the complexity of our pattern as not only to find a link between an aspect but also to extract a complete statement. The whole process of extracting statements is divided into two steps: head identification of a statement, the linking to an aspect, and boundary detection, the limiting of a statement. Both limiting and linking steps are detailed in the following sections.

4.1 Limiting

The limiting of a statement defines its length and content. In order to extract only the relevant information, we need to distinguish the relevant part of a sentence from the irrelevant ones. To achieve this, we use the underlying dependency within a statement. A statement consists of several words forming a logical and rhetorical structure and have one certain root node. By determining this root node, we can extract a subtree containing all the words from the statement. Based on this subtree we create a pattern describing the word types and dependencies of the words within the statement. In figure 3 we can see the statement with one root node, the noun(NN) colours. The adjective bright is linked as an adjectival modifier (amod) to this noun. We can use these pieces of information to limit our pattern to $<NN, -, JJ>$. Apart from determining the boundaries of patterns we can also use these root nodes as a clear target for the preceding step, the linking between an aspect and its statements which we describe in the next section.

**Figure 3. Dependency tree: The Display has bright colours.**

*Extracted linking pattern: $<NN, +, (VBZ, -, NN)>*

*Extracted limiting pattern: $<NN, -, JJ>$*

**Figure 4. Dependency tree: It has a bright and colourful display.**

*Extracted linking patterns: $\{(NN, -, JJ), (NN, -, (JJ, -, JJ))\}\*

*Extracted limiting patterns: $\{(JJ), (JJ)\}$*
4.2 Linking

Patterns are also used for linking an aspect to its statements. Similar to the statement extraction we also determine the root nodes of the aspects as a start of our patterns. For each pair of a given aspect and extracted statement we now have two root nodes for which we extract a linking pattern. In most aspects in the review there is only one statement given. For these cases, the path from the aspect to the head of the statement is taken as the pattern. These cases as well as the extracted linking patterns are shown in Figures 2 and 3. However, reviews might have complex structures such as containing more than one subjective phrases (see Figure 4). For these cases, we generate several patterns where each pattern captures only one path between the aspect and the head of each existing subjective phrase.

4.3 Selecting patterns

For both of our steps we have to select the right patterns to apply. This is needed because the extracted patterns can partially overlap each other. When looking again at the example linking patterns from figure 2, \(<NN, +, VBZ>\), and figure 3, \(<NN, +, <VBZ, -, JJ>>\), we can see that both patterns describe the first edge identical. The first pattern however ends after this edge, while the second pattern continues with another edge. In cases where we can apply the second pattern we could also apply the first one. Therefore, we have to prefer some patterns over others to increase overall performance as well as to have general patterns as much as possible. To achieve this, we use support and accuracy, as well as a combination of both computed over the patterns.

Support The support of a pattern states how often this pattern is observed. Quite common is a linking pattern like seen in figure 3 which is extracted from the sentence: *The display has bright colours*. This pattern is received from every sentence that has a sentence structure: *ASPECT VERB STATEMENT*. Instead of adding a new pattern each time we increase the support of the first pattern. The support of a limiting pattern is calculated similarly. Each occurrence of a pattern increases the support of it.

Accuracy The accuracy of a pattern is calculated by evaluating how often a pattern can be correctly applied in our data. When we apply a linking pattern we only know the head node of the aspect. When we look at the patterns from figure 2 and 3 the aspect head node has the same type. Assuming we only have those two linking patterns, we can apply the first pattern not only in the first example but also in the second as we have the same edge from the noun to the verb. This would result in one correct linking and one false linking and would achieve an accuracy of 0.5. For the limiting patterns, we proceed similarly.

Average accuracy and support These support and accuracy values are used to rank the patterns in order to determine the best ones. Additionally, we propose a third ranking by averaging over the normalized accuracy and support. The normalized accuracy \(\alpha_n\) and support \(s_n\) are calculated by

\[
\alpha_n(p_x) = \frac{\sigma(p_x) - \min_{p \in P} \sigma(p)}{\max_{p \in P} \sigma(p) - \min_{p \in P} \sigma(p)} \quad \text{and} \\
\sigma_n(p_x) = \frac{s(p_x) - \min_{p \in P} s(p)}{\max_{p \in P} s(p) - \min_{p \in P} s(p)}
\]

with \(\sigma(p)\) as the accuracy, \(s(n)\) as the support and \(P\) as the set of all patterns.
Threshold For the task of limiting a statement we use the best pattern (most highly ranked pattern) to select a single statement. However, when we want to link the statements to the aspects we have the problem that there can be multiple links per aspect and using the most highly linking pattern does not resolve the problem. Figure 4 for example has two statements bright and colourful. When we select only one linking pattern we can only retrieve one of the statements. To retrieve both statements we, have to apply more than one linking pattern. We determine the number of patterns that need to be applied using an adaptive threshold $t_a$. This threshold is calculated by $t_a = \text{rank}(p_h) \cdot (1 - \gamma)$, where $\text{rank}(p_h)$ is the value of the highest matching pattern and $\gamma$ is the percentage of decline which we allow. For our linking patterns, we allow a 10% decline in performance.

Table 2. Results of the predicted links

<table>
<thead>
<tr>
<th>Ranking</th>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>P@10</th>
<th>P@20</th>
<th>P@50</th>
</tr>
</thead>
<tbody>
<tr>
<td>LinkBaseline</td>
<td>.43</td>
<td>.43</td>
<td>.43</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Accuracy</td>
<td>.54</td>
<td>.47</td>
<td>.50</td>
<td>.69</td>
<td>.64</td>
<td>.64</td>
</tr>
<tr>
<td>Support</td>
<td>.41</td>
<td>.34</td>
<td>.37</td>
<td>.28</td>
<td>.32</td>
<td>.39</td>
</tr>
<tr>
<td>Acc. &amp; Sup.</td>
<td>.48</td>
<td>.44</td>
<td>.46</td>
<td>.29</td>
<td>.33</td>
<td>.38</td>
</tr>
</tbody>
</table>

5. EXPERIMENTAL SETTINGS

As we mentioned in Section 4 we separate our approach for extracting the statements into two elementary steps: linking to the location of a statement and limiting the extracted statement. For each step, we compare our results with a different straightforward and robust baseline. For obtaining patterns, as well as for the evaluation of both steps, we use the gold standard data described in Section 3. To evaluate the significance of our results we use a pairwise McNemar test[12] with Bonferroni correction.

5.1 Evaluation setup

To evaluate the performance of our statement extraction we apply 10-fold cross validation. Note that we keep in each fold only the patterns that occur at least twice. Patterns occurring less frequently in our training set, are not used for statement extraction. This is done to eliminate possible annotation and grammatical errors from our reviews. We compute precision, recall and F1-measure to quantify the performance of our pattern extraction approach. Additionally, as we can rank our retrieved patterns, we calculate the precision at 10, 20 and 50 to evaluate for the quality of the used ranking methods.

5.2 Baseline for linking (LinkBaseline)

As a baseline for finding the statements, we extract the nearest adjective and determine if this adjective is contained in the searched statement. This is a rather simple approach as we do not have any means of limiting a statement based on the adjective, but it will be sufficient enough for detecting the general area where a statement is located. For our previously chosen example from figure 2 we assume the linking is correct if for the aspect display the adjective great is chosen as the link target.

5.3 Baseline for limiting statement (LimitBaseline)

For the limiting step, we decided to use the dependency subtree of the root node as a baseline. More precisely we extract every word directly or indirectly dependent from the root node as part
of the statement. This is again a quite simple baseline and therefore we allow for some noise. We define noise as additional words retrieved in an extracted statement. For instance, for the example sentence: The display has bright colours in figure 3 instead of only allowing the statement bright colours for the aspect display we also allow has leading to has bright colours as the statement for this baseline.

6. RESULTS

As previously mentioned we first look at the results of the individual steps and then regard the performance of the whole statement extraction step.

Table 3. Performance of the statement limitation methods

<table>
<thead>
<tr>
<th>Ranking</th>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>P@10</th>
<th>P@20</th>
<th>P@50</th>
</tr>
</thead>
<tbody>
<tr>
<td>LimitBaseline</td>
<td>.51</td>
<td>.48</td>
<td>.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>.46</td>
<td>.46</td>
<td>.46</td>
<td>.64</td>
<td>.68</td>
<td>.73</td>
</tr>
<tr>
<td>Support</td>
<td>.26</td>
<td>.21</td>
<td>.23</td>
<td>.64</td>
<td>.46</td>
<td>.24</td>
</tr>
<tr>
<td>Acc. &amp; Sup.</td>
<td>.35</td>
<td>.29</td>
<td>.32</td>
<td>.55</td>
<td>.62</td>
<td>.49</td>
</tr>
</tbody>
</table>

Table 2 shows the performance of our linking step. From the results, we see that best performance is achieved when accuracy alone is used to rank patterns. The support ranking performs overall worse than all the others, including the baseline. When we look at the precision at position 10, 20 and 50 we see that the accuracy ranking has only a small drop in the precision from precision@10 to precision@20. The support and acc. & sup have an increased precision for position 10 to 20, but nevertheless they are still vastly outperformed by the accuracy ranking.

Results for limiting a statement are shown in Table 3. We evaluated only the exact matches between the extracted statements and the gold standard. As we see from the table the baseline performs quite well and is, overall better than our best results. The accuracy ranking outperforms our other rankings by more than 10% in the precision, recall and F1 score. This may be contrary to the intuition, as the support of a pattern indicates its popularity, and therefore should improve the recall. Relying on the most frequent pattern should also receive the most correct results. The data however shows a significantly (p value) worse performance for the support compared to the accuracy ranking.

Table 4 shows the results for the complete extraction process (statement extraction and aspect linking) with different noise levels. Noise, as described in chapter 5.3, is additional words extracted along our statements. In our testing data, we have aspect and statement pairs. In the complete extraction process we aim to determine such pairs too. If the extracted pair is correct according to our evaluation criteria then we have a positive extraction, otherwise the extracted pair is considered as incorrect. From the results, we see again that the accuracy performs best for all the metrics. Contrary to the previous results, overall performance drops noticeably, from a F1 score of about .50 to only .31 for the precise results without the noise. However, when we allow more noise, our results improve by .07 points in the precision, recall and F1 score. When comparing the results from the different noise levels incrementally, we have a significant improvement (p-value < .01) between each noise level step. Furthermore, we can see that our ranked results perform quite stable with a precision of over 50%.
Table 4. Results for extracting statement

<table>
<thead>
<tr>
<th>Noise</th>
<th>Ranking</th>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>P@10</th>
<th>P@20</th>
<th>P@50</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Accuracy</td>
<td>.32</td>
<td>.30</td>
<td>.31</td>
<td>.52</td>
<td>.53</td>
<td>.50</td>
</tr>
<tr>
<td></td>
<td>Support</td>
<td>.09</td>
<td>.07</td>
<td>.08</td>
<td>.00</td>
<td>.05</td>
<td>.06</td>
</tr>
<tr>
<td></td>
<td>Acc. &amp; Sup.</td>
<td>.14</td>
<td>.12</td>
<td>.13</td>
<td>.00</td>
<td>.01</td>
<td>.14</td>
</tr>
<tr>
<td>1</td>
<td>Accuracy</td>
<td>.36</td>
<td>.34</td>
<td>.35</td>
<td>.52</td>
<td>.53</td>
<td>.51</td>
</tr>
<tr>
<td></td>
<td>Support</td>
<td>.09</td>
<td>.07</td>
<td>.08</td>
<td>.00</td>
<td>.05</td>
<td>.06</td>
</tr>
<tr>
<td></td>
<td>Acc. &amp; Sup.</td>
<td>.22</td>
<td>.20</td>
<td>.21</td>
<td>.00</td>
<td>.01</td>
<td>.22</td>
</tr>
<tr>
<td>2</td>
<td>Accuracy</td>
<td>.39</td>
<td>.37</td>
<td>.38</td>
<td>.52</td>
<td>.53</td>
<td>.52</td>
</tr>
<tr>
<td></td>
<td>Support</td>
<td>.10</td>
<td>.08</td>
<td>.09</td>
<td>.00</td>
<td>.05</td>
<td>.06</td>
</tr>
<tr>
<td></td>
<td>Acc. &amp; Sup.</td>
<td>.24</td>
<td>.22</td>
<td>.23</td>
<td>.00</td>
<td>.01</td>
<td>.22</td>
</tr>
</tbody>
</table>

6.1 Discussion

Our results show that ranking of the pattern has an enormous influence on the performance of the extraction methods. The large performance drop between the separate steps and the complete extraction indicates that, although the individual patterns perform rather good, the selection of the correct pair of patterns can be improved. Increasing the noise level in the statements largely improves our results. It shows us however that improving the patterns and their selection could lead to further improvement as either the link is not complete or the patterns are too vague for a better extraction. Either way, this shows that there is room for improvement.

On this line we performed an error analysis. We manually inspected statements which were extracted by our patterns. Table 5 shows some of these statements. Most of the shorter statements, with one or two words, are correct and even the longest and most complex one is extracted completely. Some extracted statements like great and reasonable for the aspect price were most likely extracted by the wrong pattern. The whole sentence is the following: Besides that this card is great and very reasonable price of $50. The statement great references to the aspect card, but without the knowledge about the first part of the sentence this statement could also be related to the aspect price.

Another area that requires further attention is the problem with erroneous reviews. We have seen several reviews that were problematic and yielded wrong dependency parse trees. We aim to implement detection methods for these erroneous cases, so that we can exclude them from processing.

7. Conclusion & Future Work

In this work, we described the extraction of aspect-based statements from product reviews through patterns extracted from dependency parse trees. We introduced methods for identifying the head of a statement and detecting the boundary for the statement given the head. Our evaluation results show that the best method for choosing reliable patterns in both steps separately, as well as at once, is the accuracy of the pattern.

Above, we already discussed some venues for improvement. In addition to these we also want to tackle the automatic extraction of aspects. Finally, we aim to use the aspects as well as all their assigned statements to generate summaries. Such summaries can be used by customers to satisfy their information needs and help them in their decision making purposes.
Table 5. Example extracted subjective phrases

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Extracted statement</th>
<th>Correct statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>price</td>
<td>fair</td>
<td>fair</td>
</tr>
<tr>
<td></td>
<td>very reasonable</td>
<td>very reasonable</td>
</tr>
<tr>
<td></td>
<td>great and reasonable</td>
<td>very reasonable</td>
</tr>
<tr>
<td></td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td></td>
<td>can’t beat</td>
<td>can’t beat</td>
</tr>
<tr>
<td></td>
<td>price matches quality</td>
<td>Matches the quality well</td>
</tr>
<tr>
<td>battery life</td>
<td>really good</td>
<td>really good</td>
</tr>
<tr>
<td></td>
<td>lasted through the movie and several episodes of a tv show</td>
<td>lasted through the movie and several episodes of a tv show</td>
</tr>
<tr>
<td></td>
<td>awesome</td>
<td>awesome</td>
</tr>
</tbody>
</table>
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ABSTRACT
Ontology automatic enrichment consists of adding automatically new concepts and/or new relations to an initial ontology built manually using a basic domain knowledge. In a concrete manner, enrichment is firstly, extracting concepts and relations from textual sources then putting them in their right emplacements in the initial ontology. However, the main issue in that process is how to preserve the coherence of the ontology after this operation. For this purpose, we consider the semantic aspect in the enrichment process by using similarity techniques between terms. Contrarily to other approaches, our approach is domain independent and the enrichment process is based on a semantic analysis. Another advantage of our approach is that it takes into account the two types of relations, taxonomic and non taxonomic ones.
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1. INTRODUCTION
According to AI community, ontology is a formal explicit specification of a shared conceptualization. [1]. Ontology enrichment is the task of extending an existing ontology with additional concepts and semantic relations and placing them at the correct position in the ontology [2]. Ontology learning is a wide research area that contains ontology enrichment, Ontology population and inconsistency resolution [2]. Ontology construction and maintaining, is a fastidious knowledge acquisition task which gives always a bottleneck problem, namely when the dynamicity of the ontology domain is high. In the other hand, because of the development of the world wide web, textual information is available with huge quantities. Hence, It will be very useful if this task is achieved automatically or semi automatically from textual sources. But automating ontology enrichment is not an end in itself but the objective is to preserve the coherence of the ontology after the enrichment process and the best way to achieve this is to consider the semantics of used texts.

In this paper, we propose an approach for semantic ontology enrichment. We begin by building an initial (or basic) ontology using a basic knowledge about a target domain. The semantic enrichment of this basic ontology is done through both syntactic and semantic analysis of a corpus of texts relating to the same target domain. Syntactic analysis is accomplished using natural language processing tools to obtain a POS tagged and named entity annotated corpus. We mention that before applying NLP tools, preprocessing operations of the studied corpus are
applied like stop words eliminating and words stemming. For each sentence of this annotated corpus we extract a short sentence obeying to the form \(<S_i, V_i, O_i>\) where \(S_i\) is the subject, \(V_i\) is the verb and \(C_i\) is the object. This short sentence plays the role of a relation \(V_i(S_i, O_i)\) which will be matched to the content of the basic ontology \(<S_o, V_o, C_o>\). This matching is achieved using WorldNet resource by means of a semantic similarity measure and allows us to enrich the basic ontology as depicted in Figure 1 below.

The remainder of this paper is organized as follow. Section two is devoted to clarify the ontology learning bases. Section three gives a summary of related work; section four presents our approach. Finally, we conclude and we give some future work in section five.

2. ONTOLOGY LEARNING

In computer science, ontologies aim explaining and describing the world around us. However, in reality, they only focus on a part of the world, what is called a domain. The knowledge representation community defines ontology in accordance as follows: “Ontology is a formal, explicit specification of a shared conceptualization” [1]. ‘Conceptualization’ refers to an abstract model of phenomena in the world by having identified the relevant concepts of those phenomena. ‘Explicit’ means that the type of concepts used, and the constraints on their use are explicitly defined. ‘Formal’ refers to the fact that the ontology should be machine readable. ‘Shared’ reflects that ontology should capture consensual knowledge accepted by the communities.” Simply, ontology represents the knowledge by a set of the concepts within a domain of interest and the relationships between those concepts. For that aim, ontologies play a central role in knowledge extraction, they can be learnt from various sources, be it databases, structured and unstructured documents or even existing preliminaries like dictionaries, taxonomies and directories.

To a large extent, the ontology learning system is understood in a variety of ways, it can be ontology extraction, ontology generation, or ontology acquisition. Nevertheless, ontology learning can be defined as an automatic or semi-automatic creation of ontologies, including extracting the corresponding domain’s terms and the relationships between the concepts that these terms represent from a corpus of natural language texts, and encoding them with an ontology language for easy retrieval.

Ontology enrichment is one of the important objectives for the ontology learning process. It consists of adding automatically new concepts and new relations to an initial ontology constructed manually using a basic knowledge relating to a given domain. Concepts and relations have to be placed in the relevant place in the initial ontology. However, numerous approaches and applications focus only on constructing taxonomic relationships (is-a-related concept hierarchies) rather than full-fledged formal ontologies [3]. For that, we are interesting, in our work to develop an approach for the ontology enrichment taking in account both taxonomic and non-taxonomic relationships between concepts. Generally, the process of enrichment attempts to facilitate text understanding and automatic processing of textual resources, moving from words to concepts and relationships. It starts by extracting concepts/relationships from plain text using linguistic processing such as part-of-speech (POS) tagging and phrase chunking [4]. The extracted concepts and relationships are then arranged in the initial ontology, using syntactic and semantic analysis techniques.

3. RELATED WORK

The first paper [5] presents a methodology called PACTOLE (Proprietary And Class Characterization from Text for Ontology Enrichment) for the enrichment of an initial ontology
from a collection of texts relating to the astronomic domain. The first step is analyzing the collection of texts using NLP techniques in order to extract objects of the domain and their properties using predefined syntactic patterns then in the second step FCA technique is applied to the couples (object, property) in order to generate a concept lattice where each concept is a collection of a maximum number of objects sharing the maximum number of properties. The third step consists of expressing existing celestial objects data base by a second lattice of concepts using FCA technique as well as. The fourth step consists of merging the two lattices of concepts to obtain a resulting concept hierarchy. In step five this concept hierarchy is represented in FLE description language to be able to do reasoning tasks on it. The methodology was applied on a high number of Astronomy Abstracts journals and with the existing SIMBAD celestial objects database and the score of precision is high (74.71%) meaning that objects are classified in adequate classes and the score of recall is low because, mainly, the number of properties associated with objects is not sufficient for classification.

The second paper [6] presents a framework called Ontorich allowing the enrichment and the evaluation of ontologies using RSS Feeds. The enrichment of an ontology is proceeded using OpenNLP API, which is a natural language processing Library, and WordNet [7] resource. RSS feeds are an important source of information as they provide permanently updated web information. To extract relations and concepts from RSS feeds, statistical and syntactic methods are applied using OpenNLP API. After the enrichment phase, the author(s) used several metrics to measure how the initial ontology is modified. Ontorich was compared against two ontology enrichment systems, which are Kaon and Naeon, and compared also against two other ontology evaluation systems, which are OntoQA and Romeo, relating to a certain number of functionality criteria and the results show that Ontorich is a more powerful tool for ontology enrichment and evaluation.

The third paper [8] presents a framework based on machine learning strategy to the automatic extraction of non taxonomic relations which remain a great challenge for ontology learning systems community. The framework proposed, initially extracts a set of causation contextual constructs (CCC) from annotated corpus and WordNet [7] to be used as initial indicators that can locate the good candidate sentences that may hold causation relation in text. In the second step, a new algorithm (graph based semantics GBS) is applied to indicate the real existence of causation in the sentences and if so, label both relation parts (cause, effect). To achieve this, sentences are divided into two parts and the most representative word in each part is searched based on the hypernym structure. The main steps of this algorithm are:

1. Specify causation relations direction according to CCC (cause-effect or effect-cause).
2. Extract the window for each relation part (for both cause and effect).
3. Build a graph for each window.
4. Specify the RDB (relation data base containing examples of cause, effect) semantic pair, suitable for the window.
5. Process each window graph to find best candidate semantic feature from the graph.
6. Extract a representative noun in the window that corresponds to the semantic feature.

To evaluate their system, precision, recall, and F-measure are computed based on a set of a total of 1213 used sentences and the results were as follow: precision = 78 %, recall = 68% and F-measure = 73 %.
The fourth paper [9] proposes an automatic process for ontology population from a corpus of
texts. The proposed process is independent from the domain of discourse and aims to enrich the
initial ontology with non taxonomic relations and ontology class properties instances. This
process is composed of three phases: identification of candidate instances, construction of a
classifier and classification of the candidate instances in the ontology. The “Identification of
instance candidates phase applies natural language processing techniques to identify instances of
non taxonomic relationships and properties of an ontology by annotating the inputted corpus. The
“Construction of a Classifier” phase applies information extraction techniques to build a classifier
based on a set of linguistic rules from ontology and queries on a lexical database. This phase has
a corpus and an ontology as inputs and outputs a classifier used in the “Classification of
Instances” phase to associate the extracted instances with ontology classes. Using this classifier,
an annotated corpus and the initial ontology, the third phase consisting of the classification of
these instances, produces a populated ontology.

Implementation of this process applied to the legal domain show results of 90% as precision
89.50% as Recall and 89.74% as F-measure. Authors conducted others experiments of their
process on the touristic domain and obtained the results of 76.50% as precision 77.50% as Recall
and 76.90% as F-measure.

The fifth and the last, but not least, paper [10] presents a pattern based approach of ontology
enrichment by antonymic relations extracted from Arabic language corpora. Ontology of “seed”
pairs of antonyms is used to extract lexicon - syntactic patterns in which pairs of antonyms occur.
These patterns are then used to find new antonym pairs in a set of Arabic language corpora. The
approach is tested on three different Arabic corpora: classical Arabic corpus (KSUCCA) [11], the
contemporary Arabic corpus (CCA) [12] and the mixed Arabic corpus (KACSTAC) [13]. The
correctly extracted patterns are used to enrich an ontology based lexicon for Arabic semantic
relations called SemTree [14]. The developed system has as input the set of patterns and the
KSUCCA corpus. First the given corpus is preprocessed in order to clean diacritics from the texts
and by pattern matching antonyms are extracted and evaluated by an expert evaluator and new
antonym pairs are added to the SemTree ontology. The system is evaluated using three measures
which are pattern reliability, precision and performance of the system. Pattern reliability is the
ratio of correct antonyms extracted using the pattern to the total extracted ones using the same
pattern. System precision is the ration of the total correct extracted antonyms to the total extracted
ones, while system performance is the measure of the increase in ontology size. The obtained
results show that despite the fact that system performance is high (42, 3 %), system precision
computed is about 29, 45 % as a mean of all obtained precisions relating to all used corpuses
(KSUCCA, CCA and KACSTAC).

To summarize, we can say that firstly, all the above approaches consider only one type of
relations, taxonomic or non taxonomic. Secondly, the performance of the above approaches
depends on the target domain.

Our proposed approach aims to consider the two kinds of relations, taxonomic or non taxonomic,
and to preserving the coherence of the enriched ontology by using the semantic similarity
measure techniques offered by WordNet [7] technology, and this, independently of the domain
of discourse.

4. THE PROPOSED APPROACH

We propose an approach for automatic ontology enrichment giving a corpus of texts relating to a
target domain. First, a basic knowledge related to this target domain is predefined and
represented in an initial or a basic ontology through a set of concepts and relationships between
these concepts. The objective is to enrich the initial ontology by the content of texts relating to the same target domain through semantic analysis.

The proposed enrichment process is composed of three phases. In the first phase, we proceed to the annotation of the texts using a morpho-syntactic analysis of the given texts by means of natural language processing tools in order to provide a first level of understanding of the given texts. We parse texts to extract syntactic relations between terms as well as the part of speech tags of these terms. This annotation phase is followed by a second phase consisting of a simplification of complex sentences to simple clauses. It consists of a semantic analysis of the annotated text where clauses obeying to the form V(S, O) (S: subject, V: verb, O: object). The Third phase called semantic enrichment phase, consists of the comparison of each extracted relationship to the content of the initial ontology using a similarity measure. According to this comparison, we decide whether each extracted relationship will be candidate to enrich our initial ontology or not. The similarity measure is based on WordNet [7] and the enrichment process aims to identify new concepts or new relationships or just concept or relationship instances already existing. In this step, we study for each relation V(S, O), extracted from the text, the semantic similarity of this last with existing ontology relations V(S, O) to identify new concepts and relations enriching the ontology. Figure 1 gives the semantic enrichment algorithm of the basic ontology (Phase 3 of the semantic enrichment framework given by the figure 2). In figure 1, SimilarityThreshold is a parameter of the algorithm fixed by the user or by the domain expert.

| Case 1 | Semantic_Similarity (V_i, V_o) >= SimilarityThreshold, THEN |
|        | /* study of the similarity between S_i and O_o */ |
|        | 1- IF S_i & S_o are locally linked in the ontology, THEN do nothing. |
|        | ELSE use WordNet technique to extract this link between S_i & S_o; |
|        | IF link exists, then add it to the ontology. ELSE, add S_i as a concept (class) which will be the domain of V_i; |
|        | 2- IF S_i & S_o are locally linked in the ontology, THEN do nothing. |
|        | ELSE use WordNet to extract this link between S_i & S_o; |
|        | IF link exists, then add it to the ontology. ELSE add S_i as a class, which plays the role of V_i domain; |
|        | 3- IF O_i & O_o are locally linked in the ontology, THEN do nothing. |
|        | ELSE use WordNet to extract this link between O_i et O_o; |
|        | IF link exists, then add it to the ontology. ELSE add O_i as a class, which plays the role of V_i Codomain; |

| Case 2 | Semantic_Similarity (V_i, V_o) < SimilarityThreshold, THEN |
|        | add V_i to the ontology as a relation and using WordNet find Link(V_i, V_o). |
|        | /* study of the similarity between S_i and O_o */ |
|        | 1- IF Semantic_Similarity (S_i, S_o) >= SimilarityThreshold (same appellation), THEN define S_i as domain of V_i. ELSE use Wordnet to find Link (S_i, S_o), IF Link(S_i, S_o) found THEN add it to the ontology, ELSE add S_i as Class in the ontology (represents the domain of V_i). |
|        | 2- IF Semantic_Similarity(O_i, O_o) >>> SimilarityThreshold (same appellation), THEN define O_o as codomain of V_i. ELSE using Wordnet find Link(O_i, O_o), IF Link(O_i, O_o) found THEN add it to the ontology, ELSE add O_o as a Class in the ontology (represents the codomain of V_i). |

Figure 1: Semantic ontology enrichment

Our objective is to get an enriched ontology giving an extended semantic coverage of a target domain. We give below in Figure 2, the semantic enrichment framework of the proposed approach.
5. CONCLUSION

In this paper we have proposed an approach for ontology enrichment. It is composed of three phases. The first phase consists of the annotation of the corpus of texts relating to a given domain using natural language processing tools. The second phase allows extracting knowledge from the annotated corpus of texts in the form of basic binary relations. The third phase consists of the semantic enrichment of the basic ontology using WorldNet similarity techniques. Besides the consideration of all types of relations, our approach presents two main advantages, compared to the existing approaches. The fist advantage of our approach is that it is independent from the domain of discourse and the second one is that the enrichment process is done using semantic similarity between relations and concepts which allows preserving the coherence of the enriched ontology. Actually, we are building a basic ontology relating to Small and Medium sized Enterprises (S.M.E) domain in the aim to validate our approach and we expect to obtain promoting results.

![Figure 2: The semantic enrichment framework of the proposed approach](image)
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ABSTRACT

In teaching languages, if we only consider direct relationship between form and meaning in language and leave psycholinguistic aside, this approach is not a successful practice and language learners won't be able to make a successful relation in the real contexts. The present study intends to answer this question: is the teaching method in which salient meaning is taught more successful than the method in which literal or figurative meaning is taught or not? To answer the research question, 30 students were selected. Every ten people are formed as a group and three such groups were formed. Twenty figurative expressions were taught to every group. Group one was taught the figurative meaning of every expression. Group two was taught the literal meaning and group three was taught the salient meaning. Then three groups were tested. After analyzing data, we concluded that there was a significant difference in mean grades between classes and the class trained under graded salience hypothesis was more successful. This shows that traditional teaching methods must be revised.

KEYWORDS

Teaching, Graded Salient Hypothesis, Figurative expressions, Language

1. INTRODUCTION

A strong foundation in teaching languages is psycholinguistics and cognitive linguistics so that language teaching and psycholinguistics are not detachable. The significance of psycholinguistic and cognitive research is best known when the result of researches show that most of the time we speak, we speak not straight and usually we say something but we mean something else. For example we say "it's cold today" but we mean "please close the door". This has gone so far that most psycholinguists and cognitive linguists believe that even our thinking is metaphorical. Therefore, in teaching languages, if we only consider direct relationship between form and meaning in language and leave psycholinguistic aside, this approach is not a successful practice and language learners won’t be able to make a successful relation in the real contexts. According to Graded Salience Hypothesis (Giora, 1997), more salient meanings–coded meanings foremost on our mind due to conventionality, frequency, familiarity, or prototypicality–are accessed faster than and reach sufficient levels of activation before less salient ones. Even rich and supportive contexts which are biased in favor of less salient meanings do not inhibit activation of salient meanings. This hypothesis predicts that in teaching languages, it’s more successful to teach the
salient meaning of figurative expressions, not figurative or literal meaning. The present study intends to answer this question: is the teaching method in which salient meaning is taught more successful than the method in which literal or figurative meaning is taught or not?

2. Literature Review

Kecskes (1999) claims that pragmatic skills in an L2 do not necessarily reflect conceptual fluency in the target language properly because individual variables rather than conceptual fluency play a decisive role in the selection and use of these pragmatic units. In order to investigate the validity of this hypothesis a survey was conducted with 88 Non-Native Speakers (NNSs) and 33 Native Speakers of English (NSs) who were given three types of tests: two discourse-completion tests, a problem-solving test and a dialog interpretation test. Data were analyzed for two variables: cultural specificity of SBUs and individual learner strategies. The findings of the survey demonstrated the existence of three developmental stages which are characterized respectively by strong L1-culture transfer, false generalization, individual choice. Students in the third stage tend to choose SBUs on affective grounds and reject those pragmatic units which they find too culture specific.

Kecskes (2006) discusses three claims of the Graded Salience Hypothesis presented in Rachel Giora’s book ‘On our mind’. It is argued that these claims may give second language researchers the chance to revise the way they think about word meaning, the literal meaning–figurative meaning dichotomy and the role of context in language processing. Giora’s arguments are related to recent second language research and their relevance is explained through examples. There are also several suggestions made for further research.

Kecskes (2000) considered a particular type of formulaic expressions called situation-bound utterances (SBUs). Since the meaning of these pragmatic units is shaped by the interplay of linguistic and extra-linguistic factors, they can be best accounted for in a theoretical framework which represents a knowledge-for-use conception. A cognitive-pragmatic approach to SBUs reveals that in many cases cognitive mechanisms such as metaphor and conventional knowledge are responsible for the unique situational meaning of SBUs. In this respect, SBUs are similar to other formulaic expressions such as idioms and conventional implicatures whose meaning structure can also be better accounted for if the underlying cognitive mechanisms are examined. It will be claimed that the relationship of SBUs to socio-cultural concepts resembles that of words and concepts as described in Cruse (1992). SBUs will be classified according to their formula-specific pragmatic properties which are either encoded in the expression or charged by the situation. The investigation of the characteristic features of SBUs and the development of their situational meaning necessitates the review of two important theoretical issues: the creative aspect of language use and the role of formulaic expressions in the development of syntax. It will be argued that the formulaic-creative dichotomy makes sense only at sentence level, whereas it loses its significance at discourse level. Not all types of formulaic expressions contribute to syntactic development in an L2, because some of them (including SBUs) are almost never split into constituents by L2 learners. Errors in the use of SBUs can mainly be due to the lack of native-like conceptual fluency and metaphorical competence of adult L2 learners, who rely on their LI conceptual system when producing and comprehending SBUs in the target language.
Abel(2003) In two empirical studies, investigated judgments that native speakers of German make about the decomposability of English idioms. A decomposable idiom is an idiom whose individual components contribute to its figurative meaning, whereas the constituents of a non decomposable idiom do not make such a contribution. The findings were analysed and compared to native judgments. The Model of Dual Idiom Representation is introduced in order to explain the differences between the two groups. At the lexical level, the model postulates the parallel existence of idiom entries and constituent entries. The degree of decomposability and the frequency with which the idiom is encountered determine its lexical representation. If there is no idiom entry for a particular idiom, conceptual representations are accessed during comprehension. Because non native speakers encounter idioms less often than native speakers, the first language (L1) and second language (L2) lexicon vary with regard to the number of idiom entries.

In a research by Bortfeld(2003), Speakers of three different languages (English, Latvian, and Mandarin) rated sets of idioms from their language for the analyzability of the relationship between each phrase’s literal and figurative meaning. For each language, subsets of idioms were selected based on these ratings. Latvian and Mandarin idioms were literally translated into English. Across three experiments, people classified idioms from the three languages according to their figurative meanings. Response times and error rates indicate that participants were able to interpret unfamiliar (e.g., other languages’) idioms depending largely on the degree to which they were analyzable, and that different forms of processing were used both within and between languages depending on this analyzability. Results support arguments for a continuum of analyzability (Bortfeld & McGlone, 2001), along which figurative speech ranges from reflecting general conceptual structures to specific cultural and historical references.

Cieslicka(2013) aimed to explore the role of compositionality in the course of processing idioms by second language users. The study employed a cross-modal priming technique in which English decomposable and non decomposable idioms were embedded in sentences (e.g. ‘George wanted to bury the hatchet soon after Susan left’) and presented auditorily via headphones to Polish fluent speakers of English. While participants were listening to the sentence, a target word related figuratively (e.g. FORGIVE) or literally (e.g. AXE) to the idiom was presented on the computer screen for a lexical decision either at the end of the idiom or before the last word of the idiom. Contrary to the predictions of the Idiom Decomposition Hypothesis (Gibbs and Nayak 1989; Gibbs et al. 1989), figurative meanings of decomposable idioms were not available faster than those of non decomposable idioms. In addition, strong activation was found for literal meanings of idiom constituents, in line with previous L2 processing research (Kecskes 2000; Liontas 2002; Abel 2003).

3. THEORETICAL FRAMEWORK

In this part, the graded salience hypothesis (Giora, 1997) will be discussed.

3.1 Literal meaning-figurative meaning

- Literal meaning has been defined as linguistic meaning, i.e., as nonfigurative, coded, fully compositional, context-invariant, explicit, and truth conditional (Katz, 1977, in Ariel, 2002).
Figurative meaning is seen as its counterpart, i.e., as extra linguistic, indirect, inferred, noncompositional, context-dependent, and cancelable (Ariel, 2002).

3.2 Graded Salience Hypothesis

According to the graded salience hypothesis (Giora, 1997), for information to be salient—to be foremost on one’s mind—it needs to undergo consolidation, that is, to be stored or coded in the mental lexicon.

Stored information is superior to unstored information such as novel information or information inferable from context: while salient information is highly accessible, nonsalient information requires strongly supportive contextual information to become as accessible as salient information. Salience is not an either-or notion, however. Rather, it admits degrees. The more frequent, familiar, conventional, or prototypical/stereotypical the information in the mind of the individual or in a certain linguistic community, the more salient it is in that mind or among the community members (Giora, 2003:15).

3.3 Graded Salience Hypothesis Predictions

The Graded Salience Hypothesis has predictions regarding the first phase and the second phase of comprehension. It predicts that comprehension involves an initial phase in which contextually appropriate and salient meanings are activated—the latter automatically and independently of contextual information, the former as a result of a predictive context—and an immediate subsequent phase of integration in which the activated meanings are either retained for further processes or suppressed as contextually disruptive. This holds for any stage of the comprehension processes (Giora, 2003: 37).

3.4 Familiarity

The more familiar the meaning, the quicker it is to retrieve (Blasko&Connine, 1993; Gernsbacher, 1984; Hintzman& Curran, 1994). Given enough exposure and individual experience, any information can become foremost on our mind to the extent that it resists contextual information (see Zajonc, 2000); so the salience depends on the experiential familiarity an individual has with the stimulus in question.

3.5 Figurative Language

In the psychological literature, eight distinct types of nonliteral language have emerged (Kreuz& Roberts, 1993). In figurative expressions, figurative meaning is intended, not literal meaning.

4. RESEARCH METHOD

To answer the research question, 30 Iranian students of English translation field of study, aged 18-22, and female gender were selected. Every ten people are formed as a group and three such groups were formed. In a week, twenty figurative expressions were taught to every group. The materials used were 20 indirect requests or idioms taken from naturally occurring conversations; such as the following: « it is cold! »(It means: close the door!). A pretest was performed. Tennative English speakers participated. In this pretest, participants rated the expressions on a 1–
7 familiarity scale, in which 7 = highly familiar and 1 = entirely unfamiliar. Then, expressions were divided into familiarity groups (familiar, less-familiar, unfamiliar). Therefore the salient meaning was obtained. For the main test, Group one was taught the figurative meaning of every expression. Group two was taught the literal meaning and group three was taught the salient meaning. Then three groups were tested and the meaning of expressions was asked.

5. DATA ANALYSIS

Chi-Square Test was used for the pretest. Then, expressions were divided into familiarity groups (familiar, less-familiar, unfamiliar). For analyzing the results of main test, t-Test was used and sig = 0.022 < 0.05. This indicated that there was a significant difference in mean grades between classes.

Table 1. Samples Statistics

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>v3</td>
<td>12.3000</td>
<td>20</td>
<td>3.1561</td>
<td>.70562</td>
</tr>
<tr>
<td>v4</td>
<td>14.9000</td>
<td>20</td>
<td>2.66853</td>
<td>.59670</td>
</tr>
</tbody>
</table>

Table 2. Samples Correlations

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Correlation</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>v3 &amp; v4</td>
<td>20</td>
<td>-.271</td>
<td>.247</td>
</tr>
</tbody>
</table>

Table 3. Samples Test

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
<th>95% Confidence Interval of the Difference</th>
<th>t</th>
<th>df</th>
<th>Sig. (2-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>v3 - v4</td>
<td>-2.60000</td>
<td>4.65267</td>
<td>1.04037</td>
<td>-.477752 to -.42248</td>
<td>-2.499</td>
<td>19</td>
<td>.022</td>
</tr>
</tbody>
</table>

6. DISCUSSION AND CONCLUSION

After analyzing data, we concluded that there was a significant difference in mean grades between classes and the class trained under graded salience hypothesis was more successful. This shows that traditional teaching methods must be revised.

Graded salience hypothesis provides new insights supported by empirical evidence that prompt the reader to revise his or her views about L2 language processing, vocabulary acquisition, pragmatics and reading. It has much to offer to applied linguists. This Hypothesis has already begun and has produced some interesting results (Abel, 2003; Bortfeld, 2002; 2003; Cies’licka, forthcoming). The investigation of salience in second language acquisition should allow us to understand how emerging new conceptual knowledge blends with existing L1-based conceptual knowledge, resulting in the development of a new complex language system and modifications in
the operation of the L1. The GSH may help us develop an intake theory that focuses not only on input and output as the inter language approach does, but that attempts to explain what happens in the mind of language learners as they process new input (Kecskes, 2006).
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ABSTRACT

Many important and critical applications such as surveillance or healthcare require some form of (human) activity recognition. Activities are usually represented by a series of actions driven and triggered by events. Recognition systems have to be real time, reactive, correct, complete, and dependable. These stringent requirements justify the use of formal methods to describe, analyze, verify, and generate effective recognition systems. Due to the large number of possible application domains, the researchers aim at building a generic recognition system. They choose the synchronous approach because it has a well-founded semantics and it ensures determinism and safe parallel composition. They propose a new language to represent activities as synchronous automata and they supply it with two complementary formal semantics. First a behavioral semantics gives a reference definition of program behavior using rewriting rules. Second, an equational semantics describes the behavior in a constructive way and can be directly implemented. This paper focuses on the description of these two semantics and their relation.
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1. INTRODUCTION

Activity Recognition aims at recognizing sequences of human actions that follow the predefined model of an activity. Our research team mainly works on medical applications to help physicians detect abnormal behaviors or monitor patient activities such as serious games.

Recognition systems must satisfy stringent requirements: dependability, real time, cost effectiveness, security and safety, correctness, completeness... To enforce most of these properties, the chosen approach is to base the configuration of the system as well as its execution upon formal techniques. Therefore, these formal bases should permit static analysis, verification and validation, but also easy and direct implementation.

The aim is to build a generic recognition system for such activities. The authors chose to model these activities as synchronous finite automata. The synchronous paradigm ensures determinism and supports concurrency through parallel composition. In particular, critical races can be
detected by static analysis. This model is also well-founded owing to formal semantics. Thus the recognition system benefits from the sound foundations of the synchronous approach and from the automata theory, allowing automatic proofs, static verification, powerful simulation, code generation, etc.

For the users to describe synchronous automata, languages such as Lustre, Esterel, Scade, and Signal [1] have been defined. These languages are for expert users. This paper proposes another language called ADeL (Activity Description Language). Building a complete generic recognition system involves many different aspects. The paper concentrates on the formal description of activities as synchronous automata and their mathematical semantics. However, the flavor of all these different aspects will begin.

The paper is organized as follows. The next section is a short reminder of the synchronous model of reactive systems. An overview of the ADeL language is given in section 3. Section 4 is the core of the paper: it introduces the semantics and the mathematical concepts on which researchers rely to define and verify the behavior of programs and to compile them. Finally several related works are presented before concluding.

2. SYNCHRONOUS MODEL OF REACTIVE SYSTEMS

The Synchronous Paradigm relies on a discrete logical time composed of a sequence of logical instants, defined by the system reactions.

Reactive systems listen to input events coming from the external environment and react to them by generating output events towards the environment. Such systems can be complex. The synchronous model is a way to reduce the complexity of behavior description by considering their evolution along successive discrete instants. An instant starts when some input events are available. The output and internal events deriving from these inputs are computed until stability (fixed point) is achieved; the instant finishes by delivering the output events to the environment.

No inputs occurring “during” the instant are considered. Hence, instants are atomic, their sequence defines a logical time. In this model, instants take “no time” with respect to the logical time they define.

The synchronous paradigm is interesting because it ensures determinism and it supports concurrency through deterministic parallel composition. In particular, critical races are detected by static analysis. It supports a true notion of simultaneous events and provides not only a reaction to the presence of an event but also to its absence (to some extent). This model is also well-founded owing to formal semantics. Moreover, along the last decades, tool sets for simulation, verification, and code generation of synchronous automata have been developed.

The synchronous model has been applied to several different systems, from hardware design [2] to embedded real time systems [3]. In this work, the team proposes to apply it to another real time system, namely human activity recognition. Synchronous models can be represented as Mealy machines. The Mealy machines that they consider are 6-uples of the form: \(<Q, q_{\text{init}}, I, O, \lambda, \tau>\), where \(Q\) is a finite set of states, \(q_{\text{init}} \in Q\) is the initial state, \(I\) (resp. \(O\)) is a finite set of input (resp. output) events; \(\lambda : (Q \times I) \rightarrow Q\) is the transition function and \(\tau : (Q \times I) \rightarrow O\) is the output function. This is an explicit representation of Mealy machines as automata. Mealy himself introduced
another representation as Boolean equation systems that calculate both the output event values and the next state from the input event values and the current state [4]. The authors call this representation “implicit” Mealy machines.

Synchronous languages such as Lustre, Esterel, Scade, and Signal[1] have been defined to describe synchronous automata. These languages are for expert users. This paper proposes another synchronous language that is easier to understand and to work with for non-computer scientists (e.g., doctors). To improve its acceptance and its ease of use by non-computer scientists, the authors are working in collaboration with ergonomists and doctors from Claude Pompidou hospital. This language is called ADeL (Activity Description Language) and is described in the next section.

3. ACTIVITY DESCRIPTION LANGUAGE (ADEL)

ADeL provides two different (and equivalent) formats: graphical and textual. It is a modular and hierarchical language, which means that an activity may contain one or more sub-activities. The description of an activity consists of several parts: first the user defines the participants in the activity, their types, their roles, as well as the initial state of the activity. Second, the user describes the expected behavior using a set of control operators detailed in table 1. These operators are the base of the ADeL language. They have a synchronous semantics and they deal with events coming from their environment.

Table 1. ADeL operators. $S$, $S_1$ are events (received or emitted); $p$, $p_1$ and $p_2$ are instructions; condition is either an event or a Boolean combination of event presence/absence

<table>
<thead>
<tr>
<th>nothing</th>
<th>does nothing and terminates instantaneously.</th>
</tr>
</thead>
<tbody>
<tr>
<td>[wait] $S$</td>
<td>waits for event $S$ and suspends the execution of the activity until $S$ is present. Operator wait can be implicit or explicit.</td>
</tr>
<tr>
<td>$p_1$ then $p_2$</td>
<td>starts when $p_1$ starts; $p_2$ starts when $p_1$ ends; the sequence terminates when $p_2$ does.</td>
</tr>
<tr>
<td>$p_1$ parallel $p_2$</td>
<td>starts when $p_1$ or $p_2$ start; ends when both have terminated.</td>
</tr>
<tr>
<td>$p_1$ during $p_2$</td>
<td>$p_1$ starts only after $p_2$ start and must finish before $p_2$ end.</td>
</tr>
<tr>
<td>while condition {p}</td>
<td>$p$ is executed only if the condition is verified. When $p$ ends, the loop restarts until the condition holds.</td>
</tr>
<tr>
<td>stop {p} when $S$ [alert $S_1$]</td>
<td>executes $p$ to termination as long as $S$ is absent, otherwise when $S$ is present, aborts $p$, sends an alert $S_1$, and terminates</td>
</tr>
<tr>
<td>if condition then $p_1$ [else $p_2$]</td>
<td>executes $p_1$ if condition holds, otherwise executes $p_2$.</td>
</tr>
</tbody>
</table>
Some of these operators are “instantaneous” (nothing, alert) while others take at least one (synchronous) instant to process.

Compared to other synchronous languages where it is difficult or even impossible to treat the real clock time, ADeL can manipulate it thanks to the operator ”timeout”. For example, deadlines are expressed as follows: P timeout S {P1} (S is a timed signal). To compare with a classical approach, in Esterel, this operator should be written as:

```
abort{p} when S;
presentS then alert else P1;
```

This part of Esterel code seems easy for a programmer but it is not the case for non-computer scientists such as doctors. Indeed, it would be even more difficult to write this kind of code in a declarative synchronous language like Lustre. Moreover, it is more complex to use these languages to express the “during” operator.

The main issue of the synchronous paradigm is that the world is not synchronous in general. Thus it requires to transform asynchronous physical flows of events into a succession of discrete instants. The authors propose a synchronous transformer, called Synchronizer. The Synchronizer receives asynchronous events from the environment, filters them, decides which ones may be considered as “simultaneous”, and groups them into a logical instant according to predefined policies. In general, no exact simultaneity decision algorithm exists but several empirical strategies may be used for determining instant boundaries, relying on event frequency, event occurrence, elapsed time, etc. To manage the real clock time, the Synchronizer considers the clock time as an event like others.

### 4. ADEL SEMANTICS AND COMPILATION

To provide the language with sound foundations, the authors turn to a formal semantic approach. First, logical rewriting rules are a classical and rather natural way to formally express the intuitive semantics. This form of behavioral semantics gives an abstract description of a program behavior and facilitates its analysis. However, it is not convenient as an implementation basis nor suitable for proofs (e.g., model-checking). Hence, an equational semantics, which maps an ADeL program to a Boolean equation system representing its finite state machine, was also defined. The ADeL compiler can easily translates this equation system into an efficient code. Using such a double semantics is somewhat traditional in the synchronous language area[5].
Since there are two different semantics, it is mandatory to establish their relationship. In fact the authors proved that the execution of a program based on the equational semantics also conforms to the behavioral semantics (see 4.4).

### 4.1 Mathematical Context

One of the bases of ADeL semantics is the notion of an environment, which is a finite set of events. Environments record the status of events in each synchronous instant and the goal of the ADeL semantics is to compute the status of the output events for each reaction of a program. A 4-valued algebra ($\zeta = \{\bot, 0, 1, \top\}$) is used to represent the status: $\bot$ means that the status of the event is not yet determined, 0 that the event is absent, 1 that the event is present, and $\top$ that the status of the event is over determined (error). Usually $\top$ Occurs because the event would have two incompatible status in the same instant (e.g., 0 and 1 in different parts of the program).

Previously, synchronous language semantics expressed the status of events using 3-valued algebras. Indeed, such semantics either cannot reflect how the information about event status grows when the algebra is a lattice ($0 \leq \bot \leq 1$), or fix the status of each event to 0 or 1 in each instant when the algebra is a complete partial order (c.p.o) ($\bot \leq 0, \bot \leq 1$)[6]. In this latter case, at the beginning of the computation of event status, all unknown status are set to $\bot$. Then, as soon as an event is present in a part of the program, its status grows to 1, otherwise it is set to 0. This way prevents any incremental compilation of activities. To compile a main activity without the knowledge of event status of a sub activity, these latter must be kept to $\bot$. An event never present in a program has 0 for status and if it is present in a sub program, its status cannot be changed to 1 when the already compiled sub program is included in the main one, because 1 and 0 are incomparable with respect to the c.p.o order and have no upper bound. It is why the authors consider a 4-valued algebra and a structure which allows us to rely on the semantics rules to compile programs in an incremental way. Moreover, this algebra provides us with a convenient means to compile activities.

As a consequence, the authors supply $\zeta$ with a bilattice structure [7]. Bilattices are mathematical structures having two distinct orders denoted $\leq_B$ (Boolean order) and $\leq_K$ (knowledge order) and a $\neg$ operation, such that both ($\zeta, \leq_B$) and ($\zeta, \leq_K$) are lattices for their respective orders. In $\zeta$, $\leq_B$ represents an extension of the usual Boolean order and $\leq_K$ expresses the level of information about the presence of an event. These two orders are defined as follows: $\bot \leq_K 0 \leq_K \top$; $\bot \leq_K \top$; $0 \leq_B \bot \leq_B 1$; $0 \leq_B \top \leq_B 1$. These two orders play complementary roles in the ADeL semantics: the Boolean order is a means to calculate the event status while the knowledge order reflects the growth of information about event status when computing the equation system. As a consequence, four operations in $\zeta$ have been introduced: $\sqcap$ and $\sqcup$ are respectively the “meet” and “join” operations of ($\zeta, \leq_B$) and $\sqcap$ and $\sqcup$ play the same roles for ($\zeta, \leq_K$).

Finally, the $\neg$ operator is used to reverse the notion of truth from a Boolean point of view, but its role with respect to $\leq_K$ has to be transparent: actually, no more nor less information about $x$ and $\neg x$ is known, then the authors give the following definitions for this $\neg$ operator: $\neg 1 = 0, \neg 0 = 1, \neg \top = \bot, \neg \bot = \top$.

Another important feature of our approach is the ability to encode $\zeta$ elements into pairs of Boolean ones. There exist several possible encoding functions and the researchers choose one which is compatible with the $\leq_K$ order.
Here $\mathbb{B}$ is the usual Boolean algebra \{ff, tt\}.

This encoding function extends to the $\zeta$ operators. The structure $(\mathbb{B}, \leq)$ is a complete lattice for the $ff \leq tt$ order. Then, the structure: $\mathbb{B} \odot \mathbb{B} = (\mathbb{B} \times \mathbb{B}, \leq_B, \leq_K, \neg)$ defined as follows:

\[
\begin{align*}
(x_1, x_2) &\leq_B (y_1, y_2) \quad \text{iff} \quad x_1 \leq y_1 \text{ and } y_2 \leq x_2 \\
(x_1, x_2) &\leq_K (y_1, y_2) \quad \text{iff} \quad x_1 \leq y_1 \text{ and } x_2 \leq y_2 \\
\neg(x_1, x_2) &= (x_2, x_1)
\end{align*}
\]

is a bilattice and the following theorem holds:

**Theorem 1** $(\zeta, \leq_B, \leq_K, \neg)$ and $\mathbb{B} \odot \mathbb{B}$ are isomorphic.

To justify this theorem, the authors show that the encoding $e$ previously defined is an isomorphism between $(\zeta, \leq_B, \leq_K, \neg)$ and $\mathbb{B} \odot \mathbb{B}$. Indeed, the four binary operations and the negation one of the $(\zeta, \leq_B, \leq_K, \neg)$ bilattice are preserved in $\mathbb{B} \odot \mathbb{B}$. The proof is detailed in [8].

As a result of the theorem, the encoding $e$ previously defined for $\zeta$ elements can be extended to the operators of the bilattice $(\zeta, \leq_B, \leq_K, \neg)$:

\[
\begin{align*}
e(x \sqcup y) &= (x_h + y_h, x_l + y_l) \\
e(x \sqcap y) &= (x_h \cdot y_h, x_l \cdot y_l) \\
e(x \oplus y) &= (x_h + y_h, x_l \cdot y_l) \\
e(x \boxplus y) &= (x_h \cdot y_h, x_l + y_l)
\end{align*}
\]

Thus, one can efficiently convert $\zeta$-equation systems into the Boolean universe.

**4.1.0.1 Extension to Environments**

Owing to the $\zeta$ algebra, it is now possible to formally introduce the notion of environments. Environments are finite sets of events where each event has a single status.

\[\text{In the following equations, } + \text{ and } . \text{ denote the join and meet operations of the lattice } (\mathbb{B}, \leq)\]
More formally, consider a finite set of events \( S = \{ S_0, S_1, \ldots, S_n, \ldots \} \). A valuation \( \mathcal{V} : S \mapsto \xi \) is a function that maps an event \( S \in S \) to a status value in \( \xi \). Each valuation \( \mathcal{V} \) defines an environment:

\[
E = \{ S^x \mid S \in S, x \in \xi, \mathcal{V}(S) = x \}
\]

The goal of the semantics is to refine the status of the events of a program in each instant from \( \bot \) to \( T \) according to the knowledge order \((\leq_k)\).

Then, for each instruction \( p \), built with ADeL operators, let us denote \( S(p) \) the finite set of its events and \( \mathcal{E}(p) \) the set of all possible environments built from \( S(p) \). Operations in \((\xi, \leq_B, \leq_K, \neg)\) can be extended to environments:\n
\[
\neg E = \{ S^x \mid S^{-x} \in E \}
\]

\[
E \cup E' = \{ S^x \mid \exists S^x \in E, \exists S^y \in E', z = x \cup y \}
\]

\[
\cup \{ S^x \mid S^x \in E, \exists y \in \xi, S^y \in E' \}
\]

\[
\cup \{ S^y \mid S^y \in E', \exists x \in \xi, S^x \in E \}
\]

The order relation \((\leq)\) on environments is defined as follows:

\[
E \leq E' \text{ iff } \forall S^x \in E, \exists S^y \in E' | S^x \leq_K S^y
\]

Thus \( E \leq E' \) means that each element of \( E \) is less than an element of \( E' \) according to the lattice knowledge order of \( \xi \). As a consequence, the \( \leq \) relation is a total order on \( \mathcal{E}(p) \) and \( \cup \) and \( \cap \) operations are monotonic according to \( \leq \). Moreover, \((\mathcal{E}(p), \leq)\) is a complete lattice, its greatest element is \( \{ S^T \mid S \in S(p) \} \) and its least element is \( \{ S^\bot \mid S \in S(p) \} \). According to Tarski’s theorem, each monotonic increasing function \( F \) has a least fixed point, computed by iteration of \( F \) from the least element [9]. This ensures that the behavioral semantics has solutions.

### 4.2 Behavioral Semantics

Behavioral semantics is a classical and formal way to describe behaviors in an axiomatic way. This semantics formalizes each reaction of a program by computing the output environment from the input one. To this aim, it defines a set of rewriting rules of the form:

\[
p \xrightarrow[E, \text{term}]{} p'
\]

where \( p \) and \( p' \) are two instructions of ADeL, \( p' \) is the derivative of \( p \), i.e. the new instruction that will react to the next input environment. \( E \) is the input environment, \( E' \) is the resulting output environment, and \( \text{term} \) is a Boolean flag which describes the termination of \( p \), and which turns to true when \( p \) terminates. The rewriting rules of the whole program apply from the root instruction, structurally following the syntactic tree of the program.

\[\text{Only the operations needed to define both semantics are introduced. However, the five operators of } \xi \text{ can be similarly extended.}\]
Due to lack of space, the behavioral semantics of all the operators cannot be described. Only the rules for two operators are presented: \texttt{parallel} which is specific to synchronous languages and \texttt{timeout} that takes into consideration the synchronous time. Nevertheless, a complete description is detailed in[10].

\subsection*{4.2.0.1 Operator \texttt{parallel}.}

Operator \texttt{parallel} has two argument instructions that are executed and computed concurrently, possibly broadcasting events between them. Thus the evolution of both instructions can have an impact on both environments. The operator ends when the two instructions terminate, i.e. when $\text{term}_p^1$ and $\text{term}_p^2$ become true, and the resulting output environment is the unification of the respective resulting environments computed for $p_1$ and $p_2$.

\[
\begin{array}{c}
p_1 \xrightarrow{E_1,\text{term}_p^1} p'_1, \quad p_2 \xrightarrow{E_2,\text{term}_p^2} p'_2 \\
p_1 \parallel p_2 \xrightarrow{E_{1 \cup E_2}, \text{term}_p^1 \text{ and } \text{term}_p^2} p'_1 \parallel p'_2
\end{array}
\]  

(1)

\section*{4.2.0.2 Operator \texttt{timeout}.}

The behavior of: $p \texttt{timeout} S\{p_1\} \texttt{ alert} S_1$ depends both on the behavior of its instruction $p$ and on the status of $S$. If $S$ is not present and $p$ terminates, $p_1$ starts and the behavior of the operator turns out to be the behavior of $p_1$ (rule2).

\[
\begin{array}{c}
p \xrightarrow{E_1} \text{nothing}, S \notin E, \quad p_1 \xrightarrow{E_1,\text{term}_p^1} p'_1 \\
\text{timeout}(p, S\{p_1\}) \xrightarrow{E_2,\text{term}_p^1} p'_1
\end{array}
\]  

(2)

If $S$ is present (i.e., timeout elapsed), the computation of the operator stops the execution of $p$ and finishes by generating \texttt{nothing} as final result and changing \text{term}_p to true. The final environment is the output environment $E$, where the status of the event $S_1$ becomes true (rule3).

\[
\begin{array}{c}
p \xrightarrow{E_1,\text{term}_p^1} p', \quad S \in E \\
\text{timeout}(p, S, p_1) \xrightarrow{E \cup \{S_1\},1} \text{nothing}
\end{array}
\]  

(3)

The behavioral semantics is a “macro” step semantics that gives the meaning of a reaction for each ADeL instruction. Nevertheless, a reaction is the least fixed point of a “micro” step semantics [6] that computes the output environment from the input one. As mentioned in subsection 2, for each instruction $p$, each monotonic increasing function from $\mathcal{E}(p)$ to $\mathcal{E}(p)$ has a least fixed point which defines the semantics of the program of which $p$ is the root instruction.

More precisely, $\xrightarrow{E,\text{term}} p' \rightarrow p'$ represents a sequence of micro steps such that:
and where, at each step, $E_{i+1} = F(E_i)$ ($F$ represents the application of one of the semantic rules to calculate the output environment from the input one). Since the $F$ functions rely on the $\sqcup$ operator on environments, they are monotonic and increasing with respect to the $\preceq$ order. Then $\forall i, E_{i+1} \preceq F(E_i)$ and $E'$ is the least fixed point of the $F^n$ function application.

The behavioral semantics is a logical one based on rewriting rules. However, it cannot be really usable to build compilers because it requires the non-trivial computation of fixed points. Nevertheless, this semantics is the reference for the ADeL language and any other semantics must conform to it.

To get an efficient means to compile programs, the authors introduced another semantics based on constructive Boolean logic. Hence, this second semantics is also constructive: one can deduce the status of events by propagating the status of input events instead of computing fixed points[6].

### 4.3 Equational Semantics

Equational semantics allows us to make an incremental compilation of the ADeL programs by translating each root instruction of programs into a $\xi$-equation system. An equation system is defined as the 4-tuple $<I, O, R, D>$ where $I$ are the input events, $O$ are the output events, $R$ are the registers, i.e. specific variables acting as memories to record values to compute the next instant, and $D$ is the definition of the equation system to calculate the status of each event.

The equational semantics computes the equation system of a program instruction. The authors define it first for the operators of ADeL and then they extend these definitions to programs. The equational semantics is a function $S_e$ which calculates an output environment from an input one. Let $p$ be an ADeL instruction and $E$ an input environment. Let us denote $D(p)$ its equation system and $\langle p \rangle_E$ the resulting output environment, computed by $S_e$ which is expressed as follows: $S_e(p, E) = \langle p \rangle_E$ if $E \vdash D(p) \leftrightarrow \langle p \rangle_E$. From the event valuation of $E$, the equation system $D(p)$ gives the event valuation of $\langle p \rangle_E$. Thanks to theorem 1, $\xi$-equation systems can be represented as Boolean ones to calculate output events value, and turn back into the 4-valued world to build the resulting environment. So, $\leftrightarrow$ means that $\langle p \rangle_E$ is deduced by applying well known Boolean algebra properties on Boolean equation systems. Then, for an ADeL program and a global input environment $E$ (i.e. an environment where output and local events have $\bot$ as status and the registers have 0 as value), the global output environment $E'$ computed by the equational semantics is $S_e(p, E)$, $p$ being the root instruction of the program. Thus, the equation system of an instruction
is deduced from semantic rules expressed for each operators of the language. To define these rules, three specific events are defined for each operator: START to start the instruction, KILL to kill the instruction, and FINISH to send the termination information to the enclosing instruction.

The operator equation systems are defined by operator semantic rules to compute the status of the FINISH, output, and local events, according to the status of START, KILL, input and local events.

As example, here follows the equational semantics of the two operators already considered in section 4.2.

4.3.0.1 Operator parallel

Operator **parallel** unifies (operation \( \sqcup \)) the output environments of its two operands. The output environment is computed according to the following rule:

\[
(p_1)_E \sqcup (p_2)_E \vdash D_{p_1 \parallel p_2} \leftrightarrow (p_1 \parallel p_2)_E.
\]

The rule to define \( D_{p_1 \parallel p_2} \) (see Fig. 1) introduces two registers \( R_1 \) and \( R_2 \) to memorize the respective statuses of the FINISH events of the two parallel arguments, since this operator ends when both of its two operands have finished their execution. Note that the operands do not in general terminate in the same instant.

4.3.0.2 Operator timeout.

The output environment of \( p \) **timeout** \( S(p_1) \) **alert** \( S_1 \) is calculated as follows:

\[
(p)_E \vdash D_{\text{timeout}(p,S,p_1,S_1)} \leftrightarrow \langle \text{timeout}(p,S,p_1,S_1)_E \rangle.
\]

The \( D_{\text{timeout}(p,S,p_1,S_1)} \) equation system (see Fig. 2) contains also two registers to record the way this instruction terminates: either with the normal termination of its argument \( (p) \) or when the timeout event becomes true. To express the rule for timeout operator, the same rules to denote events as in the previous operator are used.

---

3In operator parallel equation system, the specific signals of the considered operator (here parallel) are denoted START, KILL and FINISH while the specific signals of the arguments \( p1 \) and \( p2 \) are indexed with the argument respective name.
4.4 Relation between Behavioral and Equational Semantics

The behavioral semantics gives a meaning to each program: for each ADeL operator, it formally defines the computation of the output environment and of a Boolean termination flag. The equational semantics, by associating a $\xi$-equation system to each operator, provides a constructive way to perform the computation. It is important to establish the relation between the solutions obtained by both semantics. To this aim, the following theorem has been proved:
**Theorem 2** Let $p$ be an ADeL instruction, $O$ a set of output events and $E$ an input environment. If $\langle p \rangle_E$ is the resulting environment computed by the equational semantics, then the following property holds: $\exists p' \text{ such that } p \xrightarrow{E, \text{finish}_p} p' \text{ and } \forall o \in O, o \text{ has the same status in } \langle p \rangle_E \text{ and } E'$. 

In short, the theorem means that if the equational semantics yields a solution, there exists also a behavioral solution with the same outputs. It is a proof by induction on the size of a program where the size of an instruction is roughly speaking the number of nodes in its syntax tree. The proof is detailed in [10].

### 4.5 Compilation and Validation

To compile an ADeL program, our system first transforms it into an equation system which represents the synchronous automaton as explained in section 2. Then it implements directly this equation system, transforming it into a Boolean equation system thanks to the encoding defined in section 2 and to theorem 1. The latter system provides an effective implementation of the initial ADeL program.

Since the equations may not be independent, a valid order (compatible with their interdependencies) is needed to be able to generate code for execution (recognition automata), simulation, and verification. Thus an efficient sorting algorithm has been defined [11], using a critical path scheduling approach, which computes all the valid partial orders instead of one unique total order. This facilitates merging several equation systems, hence, an incremental compilation can be performed: an already compiled and sorted code for a sub-activity can be included into a main one, without recompiling the latter.

The internal representation as Boolean equation systems also makes it possible to verify and validate ADeL programs, by generating a format suitable for a dedicated model checker such as our own BLIF CHECK\(^4\). The same internal representation also allows us to generate code for the off-the-shelf NuSMV model-checker\(^5\).

#### 4.5.0.1 Use Case.

To illustrate our purpose, a small use case in the domain of healthcare is detailed. The goal is to monitor the drug treatment of an Alzheimer person. The activity *medicine To Take* must check that the person is near a table, takes a glass, eats some drugs, and drinks. If the person does not drink before 2 minutes, a *danger* event is sent.

In the graphical format, users declare roles of actors in the declaration window of the graphical tool. Then, they declare sub-activities, and describe the steps of their activity along a "timelined organigram" (see Fig. 3).

\(^4\)http://www.unice.fr/dgaffe/recherche/outs blif.html
\(^5\)http://nusmv.fbk.eu/
In the textual format of ADeL, users first declare types of actors. For this use case, there are 2 types: a Zone, a Person, and Equipment. Then, they have to assign roles to actors: in our case, a patient(Person), a medicine, a glass, a TV(Equipment) are needed. The declaration is as follows:

**Type** Person, Equipment;
**Activity** medicineToTake :
**Roles**
patient:Person;
medicine:Equipment;
glass: Equipment;
TV:Equipment;

After that, users define the name of the activity, its expected events and sub-activities:

**SubActivities**
next_to_table(Person);
take(Person, Equipment);
eat (Person, Equipment);
watch(Person, Equipment);
drink(Person); sleep(Person);
Finally, they describe the activity by defining the initial state, and by combining the sub-activities using operators of the language.

\[ \text{InitialState: inside\_Zone(Patient);} \]
\[ \text{start} \]
\[ \{ \]
\[ \text{next\_to\_table(patient)} \]
\[ \text{then} \]
\[ \text{eat(patient, medicine) parallel take(patient, glass)} \]
\[ \text{then} \]
\[ \text{drink(patient) timeout 2.0 minutes} \]
\[ \{ \]
\[ \text{watch(patient, TV)} \text{then alert ( danger)} \]
\[ \text{then} \]
\[ \text{sleep(patient)} \]
\[ \} \]
\[ \text{End} \]

This code is not correct because the alert should be sent when the timeout is reached. To prove that the alert works correctly, the \textit{medicine To Take} activity is compiled and the input code for the NuSMV model-checker is generated. Then the LTL temporal property can be checked: if \textit{danger} is true then \textit{cond\_timeout\_2\_minutes} must have been previously true ("danger \Rightarrow O \textit{cond\_timeout\_2\_minutes}").

The property is false and a generated counter example allows to fix the problem. Hence, the correct body of the program is:

\[ \text{start} \]
\[ \{ \]
\[ \text{next\_to\_table(patient)} \]
\[ \text{then} \]
\[ \text{eat(patient, medicine) parallel take(patient, glass)} \]
\[ \text{then} \]
\[ \text{drink(patient) timeout 2.0 minutes} \]
\[ \{ \]
\[ \text{watch(patient, TV)} \text{then sleep(patient)} \]
\[ \} \text{alert(danger)} \]
\[ \text{end} \]

Now the property holds.

5. RELATED WORK

Synchronous languages such as Esterel [1] are meant to describe reactive systems in general and thus can be used to describe human activities. These languages and ADeL use a \textit{logical} time which means that the recognition is performed only when something meaningful occurs. Although their syntax is rather simple, their large spectrum makes them difficult to master by

\[ \text{cond\_timeout\_2\_minutes} \text{is a Boolean variable true when the timeout is over} \]
some end users. Being dedicated to activity description, a language like ADeL appears more "natural" for its end users. All these synchronous languages have been given formal semantics. For instance, Esterel has several semantics, with different purposes. In particular, one of these semantics provides a direct implementation under the form of "circuits". ADeL adopts a similar approach but it simplifies some operators whose semantics in Esterel is complex.

Message Sequence charts [12, 13], which are now introduced in UML, and Live Sequence Charts [14] are also specification languages for activities with a graphical layout that immediately gives an intuitive understanding of the intended system behavior. These languages may be given formal semantics liable to analysis. Message Sequence Charts (MSC) graphically represent the messages exchanged among the actors along time. It is possible to model a complex activity involving several different activities (i.e., MSCs) using High-level Message Sequence Charts (HMSCs). The HMSCs support also parallel composition. The MSC operators and the hierarchical composition of HMSCs are similar to our approach. However, [15] reveals “pathologies” in MSCs, due to defective MSC specifications. These pathologies mainly affect synchronization issues. For instance races may arise from discrepancies between the order of graphical description and system causalities. In our case, since the Synchronous Paradigm is meant to avoid these synchronization problems, race conditions are detected and the program is rejected at compile time. Another pathology comes from possible ambiguous choices between events. In the Synchronous approach, this kind of problems is avoided by producing deterministic systems, in particular mastering event simultaneity. MSCs address the pathology problems by using model checking and formal verification. In [13], the authors illustrate problems of the MSCs models verification for synchronous and asynchronous interpretations and suggest different techniques to fix these model checking problems in several kinds of MSCs representations. In our case, even though model checkers may be interfaced, it is not mandatory. Indeed, most of these pathologies are compile-time checked.

Live Sequence Charts (LSCs) [14] is another activity-based specification and modeling language. It is an extension of MSCs, more expressive and semantically richer. Similarly to ADeL, LSCs are used to specify the behavior of either sequential or parallel systems. They have a formal semantics and can be transformed to automata ADeL. This allows analysis, verification, and testing using depth-first search methods. Model checking of LSCs is possible by translating them into temporal logic, but the size of the resulting formula, even for simple LSCs, makes it difficult. However, [16] proposes a more efficient translation, but only for a class of LSCs.

Many works in video understanding address the difficult task of extracting semantically significant objects and events from sequences of pixel-based images. A good survey of the corresponding techniques is presented in Lavee and all [17]. These techniques are based on well-founded mathematical methods such as hidden Markov models, (dynamic) Bayesian networks, finite state machines, Petri nets, constraint satisfaction, etc. The authors rely on tool based on such techniques to obtain reliable input events. These approaches allow a form of activity recognition (namely “composite events”) but ADeL addresses more complex activities with longer duration and involving variants, parallel behaviors and multiple actors. Moreover it loses the dependency on video sensors and proposes a more generic approach.

In [18], authors propose a natural and intuitive language to describe activity models using actors, sub activities, and a set of constraints. They also introduce a temporal constraint resolution techniques to recognize activities in real time. This approach is only dedicated to recognize activities using video interpretation, while the authors in this work aims to develop a generic
approach that can be used in a large range of domains, by accepting basic events that can come not only from video interpretations but also from other sensors. On the other hand, as authors are working with video interpretation in real time, they can receive the same events (the same image frame) for a long lapse of time without any changements which makes the system awake and working for nothing. With the synchronous approach, the notion of logical time makes the system work only when it receives a significant event.

Researchers in [19] work in activity recognition in smart houses to provide Activities of Daily Living (ADL) and Instrumental Activities of Daily Living (IADL) assistance for their users. They have developed a generic conceptual activity model which allows the modeling of simple and composite activities. To this aim, they propose an hybrid approach which combines ontological formalisms, which describes the link between the activities and their entities, and temporal knowledge representations which specify the relationships between sub-activities that form the composite activity. Then, they encode their characteristics and forms. In our case, ontologies are not used, the ADeL language has only semantics which help to generate the needed activity model to recognize simple and complex activities. Actually, a basic activity can be represented as an event or a simple activity. Activity models for complex/composite activities can be created by composing the sub-activity models which constitute them.

6. CONCLUSION AND PERSPECTIVES

This paper presents a formalization of a synchronous approach to describe (human) activities and to generate a computer recognition system. The Synchronous Paradigm offers several advantages in terms of expression power, ease of implementation, verification through model checking, etc. The authors endowed their own activity description language (ADeL) with two complementary formal semantics, one to describe the abstract behavior of a program, the second to compile the program into an automaton described as an equation system. They proved a theorem which establishes a consistency relation between these two semantics.

The first tests show that the current code that ADeL generates, basically composed of Boolean equations, is easy to integrate in a recognition system, produces compact code, and is efficient at run time. There remains a fundamental issue, common to all synchronous approaches: at the sensor level, the events are asynchronous and they must be sampled to constitute input environments and to define the synchronous “instants”. No exact solution is available; several strategies and heuristics have been already tested but large scale experiments are still necessary. Based on formal foundations, work remains to be done to complete a full framework to generate generic recognition systems and automatic tools to interface with static and dynamic analysis tools, such as model checkers or performance monitors.
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ABSTRACT

Communicating an organisation's requirements in a semantically consistent and understandable manner and then reflecting the potential impact of those requirements on the IT infrastructure presents a major challenge among stakeholders. Initial research findings indicate a desire among business executives for a tool that allows them to communicate organisational changes using natural language and a simulation of the IT infrastructure that supports those changes. Building on a detailed analysis and evaluation of these findings, the innovative CRESUS tool was designed and implemented. The purpose of this research was to investigate to what extent CRESUS both aids communication in the development of a shared understanding and supports collaborative requirements elicitation to bring about organisational, and associated IT infrastructural, change. This paper presents promising results that show how such a tool can facilitate collaborative requirements elicitation through increased communication around organisational change and the IT infrastructure.
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1. INTRODUCTION

Successfully understanding an organisation's requirements in such a manner that their impact on the IT infrastructure can be analysed and discussed, presents a major challenge [1-3] between the business executive, IT architect and other stakeholders. The most significant problem arises in communicating the requirements desired in a semantically consistent and understandable manner and then reflecting the potential impact of those requirements on the IT infrastructure.

Research indicates that there are numerous tools [4-7] that support requirements elicitation. However, none of them incorporate simulation as an elicitation technique to study the impact requirements will have on the organisational and associated IT infrastructure changes. Simulation models play an important role in displaying significant features and characteristics of a dynamic system, which one wishes to study [8]. One of the approaches Chandrasekaran et al [9] proposes
is the creation of simulation models from web services. This approach provides a high fidelity between the simulation and real world. Moreover, it provides an ability to plug real web services into simulated entities, thus creating simulations that utilise as much ‘real world’ data as possible. An initial evaluation of a scenario-based prototype was conducted with ten business executives in higher education. The purpose of the evaluation was to examine the desire for a tool that allows business executives communicate about organisational and IT infrastructural changes [10]. The analysed data produce results that indicate a desire for such a tool with open comments such as “The idea seems to be very good, especially the natural language interface, which I particularly like”, and “Good to specify objectives through the use of goals”. Quantitative results reinforce the comments. They indicate that the majority of this small sample group (6 executives) like the approach of specifying their goals and rules in natural language. In addition, the majority (7 executives) liked the approach where the system automatically identifies a business process that may solve the executive’s goal, and applies rules to services in the process. While this was only a limited survey the results indicate promise. The executives intuitively understood the approach being proposed. That is to augment the requirements gathering process with semantics that drives the formulation of organisational changes using controlled natural language. In addition, they also liked the simulation of the IT infrastructure that supports those changes. Moreover, they strongly indicated that they believed such an approach was desirable.

Building on the evaluation, CRESUS was designed and implemented as a collaborative requirements elicitation tool. The tool allows stakeholders communicate requirements guided by an ontological domain model, then validate the requirements, and finally create a simulation of the IT infrastructure that supports those requirements.

This research investigates to what extent CRESUS both aids communication in the development of a shared understanding and supports collaborative requirements elicitation to bring about organisational, and associated IT infrastructural, change.

The remainder of this paper describes the related work in section 2, then an outline of research, followed by architecture and implementation. Section 5 describes the evaluation, followed by limitations, and future work.

2. RELATED WORK

The elicitation or communication of requirements is recognised as a critical activity of software development [11]. The goal of which is to reach a shared understanding between all parties involved in the communication process. An increased amount of communication effort [12] is often required to overcome the gap in communicating the requirements desired in a semantically consistent and understandable manner and then reflecting the potential impact of those requirements on the IT infrastructure.

Effective communication has been difficult to achieve and is a recurring problem in the elicitation of requirements [13]. Macaulay [14] identifies communication as a key factor to the design of successful systems. Christal et al. [15] categorise the problems of requirements elicitation that relate to scope, understanding and volatility where communication features strongly in gaining an understanding. Coughlan et al. [16] conducted an analysis of effective communication in requirements elicitation. They discuss the user-centred (problem finding viewpoint that advocates an emergent and collaborative nature to requirements that emerge as part of on-going interactions and negotiations between participants. This problem finding approach involves spending more time communicating and developing relationships which has been linked to greater success in the determination of requirements [17]. Coughlan et al. [16] conclude with four recommendations for effective communication for an organization and its stakeholders in attempting to integrate
technology namely, include users in the design; select an adequate mix of IT and business users who then interact on a cooperative basis; the incorporation of communication activities that relate to knowledge acquisition, knowledge negotiation and user acceptance; the use of elicitation techniques for mediating communication for the requirements of a system such as prototyping, questionnaires, brainstorming, scenarios, etc.

This research proposes to use simulation as an elicitation technique for creating the IT infrastructure. In this context, simulation has the potential to evolve into a prototype.

Tools that support requirements elicitation can be categorised as non web-based and web-based. Non web-based tools are VORDTool [18], FAES [5], AMORE [6], and JPreview [7]. The web-based tools are TeamWave [19] and WRET [20]. Web based tools support distributed collaborative requirements elicitation.

Current research on web-based tools indicates that they can support a collaborative requirements process and in some cases support the creation of requirements documentations. However, none of them incorporate simulation as an elicitation technique to study the impact requirements will have on the organisational and associated IT infrastructure change. This research proposes to address the issue by incorporating this technique into a web-based collaborative requirement elicitation tool.

Rogers and Kincaid [21] convergence model describes communication as a dynamic process of idea and knowledge generation, which occurs over time through interaction with others and which leads to mutual understanding and collective action. The work of Lind and Zmud [3] shows that frequent communication helps create a mutual understanding of the role of IT infrastructure in supporting the business functions. Johnson and Lederer [2] extend this work to communication between the Chief Executive and Chief Information Officers. Their measures however are based on the subject’s perception and they recommend that communication frequency would benefit from objective assessments. In addition, they mention that future research would benefit if they incorporate other dimensions to the frequency of communication such as the richness of the communication. The recommendation of using objective measures for frequency of communication and other dimensions that lead to a shared understanding form the basis of evaluating this research.

Requirements are often written in natural language (e.g., English) which is inherently ambiguous. This allows customers that are unfamiliar with modelling notations to still understand and validate requirement specifications [22]. A controlled natural language is a precisely defined subset of full English that can be used for communicating the organisations requirements in such a way that it can be automatically reasoned over by machines and thus removes the ambiguity issues of natural language. Attempto Controlled English (ACE) [23] demonstrates how a controlled natural language describes knowledge for the semantic web. This allows the language to be understandable by people and machines. A predictive editor [24] guides the stakeholders, word-by-word in the construction of a sentence that complies with ACE. The sentence can be converted to an ontological format using the ACE Parsing Engine (APE) [25]. The approach described with ACE shows the potential for a natural language interfaces to utilize semantic inference to refine and hone requirements which form part of the controlled natural language interface in CRESUS.

Simulation models play an important and inexpensive role in displaying significant features and characteristics of dynamic system, which one wishes to study, predict, modify, or control [8]. The true potential of simulation is in portraying the envisaged impact of certain decisions and changes on an operational system or process. Chandrasekaran et al [9] examines the synergy between web service technology and simulation. One of the approaches they propose is the creation of
simulation models or components from web services in order to provide a high fidelity between the simulation and real world. It provides an ability to plug real web services into simulated entities, thus creating simulations that utilise as much ‘real world’ data as possible. The proposed approach of creating a simulation model from web services forms the basis of the simulation platform that represents the evolution of the IT infrastructure in CRESUS.

In summary, the communication of requirements is recognised as a critical activity to reaching a shared understanding between stakeholders involved in software development. Effective communication has been difficult to achieve and is a recurring problem in the elicitation of requirements. An increased amount of communication effort is often required to overcome the gap in communicating the requirements desired in a semantically consistent and understandable manner and then reflecting the potential impact of those requirements on the IT infrastructure.

The literature review demonstrates the potential for controlled natural language interfaces to utilise semantic inference to collaboratively communicate organisational requirements. A simulation represented by web services provides the stakeholders with the means to effectively communicate the potential impact of the requirements on the IT infrastructure. Thus, the use of a simulation model comprised of semantically enabled web services could potentially represent the evolution of the organisation’s IT infrastructure. The literature also demonstrates the criteria for evaluating this research using objective measures for frequency of communication and other dimensions that lead to a shared understanding.

3. OUTLINE OF RESEARCH

3.1. Research background

This research explores to what extent CRESUS both aids communication in the development of a shared understanding and supports collaborative requirements elicitation to bring about organisational, and associated IT infrastructural, change. In addition, the experiment controls for title, role, level of service, and academic qualifications of employees at the National College of Ireland.

The experiment employed a pre-test-post-test control group design with matching participants in the experimental and control groups to evaluate the frequency of communication, quality of communication, participant’s identification of organisational change issues, participant perceptions of attaining a shared representation of the IT infrastructure supporting organisational change, and, control variables that relate to title, role, level of service and academic qualifications.

In this context CRESUS is generally defined as a collaborative communication tool that allows stakeholders to communicate requirements from an ontological domain model, validate the requirements, and create a simulation of the IT infrastructure that supports those requirements. Communication will encompass three dimensions namely, frequency of communication, quality of communication and the identification of organisational change issues. Shared understanding is generally defined as the stakeholders’ perception that the requirements represent the organisational and associated IT infrastructural change.

Organisational and associated IT infrastructural change will be generally defined as a series of IT systems denoted by web services that are semantically enabled and may access ontological data that represents the organisational changes as denoted by the stakeholders’ requirements.
3.2. Method

The following steps were carried out in developing CRESUS namely a literature review, evaluation of a scenario-based prototype, implementation of CRESUS and evaluation of CRESUS.

The literature review focused on organisational communication using a controlled natural language, shared understanding of organisational and associated IT infrastructural changes, collaborative requirements elicitation to bring about organisational and associated IT infrastructure change, and simulation that comprises of semantically enabled web services representing the evolution of the organisational IT infrastructure.

The evaluation of a scenario-based prototype is described in section 1. The implementation of CRESUS is described in section 4. Finally, the evaluation is described in section 5.

4. ARCHITECTURE AND IMPLEMENTATION

The architecture for the CRESUS tool was built around a controlled natural language interface, ontological domain model and a language translator that creates a simulation platform consisting of web services representing the evolution of the IT infrastructure as shown in Figure 1.

The architecture revolves around collaborative requirements elicitation between the business executive, IT architect and other stakeholders using controlled natural language. The language is guided by a lexicon that consists of nouns, proper nouns and verbs from the ontological domain model. The Knowledge Engineer creates an ontological domain model based on concepts, relationships and actual data from the problem domain.

The business executive, IT architect and stakeholders may create or modify requirements through the controlled natural language interface [24] as shown in Figure 2. These requirements are parsed to ensure that the grammar is based on a subset of natural language, namely Attempto Controlled English (ACE) [23] and stored in the ontological domain model. This results in machine accessible semantics that are automatically process-able. The controlled natural language interface component represents the only 3rd party component in this architecture.

![Figure 1. Architecture of CRESUS](image-url)
The language translator component parses the ontological domain model and applies a template rule to create the web services and simulation data. Deployment of the web services results in the creation of the simulation platform that represents the evolution of the IT infrastructure. Staff can retrieve, create, delete and modify simulation data through the web service interfaces.

The innovation with CRESUS lies in the collaboration between the business executive, IT architect and stakeholders in creating a shared understanding of the evolving IT infrastructure that supports the requirements through the creation of semantically enabled web services and data structures during the simulation. The advantage of this approach is the high fidelity between the simulation and real world. It provides an ability to plug real web services into simulated entities, thus creating simulations that utilise as much empirical data as possible.

CRESUS is a web based application that is implemented in Java using the echo web framework [26]. The web based application is hosted on port 8081. Preditor [24] is a 3rd party product for the controlled natural language interface and is written in Java based on the echo web framework. The grammar that guides the controlled natural language interface is created using the Document Object Model (DOM) [27]. The Attempto Controlled English Parsing Engine (APE) [25] server is a 3rd party product that is responsible for parsing the requirements from the business executive, IT architect and other stakeholders to ensure that they are a subset of ACE. In addition, APE converts the natural language to the Resource Description Framework (RDF) [28]. APE is set-up on port 8000. The ontological domain model is created using protégé [29]. The server side implementation uses Jena [30] which is a Java framework for building semantic web applications with RDF and the OWL Web Ontology Language [31]. The ontological domain model is incorporated into Jena. Jena uses Pellet [32] to reason over the ontological domain model. The server side implementation is also responsible for creating the simulation platform using the Java XML API and XSLT. XSLT is used for the language translation from the ontology domain model to the web services. The web services representing the simulation platform are implemented in Java and deployed on port 8083. Data for the web based application and the simulation platform is stored in an XML database, eXist [33] on port 8080. Interaction with the database involves the technologies XQuery, XUpdate and XPath.
5. EVALUATION

5.1. Background

A member of the IT department at the National College of Ireland was interviewed about the process for creating the software environment in the computer laboratories. This process involves gathering software and hardware requirements for each module from lecturers. Then creating and testing an image of the software environment. And finally rolling the image out to all the pc’s in the computer laboratories. Several issues that arose related to getting the module requirements in a timely fashion and confusion over changes to the software requirements of modules. This confusion related to requests for different software versions. There was an indication that the current process may improve by modifying the IT infrastructure for identifying the software and hardware requirements of each module. The results of the interview formed the basis of the scenario that was given to the control and experimental groups.

5.2. Population

Twelve employees of the National College of Ireland took part in the experiment. Eight of the employees were academics and three were from the IT department. The academics consisted of four course directors (lecturer grade II), one lecturer grade I, one fulltime lecturer grade II from the school of business, one postdoctoral research fellow and one support tutor. All academics lectured in the school of computing. The IT personnel consisted of one senior IT administrator, one IT support specialist and two IT support personnel.

5.3. Operationalisation of variables

In this context, communication is operationalised by the frequency of communication, quality of communication, and the identification of organisational change issues. Frequency of communication indicates the degree to which messages and responses take place between the business executive, IT architect, and staff. Quality of communication indicates the degree to which messages that identify organisational changes are successfully approved by the appropriate authority. Organisational change issues indicate the degree to which messages that identify organisational change issues are discovered but there is no progress to resolve those issues by the participants.

Shared understanding indicates the degree to which the business executive, staff and IT architect perceive that the IT infrastructure supports the organisational change faithfully.

5.4. Methodology

Data was captured through online questionnaires, a workshop, logs, observations and a debriefing session. The level of service and qualification’s online questionnaire is a pre-test that contains nine items in three major content sections. The content sections are demographic details, service details and qualification details. The majority of these questions asked for factual information such as the person’s title, role and work experience in the organisation. Other questions contain selection buttons such as gender, age and the number of years’ service with NCI. The control information that relates to the title, role, level of service and academic qualifications used in the analysis for matching participants is derived from this questionnaire’s data. Thereafter one employee of each match pair is randomly assigned to the experimental group and the other to the control group. The workshop involves a brainstorming session with each group that involves creating a conceptual model of the problem domain which is converted into an ontological domain model. The ontological domain model is used to constrain the words in the controlled
natural language interface and the naming conventions for the automatically generated web services. The matching participants experiment involves exposing all groups to email as the communication tool and exposing the experimental group to an additional treatment of communication through CRESUS. The experiment is biased towards the use of asynchronous communication where the control group use only one tool i.e. email and the experimental group use two tools i.e., email and CRESUS. During the experiment, a log of all messages is stored in a communal email for each group and in addition the CRESUS logs each message. The information that relates to the frequency and quality of communication, and organisational change issues used in the analysis is derived from the log’s data. Observations are noted on an A4 writing pad. The asynchronous communication for decision making online questionnaire is a post-test that contains thirteen items in four major content sections. The content sections are demographics, frequency of communication, quality of communication and perception. The majority of these questions asked for factual information such as the person’s name, list any positive aspects of the experiment, list any negative aspects of the experiment, and list any suggested improvements to the experiment. Another question on participant’s perception is based on a 1-5 semantic differential scale from “strongly disagree” to “strongly agree”. The information that relates to the participant’s perception of attaining a shared representation of the IT infrastructure supporting organisational change, used in the analysis is derived from this questionnaire’s data. The online questionnaire was chosen as a data collection procedure for the study because of the rapid turnaround in data collection and the proficiency of participants with technology. The experimental group are administered the simulation based communication tool online survey. The survey contains thirty-six items. It was created specifically for this research by this author and contains items from several instruments [34-36]. The major content sections of this survey are demographic details, perceived usefulness, usability heuristics, user interface satisfaction, screen layout, learning and project specific questions. The perceived usefulness identifies details on frequency and quality of communication, shared understanding of how IT can support organisational changes, and if the web service simulation of the IT architecture supports the organisational change faithfully. The project specific questions identify details on how understandable the scenario is and if components of the simulation-based communication tool are understandable. The final step involves a debriefing of the results and validation by the participants. The results are analysed based on a paired samples t-test using SPSS.

5.5. Results and data analysis

The eight academics and four IT personnel that took part in the experiment completed the pre-test questionnaire with results described in Table 1. The table describes the participants’ role, title, number of years of service with the National College of Ireland and their level of educational qualification attained based on the National Qualification Framework. Academic’s 2, 3, 5 and 8 with a title of lecturer grade II and where their role indicates that they are programme directors are assigned the role of business executive. The academics 7, 11, 10 and 12 whose titles are lecturer grade I, lecturer grade II from the school of business, postdoctoral research fellow and support tutor, and where their role indicates that they lecture in the school of computing are assigned to the role of staff. The IT personnel 1, 4, 6 and 9 with the titles senior IT administrator, one IT support specialist and two IT support personnel are assigned the role of IT architect. The academics and IT personnel are pair matched based on their number of years of service with the National College of Ireland and their level of educational qualification attained based on the national qualification framework. The matched participants are 2 and 3; 7 and 11; 4 and 6; 5 and 8; 10 and 12; and finally 1 and 9. Participants were randomly allocated to the experimental and control groups as follows, participants 2, 7 and 1 to experimental group one; participants 3, 11 and 9 to control group two; participants 8, 10 and 4 to experimental group three; and participants 5, 12 and 6 to control group four.
The results from the brainstorming session define the problem domain model and the approval process for any requirements that will be identified. The problem domain model is converted into an ontology domain model which is used to constrain the grammar in the controlled natural language interface and the naming conventions in the automatically generated web services. A sample of the conceptual model and approval process that one of the group’s identified, related to the concepts of Module and Software. An example of a rule was “Module requires Software” with instance data that represents an organisational change such as “Software Development requires Netbeans”. In one group the approval process was for the executive to approve any requirements that the staff identifies. If approval is granted, then the rule goes to the IT architect for further approval before becoming part of the ontological domain model.

The results from CRESUS logs and the email tool are displayed from Figure 3 to Figure 5. A comparative analysis of the data from Figure 3 indicates that the frequency of communication is significantly higher with the experimental group than the control group, where the experimental group use the CRESUS tool and email to communicate. The control group uses only email.

Figure 4 indicates that there are no significant differences in the quality of communication between the experimental and control groups. However, a deeper analysis of the results clearly shows that staff in the experimental groups (participants 7 and 10) identifies the majority of organisational changes that are successfully approved by the appropriate authority compared to the control groups. This result may be worth further exploration through additional experiments. Another observation was that in general the IT architect did not contribute to defining the organisational changes. This is as expected as the IT architect is responsible for identifying the IT infrastructure that provides support to the organisational change rather than forcing the organisational change in any particular direction. There was one exception to this observation in
the fourth control group where the IT architect identifies one organisational change. The result in this instance is biased as the IT architect is actually part of the real process for rolling out the IT environment to the pc’s and had knowledge that the other IT architects did not have.

![Figure 3. Frequency of communication](image)

![Figure 4. Communication Quality](image)

The comparison in Figure 5 indicates that the identification of organisational change issues is significantly higher among participants in the control group that use email only, compared to the experimental group. Though initially unexpected, upon reflection the control group’s communication was not constrained by identifying organisational changes only, and so the control group’s communication was wider in scope which led to the identification of more issues. Other results from the post-test online questionnaire indicate there is no difference between the experimental and control groups for the participant’s perception of attaining a shared representation of the IT infrastructure supporting organisational change. On reflection one of the goals of all four groups was to identify an IT system that could support the organisational changes. As the operational metric was based on perception then it stands to reason that there will be no difference between the groups in identifying the IT infrastructure that supports the organisational changes. The qualitative feedback from the experimental groups indicates that CRESUS facilitates collaboration and communication around the IT architecture with comments such as “Very useful tool for defining requirements and collaboration” and “Provided a new means for communication around IT infrastructure”.

The design of CRESUS ensures that participants focus the communication on identifying requirements that relate to the organisational changes and approving those changes. Followed by, an automatic creation of the IT architecture to support those changes. This was as observed with the experimental group’s one and three. An observation of control group two by the experimenter and validated by the group indicates that they spent a substantial amount of work defining the IT infrastructure. This group had two suggested solutions, but had not made a decision on which solution to adopt. One of the participants of that group made the following comment “Maybe the contributed should be told not to focus on specific technologies too much”. This comment highlights an advantage of using CRESUS in that it allows the participants to focus on communicating about the business and not the technology.

6. LIMITATIONS

This was the first experiment with the tool and so it was important to get early feedback and direction on further development and experimentation. As such the experiment took place at the National College of Ireland. One of the goals of the experiment was to demonstrate that the architecture has the possibility to scale up to the full expressivity of the controlled natural language and so for this experiment sentences were constrained to simple “noun verb noun”.

Maturation was seen as a threat to the matched participants’ research design used in this experiment. Maturation is where participants mature or change during the experiment. The experimenter attempted to select participants that would mature at the same rate. In group one and group two, participant 2 and participant 3 are both studying for a PhD. During the experiment, participant 2 completed the viva. Also in group one and group two, participant 7 and participant 11 both currently have an honours degree and are both completing a PhD. During the course of the experiment, participant 11 completed a viva. Survey items that capture potential maturation should be incorporated into a pre-test.

Metrics used for the participants’ perception of attaining a shared representation of the IT systems that supports the organisational change were not suitable for a matching participant’s research design. As each group is communicating collaboratively to make decisions about organisational changes and creating the IT system that supports those changes. Thus it stands to reason that there will be no significant differences in perception. Objective metrics instead of participants’ perceptions should be used in further experimentation.
In group four, participant 6 is involved with the rollout of the IT environment and this extra knowledge would have biased the results in particular when identifying an IT system and identifying organisational change solutions, issues and constraints. Survey items that capture the participants’ role in relation to the scenario should be incorporated into a pre-test and controlled for in future experiments.

A weakness in the experimental design was that the controlled experiment was conducted in a one hour setting which would not be representative of actual communication behaviours among the employees. Further experimentation should be conducted over a longer period of time and incorporated into their actual job so that it is representative of their actual communication patterns. The limitations will be addressed in further experimentation.

7. CONCLUSION

The goal of requirements elicitation is to reach a shared understanding between all parties involved in the communication process which often involves an increased amount of communication effort to overcome the gap in communicating the requirements desired in a semantically consistent and understandable manner and then reflecting the potential impact of those requirements on the IT infrastructure.

An initial study conducted among ten business executives in higher education indicates a desire by the majority of this small group for a tool that allows them to communicate organisational changes using natural language where these changes are automatically translated into the IT infrastructure that supports a business process.

Building on this research, CRESUS was implemented as a collaborative communication tool that allows stakeholders to communicate requirements from an ontological domain model, validate the requirements, and create a simulation of the IT infrastructure that supports those requirements. The tool was evaluated at the National College of Ireland.

Results show that the tool significantly increases the frequency of communication which is a predictor of reaching a shared understanding between all stakeholders during requirements elicitation. In addition, evidence from the experiment suggests that the tool increases the quality of communication initiated by staff. Qualitative feedback from participants that use CRESUS indicates that the tool facilitates collaboration and communication around the IT architecture with comments such as “good for storing knowledge and facilitating collaboration” and “Provided a new means for communication around the IT infrastructure”.

In conclusion CRESUS shows promise as a tool for collaborative requirements elicitation through increased communication and understanding around organisational and IT infrastructural change.

8. FUTURE WORK

Web services can be orchestrated into an executable business process using the business process execution language. As such future work will involve investigating CRESUS’s role in collaborative requirements elicitation for the creation of the IT infrastructure that supports a business process.

Further evaluation is required to investigate the significance of the quality of communication among staff, objective metrics for attaining a shared understanding of the IT infrastructure that supports the organisational change with the provision that the metrics are objective and not based on the participant’s perception. The experiment will be conducted in different organisations over
a longer period of time such that it replicates their actual communication patterns. Questionnaire items that capture maturation and participants’ role that relates to the organisational change scenario will be included in the pre-test.
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ABSTRACT

The efficiency of multi agent system design mainly relies on the quality of a conceptual architecture of such systems. Hence, quality issues should be considered at an early stage in the software development process. Large systems such as multi agents systems (MAS) require many communications and interactions to fulfil their tasks, and this leads to complexity of architecture design (AD) which have crucial influence on architecture design quality. This work attempts to introduce approach to increase the architecture design quality of MAS by minimizing the effect of complexity.
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1. INTRODUCTION

MAS belong to the field of Artificial Intelligence, the study addressing the approaches of construction of complex systems using a large number of entities, which alter their behavior in order to accommodate with a particular problem[1], [2]. An intelligent agent can be reactive and proactive,[3] because it responses to the actions and alteration which appears in the working environment, can tack the initiative to establish the goals and interacts with other agents[4], [1],[5]. Most literatures refer that the complexity emerges clearly in architecture design of multi agent systems that assigned many and different tasks[6], [7], [8].The research work introduces an approach to increase the architecture design quality of MAS by minimizing the effect of complexity. The solution mainly presents a set of guidelines including the influential factors on the complexity of architecture design. These factors are extracted from several sides of AD. Several factors and guidelines are presented to decrease the complexity in architectures of multi agent systems. Each FG is established based on developer's previous practice or experimental methods. The FG is extracted from concepts which related to software architecture and they are presented as symbols used in application phase. For example, depending on FGM1 the hierarchical decomposition approach can be applied on books recommendation system to demonstrate the main components in visual manner to increase the understandability. The
modularity has a major role in decreasing the complexity in software design since the interaction among agents to accomplish their tasks can lead to system complexity. Thus, this approach increases the architecture design quality of MAS by minimizing the effect of complexity. The reduction of complexity from AD, eventually reinforces the reusability concept.

2. PROPOSED SOLUTION APPROACH

- The proposed solution is to achieve the desired goals of this research work. It mainly presents a set of guidelines including the influential factors on the complexity of architecture design. These factors are extracted from several sides of AD which should be taken into consideration at the early stages of developing the architecture.

- The sides represent concepts (Abstraction, Modularity and Modeling) which be able applying in both analyses and design phases. Figure1 illustrating the approached concepts in FG4Complexity approach.

![Figure 2: The concepts of analyzing and design which were addressed in FG4 Complexity approach.](image)

- To label the proposed solution approach we suggested that "FG4Complexity". Thereby, "F" liter means Factors, "G" liter means Guidelines, and the "number 4" means for. The next figure shows the proposed approach mechanism.

- The work will be applied via some models used in methodologies related to agents systems such as HLIM[9], MASD [10].

2.1 Factors and Guidelines (FG)

In this section several factors and guidelines are presented to decrease the complexity in architectures of multi agent systems. Each FG is established based on developer's previous practice or experimental methods. The FG is extracted from concepts which related to software architecture and they are presented as symbols used in application phase. For example, the FG is related to modeling concept and represented by FGMOD symbol. The FG is related to abstraction concept and represented by FGA symbol and the FG is also related to modularity concept and represented by FGM symbol. Also, each FG should be numbered for example, FGA4 means the
factor and guideline number 4 in abstraction concept section, FGMOD2 means the factor and guideline number 2 in modeling concept section as illustrated in the table below.

Table1: The symbols interpretation of architecture concepts

<table>
<thead>
<tr>
<th>Instances</th>
<th>Symbols Interpretation</th>
<th>symbols</th>
<th>Architecture Concept</th>
</tr>
</thead>
<tbody>
<tr>
<td>FGA1.....i where I is Integer number</td>
<td>Factors and Guideline of Abstraction</td>
<td>FGA</td>
<td>Abstraction</td>
</tr>
<tr>
<td>FGM1.....i where I is Integer number</td>
<td>Factors and Guideline of Modularity</td>
<td>FGM</td>
<td>Modularity</td>
</tr>
<tr>
<td>FGMOD1.....i where I is Integer number</td>
<td>Factors and Guideline of Modeling</td>
<td>FGMOD</td>
<td>Modeling</td>
</tr>
</tbody>
</table>

**Factors and Guidelines for Abstraction (FGA)**

**FGA1.** Developers should use Simplifying Abstraction type if they want to decrease the dynamic complexity type. [11]

**FGA2.** Choosing the appropriate level of abstraction.[12]

**FGA3.** Avoid to adopting the concept of (gold plating).[13]

**Factors and Guidelines for Modularity (FGM)**

**FGM1.** Using Hierarchical Decomposition Approach (HDA) which considers a major method of handling complexity in conventional software analysis and design. [6], [14], [15]

**FGM2.** It is useful to establish the software modularity based on roles or measurements such as Cohesion Communication Measurement (CCM). [16]

**Factors and Guidelines for Modeling (FGMOD)**

**FGMOD1.** Using Use Case Maps (UCM) to clarify the most relevant, interesting, and critical tasks of MAS system. [17]

**FGMOD2.** Using simple notations is very important to enhance understandability and decrease complexities in AD such as arrows, components, domains…etc. [18]
3. CASE STUDY APPLICATION STEPS AND DISPLAY THE RESULTS

The case study is a "books recommendations system" based on MAS to help users select books. The system can switch to three recommendation approaches: Content-based filtering approach (CBF) [19], [20], Collaborative Filtering approach (CF) [21], [22], and knowledge based approach (KBA). [23], [24]. The agents within the system can exchange messages among each other via one of agent communication languages. In this case study, the messages exchanged will be via Knowledge Query and Manipulation Language (KQML). The work will be applied via some models used in methodologies related to agents systems such as HLIM[9], MASD [10].

3.1 Agents and Their Tasks

A brief summary of agents and their tasks in the next table:

<table>
<thead>
<tr>
<th>Agents</th>
<th>Roles (Tasks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profiling agent</td>
<td>• Gathering the user’s preferences, gathering the relevance feedback, and building and updating the active user profile</td>
</tr>
<tr>
<td>NDA</td>
<td>Gathering the user current needs</td>
</tr>
<tr>
<td>Filtering agent</td>
<td>• Producing the recommendations, removing the books that are not currently offered from the recommendation list, and transferring the recommendation to the GUI</td>
</tr>
<tr>
<td>Retrieval agent</td>
<td>• Retrieving the books that are currently offered from the books database and storing the available books in the recommender system database</td>
</tr>
<tr>
<td>Translation agent</td>
<td>• Producing books translation service for users</td>
</tr>
</tbody>
</table>
3.2 Conceptual Overview of Books Recommendations System Architecture Design

As we have earlier pointed out that all the previous FG will be within 4 steps to correspond to the current case study as the next figure shows:

3.3 The FG4 Complexity Approach Application Strategy

As we have earlier pointed out that all the previous FG will be within 4 steps to correspond to the current case study as the next figure shows:
**Step 1.** Initially, this step is based on applying UCM represented in FGMOD1 of FG4Complexity approach which used in between analysis and design phases. These maps give high view of system specifically the responsibilities (Tasks) and interactions in a simple way, reinforce system understanding and overcome some situations of complexity such as intercommunication among agents. The following figure illustrate example to use the use case maps in analysing agents, tasks, scenarios and the most significant interactions among agents in books recommendations system. [25], [26]

![UCM Diagram](image)

**Figure 4:** The UCM of translating book mechanism.

**Step 2.** If the system requirement specifications (SRS) [27] of a system do not have a translation function; then, this function is considered as Gold Plating concept; therefore, we should apply the FGA3 which avoid the part of gold plating represented in translation agent (TA) and all components connected from AD as illustrated in the figure below.

Depending on FGM1 the hierarchical decomposition approach (HDA) could be applied on books recommendation system to demonstrate the main components in visual manner to increase the understandability. Next table shows the main components and their connected components in books recommendations system.
Table 3: The main components and their connected components in books recommendations

<table>
<thead>
<tr>
<th>Main Components</th>
<th>Connected component(1)</th>
<th>Connected component(2)</th>
<th>Connected component(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retrieval Agent</td>
<td>Book Data Base</td>
<td>Filtering Agent</td>
<td>Book Resource</td>
</tr>
<tr>
<td>Filtering Agent</td>
<td>Knowledge Base</td>
<td>GUI</td>
<td>Retrieval Agent</td>
</tr>
<tr>
<td>Profiling Agent</td>
<td>GUI</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Need determination Agent</td>
<td>GUI</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Book Data Base</td>
<td>Retrieval Agent</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Book Resource</td>
<td>Retrieval Agent</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Knowledge Base</td>
<td>Filtering Agent</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GUI</td>
<td>Profiling Agent</td>
<td>NDA</td>
<td>Filtering Agent</td>
</tr>
</tbody>
</table>
Next figure demonstrates the major components in case study by applying HDA.

![Diagram of conceptual system after applying HAD]

**Figure 6: Conceptual system after applying HAD**

**Step 3.** As we have pointed out, the modularity has a major role in decreasing the complexity in software design since the interaction among agents to accomplish their tasks can lead to system complexity. This step totally relies on cohesion measurement principle which uses the Communication Cohesion Measurement (CCM). This measurement works as a testing tool. This enables us to discover which agent needs more decompositions. In this research work, we have four agents described in the case study: filtering agent, profiling agent, need determination agent, and retrieval agent in respect that the translation agent has been omitted in the last step. The formulation of communication cohesive measurement is:

\[
CCM(A_i) = \frac{R_{\text{internal}}}{R_{\text{internal}} + R_{\text{External}}}
\]

Based on the architecture design of book recommendation system, the filtering agent has 4 internal relationships and 2 external relationships, profiling agent has just one internal relationship and 4 external relationships, need determination agent has one internal relationship and 2 external relationships and retrieval agent has 4 internal relationships and 3 external relationships as shown in the following:

<table>
<thead>
<tr>
<th>Profiling agent</th>
<th>Filtering agent</th>
<th>NDA</th>
<th>Retrieval agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>R internal</td>
<td>R internal</td>
<td>R internal</td>
<td>R internal</td>
</tr>
<tr>
<td>R external</td>
<td>R external</td>
<td>R external</td>
<td>R external</td>
</tr>
<tr>
<td>CCM(PA)</td>
<td>CCM(FA)</td>
<td>CCM(NDA)</td>
<td>CCM(RA)</td>
</tr>
<tr>
<td>Assessment</td>
<td>Assessment</td>
<td>Assessment</td>
<td>Assessment</td>
</tr>
<tr>
<td>CCM(PA) = 0.3</td>
<td>CCM(FA) = 0.6</td>
<td>CCM(NDA) = 0.3</td>
<td>CCM(RA) = 0.6</td>
</tr>
</tbody>
</table>

Table 4: The calculating by using CCM technique
So, the results are: CCM (FA) < 0.91, CCM (NDA) < 0.91, CCM (RA) < 0.91, and CCM (PA) < 0.91. It is worth noticing that all results less than 0.91 by this, they do not need more decomposition.

**Step 4.** Applying a group of FG on the architecture design. This group consist of FGA1, FGA2, FGA3 and FGMOD2 which influence the architecture directly and the changes can clearly be observed. Next figures show the architectural design before and after applied **FG4Complexity** approach.
4. CONCLUSION

The Research work approached the complexity of architectures design (AD) in systems based on multi agents (MAS) by a proposed solution method represented in a set of guidelines. These guidelines were introduced by extracting the factors affecting the complexity from three major sides of AD represented in abstraction, modularity and modeling thus, the approach labeled as "FG4complexity". It discussed the decrease of coupling which usually occurs during the interactions among agents and supporting the understandability of MAS architectures. The FG4complexity approach is useful for large systems such as recommendation systems that are based on MAS to avoid the complexity problems found in the most existing architectures. Thus, it enhances the quality standards, the reduction of complexity from (AD), and eventually reinforces the reusability concept.

FUTURE WORK

For future work, other aspects of architecture design will be addressed to attempt to make the proposed approach more effective. Those aspects may be are represented in the style, design patterns, documentation and so on. ALSO, we hope to apply the FG4complexity approach on other larger and more complex systems.
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ABSTRACT

Voice over IP (VoIP) is a technology of making phone calls over IP network. A considerable number of VoIP applications have emerged in the last decade, to make calls over the Internet. Accordingly, a huge number of VoIP packets are running over the Internet, which consume a considerable share of bandwidth. VoIP applications produce packets with small payload, which cause a considerable header overhead. Whereas, the header overhead is between around 46.4% to 72.2%, depends of the payload size, when using Internet Telephony Transport Protocol (ITTP)/IP protocol. VoIP packets header multiplexing is one of the most common techniques that used to reduce header overhead. In this paper, we propose a new multiplexing technique, called Delta-Multiplexing over ITTP (D-Mux-ITTP). The D-Mux-ITTP is aiming to reduce the wasted bandwidth resulting from the 26-byte ITTP/IP VoIP packet header, by combining the packets destined to the same destination into a single ITTP/IP header.
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1. INTRODUCTION

Voice over IP (VoIP) applications have propagated widely in the last decade [1]. In 2017, the size of VoIP packets, running over the internet, are expected to exceed 158 petabytes per month [2]. This noticeable propagation is driven by the fact that the VoIP calls are very cheap or free. In addition, the VoIP calls can be made from anywhere using PC, mobile, tab, and …etc [3,4]. Notwithstanding the foregoing, VoIP still provide calls with less quality than the traditional Public Switched Telephone Network (PSTN). In addition, VoIP waste network bandwidth due to the big packet header size. Whereas, a normal VoIP packet made up of a 40-byte RTP/UDP/IP header, while, the normal VoIP packet payload size is between 10 bytes and 30 bytes [5,6]. To consider this issue, a new protocol called, Internet Telephony Transport Protocol (ITTP), was created to carry VoIP calls. The 6-byte ITTP replaces the 20-byte RTP/UDP header [7,8]. However, the 26-byte ITTP/IP is still considerable header in comparison to the 10 to 30 bytes payload. In this paper, we propose a new VoIP packets multiplexing technique to reduce the wasted bandwidth resulting from the 26-byte ITTP/IP VoIP packet header. In this paper, we
propose a new VoIP packets multiplexing technique to reduce the wasted bandwidth resulting from the 26-byte ITTP/IP VoIP packet header.

The rest of this paper is organized as follows: Section 2 discusses the current multiplexing methods of VoIP packets. Section 3 demonstrates the proposed multiplexing method. Section 4 provides a discussion of the expected bandwidth utilization of the proposed method. Finally, Section 5 elaborates the conclusions.

2. RELATED WORKS

VoIP calls are increasingly used over the Internet. A massive number of packets are transmitted over the Internet, which consume a considerable share of bandwidth. There is outstanding effort from researchers to save the bandwidth consumption resulting from VoIP packets. One of the most common techniques is VoIP packet multiplexing. This section discusses some of existing techniques.

In 2001, Sze et al. proposed a VoIP packets multiplexing method over RTP/UDP/IP protocols. The proposed technique combines several VoIP packets transmitted to the same destination together in a single UDP/IP header, while the original RTP header is remained in each packet. However, a compression technique was applied on the RTP header. Implementation of the proposed technique showed that combining both packets multiplexing and RTP header compression succeeded in improving bandwidth utilization, whereas, bandwidth employment improved by 72% [9].

Another multiplexing method that multiplex RTP/UDP/IP packets was proposed by Abualhaj et al. in 2010. The proposed multiplexing method called Delta-multiplexing. In Delta-multiplexing, the packets that are destined to the same destination are assembled together in one UDP/IP header, while the RTP header remains unchanged. In addition, Delta-multiplexing succeeded to compress VoIP packets payload through transmitting the difference of the successive packet payloads. Combining both packet multiplexing and payload compression have shown highly efficient bandwidth exploitation. When implemented, Delta-multiplexing method succeeded to save the bandwidth between 68% and 72%, depending on the VoIP packet payload size [10].

As we can see, the previous two methods were proposed to work with RTP/UDP/IP header. In 2016, M.M.Abuahaj proposed a VoIP packets multiplexing method to work with ITTP/IP protocols. The proposed multiplexing method called ITTP-Mux. In ITTP-Mux, the packets that are destined to the same destination are assembled together in one IP header, while the ITTP header remains unchanged. Implementation of ITTP-Mux method showed high reduction in packet overhead, especially when compared with the traditional ITTP protocol (without multiplexing), which eventually save the bandwidth. The simulation result showed that bandwidth exploitation improved by up to 29.1% in the tested cases [11].

In this paper, we propose a new multiplexing method called Delta-Multiplexing over ITTP (D-Mux-ITTP). D-Mux-ITTP combines between both packet multiplexing as in [11] and packet payload compression as in [11]. The following section discusses the architecture of the proposed method, namely; D-Mux-ITTP method.

3. D-MUX-ITTP ARCHITECTURE

This section discusses the design of the proposed method, namely; D-Mux-ITTP. The D-Mux-ITTP consists of two components. First is the Sender-Delta-Multiplexing (SDM) component, which reside at the sender side. Second is the Receiver-Delta-DeMultiplexing (RDD) component, which reside at the receiver side. The SDM component works as follows: i) it extract the payload
of the packets transmitted to the same destination, ii) the extracted payloads are subtracted from each other, which produces a smaller payload called s-payload iii) the SDM attaches a mini-header to each s-payload, to distinguish these payloads, which produces a small packet called mini-packet, and iv) these mini-packets are combined together in one ITTP/IP packet. Figure 1 demonstrates the SDM component process.

The RDD component works as follows: i) it separates the received ITTP/IP packet into mini-packets by inspecting the mini-header ii) it then removes the mini-header from the mini-packet iii) after that it restores the original size of the payload, iv) and finally, the RDM attach the ITTP/IP packet to the restored payload, which re-construct the original packet. Figure 2 demonstrates the RDD component process. Figure 3 demonstrates the D-Mux-ITTP method architecture.
Figure 2. RDD Component Process

Figure 3. D-Mux-ITTP Method Architecture
The D-Mux-ITTP achieves bandwidth utilization through two phases. In phase 1, several VoIP packets from different sources are combined together in one ITTP/IP header. This phase reduces the header overhead resulting from attaching a separate header to each packet. In phase 2, the VoIP packets payload, before being combined together, are assumed to be integer numbers and subtracted from each other. This phase reduces the payload size through transmitting the difference between the payloads instead of the full payloads size.

4. D-MUX-ITTP BRANDWIDTH UTILIZATION EFFICIENCY

This section discusses the D-Mux-ITTP bandwidth utilization efficiency in comparison to the traditional method (no multiplexing). The traditional VoIP packet payload size is between 10 and 30 bytes [5, 6]. Accordingly, the header overhead resulting from the 26-bytes ITTP/IP header, which is the relative ratio between the header size and the packet size, is between around 46.4% to 72.2%. Figure 4 demonstrates the header overhead ratio with different payload sizes.

![Figure 4. Header Overhead Ratio (No Multiplexing)](image)

The aim of the D-Mux-ITTP method is to reduce the wasted bandwidth resulting from the considerable ITTP/IP header overhead. D-Mux-ITTP method accomplishes this by multiplexing several VoIP packets payload in a single ITTP/IP header, which reduces the ITTP/IP header overhead. This is efficiently improve bandwidth utilization, depending on the number of multiplexed packets. Figure 5 demonstrates the header overhead ratio when multiplexing several packets in a single ITTP/IP header, assuming packet’s payload size is 20-byte. Note that Figure 5 is only for demonstration purpose and the numbers are approximated, based on the relative ratio between the header size and the multiplexed packets size. In future work, we will implement the D-Mux-ITTP method and provide an accurate value of the bandwidth utilization efficiency when using it.
5. CONCLUSIONS

In this paper, we proposed a new multiplexing method called D-Mux-ITTP. The aim of the D-Mux-ITTP method is to efficiently improve bandwidth exploitation, by reducing the wasted bandwidth resulting from the considerable ITTP/IP header overhead. The D-Mux-ITTP achieves this by i) combining several VoIP packets payloads in a single ITTP/IP header and ii) by transmit the difference between the payloads instead of the full payloads size. The D-Mux-ITTP consists of SDM and RDD entities. SDM performs packets multiplexing and the sender side, while, RDD performs packets de-multiplexing and the receiver side. Future work will implement the D-Mux-ITTP method and provide a detailed discussion and analysis of the D-Mux-ITTP bandwidth utilization, in terms of header overhead, saved bandwidth, call capacity, and goodput. In addition, the impact of the D-Mux-ITTP on the network performance and call quality will be provided. Network performance and call quality will be measured through delay, overload, congestion, and … etc.
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ABSTRACT

The traditional medical analysis is based on the static data, the medical data is about to be analysis after the collection of these data sets is completed, but this is far from satisfying the actual demand. Large amounts of medical data are generated in real time, so that real-time analysis can yield more value. This paper introduces the design of the Sentinel which can realize the real-time analysis system based on the clustering algorithm. Sentinel can realize clustering analysis of real-time data based on the clustering algorithm and issue an early alert.
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1. INTRODUCTION

With the arrival of big data era, Medical big data has gradually entered the people's vision, Medical big data refers to all the big data related to medical and life health. According to the source of medical big data can be broadly divided into biological big data, clinical big data and health big data[1].This The potential value of medical data is enormous. For example, public health departments can conduct comprehensive disease surveillance in the monitoring of infectious diseases through a nationwide electronic medical record database, and analysis the characteristics of the spread of illness through data mining.

In the field of health care, most of the data can be seen as streaming data, such as out-patient records, electronic medical records and so on. These data increase by the of time and the numbers of people, It has the characteristic of continuity. Because of its real-time nature, it plays an important role in disease surveillance. For example, mining of outpatient records can dynamically detect diseases that increase in a large amount over a certain period of time, for example, sudden infectious diseases or collective poisoning. Unlike traditional databases that contain static data, data stream are inherently continuous and unconstrained, and there are many problems when working with such data. In addition, the result of data analyse is very unstable and constantly generating new patterns. Static pattern mining techniques proved inefficient when working with data streams. With the deepening of information technology in the medical field, the ability of generating data is rapidly increasing. Mining useful information from these streams has become an inevitable task.
2. RELATED WORK

Sudipto Guha proposed a clustering algorithm based on stream data [2]. In his algorithm, the idea of divide and conquer is adopted, the data flow is divided into multiple segments, and the segments are separately clustered to obtain the first cluster center. When the first cluster center reaches a certain number, the second segment of data is introduced to cluster to get the second cluster center. As data continues to flow in, this process will continue. At each time point, the system only needs to maintain i-th layer center points. This division of mind is very efficient for the analysis of streaming data. Since only a limited number of data needs to be saved at each time point in the system, the storage and memory shortage due to the large incoming stream data are avoided. Because the stream data analysis is a dynamic process, Most of the algorithms are based on the needs of the application to choose the time as a standard, select a period of time to analysis. According to the selected timing range can be divided into snapshot model, landmark model And sliding window model. Landmark model and sliding window model are more used.

As an important algorithm in data mining, the main goal of clustering is to classify the internal relations between data into a large category and distinguish each category as much as possible, which is an extension in taxonomy. According to the different basic principles of clustering can be divided into, division clustering, hierarchical clustering, density-based clustering, model-based clustering and grid-based clustering [3].

With the extension time or space will produce a wide range of data, and data mining is to extract valuable information from these complex types of data. These complex types of data can be divided into spatial data, timing data, web data, text data [4]. From its process, dynamic data mining can be divided into several stages such as dynamic data collection, data processing, data mining, and mining evaluation [5]. In general, data mining and mining evaluation are closely integrated. Dynamic data mining needs better handling of real-time data and the impact of real-time data on analysis results. The main problems of k-mean algorithm in dealing with dynamic data mining are as follows: Since the initial value of k is fixed means that it can not be changed after it is selected, that makes k-means algorithm unsuitable for mining of dynamic data. Therefore, in the k-means algorithm for dynamic data clustering algorithm, the improvement mainly focuses on the selection and dynamic adjustment of the k value [6], which can be mainly divided into two directions: 1, in the process of dynamic data acquisition of data preprocessing, according to the predetermined strategy to adjust the size of k; 2 In the data mining process according to the data mining results and predetermined criteria, the data results are dynamically adjusted, and then update k value. The difference between the two methods is that the former is adjusted in the data processing stage and the latter is adjusted in the data mining stage.

The algorithms based on the first idea are: K-means clustering algorithm based on KD tree[6]. The KD tree represents a k-dimensional storage structure that stores data separately at each node in a well-spaced space. Since the initial cluster centers in the k-means algorithm are randomly selected, they can not reflect the true distribution of the data. In order to distribute the actual reaction data as much as possible, it is better to distribute the initial center points more evenly.

The basic idea of clustering using KD tree is as follows: Firstly, the advantages of KD tree are used to divide the spatial extent of data set and the data of the corresponding interval is stored. This will effectively improve the effect of the initial center point selection. Using KD tree to divide the space and preprocess the data, we can know the distribution of the data truly. Then according to the partitioned interval, the initial center point is chosen directionally. Finally, the clustering operation is carried out. The algorithm can better find the k-value and the clustering center point, but the computational cost is larger when the clustering operation is re-performed. Compared with the first method of dynamically adjusting the k value, the second method is based on The computation overhead caused by the local dynamic adjustment of the clustering result and the result evaluation index will be significantly reduced. For dynamic data sets, it is obviously
inefficient to re-execute the clustering algorithm on the updated new data set to update the clustering results accordingly, so it is very important to adopt incremental clustering algorithm effectively.

Among them, the algorithm based on the second idea has a two-point k-means clustering algorithm [7]. The main idea is to adjust the clustering result locally instead of the global adjustment according to the threshold in the process of data clustering, which can effectively improve the efficiency of the algorithm and does not affect the final result of the clustering.

3. PROBLEM SETUP

The main problem in the processing of streaming data is that streaming data is a sequence of data sequences that is massively and continuously arriving [8]. When the clustering algorithm is applied to streaming data, it is mainly necessary to consider the real-time performance and the scale unpredictability of the streaming data.

Sentinel's main process is as following steps:

Step 1. Monitoring data cache, if the cache data to meet the conditions to step two.

Step 2. Cached data submitted to the data analysis module, analysis module is used for data analysis, and based on the results, update corresponding parameters.

Step 3. Data early warning module to update the data to determine, greater than the predetermined value issued a alert.

Step 4. Return to step one.

Data caching is mainly for real-time streaming data processing, according to Sudipto Guha’ algorithms in the treatment of streaming data, the idea of data segmentation processing, application cache technology can be very good to achieve this. The process of caching is to segment the data base on time line. Data analysis moudle is mainly based on dynamic clustering algorithm. In the data analysis of a block need to use the relevant information in the database, the information is the system needs long-term maintenance. The content of this information includes the number of clusters, the center of each cluster, and the data set that belongs to each cluster. The data processing flow train of thought is as following steps:

Step 1 According to the cluster center stored in the system, the data will be assigned to the corresponding cluster.

Step 2 pairs of clusters of data are calculated and compared with the threshold, according to the comparison result, then adjust of clusters.

Step 3 According to the results of the adjustment, update the relevant records in the database.

In the local adjustment of the cluster, the main reference is the intra-cluster similarity and inter-cluster similarity. The inter-cluster similarity is defined as the mean of the data in the cluster. The similarity between clusters is defined as the distance between the centers of two adjacent clusters. If the similarity between clusters in a cluster is greater than the threshold, the k-means algorithm for k = 2 is performed on the cluster [9]. If the cluster similarity between two clusters is greater than the threshold, the two clusters are merged.
4. CONCLUSION AND FUTURE WORK

There are some places in the system design that deserve further study, mainly for setting the threshold of division and consolidation. The setting of the threshold determines the quality of the splitting and merging[10]. At the same time, the setting of the threshold has a great relationship with the selection of data types. How to find out a suitable model to adapt the model to more types of The data set will be very necessary. Relevant researchers can conduct in-depth research based on different subjects in medical data, and build a better model to make the algorithm better adapt to various data mining.
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ABSTRACT

This paper presents the results of watermarking selected various medical cover images with simple string of letters image (patients' medical data) using a combination of the Discrete Wavelet Transform (DWT) Discrete Cosine Transform (DCT) and singular value decomposition (SVD). The visual quality of the watermarked images (before and after attacks) was analyzed using PSNR and four visual quality metrics (WSNR, MSSIM, PSNR-HVS-M, and PSNR-HVS). The PSNR, PSNR-HVS-M, PSNR-HVS, and WSNR average values of the watermarked medical images before attacks were about the 32 db, 35 db, and 42 db, 40 db respectively; while the MSSM index indicated a similarity of more than 97% between the original and watermarked images. The metric values decreased significantly after attacking the images with various operations but the watermark image could be retrieved after almost all attacks. Thus, the initial results indicate that watermarking medical images with the patients' data does not significantly affect their visual quality and they still can be utilized for their medical purpose.
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1. INTRODUCTION

There is an increasing need to store and transfer medical images over computer networks for sharing among doctors. Data hiding has increasingly become an important tool in authentication of images and protection of owners copyright. Image watermarking, which hide important details inside images techniques can be divided into two broad domains: spatial domain and frequency domain [1, 2]. Three of the most important frequency watermarking methods are the discrete cosine transform (DCT), discrete wavelet transform (DWT) and Singular Value Decomposition (SVD). Various medical images based watermarking schemes have been proposed in literature [3,4,5]. Many researchers have used a hybrid of two or more transforms in order to compensate for the shortcomings of various transforms.

2. METHODOLOGY

2.1. Watermarking algorithms

This paper uses a combined approach of the discrete wavelet transform (DWT), the discrete cosine transform (DCT), and the singular value decomposition (SVD) watermarking. The DWT decomposes an image into frequency channels of constant bandwidth on a logarithmic scale by separating an image into a set of four non-overlapping multi-resolution sub bands denoted as
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lower resolution approximation image (LL), horizontal (HL), vertical (LH) and diagonal (HH) with the availability of multiple scale wavelet decomposition. The watermark is usually embedded into the high frequency detail sub-bands (HL, LH and HH sub-band) because the human visual system (HVS) is sensitive to the low-frequency LL part of the image. In general, sensitive data such as medical information are embedded in higher level sub-bands since the detail levels carry most of the energy of the image [6]. Wavelet transform methods achieve higher robustness since they have the characteristics of space frequency localization, multi-resolution representation, multi-scale analysis, adaptability and linear complexity [7].

The DCT has a very good energy compaction property. It works by separating the image into different low, high, and middle frequency coefficients [8]. The watermark is embedded in the middle frequency band that gives additional resistance to the lossy compression techniques with less modification of the cover image. The DCT coefficients D(i, j) matrix of an image (N x M) with pixel intensity I(x, y) are obtained as follows:

\[
D(i, j) = \frac{1}{\sqrt{2N}} C(i) C(j) \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} I(x, y) \cos \left( \frac{(2x + 1)\pi i}{2N} \right) \cos \left( \frac{(2y + 1)\pi j}{2M} \right)
\]  

Where \( C(i), C(j) = \frac{1}{\sqrt{N}}, \frac{1}{\sqrt{M}} \) for \( i, j = 0 \) and \( C(i), C(j) = \frac{1}{\sqrt{N}}, \frac{1}{\sqrt{M}} \) for \( i, j = 1, 2, ..., N-1 \) or \( M-1 \)  

The (SVD) of a rectangular matrix \( R_m \) is a decomposition of the form

\[
R_m = U S V^T
\]

Where \( R_m \) is a M x N matrix, U and V are orthonormal matrices, and S is a diagonal matrix comprised of singular values of \( R_m \). The singular values \( S_1 \geq S_2 \geq S_3 \geq ... \geq S_n \geq 0 \) are unique values that appear in descending order along the main diagonal of \( S \). They are obtained by taking the square root of the Eigen values of \( R_m R_m^T \) and \( R_m^T R_m \). The U, V are not unique. In the Singular Value Decomposition, the slight variations of singular values do not affect the visual perception of the cover image, which achieves better quality of the watermarked image and better robustness against attacks. Also, singular values represent the intrinsic algebraic image properties [8].

Various medical images based watermarking schemes have been proposed in literature [9,10,11]. Many researchers have used a hybrid of two or more transforms in order to compensate for the shortcomings of various transforms; i.e. in image compression [12], image denoising [13], or image coding [14], and watermarking [15]. In this work, a combined approach of the three transforms is used for watermarking: DWT, DCT, and SVD. The combination of the three transforms increases the robustness and imperceptibility of the watermarked images [16]. Figure 1 shows the approach taken in embedding a watermark (patients data) into a cover image (medical image); The singular values of the watermark (after DCT transformed) are embedded in the singular values of the cover image (after DWT transformed). Figure 2 shows the extraction approach of the patient’s image data from the watermarked image. The watermarked images is DWT and DCT transformed then SVD is applied to the DCT coefficients; the watermark is extracted from the LL sub band of DWT. For an added security, the watermark image can be encrypted before embedding it in the cover image, which is not utilized in this paper.
2.2. Performance Measures

This work utilizes the visual metrics (WSNR, MSSIM, PSNR-HVS-M, and PSNR-HVS) described by Ponomarenko et al. [17] for comparing the watermarked images with their originals. Traditionally, the efficiency of an image processing operation; i.e. lossy compression is usually analyzed in terms of rate-distortion curves. These curves represent dependencies of PSNR (or MSE) on bits per pixel (bpp) or compression ratio (CR) where PSNR and MSE are calculated for some original image and the corresponding processed image.

\[
\text{PSNR} = 10 \log \left( \frac{255^2}{\text{MSE}} \right) \quad \text{(Eq.4)}
\]

\[
\text{MSE} = \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{(I_i^o - I_i^p)^2}{NM} \quad \text{(Eq.5)}
\]

where \(I_i^o, I_i^p\) denote the values of the original and processed pixels and \(N, M\) denote an image size [18,17]. In order to obtain a high imperceptibility of the watermarked image, it is desirable to have a high value of PSNR; meaning a lesser value of MSE.

Also, usually the similarity and differences between an original image and a processed image is measured by the Normalized Correlation (NC). Its value is generally 0 to 1. Ideally it should be 1 but a value 0.7 or higher is usually acceptable [13].

\[
\text{NC} = \frac{\sum_{i=1}^{X} \sum_{j=1}^{Y} (I_i^o X I_i^p)}{\sum_{i=1}^{X} \sum_{j=1}^{Y} (I_i^o)^2} \quad \text{(Eq.6)[19]}
\]

where \(I_i^o, I_i^p\) denote the values of the original and processed pixels and \(X, Y\) denote an image size.

On the other hand, in evaluating the quality of the watermarked images, it is well known that conventional quality metrics, such as MSE, SNR and PSNR do not always correlate with image
visual quality [20,21]. In other words, two different distorted images with the same value of PSNR with respect to the same original image, may give significantly different visual impact. Therefore, the choice of a proper visual quality metric for analysis and comparisons is always a problem and can be argued since the human visual system (HVS) is nonlinear and it is very sensitive to contrast changes and to noise [22]. Many studies have confirmed that the HVS is more sensitive to low frequency distortions rather than high frequency components. The best performance was achieved by the metrics PSNR-HVS-M, PSNR-HVS, and WSNR [18] especially if there is noise or the images are to be compressed. HVS-based models are the result of trade-off between computational feasibility and accuracy of the model. HVS-based models can be classified into two categories: neurobiological models and models based on the psychophysical properties of human vision. Psychophysical HVS-based models are implemented in a sequential process that includes luminance masking, colour perception analysis, frequency selection, and contrast sensitivity [22].

More recent ways to evaluate processing of images is by using perceptual image quality assessment methods, which attempt to simulate the functionality of the relevant early human visual system (HVS) components. These methods usually involve a pre-processing process that may include image alignment, point-wise nonlinear transform, low-pass filtering that simulates eye optics, and color space transformation, a channel decomposition process that transforms the image signals into different spatial frequency as well as orientation selective subbands, an error normalization process that weights the error signal in each subband by incorporating the variation of visual sensitivity in different subbands, and the variation of visual error sensitivity caused by intra- or inter-channel neighbouring transform coefficients, and an error pooling process that combines the error signals in different subbands into a single quality/distortion value [23].

PSNR-HVS takes into account the HVS properties such as sensitivity to contrast change and sensitivity to low frequency distortions; while the PSNR-HVSM takes into account the contrast sensitivity function (CSF). Similar to PSNR and MSE, the visual quality metrics PSNR-HVS and PSNR-HVSM can be determined:

$$\text{PSNR-HVS} = 10 \log_{10} \frac{255^2}{\text{MSE}_{\text{HVS}}}$$

$$\text{MSE}_{\text{HVS}}[m,n] = \frac{1}{K} \sum_{i=1}^{K} \sum_{j=1}^{K} \sum_{m=1}^{M} \sum_{n=1}^{N} (X[m,n][i,j] - \hat{X}[m,n][i,j])^2$$

where \(K = (I-7)(J-7)64\), \(X[m,n][i,j]\) and \(\hat{X}[m,n][i,j]\) are DCT coefficients of 8x8 image block for which the coordinates of its left upper corner are equal to \(i\) and \(j\), \(X_{ij}\) and \(\hat{X}_{ij}\) are the DCT coefficients of the corresponding block in the original image, and \(T_{c}[m,n]\) is the matrix of correcting factors [24].

The Weighted Signal to Noise Ratio (WSNR) is a noise metric where the difference (residual) between the original and the processed images must be noise. (WSNR) uses a Contrast Sensitivity Function (CSF) given by the following:

$$\text{CSF} = 2.6(0.02 + 0.1 f_s) e^{-0.1 f_s^2} \quad \text{Eq. 9}$$

where \(f_s\) is a radial angular frequency

The WSNR between an original image \(x\) and a processed image \(y\) is:

$$\text{WSNR} = 10 \log_{10} \left( \frac{\sum_{(u,v) \in S} [\text{CSF}_{x,y}(u,v)]^2}{\sum_{(u,v) \in S} [\text{CSF}_{x,y}(u,v)]^2} \right)$$

The structural similarity index (SSIM) measures the similarity between two images [19]. SSIM compares two images using information about luminance, contrast, and structure. SSIM metric is calculated on various windows of an image. The measure between two windows \(x\) and \(y\) of common size \(N \times N\) is given as follows:
SSIM takes values between 1 and -1; \( u_x \) is an average of \( x \), \( u_y \) is an average of \( y \), \( \sigma_x \), \( \sigma_y \) are the standard deviations between the original and watermarked image pixels; while \( C_1 \), \( C_2 \) are positive constant chosen to avoid the instability of SSIM measure.

MSSIM (Multi-Scale Structural Similarity) is a multi-scale extension of a SSIM metric. MSSIM [28] is introduced to incorporate the variations of viewing conditions to the previous single-scale SSIM measure. MSSIM is known as mean structural similarity index metric [25] and it is given by:

\[
MSSIM(x,y) = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} SSIM(x_{ij}, y_{ij})
\]

where \( M \) is the correlation between two images \( x, y \)

Correlation is a similarity measure between two functions. The correlation measure between two functions \( x(x,y) \) and \( s(x,y) \) in discrete form is defined as:

\[
M = \frac{1}{M-1} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} r[x_i, y_j][s[x_i, y_j]]^*
\]

Where \( r^* \) is the complex conjugate, \( x=0, 1, \ldots, M-1 \) and \( y=0, 1, \ldots, N-1 \)

3. RESULTS AND DISCUSSIONS

Five medical cover images of size [512×512] and a watermark image of size [256×256] are selected for analysis shown in Figure 3. The medical cover images contain medical information based on the characteristics of each image and the purpose of its capture. The medical images reveal characteristics of the bones, tissues, vessels, nerves...etc. Thus, embedding a watermark image inside a medical cover image should preserve the existing medical information in the cover medical image: the unique pattern of the fingerprint, vessels and optical nerves inside the retina, bone fracture in the wrist, size and development signs of the fetus, shape, and sliced layers and soft tissue of the human skull. The patients' personal details can be embedded in the captured medical image in textual or image format and saved in one file. The personal details (watermark) are embedded by a combined method of DWT, DCT, and SVD transforms; while the imperceptivity of the watermarked images is evaluated using PSNR, P-HVS, P-HVS-M, WSNR, and MSSIM.
Table 1 shows the values of PSNR, P-HVS, P-HVS-M, WSNR, and MSSIM metrics of the watermarked images before any attacks. The PSNR average value is about 32 db, P-HVS average value is around 35 db, P-HVS-M average value is about 42 db, and the WSNR average value varies from 35 db to 47 db. The MSSIM metric shows that the watermarked images are highly visually similar to the original images with similarity values of more than 0.97% between the original and the watermarked images. Also, it can be observed that there is no significant difference between the average metric values among the various images; only the WSNR value of the MRIofHead image varies from one image to another with approximately 15 db difference between the Fingerprints image and the MRIofHead image; that is due to the characteristics of the two images.

<table>
<thead>
<tr>
<th>Image</th>
<th>PSNR</th>
<th>P-HVS</th>
<th>P-HVS-M</th>
<th>WSNR</th>
<th>MSSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fingerprints</td>
<td>32.7049</td>
<td>34.8745</td>
<td>46.2079</td>
<td>47.0602</td>
<td>0.9920</td>
</tr>
<tr>
<td>Retina</td>
<td>32.9101</td>
<td>34.8738</td>
<td>40.4924</td>
<td>38.0317</td>
<td>0.9740</td>
</tr>
<tr>
<td>Broken Wrist</td>
<td>32.7310</td>
<td>34.9020</td>
<td>40.7815</td>
<td>43.3029</td>
<td>0.9734</td>
</tr>
<tr>
<td>Ultrasound</td>
<td>33.2059</td>
<td>34.8428</td>
<td>41.3834</td>
<td>37.8052</td>
<td>0.9850</td>
</tr>
<tr>
<td>MRIofHead</td>
<td>33.3870</td>
<td>35.1103</td>
<td>40.0242</td>
<td>34.3916</td>
<td>0.9770</td>
</tr>
</tbody>
</table>

To test the imperceptivity of the watermarked image, they were attacked with various types of attacks. Tables 2 shows the average values of the same metrics for all the image after the watermarked images are attacked with various operations (Gaussian noise, Salt & Pepper noise, 2D FIR filter, Cropping, Rotation & Cropping, Weiner filter, Intensity adjustment, Gaussian filter, and Sharpening). It is shown that the numerical values decrease after an attack operation is performed on the images. Thus, there is a degradation in the quality of the attacked images. The drop in the numerical values is not significant after the Gaussian Noise, Salt & Pepper Noise, and 2D FIR filter attacks. The values of PSNR, P-HVS, P-HVS-M, and WSNR stay above the value of 20 db and the MSSIM metric values remain above 0.82%. On the other hand, there is a significant decrease in the values after the Cropping, Rotation & Cropping, Weiner Filter, Intensity adjustment, Gaussian filter, and Sharpening image attack operations. The numerical values of PSNR, P-HVS, P-HVS-M, and WSNR drop to less than 6 db while the MSSIM similarity index drops to 10% approximately. On the other hand, there is no correlation between the drop in the metric values and the recovery of the watermark; for example, the P-HVS, P-HVS-M, and the WSNR values drop greatly after the sharpening attack but the watermark is recovered perfectly.
Table 2. Average metric values of all five watermarked images after some attacks

<table>
<thead>
<tr>
<th>Attack</th>
<th>PSNR</th>
<th>P-HVS</th>
<th>P-HVS-M</th>
<th>WSNR</th>
<th>MSSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>No attack</td>
<td>32.9878</td>
<td>34.9207</td>
<td>41.7779</td>
<td>40.1183</td>
<td>0.9803</td>
</tr>
<tr>
<td>Gaussian Noise</td>
<td>19.9103</td>
<td>19.9790</td>
<td>22.6101</td>
<td>27.0916</td>
<td>0.8212</td>
</tr>
<tr>
<td>Salt&amp;Pepper Noise</td>
<td>24.6345</td>
<td>24.8935</td>
<td>27.9674</td>
<td>32.1470</td>
<td>0.9304</td>
</tr>
<tr>
<td>2D FIR filter</td>
<td>25.3646</td>
<td>26.6690</td>
<td>30.0951</td>
<td>35.1960</td>
<td>0.9618</td>
</tr>
<tr>
<td>Cropping</td>
<td>13.7011</td>
<td>9.5336</td>
<td>9.5680</td>
<td>8.1108</td>
<td>0.7391</td>
</tr>
<tr>
<td>Rotation&amp;Cropping</td>
<td>5.9136</td>
<td>1.7654</td>
<td>1.7872</td>
<td>0.2728</td>
<td>0.0982</td>
</tr>
<tr>
<td>Weiner Filter</td>
<td>5.9212</td>
<td>1.7732</td>
<td>1.7950</td>
<td>0.2801</td>
<td>0.1029</td>
</tr>
<tr>
<td>Intensity adjustment</td>
<td>5.9411</td>
<td>1.7932</td>
<td>1.8150</td>
<td>0.3001</td>
<td>0.1113</td>
</tr>
<tr>
<td>Gaussian filter</td>
<td>5.9212</td>
<td>1.7733</td>
<td>1.7950</td>
<td>0.2801</td>
<td>0.1030</td>
</tr>
<tr>
<td>Sharpening</td>
<td>5.9214</td>
<td>1.7733</td>
<td>1.7951</td>
<td>0.2801</td>
<td>0.1031</td>
</tr>
</tbody>
</table>

Finally, this research cannot determine how much of medical information is lost after watermarking medical images or even after attacking the images with a watermark image. Only medical doctors can decide the important segments of a medical image that are affected by watermarking or by attacks; and the effects can vary from one image to another. Also, recovering the watermark after some attacks does not necessarily indicate that all medical information is preserved in the cover image.

4. CONCLUSIONS

The initial results show that watermarking medical images with the patients' personal details does not significantly affect their visual appearance and they can be used by medical staff for their medical purpose if the watermarked images are not attacked; it was experimentally demonstrated that the watermarked medical images appeared similar to their originals and the Human Visual System (HVS) metrics proved a high quality watermarked images. Also, choosing the appropriate watermarking algorithm is essential to obtain the robustness, imperceptivity and security needed to protect the patients' personal data inside a medical image. There are many transform domain algorithms that are available and can be utilized to preserve the characteristics of the original images. A future direction of this research will involve artificial intelligence methods to watermark the images.
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ABSTRACT

Magnetic resonance imaging (MRI) can support and substitute clinical information in the diagnosis of multiple sclerosis (MS) by presenting lesion. In this paper, we present an algorithm for MS lesion segmentation. We revisit the modification of properties of fuzzy c means algorithms and the canny edge detection. Using reformulated fuzzy c means algorithms, apply canny contraction principle, and establish a relationship between MS lesions and edge detection. For the special case of FCM, we derive a sufficient condition for fixed lesions, allowing identification of them as (local) minima of the objective function.
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1. INTRODUCTION

Over time, the importance of correct diagnosing for diseases are increased and it is an essential to find an optimal method for diagnosing disease. Multiple sclerosis, also known as MS, is a chronic disease that attacks the central nervous system(CNS) and affects white matter by the person's own immune system so that MS is known as an auto-immune disease. As we know, Nerve fiber is surrounded by myelin, which protects the nerve and helps it to conduct electrical Signals (Impulse). In MS patients, the myelin is disappeared. Because of this, the MS patients could not move their body properly. MS is a largely unknown disease these days and diagnosis it correctly and early, has a significant impact on disease progression [1].

Brain lesions detection plays an important role in MS studies, as it is used to evaluate patient disease and its future evolution. Currently, lesions are detected manually or semi-automatic segmentation methods, which are very time to consuming and show a high inter and intra-raters variability [2].
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Magnetic resonance imaging (MRI) were officially included in the diagnostic workup of patients presenting with a clinically isolated syndrome suggestive of multiple sclerosis in 2001 by an international panel of experts [3]. Diagnosing multiple sclerosis depends on evidence of disease dissemination in space and time and exclusion of other syndromes that can imitate multiple sclerosis by their clinical and laboratory Specifications. MRI can support and substitute clinical information for multiple sclerosis diagnoses, allowing an early and accurate diagnosis. [4] The clinical presentation of MS includes a wide range of physical disorders and cognitive symptoms. Cognitive Impairment decrease quality of life and treatment amongst MS patients [5-8]. MS is an inflammatory demyelinating and degenerative disease of the CNS, distinctive pathologically by a different part of brain inflammation, demyelination, axonal loss, often causing motor, sensorial, vision, correlation, and cognitive impairment [9].

Also, MS is the recurring, neurological disease capable of causing disability in young adults. In these days, getting MS disease has been increased, and geographical areas play an important role in getting MS. Moreover, Multiple sclerosis is between two and three-times more average in females than in males, but males have a propensity for later disease [10]. As mentioned, one of the most famous facilities for diagnosis MS disease is Magnetic Resonance Imaging (MRI) techniques [9], T2-weighted (T2-w) and gadolinium-enhanced T1-weighted (T1-w), are highly aware in detecting MS plaques. MRI-derived metrics have become the most important medical tool for diagnosing MS disease.

Both sharp and persistent MS plaques appear as focal high-signal intensity areas on T2-w sequences, illustrate their increased tissue water content. The total T2 lesion volume of the brain increases by almost (5–10%) each year in the relapsing forms of MS [11]. Gadolinium-enhanced T1-w imaging is highly fragile in detecting inflammatory activity. CNS atrophy, which involves both gray matter and white matter, is a progressive phenomenon that becomes worse with argument disease length and progresses at a rate of between 0.6% and 1.2% of brain loss per year in this disease [12]. It should consider that different method of segmentation might have an important impression on the small volume of the lesion detection.

In this paper, Section 2 reviews of the pre-processing steps needed when automatically segmenting MS lesions. Section 3 approaches segmentation methods and also reviews algorithms which are used. In Section 4, conclusion and results are showing and give some ideas for future works.

In this research, MRIs for patients with MS are from different sources. Mostly, our high gratitude should be directed to C.P. Loizoua and his colleagues: The Laboratory of Health at the University of Cyprus (http://www.medinfo.cs.ucy.ac.cy/)
2. PRE-PROCESSING STEPS

Accurate identification of brain in MRI images is a critical first step in many neuroimaging studies. There are many techniques for skull extraction [19, 20]. Although this step is a significant part, using an efficient method is important. In our research, we used the automated brain extraction tool (BET) (Smith, 2002) [13-15]. Also, image binarization is done in this step Eq. (1). th is described as a threshold.

\[
\text{Bin}(x, y) = \begin{cases} 
1 & \text{if } f(x, y) > \text{th} \\
0 & \text{otherwise}
\end{cases}
\]  

(1)

3. SEGMENTATION METHODS AND ALGORITHM

Varieties of methods for automatic analysis and segmentation have been developed that the image can be segmented into its basic elements.

Edge detection is an image processing technique for finding the boundaries of objects by detecting brightness discontinuities; it is also used for image segmentation and data extraction methods such as image processing, computer vision, and machine vision.

There are various classification methods for edge detection, but they are usually divided into two main groups:

a) Gradient method: The gradient method looks for maximum and minimum in the first derivative of the image for detecting the edges [16].

b) Laplacian method: It searches for zero crossings in the second derivative of the image to find edges. An edge has the one-dimensional shape of a ramp and calculating the derivative of the image can highlight its location. The zero-crossing of the differentiated signal as edge points [16]. The two-dimensional Gaussian operator \( G(x, y) \) is given by:

\[
G(x, y) = \frac{1}{2\pi\sigma_x\sigma_y} e^{-\frac{x^2 + y^2}{2\sigma_x^2 \sigma_y^2}}
\]

(1)

With condition; i.e. \( \sigma_x = \sigma_y \) and \( x^2 + y^2 = r^2 \) the equation simplify to:

\[
G(r) = \frac{1}{2\pi\sigma^2} e^{-\frac{r^2}{2\sigma^2}}
\]

(2)

For detecting edges, searching for zero-crossing in 2nd order derivative of the image needed which \( f(x,y) \) is the image [2].

\[
g(x, y) = \nabla^2 G(r) \ast f(x, y)
\]

(3)
Common edge detection algorithms consist Sobel, Canny, Prewitt, Marr-Hildreth. Those methods are determined in this research. The main difference between these methods is that canny edge detection method is in the spatial domain while others are in the frequency domain [9].

Below, the differences between Canny, Sobel, and Marr-Hildreth edge detection is shown in figure 2. As shown in figure 2, canny edge detection has a better result in comparison with other methods.

4. FUZZY C-MEANS

Clustering of numerical data forms of many classification and system modeling methods. The suggestion of clustering is to identify natural groupings of data from a large dataset to create a concise representation of a system's behavior. Fuzzy c-means (FCM) is a data clustering algorithm in which a data set is grouped into n clusters with any data point in the data set belonging to every cluster to the main degrees [17]. The FCM algorithm assumes that each point belongs to more than one cluster with given a dataset $X = \{x_1, x_2, x_3, \ldots, x_N\}$ clustering goals to discrete the dataset into varying subsets each with a cluster midpoint. FCM algorithm apportions fuzzy memberships $u_{ij}$ any pixels $x_j$ ($j = 1, 2, \ldots, N$) in each variety c by decreasing the following cost function:

$$\nabla^2 G (r) = \frac{-1}{4\pi\sigma^2} [1 - \frac{r^2}{2\sigma}] e^{\frac{-r^2}{2\sigma^2}}$$ (4)
\[ J = \sum_{j=1}^{N} \sum_{i=1}^{C} u_{ij}^m \| x_j - v_i \|^2 \]  

(5)

Where \( m \) is the weighting fuzziness parameter. \( v_i \) illustrate the \( i \)-th cluster midpoint. \( \| \cdot \| \) 

Explain the Euclidean interval. \( u_{ij} \) Means a partition matrix that is subject to \( u_{ij} \in [0,1] \) and \( \sum_{i=1}^{c} u_{ij} = 1 \). Using the Lagrangian method, partition matrix, and cluster centers by calculating as follows:

\[ v_i = \frac{\sum_{i=1}^{N} u_{ij}^m x_j}{\sum_{j=1}^{N} u_{ij}^m} \]  

(6)

\[ u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{\| x_j - v_i \|^2}{\| x_j - v_k \|^2} \right)^{(m-1)}} \]  

(7)

In this study, considering the MR image is often with spatial inhomogeneity due to the defect in the magnetic field, the intensity \( x_j \) is modeled by \( x_j = y_j - \gamma_j \) here, \( y_j \) and \( \gamma_j \), and mean the measured absorption and the consistent bias field. We propose a novel algorithm as an addition of the traditional FCM clustering by modifying the cost function in Eq. (9) as [18, 19]:

\[ J = \sum_{j=1}^{N} \sum_{i=1}^{c} u_{ij}^m \| x_j - v_i \|^2 + \alpha S + \beta R \]  

(8)

Where \( S \) is a normalizer indicating the neighborhood influence during segmentation. \( R \) is the regularization term on bias field. \( \alpha \) and \( \beta \) are constants that control the effect of the two regularization term correspondingly definitely, \( S \), \( R \) are established as [14]:

\[ S = \sum_{j=1}^{N} \sum_{i=1}^{c} u_{ij}^m \left( \frac{1}{N_{\epsilon}} \sum_{x \in N_{\epsilon}} \| x - v_i \|^2 \right) \]

and

\[ R = \sum_{j=1}^{N} \sum_{i=1}^{c} u_{ij}^m (\| \gamma_j \|^2) \]

Where \( N_{\epsilon} \) represent neighborhood positioning at \( x_j \).
Also to the traditional FCM algorithm, by differentiating the cost function respect to, $V_i$ and $\gamma_j$ respectively and setting the result to zero, we can obtain the updating $u_{ij}^*$, $v_i^*$ and $\gamma_j^*$ as:

$$u_{ij}^* = \frac{1}{\sum_{k=1}^{c} \|x_j - v_i\|^2 + \alpha \frac{1}{N_{x \in N_j}} \sum_{k \neq i} \|x - v_k\|^2 + \beta \gamma_j}$$  \hspace{1cm} (10)

$$v_i^* = \frac{\sum_{j=1}^{N} u_{ij}^m (x_j + \alpha \frac{1}{N_{x \in N_j}} \sum_{k \neq i} (x - v_k))}{(1 + \alpha \sum_{j=1}^{N} u_{ij}^m)}$$  \hspace{1cm} (11)

$$\gamma_j^* = y_j - \frac{\sum_{i=1}^{c} u_{ij}^m v_i}{(1 + \beta \sum_{i=1}^{c} u_{ij}^m)}$$  \hspace{1cm} (12)

The result is shown below (fig4). For achieving this result, first, we use the pre-processing method as described in section 2, then applying canny edge detection and finally, for increasing accuracy, FCM is applied.

![Figure 3: Result of adding FCM after canny edge detection](image)

5. CONCLUSIONS

Multiple sclerosis caused when the immune system attacks myelin, which covered around human nerve fibers to protect them and help them to send the messages efficiently.[1] Without this shell, nerves became damaged. Scar tissue may form MS, is a long-lasting disease that can affect the brain, spinal cord, and the optic nerves in eyes. By this damage, transferring messages between brain and body will be affected. The message will slow down or blocked during transferring and
leading to the symptoms of MS. Doctors use medical history, physical exam, neurological exam, especially MRI to diagnose it. MR images still is a valuable tool for identification multiple sclerosis. There is no cure for MS, but medicines may slow it down and help control the disease progress.[7] Physical and occupational therapy may also be helpful. Because of the sensitivity of MR images, determine the disease clinically is hard and take a long time so having an automatic method for diagnosing the disease fast and accurate is critical.

In our research, different image processing methods are used, such as edge detection and segmentation. Also, we use some famous pre-processing techniques for having the best result, like Brain extraction tool [13-15] and binarization. In addition, we presented a modification method with Fuzzy C Means for better lesion segmentation and using canny for better edge detection. also show that, canny edge detection has a better result. In our method, we first used edge detection method for finding edges and then applying FCM for increasing diagnostic accuracy. In addition, we change clustering parameters to get different results for better lesion detection. Also as it was mentioned before, in MS lesion detection, effectiveness is the most important part. In this paper, lesion diagnosis accuracy is improved in comparison with others works [20].
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ABSTRACT

This paper aims to improve the inaccuracy problem of the existing informatized caption in the noisy environment by using the additional caption information. The IBM Watson API can automatically generate the informatized caption including the timing information and the speaker ID information from the voice information input. In this IBM Watson API, when there is noise in the voice signal, the recognition results are not good, causing the informatized caption error. Especially, it is more easily found in movies such as background music and special sound. Specifically, to reduce caption error, additional captions and voice information are entered at the same time, and the result of the informatized caption of voice information from IBM Watson API is compared with the original text to automatically detect and modify the error part. Based on the database containing the average pronunciation time, each word for each speaker is changed into the informatized caption in this process. In this way, more precise informatized captions could be generated based on the IBM Watson API.
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Informatized caption, Speaker Pronunciation Time, IBM Watson API, Speech to Text Translation

1. INTRODUCTION

Recently, artificial intelligence technology is being researched and developed in various fields. Artificial intelligence refers to the intelligence created by a machine, and is the intelligence that a computer program behaves and calculates, such as human thinking. However, since artificial intelligence that does not understand human language is useless, the most important thing in artificial intelligence technology is natural language processing technology and speech recognition technology. Typical speech recognition technologies include speech to text conversion. Among captions in which speech is converted into characters, captions including timing information and speaker ID information [1] are referred to as informatized captions [2]. Such an informatized caption can be generated using the IBM Watson API or the like [3]. However, the IBM Watson API is more susceptible to clipping errors due to poor recognition results if there is noise in the audio signal, especially in movies where background music and special sounds are used. In order to solve this problem, there has been proposed a method of predicting the timing information of the informatized caption based on a linear estimation [2] formula proportional to the number of alphabets. In this paper, we use the IBM...
Watson API, which provides basic functions of informatized caption including timing information, speaker ID information, and so on, to generate a word information list based on the proposed method.

2. SPEAKER PRONUNCIATION TIME-DB (SPT-DB)

2.1. Structure

SPT-DB consists of each node for each speaker($S_p$) as shown in Fig. 1. The nodes consist of the average pronunciation times($D_p$) of each word($W_{pk}$). The nodes of the speaker are arranged in ascending order based on the average pronunciation time, and are connected to each other, and a null value is present at the end. When SPT-DB searches for a word spoken by the speaker, it searches based on the pronunciation time.

2.2. Assumption

Before proceeding with the study, the following assumptions are based on SPT-DB. [Assumption] SPT-DB is already configured for each speaker.

3. PROPOSED ALGORITHM

3.1. Algorithm modifying incorrectly recognized word based on SPT-DB

SPT-DB consists of each node for each speaker($S_p$) as shown in Fig. 1. The nodes consist of the average pronunciation times($D_p$) of each word($W_{pk}$). The nodes of the speaker are arranged in ascending order based on the average pronunciation time, and are connected to each other, and a null value is present at the end. When SPT-DB searches for a word spoken by the speaker, it searches based on the pronunciation time.

2.2. Assumption

Before proceeding with the study, the following assumptions are based on SPT-DB. [Assumption] SPT-DB is already configured for each speaker.

3. PROPOSED ALGORITHM

3.1. Algorithm modifying incorrectly recognized word based on SPT-DB

SPT-DB consists of each node for each speaker($S_p$) as shown in Fig. 1. The nodes consist of the average pronunciation times($D_p$) of each word($W_{pk}$). The nodes of the speaker are arranged in ascending order based on the average pronunciation time, and are connected to each other, and a null value is present at the end. When SPT-DB searches for a word spoken by the speaker, it searches based on the pronunciation time.

2.2. Assumption

Before proceeding with the study, the following assumptions are based on SPT-DB. [Assumption] SPT-DB is already configured for each speaker.

3. PROPOSED ALGORITHM

3.1. Algorithm modifying incorrectly recognized word based on SPT-DB

SPT-DB consists of each node for each speaker($S_p$) as shown in Fig. 1. The nodes consist of the average pronunciation times($D_p$) of each word($W_{pk}$). The nodes of the speaker are arranged in ascending order based on the average pronunciation time, and are connected to each other, and a null value is present at the end. When SPT-DB searches for a word spoken by the speaker, it searches based on the pronunciation time.

2.2. Assumption

Before proceeding with the study, the following assumptions are based on SPT-DB. [Assumption] SPT-DB is already configured for each speaker.

3. PROPOSED ALGORITHM

3.1. Algorithm modifying incorrectly recognized word based on SPT-DB

SPT-DB consists of each node for each speaker($S_p$) as shown in Fig. 1. The nodes consist of the average pronunciation times($D_p$) of each word($W_{pk}$). The nodes of the speaker are arranged in ascending order based on the average pronunciation time, and are connected to each other, and a null value is present at the end. When SPT-DB searches for a word spoken by the speaker, it searches based on the pronunciation time.

2.2. Assumption

Before proceeding with the study, the following assumptions are based on SPT-DB. [Assumption] SPT-DB is already configured for each speaker.
Basically, original caption $T(X)$, and informatized caption from speech recognition result, $T_s(X)$, are input together.

Here, $S_x$ and $E_x$ mean the start time and end time of pronunciation for the word $X$, respectively.

[Step 1] Judge whether there is an incorrectly recognized word by comparing $T(X)$ with $T_s(X)$. If there is no incorrectly recognized word, it terminates. If there is an incorrectly recognized word, go to the next step.

[Step2] Judge whether there are several consecutive words in the sequence, and pass the parameter to the case.

[Step3] Modify the words in the SPT-DB based on the start and end points of the cases.

[Step4] If there is an incorrectly recognized word in the following word, repeat steps 1 to 3 and terminate if there is no incorrectly recognized word.

### 3.2. Case 1: There is only one incorrectly recognized word.

<table>
<thead>
<tr>
<th>Correct</th>
<th>Incorrect</th>
<th>Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$B'$</td>
<td>$C$</td>
</tr>
</tbody>
</table>

$S_a$ $E_a$ $S_b$ $E_b$ $S_c$ $E_c$

Figure 3. There is one incorrectly recognized word

[Step1] Find the point at which the signal of a specific volume(dB) $T$ or more starts for $E_a$ to $S_c$ and determine $S_b$.

[Step2] If there is a minimum time $t'$ in $S_b$ to $S_c$ at which the signal intensity falls below a certain volume $T$ and then remains below $T$ until $S_c$, $E_b = t'$ is determined. If there is no $t'$ satisfying the above condition, $E_b = S_c$.

[Step3] Returns the start time and end time.

### 3.2. Case 2: There are more than two incorrectly recognized words.

<table>
<thead>
<tr>
<th>Correct</th>
<th>Incorrect</th>
<th>Incorrect</th>
<th>Incorrect</th>
<th>Incorrect</th>
<th>Incorrect</th>
<th>Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$W_1$</td>
<td>$W_2$</td>
<td>$W_3$</td>
<td>$W_4$</td>
<td>$W_1$</td>
<td>$B$</td>
</tr>
</tbody>
</table>

$S_a$ $E_a$ $S_{w_1}$ $E_{w_1}$ $S_{w_2}$ $E_{w_2}$ $S_{w_3}$ $E_{w_3}$ $S_{w_4}$ $E_{w_4}$ $\ldots$ $S_{w_{n_1}}$ $E_{w_{n_1}}$ $S_b$ $E_b$

Figure 4. More than three incorrectly recognized word

[Step1] Find the point at which the signal of a specific volume(dB) $T$ or more starts for $E_a$ to $S_{w_2}$ and determine $S_{w_1}$.

[Step2] If there is a minimum time $t'$ in $S_{w_1}$ to $S_{w_2}$ at which the signal intensity falls below a certain volume $T$ and then remains below $T$ until $S_{w_2}$, $E_{w_1} = t'$ is determined. If there is no $t'$ satisfying the above condition, $E_{w_1} = S_{w_2}$. 
[Step3] The ending point of the current word is obtained by multiplying the start time of the current word by the ratio of the pronunciation time of the incorrectly recognized words to the average pronunciation time of the current word. The following are summarized as follows.

\[ E_{w_t} = (E_{w_t} - S_{w_t}) \times \frac{D(W_i)}{\sum_{i=1}^{\text{f}} D(W_i)} \]

[Step4] Returns the start time and end time.

4. CASE STUDY

The case was tested based on English listening assessment data. Fig.5 shows a problem of the English listening evaluation for university entrance examination. In a noisy environment like Fig.6, the accuracy dropped significantly. For reference, the original voice source was synthesized with raining sound using Adobe Audition CC 2017 to create a noisy environment. If we improve the proposed algorithm with noise, we can obtain the same result as Table1. The accuracy of speech recognition is 100\% by the help of original caption and each word includes its own start time and end time.

![Figure 5. Original caption](image)

<table>
<thead>
<tr>
<th>Text</th>
<th>Word Timings and Alternatives</th>
<th>Keywords</th>
<th>JSON</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speaker 1: Yeah I want to send this perfect grandma do you have a plot.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speaker 0: Yeah I found someone to put photo albums in, but it’s a bit small.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speaker 1: The box looked big enough for the book.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speaker 1: Can I use it.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Figure 6. Recognition of mixed voice with rain noise by IBM Watson system](image)

Table 1. Informatized caption modified by the proposed algorithm

<table>
<thead>
<tr>
<th>Sentence</th>
<th>Word</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Speaker 0</td>
<td>Dad</td>
<td>0.03-0.58</td>
<td>0.74-0.87</td>
<td>0.87-1.19</td>
<td>1.19-1.35</td>
<td>1.35-1.66</td>
<td>1.66-1.83</td>
<td>1.83-2.1</td>
<td>2.1-2.24</td>
<td>2.24-2.89</td>
<td>2.89-3.21</td>
<td>3.21-3.45</td>
<td>3.45-3.67</td>
<td>3.67-3.95</td>
<td>3.95-4.03</td>
<td>4.03-4.75</td>
</tr>
</tbody>
</table>
5. CONCLUSIONS

In this paper, we propose an algorithm to find and modify incorrectly recognized words based on the SPT-DB, which stores the average pronunciation times and appearance frequencies of the corresponding words in the speaker to correct the errors in the informatized caption obtained through the IBM Watson API. However, the proposed algorithm has a limitation that SPT-DB should be created first because it is assumed that the information of the corresponding words already exists in SPT-DB. Future research will be conducted to modify incorrectly recognized words while performing speech recognition and to update the SPT-DB in real time.
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ABSTRACT

Recently availability of large scale mammography databases enable researchers to evaluates advanced tumor detections applying deep convolution networks (DCN) to mammography images which is one of the common used imaging modalities for early breast cancer. With the recent advance of deep learning, the performance of tumor detection has been developed by a great extent, especially using R-CNNs or Region convolution neural networks. This study evaluates the performance of a simple faster R-CNN detector for mammography lesion detection using a MIAS databases.
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1. INTRODUCTION

Breast cancer is one of the most common causes of death for women in many countries. In general, early detection is very important for cancer treatment and can decrease the mortality rate in a great extent. One of the common used imaging modalities for early breast cancer detection is mammography in which an abnormality can be categorized as either normal, non-cancerous (benign) or cancerous (malignant). Studies have shown that Mammography can reduce 30% of mortality in women who were undergoing mammography screening (1,2). Unfortunately the limited sensitivity and specificity of the screening mammography needs to improve diagnostic accuracy of mammography. R-CNN has been coined by Ross Girshick and his group at UC Berkeley as one of the impactful development in techniques convolutional neural networks. The purpose of R-CNNs is to draw bounding boxes over all of the objects in a given images following two step training schedules, first classification and then region detection step. Unfortunately R-CNN and its descendent fast R-CNN were computationally expensive, and extremely slow. Recently faster R-CNN has been introduced to overcome the somewhat complex training process that both R-CNN and Fast R-CNN encountered by implementing a classification network using CNN as the region proposal mechanism for training and prediction steps. This network reduces the overall training pipeline to just check the final convolutional feature map and produce region
proposals from that. From that stage, the same pipeline as R-CNN is used (ROI pooling, FC, and then classification and regression heads). In this study, we conduct an experiment using faster R-CNN to detect breast abnormalities as normal, benign and malignant.

2. MATERIAL & METHODS

The proposed methods has been comprised in following steps: (1) Data preparation and preprocessing of input images (2) Design and train a faster R-CNN detector, (3) Evaluate Detector Using Test Set. Overall process of this work has been illustrated in figure 1.

2.1 DATA PREPARATION AND PRE-PROCESSING OF INPUT IMAGES

This study used mammography images from a public dataset of the mini Mammogram Image Analysis Society (MIAS) (3). This database includes 332 mammograms in 1024 x 1024 sizes. It we just used 102 cases which was abnormality (benign or malignant). For the region detector training we have used Matlab Training Image Labeler app to produce required dataset. All cases were labeled in malignant, benign, calcification benign and background (figure 1).

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>imageFilename</td>
<td>Benign</td>
<td>Malignant</td>
<td>Calcification_Benign</td>
</tr>
<tr>
<td>G:\memography Faster R-CNN\Miasdatabase\mdb063.png'</td>
<td>[498,526,101,87]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G:\memography Faster R-CNN\Miasdatabase\mdb069.png'</td>
<td>[414,579,109,90]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G:\memography Faster R-CNN\Miasdatabase\mdb072.png'</td>
<td>[261,512,38,38]</td>
<td>[261,512,38,38]</td>
<td></td>
</tr>
<tr>
<td>G:\memography Faster R-CNN\Miasdatabase\mdb074.png'</td>
<td></td>
<td></td>
<td>[352,541,40,46]</td>
</tr>
<tr>
<td>G:\memography Faster R-CNN\Miasdatabase\mdb075.png'</td>
<td>[445,272,49,74]</td>
<td>[445,272,49,74]</td>
<td>[477,523,30,46;567,656,93,38]</td>
</tr>
<tr>
<td>G:\memography Faster R-CNN\Miasdatabase\mdb080.png'</td>
<td>[394,844,71,60]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G:\memography Faster R-CNN\Miasdatabase\mdb081.png'</td>
<td>[352,436,228,218]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G:\memography Faster R-CNN\Miasdatabase\mdb083.png'</td>
<td>[481,774,144,101]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G:\memography Faster R-CNN\Miasdatabase\mdb090.png'</td>
<td></td>
<td>[490,459,64,53]</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Sample labeling data prepared for train faster R-CNN network.

Preprocessing step includes region extraction and contrast enhancement. At the next step, the images contrast was enhanced applying contrast limited adaptive histogram equalization (CLAHE) techniques. This improves the image contrast especially at over internal breast structures. Furthermore we have tried to remove redundant information from training images using texture filters and morphology operators. The effect of preprocessing has been shown on figure 2. Finally dataset were randomly has been divided into training, testing (respectively 80% and 20% of the total dataset).
CLAHE algorithm. Also any redundant information has been removed.

2.2 Design and Train Faster R-CNN Object Detector

The basis of the Faster R-CNN detector is a CNN so called region proposal network. We have design a CNN layer by using Matlab Neural Network Toolbox™ functionality. The type and size of the training images has been defined by the image Input Layer function. The input size is a trade off between spatial detail that a CNN needs to resolve and processing time which would be very high. For detection tasks, the CNN needs to analyze smaller sections of the image, so the input size must be similar in size to the smallest object in the data set. In this data set an input size of [75 75] has been selected. Building blocks of any CNN is a repeated basic layers of convolutional, ReLU (rectified linear units), and pooling layers follow by fully connected layers, a softmax loss layer and a classification. Repeating a consecutive blocks of convolutional and ReLU with or without pooling layer impose deepness of a CNN. The first convolution layer has a series of 10 filters of size 7x7x3. One pixel padding has been used to avoid discards of image border information too early in the network. A ReLu layer and max pooling layer (size of 7x7 and a stride of 3 pixels) followed the Convolution Layer. The building block of our network has been shown in table 1.

Table1: Building blocks of faster R-CNN network

<table>
<thead>
<tr>
<th>#</th>
<th>Layer_Name</th>
<th>Layer Type</th>
<th>Layer Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>'imageinput'</td>
<td>Image Input</td>
<td>75x75x3 images with 'zerocenter' normalization</td>
</tr>
<tr>
<td>2</td>
<td>'conv_1'</td>
<td>Convolution</td>
<td>10 7x7x3 convolutions with stride [1 1] and padding [0 0]</td>
</tr>
<tr>
<td>3</td>
<td>'relu_1'</td>
<td>ReLU</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>'maxpool_1'</td>
<td>Max Pooling</td>
<td>7x7 max pooling with stride [3 3] and padding [0 0]</td>
</tr>
<tr>
<td>5</td>
<td>'conv_2'</td>
<td>Convolution</td>
<td>10 7x7x10 convolutions with stride [1 1] and padding [0 0]</td>
</tr>
<tr>
<td>6</td>
<td>'relu_2'</td>
<td>ReLU</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>'roi pooling layer'</td>
<td>ROI Max Pooling</td>
<td>ROI Max Pooling with grid size [3 3]</td>
</tr>
<tr>
<td>8</td>
<td>'fc_1'</td>
<td>Fully Connected</td>
<td>64 fully connected layer</td>
</tr>
<tr>
<td>9</td>
<td>'relu_3'</td>
<td>ReLU</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>'fc_2'</td>
<td>Fully Connected</td>
<td>4 fully connected layer</td>
</tr>
<tr>
<td>11</td>
<td>'softmax'</td>
<td>Softmax</td>
<td>softmax</td>
</tr>
<tr>
<td>12</td>
<td>'classoutput'</td>
<td>Classification Output</td>
<td>crossentropyex with 'Benign', 'Malignant', and 2 other classes</td>
</tr>
</tbody>
</table>
2.3 **Evaluate Detector Using Test Set**

Matlab Computer Vision System Toolbox™ provides functions for object detector evaluation which calculate average precision. The average precision is a single number that shows the ability of the detector to make correct classifications and the ability of the detector to find all relevant objects (recall). This will be done by running the detector on the test set.

![Figure 3: Superimposing expected (blue) and detected (yellow) regions on a two malignant case with correct (right), semi correct (middle) and wrong (left) detection](image)

3. **RESULTS & DISCUSSION**

We have run the trained detector over the test samples to evaluate the precision and recall quantities. Since more than one region with different labels has been detected, the closest box to the original ROI has been selected for evaluation process. If there were more than one closed detected region with different label, we have used that region which has the same label as the test data. Figure 3 has shown the resulting images from tree malignant cases. Ideally, the precision would be 1 at all recall levels. In this study, the average precision is 0.2. The use of more training data can improve the average precision, at the cost of longer training time.

In some cases despite wrong position detection, there were at least one or more detected malignant regions in 50 percent of malignant (15 from 16 malignant cases) and no detected malignant regions in 94 percent of benign cases (15 from 16 benign cases). This can be due to the similar features in malignant cases and benign cases. The precision/recall (PR) curve highlights how precise a detector is at varying levels of recall. Ideally, the precision would be 1 at all recall levels. The use of additional layers in the network can help improve the average precision. But our results from using deeper network using extra series convolution layer did not improve detection results since the network was not able to detect any region which may impose extra
layers should be carefully designed and added. We will evaluate this in future applying different designs other than series networks.

4. CONCLUSION

Deep convolution neural networks have demonstrated the ability to outperform skilled humans in certain observational tasks (4,5). There are many studies showing reasonable performance of convolution neural networks on mammography lesion detection but none of them uses faster R-CNN detectors (6, 7, and 8). General evaluation studies have shown that an CNN network is able to outperform human performance (9). This study was performed based on Faster R-CNN detector applying a simple series convolution neural network. Trained detector had reasonable detection precision with very small training data (102 images) which can be concluded as
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