
  

 

 

 

 

 
Computer Science & Information Technology                         84                   

 

 

 

 

 

 

 

 

 

 

 

 

 

 



  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 



  

 

 
David C. Wyld  
Dhinaharan Nagamalai (Eds) 
 

 
 
Computer Science & Information Technology 

 
5th International Conference on Artificial Intelligence and Applications 
(AIAPP 2018), February 24~25, 2018, Dubai, UAE 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
   
 
AIRCC Publishing Corporation  



  

 

 

Volume Editors 
 

 
David C. Wyld, 
Southeastern Louisiana University, USA 
E-mail: David.Wyld@selu.edu 
 
Dhinaharan Nagamalai, 
Wireilla Net Solutions, Australia 
E-mail: dhinthia@yahoo.com 
  
 
ISSN:  2231 - 5403 
ISBN:  978-1-921987-82-3  
DOI :  10.5121/csit.2018.80401 - 10.5121/csit.2018.80410 

 
 
This work is subject to copyright. All rights are reserved, whether whole or part of the material is 
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, 
broadcasting, reproduction on microfilms or in any other way, and storage in data banks. 
Duplication of this publication or parts thereof is permitted only under the provisions of the 
International Copyright Law and permission for use must always be obtained from Academy & 
Industry Research Collaboration Center. Violations are liable to prosecution under the 
International Copyright Law. 
 
Typesetting: Camera-ready by author, data conversion by NnN Net Solutions Private Ltd., 
Chennai, India 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



  

 

 

Preface 
 

The 5th International Conference on Artificial Intelligence and Applications (AIAPP 2018) was held in 
Dubai, UAE during February 24~25, 2018. The 4th International Conference on Cryptography and 
Information Security (CRIS 2018), The 5th International Conference on Computer Science and 
Information Technology (CoSIT 2018), The 5th International Conference on Signal and Image 
Processing (SIGL 2018) and The 4th International Conference on Software Engineering (SEC 2018) 
was collocated with The 5th International Conference on Artificial Intelligence and Applications 
(AIAPP 2018). The conferences attracted many local and international delegates, presenting a 
balanced mixture of intellect from the East and from the West.  

The goal of this conference series is to bring together researchers and practitioners from academia and 
industry to focus on understanding computer science and information technology and to establish new 
collaborations in these areas. Authors are invited to contribute to the conference by submitting articles 
that illustrate research results, projects, survey work and industrial experiences describing significant 
advances in all areas of computer science and information technology. 
 
The AIAPP-2018, CRIS-2018, CoSIT-2018, SIGL-2018, SEC-2018 Committees rigorously invited 
submissions for many months from researchers, scientists, engineers, students and practitioners related 
to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an 
unparalleled number of internationally recognized top-level researchers. All the submissions 
underwent a strenuous peer review process which comprised expert reviewers. These reviewers were 
selected from a talented pool of Technical Committee members and external reviewers on the basis of 
their expertise. The papers were then reviewed based on their contributions, technical content, 
originality and clarity. The entire process, which includes the submission, review and acceptance 
processes, was done electronically. All these efforts undertaken by the Organizing and Technical 
Committees led to an exciting, rich and a high quality technical conference program, which featured 
high-impact presentations for all attendees to enjoy, appreciate and expand their expertise in the latest 
developments in computer network and communications research. 

In closing, AIAPP-2018, CRIS-2018, CoSIT-2018, SIGL-2018, SEC-2018 brought together 
researchers, scientists, engineers, students and practitioners to exchange and share their experiences, 
new ideas and research results in all aspects of the main workshop themes and tracks, and to discuss 
the practical challenges encountered and the solutions adopted. The book is organized as a collection 
of papers from the AIAPP-2018, CRIS-2018, CoSIT-2018, SIGL-2018, SEC-2018. 

We would like to thank the General and Program Chairs, organization staff, the members of the 
Technical Program Committees and external reviewers for their excellent and tireless work. We 
sincerely wish that all attendees benefited scientifically from the conference and wish them every 
success in their research. It is the humble wish of the conference organizers that the professional 
dialogue among the researchers, scientists, engineers, students and educators continues beyond the 
event and that the friendships and collaborations forged will linger and prosper for many years to 
come.           
                                                                                                                                                                             

 
David C. Wyld                                     

Dhinaharan Nagamalai 
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ABSTRACT 

 

Cybersecurity solutions are traditionally static and signature-based. The traditional solutions 

along with the use of analytic models, machine learning and big data could be improved by 

automatically trigger mitigation or provide relevant awareness to control or limit consequences 

of threats. This kind of intelligent solutions is covered in the context of Data Science for 

Cybersecurity. Data Science provides a significant role in cybersecurity by utilising the power 

of data (and big data), high-performance computing and data mining (and machine learning) to 

protect users against cybercrimes. For this purpose, a successful data science project requires 

an effective methodology to cover all issues and provide adequate resources. In this paper, we 

are introducing popular data science methodologies and will compare them in accordance with 

cybersecurity challenges. A comparison discussion has also delivered to explain methodologies’ 

strengths and weaknesses in case of cybersecurity projects. 
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Cybersecurity, Data Science Methodology, Data-Driven Decision-making, User Data 

Discovery, KDD Process, CRISP-DM, Foundational Methodology for Data Science, Team Data 
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1. INTRODUCTION 
 
Cybersecurity solutions are traditionally static and signature-based which means they depend on 

pattern identification by detecting a match between a pre-captured attack or a malware with a new 

threat [1]. Hence, it needs regular update to deploy new signatures in the product database. For 

this reason, it is not possible to detect or prevent zero-day attacks. 

 

The traditional solutions along with the use of analytic models, machine learning and big data 

could be improved by automatically trigger mitigation or provide relevant awareness to control or 

limit consequences of threats. Furthermore, traditional solutions are very binary with limited 

advantages compared to predictive models that could predict the possibility of attacks or risky 

actions based on data analysis techniques. In addition, access to a  large amount of data makes it 

possible to solve challenging and complicated security problems. In accordance with big data and 

data mining, the more data creates more accurate and precise analysis [1]. 

 

This kind of intelligent solutions is covered in the context of Data Science for Cybersecurity. A 

general definition of data science is the information extraction and knowledge discovery from 

data by using a scientific approach. Data science could build innovative cybersecurity solutions 

by utilising new technological advantages of storage, computing and behavioural analytics [2]. In 

general, cluster storages which are deployed by distributed systems make it easier to collect and 

store huge amount of data (big data), and cloud computing also make it possible to utilise 
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complex and sophisticated machine learning techniques to create predictive and analytic models 

to identify and detect and respond threats. Behavioural analytics also could transform traditional 

signature-based detection techniques to the new behaviour-based predictive solutions.   

 

According to data analysis potentials in cybersecurity, National Institute of Standards and 

Technology has developed a framework consists asset risk identification (and threat 

consequences), information protection, intruders detection, responding to intruders and business 

recovery [3]. 

 

As a result, Data Science provides significant role in cybersecurity by utilising the power of data 

(and big data), high-performance computing and data mining (and machine learning) to protect 

users against cybercrimes. For this purpose, a successful data science project requires an effective 

methodology to cover all issues and provide adequate resources.  

 

In this paper, we are introducing popular data science methodologies and will compare them in 

accordance with cybersecurity challenges. Section 2 describes general Data Science overview 

along with its relation to the cybersecurity concept. Section 3 provides information about popular 

data science methodologies in details. Four different methodologies have been explained in this 

section. A comparison discussion is delivered in section 4 to explain methodologies’ strengths 

and weaknesses against each other along with a summary table. In the end, we recommend a 

methodology that might cover all requirements to provide the most possible efficient data science 

cybersecurity project. 

 

2. DATA SCIENCE 
 

Data science could enhance and improve decision-making process by providing data-driven 

predictions. This requires principles, processes and techniques to understand a problem through 

an automated evaluation and data analysis. A successful data science has to employ data mining 

algorithms to solve business problems from a data perspective [4]. 

 

Data science is a set of basic concept which leads to the principled extraction of information and 

knowledge from data. It is very similar to the data mining tries to extract this information via 

technologies and applied and utilised for relationship management and behaviour analysis in 

order to recognize patterns, values and user interests [4]. CFJ Wu identified differences between 

traditional pure statistics and modern data science practices in 1997. He described these 

significant factors as Data Collection, Data Modelling and Analysis, and Problem Solving and 

Decision Support [5]. Data science is a recursive process which requires iterative performing.  

 

Fayyad says Data Mining is a component of knowledge discovery in database process [6]. The 

knowledge discovery in database (KDD) was composed in 1989 to refer to the wide practice of 

obtaining and acquiring knowledge in data to stress the high-level application of certain data 

mining techniques. According to Fayyad et al. definition, KDD is the process of utilising data 

mining techniques to draw out knowledge based on the specification of measures and threshold, 

making use of a database together with any necessary pre-processing, sampling and transforming 

the database [7]. Therefore, a knowledge discovery process requires at least, Selection, Pre-

processing, Transformation, Data mining, Interpretation and Evaluation steps. Knowledge 

discovery in database in cybersecurity domain interpreted into two major concepts. These 

concepts are User Data Discovery (UDD) with is a user profiling process and Data-Driven 

Decision-making which is a decision-making process based on data analysis [8]. 
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2.1. Data-Driven Decision-making 
 

Data-driven decision-making (DDD) is the term for the process and technique of taking decisions 

based on data analysis and information evaluation rather than strictly on intuition [4]. 

 

DDD is not a binary practice to provide all or nothing. It could be employed in cybersecurity 

domain with different levels of engagement. Provost et al. demonstrate two types of decisions: 1) 

decisions which are based on data discovery 2) decisions which are based on frequent decision-

making processes particularly at considerable dimensions or massive scale. This kind of decision-

making processes might gain from an even minor increase in reliability and precision based on 

information evaluation and data analysis [4]. 

 

Figure 1 describes data science and data-driven decision-making relation. Data Science overlaps 

data-driven decision-making because cybersecurity decisions and choices could increasingly be 

created instantly and automatically by computer systems [4]. 

 

 
 

Figure (1): Data-Drive Decision-making through Data Science 

Data processing and data engineering are essential to support data science tasks and very 

beneficial for data-driven decision-making, effective transaction processing and online pattern 

recognition. Big Data is simply a term for datasets which are very large for conventional data 

processing and require new methods and technologies. Therefore, big data technologies are in fact 

utilised for applying data processing to support data mining strategies and data-driven decision-

making tasks [4]. Modern efficient cybersecurity solutions are depend on big data because more 

data creates more accurate and precise analysis [1]. 

 

Data analytic thinking is a crucial element of data science. Underlying the comprehensive 

collection of methods and strategies for mining information is a significantly smaller set of basic 

concepts comprising data science. Understanding the essential concepts and having a data 

analytic thinking structure and framework could help cybersecurity researchers to boost data-

driven decision-making process. 

 

2.2. User Data Discovery 

User Data Discovery (UDD) is the process of producing profile of users from historical 

information and past details. This particular information might be personal data, academic 

documents, geographical details or other private activities.   

The primary function of user profiling process is capturing user’s information about interest 

domain. These information may be used to understand more about individual’s knowledge 

and skills and to improve user satisfaction or help to make a proper decision. Typically, it 

evolves data mining techniques and machine learning strategies. UDD process is a type of 
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knowledge discovery in database or the new version, knowledge data discovery model and 

requires similar steps to be established [8]. 

 

User profiling is usually either knowledge-based or behaviour based. The knowledge-based 

strategy uses statistical models to categorise a user in the closest model based on dynamic 

attributes. Typically, Questionnaires and interviews could be utilised to acquire this 

particular user knowledge [9]. 

 

Behaviour-based strategy employs the user’s behaviours and actions as a model to observe 

beneficial patterns by applying machine learning techniques. These behaviours could be 

extracted through monitoring and logging tasks [9]. 

 

Recognizing user behaviour in real time is an important element of providing appropriate 

information and help to take suitable action or decision in cybersecurity projects. Typically 

it is a human task that experts would provide in the information security domain, but it is 

possible to employ user modelling to make this process automatic by using an application or 

intelligent agent [10]. 

 

UDD could obtain appropriate, adequate and accurate information about a user’s interests 

and characteristics and demonstrate them with minimal user intervention [11] to offer 

appropriate awareness with relevant mitigation recommendation based on the security situation.  

 

An intelligent cybersecurity solution should take into account the various attributes and features 

of a user and a security situation to create a customized solution based on the notion and concept 

of user profile [12].  

  

3. DATA SCIENCE METHODOLOGY 

 
Several theoretical and empirical researchers have considered basic concepts and principles 

of knowledge extraction from data. These basic methods and fundamental principles are 

concluded from numerous data analytic studies [4]. 

 

Extracting beneficial knowledge from data should be dealt with systematic processes and 

procedures through well-defined steps. 

 

Data science needs attentive consideration and result evaluation in the context it is used 

because the extracted knowledge is significant to assist the decision-making process in a 

particular application [4]. 

 

“Breaking the business problem up into components corresponding to estimating 

probabilities and computing or estimating values, along with a structure for recombining the 

components, is broadly useful.” [4]. 

 

The correlation finding is one of the data science concepts which should be considered in 

relation to the cybersecurity. It typically provides details on data items that supply 

information about other data items, particularly, recognized quantities which reduce the 

uncertainty of unknown quantities [4]. 

 

Entities which are identical with regard to known features or attributes, oftentimes are 

identical with regard to unknown features or attributes. Computing similarity (pattern 

recognition) is among the primary resources of data science [4]. It is also significant to pay 

quite close attention to the existence of confounding elements, most likely unseen ones.  
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A methodology is a general approach that guides the techniques and activities within a 

specific domain. The methodology does not rely on certain technologies or tools. Instead, a 

methodology delivers a framework to acquire results by using a wide range of methods, 

processes and heuristics [13]. 

 

Predictive model creation, pattern recognition and underlying discovery problems through 

data analysis are usually a standard practice. Data science provides plenty of evolving data 

analysis technologies to constructing these models. Emerging analytics methods and action 

automation provide strong machine learning models to solve sophisticated analytic problems 

such as DDDs.  To create an appropriate data analytic model it is required to use a data 

science methodology that could provide and supply a guiding strategy regardless of 

technology, data volumes or approaches. 

  

There are several methodologies available for data mining and data science problems such as 

CRISP-DM and SAS SEMMA and KDD process but Gregory Piatetsky confirms CRISP-DM 

remains the top methodology for data mining projects with 42% in 2014. The KDD Process 

has used by 7.5% [14]. 

 

Rollins demonstrates a foundational methodology which is similar to CRISP-DM, SEMMA and 

KDD Process but also emphasizes a number of new methods in data science including big data 

usage, the incorporation of text analytics into predictive modelling and process automation [13]. 

Microsoft also introduces Team Data Science Process (TDSP) which recommends a lifecycle for 

data science projects [15]. 

 

Before applying any of these methodologies to cybersecurity projects, it might be helpful to 

review and compare their essential features. For this reason, this paper provides a comparison 

between KDD Process, CRISP-DM, TDSP and the foundational methodology for data science 

(FMDS). FMDS and CRISP-DM have been chosen, because they are considered to be the most 

popular but SAS SEMMA is not in this review because there is a big decline in applying it 

(from 13% in 2007 to 8.5% in 2014) [14]. The KDD Process has also included because it 

provides initial and basic requirements of knowledge discovery. TDSP has been chosen because it 

is customized for machine learning or artificial intelligence projects which are considerably 

linked to cybersecurity applications.  

 

3.1. KDD Process 

The KDD process offered by Fayyad et al. in 1996 [7]. It is the method of using data mining 

techniques to extract knowledge based on particular measures and thresholds in a database by 

employing any necessary pre-processing, sampling or data transformation actions [7]. 

Furthermore, the application domain perception is needed to be considered during the KDD 

process development, improvement and enhancement. Figure 2 illustrates the KDD process. 

 

The KDD process has 5 steps as the following [7]. 

 

1. Selection: It means generating or producing a target data set or concentrating on a subset of 

variables or data samples in a database.  

 

2. Pre-processing: This phase tries to obtain consistent data by cleaning or pre-processing selected 

data. 

 

3. Transformation: Reducing feature dimensionality by using data transformation methods is 

performing in this phase. 
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4. Data Mining: Trying to recognize patterns of attention or behaviours by using data mining 

techniques in a specific form should perform in this step. (Typically, prediction)  

 

5. Interpretation/Evaluation: Mined pattern should be assessed and interpreted in the final phase. 

  

 
Figure (2): The KDD Process 

3.2. CRISP-DM 
 

In 1996, SPSS and Teradata developed Cross Industry Standard Process for Data Mining (CRISP-

DM) in an effort initially composed with NCR, Daimler and OHRA. It is a cycle of six high-level 

phases which describe the analytic process [16, 17]. 

 

CRISP-DM is still a beneficial tool but details and specifics needed to be updated for 

cybersecurity projects such as those including Big Data. The original site is not active anymore 

but IBM SPSS modeller still supports it [14]. 

 

Figure 3 demonstrates the CRISP-DM six stages, but their sequence is not strict. CRISP-DM is 

very well documented and there are many case studies which have used it [16]. 

 

 
 

Figure (3): The CRISP-DM life cycle 
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CRISP-DM’s structured, well defined and extremely documented process is independent of data 

mining tools and this important factor is crucial to make the project successful [16]. 

The CRISP-DM is so logical and seems like common sense. There are many methodologies and 

advanced analytic platforms which are actually based on CRISP-DM steps because the use of a 

commonly practised methodology gains quality and efficiency. Vorhies says CRISP-DM provides 

strong guidance for even the most advanced of today’s data science projects [17]. 

The six phases are the following [16]: 

 

1. Business understanding: It is designed to focus on understanding the problem or project goals 

and requirements from a business perspective (here is a cybersecurity application) and then 

transforming this perception into data mining problem description and preliminary approach.  

 

2. Data Understanding: This phase begins with an initial data collection and then with tasks in 

order to acquaint with data, to recognise data quality problems, to find out primarily insights into 

the details or even to identify interesting subsets to develop hypotheses for hidden information. It 

typically creates a set of raw data.  

 

3. Data Preparation: This phase covers all tasks and activities to build the final required dataset 

from the first raw data. 

 

4. Modelling: Through this stage, modelling techniques and strategies are selected and applied, 

and their specific parameters and prerequisites should be identified and calibrated regarding the 

type of data to optimal values.  

5. Evaluation: At this point, the obtained model or models which seem to provide high quality 

based on loss function completely evaluated and the actions executed to ensure they generalise 

against hidden data and to be certain it correctly archives the key business goals. The final result 

is the selection of sufficient model or models.  

6. Deployment: This stage means deploying a code representation of the final model or models in 

order to evaluate or even categorise new data as it arises to generate a mechanism for the use of 

new data in the formula of the first problem. Even if the goal of the model is to provide 

knowledge or to understand the data, the knowledge acquired have to be organised, structured and 

presented in a means which could be used. This includes all the data preparation and required 

steps which are needed to treat raw data to achieve the final result in the same way as developed 

during model construction.  

3.3. Foundational Methodology for Data Science 
 

This methodology has some similarities and consists many features of KDD Process and CRISP-

DM, but in addition, it provides a number of new practices such as use of extremely large data 

volumes, text and image analytics, deep learning, artificial intelligence and language processing 

[13]. The FMDS’s ten steps illustrate an iterative nature of the problem-solving process for 

utilising data to discover security insights. Figure 4 demonstrates FMDS process. 

 

Foundational Methodology for Data Science consists the following steps [18]: 

1. Business understanding: This very first phase provides a basic foundation for a profitable and 

effective resolution of a business problem (a cybersecurity challenge in here) regardless of its size 

and complexity 
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Figure (4): Foundational Methodology for Data Science 

2. Analytic approach: As soon as the problem clearly stated, it is required to determine an analytic 

approach by identifying suitable machine learning technique to solve it and obtain the desired 

result.  

3. Data requirements: The analytic approach that has been chosen in the second phase, defines 

needed data requirements including specific data content, formats and representations which are 

instructed by cybersecurity knowledge.  

4. Data collection: In this primary data gathering phase, it is required to identify and collect 

available data resources (structured, unstructured and semi-structured) which are related and 

applicable to the problem domain. It is important to cover any data collection gap by revising data 

requirements and gathering brand new and/or additional data.  

It is also significant to use high-performance platforms and in-database analytic functionality to 

work with huge datasets for sampling and sub-setting to obtain all available data.  

5. Data understanding: Descriptive statistics and visualisation methods are useful in this phase to 

understand data content, evaluate data quality and explore data insights. This could be required to 

revise the earlier phase to close data collection gaps. 

6. Data preparation: This phase comprises all tasks to construct dataset which will be utilised in 

the modelling phase. These tasks include data cleaning, data merging from several sources, 

dealing with missing data, data transformation into more useful variables, duplication elimination, 

and finding invalid values. In addition, feature engineering and text analytics are possible to be 

utilised to provide new structured variables, defining and enriching the predictors and boosting or 

improving the model’s reliability, accuracy and precision. A collaboration of cybersecurity 

knowledge and existing structured variables could be very useful for feature engineering. This 

phase is probably the most time-consuming stage, but high-performance and parallel computing 

systems could reduce the time required and prepare data quickly from huge datasets.  

7. Modelling: This phase concentrate on predictive or descriptive model development based on 

earlier described analytic approach and by using the first version of the prepared dataset as a 

training set (historical data). The modelling process is extremely iterative as it provides 
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intermediate insights and reputable refinement of data preparation and model specification. It is 

significantly helpful to try several algorithms with specific parameters to find the ideal model.  

8. Evaluation: Before deployment, it is crucial to evaluate the quality and efficacy of the 

developed model to realise whether it completely and appropriately addresses the cybersecurity 

problem. This evaluation involves computing of several different diagnostic measures and other 

outputs including tables and graphs by using a testing set. This testing set is actually independent 

of the training set but follows the identical probability distribution and has known results.  

9. Deployment: Once the developed model approved and accredited in the evaluation phase that 

covers the cybersecurity challenge appropriately, it should be deployed into the production 

environment or perhaps in a comparable test environment. Typically, it will be used in a limited 

and specific way until all performance variables entirely evaluated. Deployment could be as basic 

as producing a simple report with proper suggestions or perhaps, embedding the model in an 

elaborated or sophisticated workflow and scoring process handled by a customised application.  

10. Feedback: This final phase, collects outcomes from the implemented edition of the analytic 

model to analyse and feedback its functionality, performance and efficiency in accordance with 

the deployment environment.   

3.4. Team Data Science Process 

The Team Data Science Process (TDSP) is a data science methodology to provide efficient 

predictive analytics. TDSP These solutions are including artificial intelligence and machine 

learning. It boots data science project agility, team working and learning by employing best 

practices and successful structures from Microsoft [15]. TDSP supports both exploratory and ad-

hoc projects. Figure 5 illustrates TDSP five stages. 

 
 

Figure (5): Team Data Science Process Lifecycle 

TDSP supports development of projects which have already employed CRISP-DM and KDD 

process. It is very customizable based on project’s size and dimensions [19]. 

The TDSP lifecycle consists integrative phases as the following [19]. 
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1. Business Understanding: Initially, a question which describes the problem objectives should be 

defined clearly and explicitly. Relevant predictive model and required data source/s also have to 

be identified in this step.  

 

2. Data Acquisition and Understanding: Data collection starts in this phase by transferring data 

into the target location to be utilised by analytic operations. The raw data is needed to be cleaned 

and incomplete to incorrect values should be identified. Data summarization and visualization 

might help to find required cleaning procedures. Data visualization also could help to measure if 

data features and collected amount of data are adequate over the time period. At the end of this 

stage, it might be necessary to go back to the first step for more data collection.  

 

3. Modelling: Feature engineering and model training are two elements of this phase. Feature 

engineering provides attributes and data features which are required for machine learning 

algorithm. Algorithm selection, model creation and predictive model evaluation are also sub-

components of this step. Collected data should be divided into training and testing datasets to 

train and evaluate machine learning model. It is important to employ different algorithms and 

parameters to find the best suitable solution to support the problem.  

 

4. Deployment: Predictive model and data pipeline are needed to be produced in this step. It could 

be a real-time or a batch analysis model depends on the required application. The final data 

product should be accredited by the customer.  

 

5. Customer Acceptance: The final phase is customer acceptance which should be performed by 

confirming data pipeline, predictive model and product deployment.  

 

4. DISCUSSION 

All data science methodologies where discussed consist four common iterative stages including 

problem definition/ formulation, data gathering, data modelling and data product development 

except the KDD process.  

 
 

Figure (6): General Data Science Methodology 

According to the above explanations, table 1 demonstrates a summary of the presented 

correspondences. 

 

Comparing the KDD process with the CRISP-DM presents that KDD process does not cover the 

business understanding and also deployment phases in CRISP-DM methodology.  

As it is mentioned above, the business understanding phase provides a comprehension perception 

of the application domain and pertinent prior knowledge and also objectives of required solution. 

Furthermore, the deployment phase incorporates knowledge or modelling code into a system or 
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application to build a data product. These two significant phases have been missed in KDD 

process.  

Table (1): Summary of Data Science methodologies and their phases 

KDD Process CRISP-DM FMDS TDSP 

- 

Business Understanding Business Understanding 

Business Understanding - Analytic Approach 

- Data Requirements 

Selection 
Data Understanding 

Data Collection 
Data Acquisition and 

Understanding 
Pre Processing Data Understanding 

Transformation Data Preparation Data Preparation 

Data Mining Modelling Modelling 

Modelling Interpretation/ 

Evaluation 
Evaluation Evaluation 

- Deployment Deployment Deployment 

- - Feedback Customer Acceptance 

 

Comparing the CRISP-DM with the FMDS illustrates that CRISP-DM has not the analytic 

approach and the feedback phases. The analytic approach is required to recognize appropriate 

statistical or machine learning techniques before entering to the data gathering steps. This phase 

could be very useful to identify the suitable data collection strategy and data resources but it is 

missed in the CRISP-DM methodology. The feedback phase also has been missed that is very 

beneficial to optimize the system to achieve high-performance functionality and efficient result.   

 

A comparison between FMDS and TDSP presents that they are very similar but FMDS has more 

details steps in general. Feedback also is a part of FMDS cycle which could create new 

requirements to improve the data product in an iterative process but customer acceptance is a 

stage out of the circle in the TDSP. FMDS detailed stages could be more useful for a wide range 

of projects but TDSP uses a specific set of Microsoft tools and infrastructure to deliver intelligent 

applications by deploying machine learning or AI models.  

 

Concerning the remaining phases present the following: 

 

• The Data understanding phase is in both CRSIP-DM and FMDS can be recognized as the 

collaboration of Selection (Collection) and Pre-Processing phases in the KDD process but 

Data Acquisition and Understanding in TDSP also covers Transformation stage in the 

KDD process. However, data requirements which are related to the analytic approach 

phase and provides required data content are missed in both KDD process and CRISP-

DM. Selecting an analytic approach is integrated into the business understanding phase of 

TDSP but cybersecurity projects might gain more benefits in details from this task when 

it is an independent step in the FMDS particularly when data resources are separated and 

requires a different method or level of access. 

 

• Business understanding and problem formulation is an initial phase that makes the data 

understanding phase more efficient by recommending data formats and representations 

but data requirement analysis is missed in the CRISP-DM. It might be very crucial in 

cybersecurity projects particularly when data resources are unstructured or semi-

structured.  

 

• The data preparation phase has the similar function as the transformation phase in KDD 

process and it is included in the Data Acquisition and Understanding phase of TDSP by 

using some tools.  
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• The modelling phase might be recognised with data mining phase which is very limited 

in the KDD process.  Modelling phase in TDSP also has the evaluation task included by 

using some tools such as scoring and performance monitoring, but it is an independent 

phase in other methodologies.  

 

• The evaluation phase is also included in all three methodologies.  

 

In spite of CRISP-DM strengths, there is more emphasis that should be considered for modern 

cybersecurity projects. 

• It is required that methodology could also handle data blending from several sources. 

This should be deployed through a completely repeatable process.  FMDS and TDSP 

provide this feature in the Data Preparation and Data Acquisition and Understanding 

phases. TDSP provides Microsoft tools to support On-Premises, Cloud, Databases and 

Files but FDMS is independent of any platform or a specific tool. This might makes 

cybersecurity projects more reliable and efficient. 

• Choosing the most appropriate degree of reliability and accuracy for the problem is very 

crucial to make sure there is no need to spend excessive time on data preparation or 

modelling to enhance accuracy when it could not be utilised. This feature also included in 

the FMDS methodology.  

• The entire analytic algorithm should be tested and evaluated to make sure there are 

working in all situations and not just for sample modeller. The evaluation, deployment 

and feedback cycle in the FMDS could provide this requirement as well as Model 

training task of Modelling phase in the TDSP. Feedback phase in FMDS might create 

new data science questions to optimize the cybersecurity product or make new 

functionalities for it. 

• It is significant to consider quality during model simplification by ensuring that decision 

elements such as missing data reduction, synthetic features generation and unseen data 

holdout are properly managed.  The evaluation, deployment and feedback cycle in the 

FMDS could bring this need better than simple quality insurance in the evaluation phase 

of CRISP-DM.  

• Data science lifecycle is very well defined in the FMDS and connections are clearly 

determined between every stage but TDSP’s stages are all linked together (except 

customer acceptance) and it is possible to move into any stages from anyone else. 

• TDSP lifecycle is designed for predictive analytic projects by using machine learning or 

artificial intelligence models. FMDS is more general and independent of any platform, 

tool, model or algorithm. Both are functional for exploratory or ad-hoc cybersecurity 

analytics projects by some customization.  

 

5. CONCLUSION 

 
In conclusion, a cybersecurity data science project requires four general steps. The first step has 

to be a problem definition by formulating a security challenge. In accordance with problem 

definition and appropriate formula, it is necessary to gather required information in the second 

step. The collected information should be employed in the third step and in an analysis process to 

provide adequate data which is expected to predict or provide a resolution for the defined 
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problem. The final step is a production step which deploys relevant modules and a system to run 

the whole process automatically and regularly when it is needed.  

 

 
 

Figure (7): FMDS for Cybersecurity projects 

Regarding the general process and in accordance to Table 1, the FMDS covers all beneficial 

attributes of CRISP-DM methodology but fills data gathering gaps and also provides extra steps 

to optimize and enhance the model and results by mathematical prescriptive analytics and using 

high-performance computing. It is also platform and tool independent but TDSP is not. Because it 

is designed in details with clearly divided steps, it could be fully customized to fit in any 

cybersecurity project. 
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ABSTRACT 
 

Many studies uses different data mining techniques to analyze mass spectrometry data and 

extract useful knowledge about biomarkers. These Biomarkers allow the medical experts to 

determine whether an individual has a disease or not. Some of these studies have proposed 

models that have obtained high accuracy. However, the black-box nature and complexity of the 

proposed models have posed significant issues. Thus, to address this problem and build an 

accurate model, we use a genetic algorithm for feature selection along with a rule-based 

classifier, namely Genetic Rule-Based Classifier algorithm for Mass Spectra data (GRC-MS). 

According to the literature, rule-based classifiers provide understandable rules, but not 

accurate. In addition, genetic algorithms have achieved excellent results when used with 

different classifiers for feature selection. Experiments are conducted on real dataset and the 

proposed classifier GRC-MS achieves 99.7% accuracy. In addition, the generated rules are 

more understandable than those of other classifier models.  

 

KEYWORDS 
 

Mass spectrometry, data mining, biomarkers, rule-based classifier, genetic algorithm. 

 

 

1. INTRODUCTION 

 
Mass spectrometry (MS) is an efficient technique that has been widely used in many disciplines, 

such as science, engineering, and biology. Recently, MS has been used in the bioinformatics field 

to identify the amounts of chemical and biological materials in human tissue or serum to use later 

as biomarkers. These biomarkers can be used as measures for clinical assessments to monitor and 

predict individuals’ health conditions in order to plan suitable therapeutic interventions [1]. 

However, because the data generated using the MS technique is so huge and extensive, it is 

difficult to extract any useful knowledge or biomarkers; Many studies have been done to develop 

data mining analysis tools (i.e., classification, clustering, correlation analysis, etc.) for the 

interpretation and extraction of accurate knowledge from MS data. However, the results of most 

of these studies have not been satisfactory. Even when the studies do achieve good results, 

experts may struggle to understand them. According to the literature [2], rule-based classifiers 

yield acceptable results when they are applied to the analysis of discrete data. In addition, these 
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classifiers have the unique ability to provide very meaningful outcomes. However, unfortunately, 

rules-based classifiers do not achieve the quality required for analysis of MS data. 

 

In this paper, we propose an efficient and meaningful approach that uses Genetic Algorithms 

(GAs), namely GRC-MS, to select features and then build a rule-based classification model with 

the objective of classifying and understanding MS data. We also test our proposed approach on a 

real dataset of ovarian cancer patients in order to measure the accuracy of the proposed approach. 

The proposed approach is intended to be a general framework that can be used for the analysis of 

any MS data or related continuous data. To the best of our knowledge, the combination of rule-

based classifiers with GAs as the feature selection technique has not yet been applied to MS data.  

 

This paper is organized as follows: Section 2 provides a background about the MS techniques: 

preprocessing, some feature selection, and classifiers that are used for MS data. Section 3refers to 

some of the studies that use GA technique as a feature selection approach for MS data. In 

addition, it summarizes some of the studies that use rule base techniques as classifiers for MS 

data. Section 4 explains the steps of our proposed approach, GRC-MS. The experimental setup 

and results on a real dataset are presented in Section 5.Section 6, discuss the results. Finally, 

Section 7 concludes the paper and discusses future work. 

 

2. BACKGROUND 

 
Mass spectrometry (MS) is a recently developed technique that is used to identify, analyze, and 

determine the elements, molecules, and atomic structures of any given sample [3]. MS quickly 

and accurately determines the relative numbers of molecules present in complex biological or 

chemical samples by transforming these samples into ions, detecting their mass-to-charge ratios 

(m/z), and then measuring the intensity of each ion type [4]. This technique is used primarily to 

study the effects of ionizing energy on sample molecules [3]. It has several beneficial 

characteristics, such as speed and sensitivity. Moreover, because MS has a variety of possible 

applications, it is preferable to other analytical methods and, as a result, has progressed rapidly 

over the last decade. Today, MS is used in a number of applications, such as biochemical 

problems, pollution control, atomic physics, food control, forensic science, reaction kinetics, 

geochronology, inorganic chemical analysis, process monitoring, and so on [4]. 

 

2.1 Proteomics 
 

Proteomics, a term that is first coined by Australian scientist Marc Wilkins in 1994, is an 

emerging area in bioinformatics [7]. It provides information about proteins and their interactions 

in the human body. The major aim of most proteomic studies is the detection of proteins of 

interest, which are known as biomarkers. The term “biomarkers” refers to protein molecules that 

facilitate the detection of a particular cell type and that identify cell characteristics, such as cells’ 

ability to perform their functions. [8]. The discovery of biomarkers in MS data is useful for the 

early diagnosis of diseases. Most researchers hope to discover novel and powerful diagnostic 

proteomic tools to detect these biomarkers [8].  Recently, several techniques have been developed 

for analyzing bodily fluids, such as human serum, human urine, and, in some studies, tumor 

tissue, to achieve protein profiling. Commonly, the analysis of body fluids is accomplished using 

MS techniques [9]. Two major techniques are intended for proteomic analysis: MALDI and 

SELDI.  MALDI-TOF MS is a new and widely used technique for discovering biomolecules, 

such as proteins with molecular masses between 400 and 350000 Da, in samples [6]. 
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2.2 Mass Spectrometry  
 

MS experiments are generally conducted in three main stages: the data generation stage, the data 

preprocessing stage, and the data analysis stage [4] [5].  In the first stage, MS techniques generate 

data that are represented as a huge sequences of pairs, called matrix, spectrum, or MS data [4]. 

This spectrum contains mass-to-charge ratio values and intensity values [6]. The mass-to-charge 

ratio values (which are represented on the x-axis) depend on the molecular mass detected in the 

sample, and the intensity values (which are represented on the y-axis) depend on the quantity of 

molecules detected in the sample (Figure 1) [6].  Depending on the resolution of the MS 

technique, a spectrum can contain hundreds or thousands of pair values [7]. Data preprocessing 

involves cleaning the data and improving their quality. On the other hand, during data analysis, 

data mining or pattern extraction techniques are applied to extract knowledge. 

 

 
Figure 1. Output signals from a mass spectrometer consisting of m/z and intensity values [9]. 

 

2.3 Data Mining in Mass Spectrometry  
 

Data mining is a well-known approach that is used in science and business to extract useful 

information from large and complex datasets [7][2]. The steps involved in data mining include 

(Figure 2) data preparation, feature selection, model development (or pattern recognition), and 

model assessment. The following section focuses on the basic algorithms used in data mining for 

application to mass proteomic data. However, as previously mentioned, MS data are high in 

dimensionality, and they cannot be analyzed through the direct use of data mining techniques. 

Preprocessing the MS data is a crucial step in improving the data quality—and, thus, improving 

the quality of the classifier algorithms [6]. 

 

� Preprocessing MS Data 

 

MS data or spectra are commonly influenced by errors or noise that occur during the sample 

preparation or the insertion into the device or by noises generated by the device itself [4]. Using 

the raw MS data directly for the analysis process is not effective because contaminants like noise, 

m/z measurement errors, and matrix size affect the results [6] [7]. In addition, because of the 

dimensional complexity of the spectra, efficient results cannot be obtained through the direct 

application of data mining algorithms or pattern extraction techniques. Therefore, cleaning the 

MS data is critical. To achieve clean data, different preprocessing techniques are applied to the 

MS data before the application of any data mining technique such as reducing noise and 
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smoothing data, normalization, data reduction by binning, peak extraction, and peak alignment. 

These techniques can be used alone or in combination [10]. 

 

 
 

Figure 2. Typical flowchart of the critical steps in data mining and examples of the techniques available for 

MS data analysis. 

 

� Feature Selection Techniques 
 

The MS technique produces high-dimensional data. Compared to the number of samples, a 

greater number of peaks needs to be analyzed (high features-to-sample ratio datasets) [11]. Most 

of the problems in analyzing data stem from the size and the complexity of the datasets that are 

represented in tables of rows and columns. Rows represent records or cases, and columns 

represent data dimensions, features, and attributes [7]. In the analysis of MS data, the extraction 

uses the intensity of every peak in the spectrum as a feature. The number of features (or peaks) is 

usually large (e.g., 17,000 peaks), while the number of samples is usually small (e.g., 140 

patients) [12]. However, features often contain noise with a very little or no informational value. 

Thus, it is necessary to select features from a large set of those likely to be useful in predicting the 

outputs of interest. To solve this problem, after the data is pre-processed, a feature selection phase 

step is performed. This step aims to detect the main parts of the spectrum that might provide a 
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better understanding of the data’s important features, which could be used in the analysis phase 

[11].   

 

Feature selection techniques can be divided into three categories [12]: filter, wrapper, and 

embedded. The filter technique analyzes each feature independently and eliminates features one 

at a time based on how they correlate with the target. Feature subsets are selected based on 

evaluation criterion, such as information gains. This is a simple and quick process that is 

sometimes referred to as independent feature selection. Moreover, filter selection methods are 

relatively computationally efficient [11] [12]. Examples of independent feature selection 

techniques used with MS or high-dimensional data include: statistical tests (i.e., t-tests [13] [14], 

Wilcoxon tests [17], χ2 tests [18]), information gains [19], and so on. The wrapper techniques 

simultaneously analyze features in groups or subsets and build the analysis model [11] [12]. 

Classifiers are used to assess (several) features or feature subsets. Although the process is 

computationally busy and potentially very time-consuming, since this technique typically requires 

an evaluation of every scheme at every iteration, it discovers critical information that is typically 

lost in independent features analysis [16] [20]. Examples of wrapper feature selection techniques 

that are used with MS or high-dimensional data include: genetic algorithms [21] [22], sequential 

searches [23], and estimations of distribution algorithms [24]. In embedded techniques, the search 

for a best set of features is made into the classifier construction. They learn which set of features 

can best contribute to the accuracy during the creation of the model [12]. These techniques make 

no distinction between learning and feature selection. Embedded techniques have the advantage 

of including the interactions with the classification model, while simultaneously being far less 

computationally intensive than wrapper methods [12].  Examples of embedded feature selection 

techniques that can be used with MS or high-dimensional data include random forest techniques 

[25] and weight vector support vector machine techniques [26].   

 

� Classifiers and Decision Models for MS Data 

 

For MS Data, usually classification or supervised learning uses to predict or classify new cases. 

Where, previous knowledge about classes can be used to classify new cases. The previous 

knowledge is built using a training dataset, which includes input values and their output classes. 

In the training stage, the training dataset is used to define how the features are to be selected and 

combined to distinguish among the different classes. In the testing stage, the weighted features 

are applied to classify a new test dataset. The test dataset’s class is not known, and the dataset has 

never before been seen by the model. If the model classifies new cases correctly, it is a good 

model. A wide range of algorithms, such as decision tree algorithms, SVMs, ANNs, and so on, 

have been developed for classification.  In this subsection, we well indicate to some of well-

known classifiers that used for MS data. 

 

i. iDecision Tree (DT) Classifier 

 

Decision tree (DT) a hierarchical tree structure model that is described as a set of rules, presented 

in a visual form that is very easy to understand. The DT  was used by Vlahou et al. [28] to 

analyze the MS data and it is achieved 80% accuracy in discriminating between ovarian cancer 

patients and healthy controls.  In addition, Su et al. [29] used DT to analyze the MS data and they 

obtained 85.3% accurate. 
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ii. Artificial Neural Networks (ANNs) Classifier 
 

Artificial neural networks (ANNs) are another popular classifier used in MS data analysis. Ward 

et al. [13] used an ANN algorithm to analyses non-cancer and colorectal cancer samples via 

SELDI to identify colorectal cancer biomarkers. The ANNs with the seven highest peaks obtained 

95% sensitivity and 91% specificity. Also, Chen et al. [30] used ANNs to diagnosis colorectal 

cancer. The proposed approach obtained 91% sensitivity and 93% specificity.  

 

iii. Naive Bayesian (NB) Classifier 
 

The naive Bayesian is “a simple probabilistic classifier based on the Bayesian theorem with the 

(naive) independence assumption” [31]. Zheng [31] compared the performance of the naïve 

Bayesian (NB) and the logistic regression (LR) on MS data.  They found the average performance 

of the NB (around 90%) and the logistic regression depended on the amount of training data. 

 

iv. Support Vector Machine (SVM) Classifier 
 

Support vector machines (SVMs) attempt to find the best hyperplane line that separates all class 

A data points from class B data points. Wagner et al. [32] found that the linear SVM was the only 

classification method that obtained robust performance (98% accuracy).  Also, Prados et al. [19] 

achieved 97% sensitivity and 71% specificity when used SVM-based model to classify MS data. 

 

� Performance Assessment of Models 

 

The last stage of the data mining modeling process is the assessment or validation of the model. 

Below, we will discuss the measures of accuracy, sensitivity, and specificity. 

 

The classification of accuracy is calculated by “comparing the ratio of the number of correctly 

classified samples to the total number of samples in the test data” [33]. However, when the spread 

of a certain class is greater than that of other classes, the majority class will create unequal 

results. In this scenario, the accuracy measure will not be true. Most MS data analysis studies 

have used accuracy to report their results [33] [34]. 

 

There are four possible results when test decisions are built for data with two class samples: true-

positive, true-negative, false-positive, and false-negative [33]. The true-positive rate is known as 

sensitivity. It represents the ratio of the number of correctly classified positive samples to the total 

number of positive samples. When the effect of incorrectly predicting a diseased person as 

healthy is high, high sensitivity is preferred in medical diagnoses. Specificity refers to the false-

positive rate, or the probability that a healthy subject will be incorrectly classified as unhealthy 

[14]. When a false alarm would result in unwanted tests or treatments, high specificity is 

desirable here [7]. In very good classification, both sensitivity and specificity should be high, 

though different levels of these measures are accepted depending on the application. However, it 

is very hard to compare the results of different studies using only measures of sensitivity and 

specificity [33].Up to our knowledge, many approaches failed to achieve high accuracy. Even 

when high accuracy is obtained, the “black box” nature of these proposed approaches is a major 

issue. To address this problem and to build an accurate and understandable model, we propose to 

use a rule-based classifier approach along with using GAs for feature selection. 
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3. LITREATURE REVIEW 
 

In this section, we explore some of the studies that use GA technique for feature selection on MS 

data. In addition, we illustrate some studies that use rule-based techniques as a classifier on 

spectrum data with classifiers. 

 

A. Genetic Algorithm Based Feature Selection for MS Data 

 

One popular algorithm that isused for feature selection purpose is a genetic algorithm (GA). A 

GA searches for optimal MS data features or biomarkers to use in the mining stage in order to 

distinguish patients from controls in an accurate way. Here wediscuss GA as  a feature selection 

approach for MS data.  Many studies have used GA for feature selection before applying a 

classifier. In 2009, Reynès et al. [35] developed a new model using a GA for feature selection and 

a very simple tree as a classifier. The GA in this model sought to choose a set of interesting 

features in a spectrum to achieve the best split points in the tree. First, the authors applied 

preprocessing steps to the dataset. The dataset contained 162 ovarian cancer samples and 91 

control samples. Of these, 46 control samples and 81 cancer samples were randomly chosen for 

use as a training set; the rest (45 control and 81 cancer samples) were later used for testing. The 

authors obtained 98% accuracy after building the tree with three different peaks (245 Da, 434 Da, 

and 649 Da). The major issue in this technique when GAs return large numbers of features the 

DT become large and difficult to understand. 

 

In 2004, Mohamad et al. [36] proposed a new model for applying a GA to seek and identify 

potential informative features using an SVM classifier. Experimental results on a breast cancer 

dataset (which contained 200 samples for training and 77 samples for testing) and a leukemia 

cancer dataset (which contained 38 samples for training and 34 samples for testing) showed the 

usefulness of the proposed approach for low- and high-dimension data. The authors obtained 82% 

accuracy for the breast cancer dataset, with 8 features, and 100% accuracy for the leukemia 

cancer dataset, with 50 features.  In 2004, Li et al. [37] proposed a novel model used a GA for the 

feature selection stage and an SVM method as a classifier. The MS dataset used included 91 

control samples and 162 samples from patients with ovarian cancer. Both feature selection 

approaches (filter and wrapper) were explored. The results showed 98% accuracy the proposed 

model was applied with a filter approach.  

 

In 2002, Petricoin et al. [38] used GA for feature selection with a cluster algorithm. The proposed 

algorithm was applied to a training set containing 50 ovarian cancer samples and 66 control 

samples. The authors obtained a sensitivity of 100%, a specificity of 95%, and a rounded 

accuracy of 94%.In 2007 Shah and Kusiak [39] proposed a model using GA for feature selection 

and DT and SVM as classifiers. They applied the proposed model to three different datasets for 

ovarian cancer, prostate cancer, and lung cancer. The proposed model had high classification 

accuracy when applied to the ovarian cancer and lung cancer dataset, such that it was able to 

recognize the most significant features. Table1 below summarizes some of the relevant research 

in this field that used genetic algorithm as feature selection for mass spectrum data. 

 

After we review some studies that using GAs for feature selection in the analysis of MS data we 

found that most approaches obtained a very good accuracy results. However, there are some 

major challenges. For example, there is no guarantee that GAs will always simultaneously find 

the best solution and in the same time the minimum number of discernment features. When a GA 
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obtains a large number of features, there will be problems using certain classifiers, such as DTs. 

In such cases, DTs may become very large, complex, and difficult for experts to understand. 

Some researchers have tried to solve this problem by adding constraints to the GA. This was the 

case in [39], in which the authors repeated the selection process when the number of selected 

features was more than 100; however, this process took a long time. Moreover, in [35], the 

authors added a constant to the fitness function to help it select the fewest number of features 

possible. However, the constant did not always work in obtaining a minimal number of features. 

 
Table.1. Some of the research using GAs as features selection for analysis MS data 
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DT 

 

98% 

Accuracy 

 

 

Mohamad 

et al. [36] 

2004 

Breast 

Cancer 
� 200 training samples and 

77 test samples. 

SVM 

82% 

Accuracy. 

Leukemia 

Cancer � 38 training samples and 34 

test samples. 

100% 

Accuracy. 

Li et al. [37] 2004 

Ovarian 

Cancer 

� 253 ovarian cancer serum 

samples. 

� 162 samples from patients 

with ovarian cancer and 91 

samples from healthy 

patients. 

SVM 

98% 

Accuracy 

 

Petricoin  et 

al. [38] 
2002 

Ovarian 

Cancer 

� 216 ovarian cancer serum 

samples. 

� 100 training samples and 

116 test samples. 

 

Cluster 

94% 

Accuracy 
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Shah and 

Kusiak [39] 
2007 

Ovarian 

Cancer 

� 253 serum samples. 

� 135 training samples and 

118 test samples. 

DT 

and 

SVM 

 

 

DT: 

94.07% 

Accuracy 

SVM: 

97.46% 

Accuracy. 

Prostate 

Cancer 
� 136 serum samples. 

� 102 training samples and 

34 test samples. 

 

DT: 

55.88% 

Accuracy 

SVM: 

67.65% 

Accuracy. 

Lung 

Cancer 

� 181 serum samples. 

32 training samples and 149 

test samples. 

DT: 

81.88% 

Accuracy 

SVM: 

98.66% 

Accuracy. 

 

After excluding all 100% accurate results due to the high chance of over-fitting, we found that the 

best accuracy achieved was 98.66%, which was obtained by the SVM classifier. Thus, we seek to 

obtain a better accuracy than this one, while simultaneously building a classifier that is easy to 

understand. We propose the use of a rule-based classifier, which can be understandable even 

when GAs return large numbers of features. This is because a rules-based classifier is easier to 

understandable than a DT, especially with higher numbers of features. Finally, we also seek to 

obtain higher classifier accuracy than that achieved by the SVM. 

 

B. Rule-Based Classifier models for MS Data 
 

Several machine-learning classifiers, such as DTs, SVMs, and K-nearest neighbor classifiers, 

have been used to successfully classify MS data. These have all achieved high predictive 

accuracy. However, the black-box nature of these classifiers presents major issues for developers 

[40] [41]. By contrast, the IF-THEN rule-based classifier can obtain satisfactory predictive 

accuracy, while also being easier to describe and interpret by humans than other classifiers, due to 

its readable IF-THEN rule structure [42]. The challenge is the extraction of a small, accurate and 

easy-to-interpret sets of IF-THEN rules from high-dimensional MS data. In the following, we will 

review various studies that have used IF-THEN rule classifiers to classify of MS data. We will 

then discuss these papers in order to provide a simple introduction for the development of this 

type of classifier. 

 

In 2006, Ressom et al. [41] proposed a novel classifier for classifying MS data using a fuzzy IF-

THEN rule-based structure. For feature selection, the authors used ant colony optimization 
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(ACO) with an SVM. They hoped that the combination of these two methods in the feature 

selection step would improve the quality of the potential biomarker identification and build an 

accurate fuzzy IF-THEN rules classifier. The authors collected 150 serum samples of 

hepatocellular carcinoma (HCC) diseases that were taken from Egypt between 2000 and 2002. Of 

these, 78 samples were taken from patients with HCC, and 72 samples were taken from normal 

individuals. After they preprocessed the samples, the authors selected 100 samples randomly as a 

training set, including 50 samples from the HCC patients and 50 samples from the healthy 

individuals. The remaining samples (28 from the HCC patients and 22 from healthy individuals) 

were used as a testing set for performance evaluation. The authors applied a combination of ACO 

and SVM to extract useful biomarkers in the feature selection stage. They found six m/z 

candidate biomarkers, as follows: 1863.4-1871.3, 2528.7- 2535.5, 933.6-938.2, 1737.1-1744.6, 

4085.6-4097.9, and 1378.9-1381.2 Da. These six m/z candidate biomarkers were used as inputs to 

the IF-THEN rules classifier. The prediction accuracy of this classifier was estimated using a 

four-fold cross-validation method. Then, the authors used the ACO algorithm to select four rules 

from among the 4095 candidate rules extracted from the training dataset with the candidate 

biomarkers. The IF-THEN rules distinguished HCC patients from controls in the testing dataset 

with 91% sensitivity and 89% specificity. 

 

Assareh and Moradi [43] proposed a model that used a t-test to select the best features and a IF-

THEN rules classifier to classify the MS datasets. The dataset was for ovarian cancer, and it was 

made available to the public through the American National Cancer Institute (NCI) website. The 

ovarian cancer dataset contained 253 samples, of which 91 samples came from healthy 

individuals and 162 came from ovarian cancers patients. Before addressing these datasets, the 

authors used preprocessing to clean the datasets to enhance the classifier’s performance. They 

binned all of the M/Z points as candidate biomarkers and applied a t-test to select the best 

candidate biomarkers. The t-test eliminated the biomarkers that were locally correlated, since 

these could correspond to the same peptide. The authors found three m/z candidate biomarkers. 

The proposed method achieved acceptable accuracy (86.93%) compared to two classification 

methods: LDA (74.24%) and KNN (68.18%).  

 

In 2011, Wang and Palade [44] proposed a new Multi-Objective Evolutionary Algorithms-based 

Interpretable Fuzzy (MOEAIF) model. This model used Fuzzy C-Mean Clustering-based 

Enhanced Gene Selection (FCCEGS) for feature selection with fuzzy IF-THEN rules to analyze 

high-dimensional data, such as microarray gene expressions and MS data. The proposed model 

was evaluated on proteomics mass spectroscopy data from an ovarian cancer dataset containing 

253 samples (91 from healthy individuals and 162 from ovarian cancer patients). Some 

preprocessing steps were applied to the dataset. The authors extracted eight fuzzy IF-THEN rules 

from the dataset (average rule length of two) using six candidate biomarkers. The candidate 

biomarker MZ6880.2 and the feature MZ18871.5 played important roles in most of the rules. 

This proposed MOEAIF model achieved 63.75% accuracy. Table 2 below summarizes some of 

the relevant research in this field. 

 

In reviewing the various research papers using rule-based classifier to analyze MS data, we found 

that the research related to these rule-based classifiers was still very active. Various researchers 

had tried to improve the black-box problem of most classifiers while simultaneously achieving 

high predictive accuracy.  Each paper proposed a model for obtaining a certain number of IF-

THEN rules that would be easy for experts to understand and manipulate. However, the major 

challenge is improving rule accuracy by finding the best set of features. Several authors have 
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attempted to use different feature selection methods; however, up to our knowledge, none has 

achieved a higher classification accuracy. 

 
Table 2. Research using IF-THEN rules as classifiers for the analysis of MS data. 

 

4. GENETIC-RULE-BASED CLASSIFIER MODEL FOR MS DATA (GRC-  

MS): A PROPOSED APPROACH 

 
Given MS datasets of any diseases, the GRC-MSmodel has the following input and output:   

 

Input: MS data obtain from controls (healthy individuals) and patients. 

 

Output: A set of rules expressed as: I⇒C, where I refers to a set of features or biomarkers and C 

refers to a class label (i.e., healthy or patient). 
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Figure 3. Steps of the GRC-MS model 

 

The steps of the GRC-MSmodel are shown in Figure 3. The details of each step are explored in 

the following subsections: 

 

STEP 1: Preprocess Raw MS Data 
 

Each point on a spectrum is represented by two measurements: m/z and the intensity value. 

Sometimes, these points are affected or distorted by noise. Thus, preprocessing is needed to clean 

the MS data of noise and contaminants [9]. In addition, the preprocessing step must reduce or 

decrease the dimensions of the spectrum; this is important later for obtaining an efficient 

algorithm [33]. In this model, to correct the m/z and intensity values, we use the following steps: 

(A) Reduce Noise and Amount of Data and (B) Make Spectra Comparable.  

 

A. Reduce Noise and Amount of Data 
 

To remove a chemical noise baseline from a spectrum without harming the data is a challenging 

problem, since the wrong baseline correction may damage the spectrum, resulting in the wrong 

peak shape, peak position, or peak width [10]. We will use a function to estimate a low-frequency 

baseline. Then, we will subtract this baseline from the spectrum. Figures 4 show how the function 

corrects the baseline. These examples were taken from real dataset (ovarian cancer dataset) before 

and after the baseline’s removal.  
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Figure 4. (A)Before baseline correction and (B) After baseline correction. 

 

To remove electrical noise, it is important to know that spectra usually contain a combination of 

noises and signals. Thus, a spectrum must be de-noised to improve the validity and precision of 

the observed m/z values of the spectrum peaks. To accomplish this, we use Lowess smoothing 

and polynomial filters. 

 

B. Make Spectra Comparable 

 

Normalization of spectra is needed to make MS data independent of experimental differences.  

Normalization enables us to compare different samples, since the peak values of different 

spectrum fractions may be incomparable [19]. In this model, we will use the direct normalization 

function to calculate a re-scaled intensity value as needed. In addition, to make spectra 

comparable, peak alignment determines which peaks from the different spectra samples 

correspond to the same peak. For this, we use a sample alignment function that allows us to use a 

dynamic programming algorithm to assign the observed peaks in each spectrogram to the 

common mass/charge reference vector, if needed. 

 

STEP 2: Use Genetic Algorithms for Features Selection 
 

After the data preprocessing, we implement a feature selection stage, which seeks to achieve 

better understanding of the important features of the MS data in order to improve the 

classification phase later. In our model, we use GAs, which try to find optimal search solutions 

for problems with large datasets. Running on MS data, GAs attempt to find small sets of 

biomarkers that separate patient cases from control cases. This set of biomarkers, or features, is 

called a chromosome, such that every biomarker corresponds to a biological sample’s 



28 Computer Science & Information Technology (CS & IT) 

 

measurements at a given m/z value (Masse). Each chromosome is evaluate by a fitness function 

that attempts to find the best chromosome (set of biomarkers) for separating patients from 

controls. GA follows the steps outlined below: 

 

A. Encoding Solutions (choose from initial chromosome, generation, and population) 

 

Each “chromosome” (i.e., mathematical entity, not biological) consists of d different biomarkers 

or features (called genes) that are initially randomly selected from all features (since most studies 

used all of the MS data as features after the preprocessing steps). 

 

B. Determine Fitness of Population 
 

The fitness value of each chromosome is determined by the chromosome’s ability to classify the 

training set samples into patient and control groups. In our model, we will use to compute fitness 

values: 

 

Fitness value = a posteriori probability + Error rate of a linear classifier. 

 

Note:  Repeat from Step C to Step G until terminated. 

 

C. Selection Operator (select parents from population) 
 

The chromosome with the best fitness value is entered into the next generation, and the remaining  

positions are filled according to the relative fitness of the chromosomes in the parent generation 

(probabilistically). There are many methods for selecting the best chromosomes; we are use the 

roulette wheel selection method, in which the parents are selected according to their fitness. 

Chromosomes with greater fitness will be selected more times. Thus, the better a chromosome’s 

fitness score, the greater its chances of being selected will be. 

 

D. Crossover Operator (perform crossover on parents to create the new population) 

 

The crossover can be applied to either single or double points. Each gene has an equal chance of 

coming from either parent. Our model use single-point and fraction crossovers to determine the 

fraction of the next generation population created by the crossover function. 

 

E. Mutation Operator (perform mutation of population) 
 

When a chromosome is chosen for transmission to the next generation, a small number of genes 

are randomly selected for mutation (with probabilities between 0 and 1). Once the number of 

genes in the chromosome to be mutated has been determined, these genes are randomly selected 

and replaced with genes that are not already in the chromosome. In our model, we use uniform 

mutation. 

 

F. Determine the Fitness of the New Population. 
 

G. Check for Termination Criteria. 
 

The process is terminate when a stopping criterion, such as a specific number of high 

chromosomes, a maximum number of generations, or a fitness value of 100%, is obtained. We 
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use the average relative change in the best fitness function value over generations is less than or 

equal certain value or maximum number of generations is reached. 

 

H. Frequent Masses Analysis  
 

Frequency with which masses were select is then analyze. Then, using different number of 

masses form top frequency masses many times to dement best number of masses set which gives 

best rules accuracy. 

 

STEP 3: Build an IF-THEN Rule-based Classifier 

 

The IF-THEN rule-based classifier is built from training data using only the top selected features. 

Then, the IF-THEN rule-based classifier is used to predict the class label (i.e., healthy or patient) 

for the MS test data. The IF-THEN classification rule is as follows: 

 

R:   IF condition (C), THEN Class (C). 

Example.  

 

R1: “If biomarker 1 is less than threshold 1 and biomarker 2 is greater than threshold 2 and 

biomarker 3 is less than threshold 3, then the sample belongs to the patient group.” 

 

R2 is “If biomarker 1 is greater than threshold 1 and biomarker 2 is less than threshold 2, then the 

sample belongs to the healthy group.” 

� The LHS represent the rule condition; it is a conjunction of feature tests (biomarkers).  

� The RHS denotes the rule consequent or the class label (healthy or patient). 

 

In our work, we will build an IF-THEN rule-based classifier from a DT. In comparing the IF-

THEN rule-based classifier with the decision tree, we found that the IF-THEN rule-based 

classifier was easier for humans to understand, especially when the DT was very huge.  Then, we 

will assess each IF-THEN rule using rule coverage and accuracy. The Rule Ordering Scheme 

(i.e., Rule-Based Ordering) will then be apply. In this scheme, rule priorities are determined 

beforehand, and a decision list is built. This list is order according to rule quality (accuracy and 

coverage). The match rule that appears at the beginning of the list has the highest priority. In the 

event that no rule is satisfied by X, a default rule will be define for a default class, based on the 

training set. This class then becomes the majority class of the MS sample, encompassing all 

instances that are not cover by rules.  

 

5. CASE STUDY AND RESULTS  
 

In order to test and evaluate the accuracy of oGRC-MS  model and to ensure that its rules are 

understandable, we apply the GRC-MS model to real data using MATLAB® software. 

 

5.1 Dataset 
 

We rely on open-source an MS dataset of ovarian cancer that is available to public through the 

clinical proteomics program of the National Cancer Institute (NCI) website(http://home.ccr. 

cancer.gov/ncifdaproteomics/ppatterns.asp). This dataset is labeled “Ovarian 8-7-02”. The WCX2 

protein chip was used to produce this dataset. To generate the spectrum from the samples, the 
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upgraded PBSII SELDI-TOF mass spectrometer was used. The dataset includes 162 ovarian 

cancer patients and 91 control (healthy) patients. The produced spectrum can be represented by a 

curved shape, in which the x-axis shows the m/z ratio (the ratio of the weight of a molecule to its 

charge) and the y-axis represents the intensity of the same molecule as a measure of the amount 

of that molecule. These datasets include peak intensity measurements at 15,154 points, as defined 

by the corresponding m/z values in the range of 0 to 20,000 Da.   

 

5.2 Experimental Setup and Results 
 

The following steps areapply by the GRC-MSmodel to the previous dataset: 

 

1) Import MS data (raw data), using the xlsread or importdata function to load the data from an 

Excel® file. In Excel, the data are represented as discrete values, such that the rows show the m/z 

ratios and the columns represent the samples. The cells (the intersections of rows and columns) 

represented each molecule’s intensity as a measure of the amount of that molecule in the sample. 

After this step is finished, we have two variables loaded into MATLAB (MZ and Y). MZ is the 

mass/charge vector, while Y is the intensity value for all 216 patients (control and cancer). 

 

2) Preprocess the MS data to remove all forms of noise and all artifacts introduced to the data by 

applying the following functions in the following order: 

• msbackadj function.  

• mslowess function. 

• mssgolay function. 

• msnorm function. 

 

In addition, a grouping vector is created including the type of each spectrogram and the indexing 

vector. This “labelling” will aid in any further analysis on this dataset. 

 

3) Run Genetic Algorithm. 

 

a)Create a Fitness Function for the Genetic Algorithm. In our case, the genetic algorithm tests 

small subsets of m/z values using the fitness function and then determines which m/z values to 

pass on to or remove from subsequent generations. The fitness function (biogafit) is passed to the 

genetic algorithm solver using a function handle. It maximizes the reparability of two classes 

using a linear combination of a posteriori probabilities and linear classifier error rates. 

Fitness value = a posteriori probability + Error rate of a linear classifier     

 

b) Set Genetic Algorithm Options. The GA function uses an options structure to store the 

algorithm parameters used to perform minimizations with the GAs. The gaoptimset function 

creates this options structure. The parameter values set for the GA are as follows: 

� Population size: [50 100 150 200]. 

� Maximum number of generations: [50 100 150 200]. 

� Number of features: [1-10]. 

� Probability of crossover: [0.5 0.6 0.7 0.8]. 

� Probability of mutation: [0.02 0.05 0.1]. 

� @selectionroulette.  

� @crossoversinglepoint. 

� @mutationuniform. 
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c) Run GA to Find the Best Discriminative Features. We using the (ga) to start the GA 

function to decide the best feature values. We run the GA function with different times for all 

cases as a filter selection approach with DT. Then, we compute the DT correction rate (accuracy), 

the DT error rate, the DT sensitivity, and the DT specificity using 10-fold cross-validation. We 

also compute run time. Then, we compare the results to choice best accuracy trees. Table 3 lists 

the best GAs result along with their parameters. For example, in the first line we achieve 99.2 

accuracy when using 200 population size, 50 generations, 0.7 crossover rate, 0.02 mutation Rate 

and only uses two features.The best results appears at (Table 3). 

 
Table 3. Best GA results. 

 

 
 

4) Frequent Masses Analysis 
 

Using the parameters in the previous table (Table 3), we obtain 42 different masses that give us 

the best accuracy results. Figure 6 shows the analysis of the frequencies with which the masses 

are selected, where mass 8073.585 and 244.3685 appear 10 times giving the best accuracy result. 
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Figure 6.  Masses analysis 

 

5) Build multiple DTs From the Training Dataset Using Only Top MZ Values and Extract 

Frequent Rules. 

This process involves built multiple DTs using different number of masses from the top 

frequency masses every times. Then,  determine the most frequent rule in these trees for each 

number of masses. Steps below from A to J explain this process for each different number of 

masses from top two to top ten.For example, Using only the top two m/z values to build multiple 

DTs (x1=8073.5852 m/z and x2= 437.0239 m/z), which are the values extracted as top two 

features from the previous step. Then extract frequent rules from the multiple DTs that built by 

using the training dataset and compute the average coverage and accuracy of each rule using the 

test dataset. Note that we apply holdout validation 100 times, randomly reserve two-thirds of the 

dataset for training to build multiple DTs, and extract most frequent rule. The remaining one-third 

of the dataset is used for testing, the average coverage and accuracy are computed for the most 

frequent rules every time.  

� R1: IF MZ (437.0239) >= 1.22269 THEN Class = Cancer. 

� R2: IF MZ (437.0239) < 1.22269 and MZ (8073.5852) < 0.29102 THEN Class = Cancer. 

� R3: IF MZ (437.0239) < 1.22269 and MZ (8073.5852) >= 0.29102  THEN Class = Normal. 

Last, build a decision list using accuracy values. 

 
Table 4.Rules accuracy values 

 

 

Rule Average Coverage  Percentage Average Accuracy  Percentage 

R1 100 95.74 

R2 100 38.35 

R3 100 97.62 

Overall   

(R1+R2+R3) 

100 98.80 
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Table 5.Decision list using accuracy values 

 

 

 

6. DISCUSSION 
 
The results show that the GRC-MS  classifier model achieves very good results when applied to 

the analysis of ovarian cancer datasets with different numbers of features or masses that used in 

the model (Table 6).  We observed that 437.0239,244.36855, 8073.5852 and 793.30944 m/z were 

significantly discriminative masses that can be potential biomarkers for ovarian cancer. Table 7 

lists the frequently occurring masses that play important roles in most of the rules. 

 
Table 6. The GRC-MS classifier results. 

 

Table 7. Frequently occurring masses that play important roles in most of the rules 

 

In Table 8,shows that our GRC-MS classifier model provides highly competitive accuracy 

(99.7%) when compared to other existing classifier models, when applied to an ovarian cancer 

dataset. In addition, our model also provides highly comprehensible rules that facilitate the 

translation of raw data into easy-to-understand knowledge that can help experts. 
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Table 8. Results of some existing classifier models 

 

 
 

7. CONCLUSION AND FUTURE WORK 
 

Many studies have sought to increase the accuracy of diagnoses by analyzing MS data and 

finding biomarkers. Some of these studies have proposed approaches capable of high accuracy, 

sensitivity, and specificity, while other studies have failed to obtain satisfactory results. One 

major issue remains: How can an accurate model that avoids the “black box” limitation be built? 

The “black box” produces such problems as a lack of knowledge flow between the system and the 

expert. To address this problem and build a model capable of yielding accurate diagnoses that are 

easy for experts to understand, we used a ruled-based technique to build a classifier model to 

analyze MS data. Recently, significant attention has been paid to the use of rule-based 

classification techniques because of their unique ability to provide meaningful outcomes.  

 

In addition, we apply a GA in the feature selection stage to increase the quality and accuracy of 

the p GRC-MS classifier model. In previous research, excellent results have been obtained 

through the combination of GA with different types of classifiers. In order to test the validity, 

accuracy, and performance of the GRC-MS model, we conducted an experimental study using 

open-source databases. In this experiment, we first applied several preprocessing steps to prepare 

the MS data for the GRC-MS model. These steps included reducing the noise in the data and the 

amount of data, identifying and extracting peaks, and normalizing and aligning the data. We 

found that the GRC-MS classifier model enhance the accuracy and meaningfulness of the MS 

data analysis results. As a future work, we aim to apply the GRC-MS model to another MS 

dataset or other high-dimension dataset, such as a microarray gene expression dataset. We also 

aim to develop more effective fitness functions for the GA. 
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ABSTRACT 

 

In this paper, we introduce a new approach to tackle the process of extracting information 

about people mentioned in the Arabic text. When a person name is mentioned in the Arabic text 

usually it is combined with a title, in this paper the focus is on the properties of those titles. We 

have identified six properties for each title with respect to gender, type, class, status, format, 

and entity existence. We have studied each property, identified all attributes and values that 

belong to each one of them and classified them accordingly. Sometimes person title is attached 

to an entity; we have also identified some properties for these entities and we show how they 

work in a harmony with person title properties. We use graphs for the implementation, nodes to 

represents person title, person name, entity and their properties, where edges are used to 

present inherited properties from parent nodes to child nodes. 
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1. INTRODUCTION 

 
Information Extraction (IE), as defined in the Message Understanding Conferences, has been 

traditionally defined as the extraction of information from a text in the form of text strings and 

processed text strings that are placed into slots labeled to indicate the kind of information that can 

fill them. The problem of extracting information from a large document collection can be 

approached using many different algorithms. The three classic models used in information 

extraction, (under which all these algorithms can be loosely grouped), are called Rule-based, 

Pattern Learning, and Supervised Learning. Most of the Arabic Named Entity Recognition (NER) 

systems use keywords such as titles to tag proper name phrases in the text, once they tag proper 

name phrase they use either rule-based systems or statistical approach to tag proper names and 

extract information about them. Using titles to tag proper names in the Arabic text is an important 

technique that has been used widely, but titles have been used as keywords for the purpose of 

identifying proper name phrases and tag proper names without studying and exploring their 

properties. Our technique in this paper is to identify and use title properties and attributes to 

enhance the result of extracting information about people names in the Arabic text. 
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2. LECTURER 

 
Al-Kouz [1] presented a framework designed for mining the explicit and implicit lexical semantic 

information impeded in the structure and the content of Aljazeera.net. Furthermore, it provides an 

efficient and structured access to the resulted semantic graph, the authors also claim in their paper 

that Aljazeera.net is professionally edited and has rich semantic structure and it establishes an 

asset, an impediment and a challenge for research in Arabic Natural Language Processing. 

Abdallah [2] proposed a simple method for integrating machine learning with rule-based systems 

and implement this proposal using the state-of-the-art rule-based system for NERA, the 

experimental evaluation shows that their integrated approach increases the F-measure by 8 to 

14% when compared to the original (pure) rule-based system and the (pure) machine learning 

approach, and the improvement is statistically significant for different datasets, more importantly, 

their system outperforms the state-of-the-art machine-learning system in NERA over a 

benchmark dataset. Abdul Hamid [3] introduced simplified yet effective features that can robustly 

identify named entities in Arabic text without the need for morphological or syntactic analysis or 

gazetteers, a CRF sequence labeling model is trained on features that primarily use character n-

gram of leading and trailing letters in words and word n-grams, the proposed features help 

overcome some of the morphological and orthographic complexities of Arabic. 

 

Abuleil [4] presented a new technique to extract names from the text by building a database and 

graphs to represent the words that might form a name and the relationships between them. First, 

they mark the phrases that might include names, second they build graphs to represent the words 

in these phrases and the relationships between them, and third, they apply rules to find the names. 

Benajiba [6] investigated the impact of using different sets of features in three discriminative 

machine learning frameworks, namely, support vector machines, maximum entropy and 

conditional random fields for the task of named entity recognition ,they explore lexical, 

contextual and morphological features and nine data-sets of different genres and annotations; they 

measure the impact of the different features in isolation and incrementally combine them in order 

to evaluate the robustness to noise of each approach. 

 

Chen [8] described their system for the CoNLL-2012 shared the task, which seeks to model co-

reference in Onto Notes for English, Chinese, and Arabic; they adopt a hybrid approach to co-

reference resolution, which combines the strengths of rule-based methods and learning-based 

methods, they official combined score over all three languages is 56.35. In particular, their score 

on the Chinese test set is the best among the participating teams. Habash [9] made an argument 

that is the many differences between Dialectal Arabic and Modern Standard Arabic (MSA) pose a 

challenge to the majority of Arabic natural language processing tools, which are designed for 

MSA, so in their paper retarget an existing state-of-the-art MSA morphological tagger to 

Egyptian Arabic (ARZ), their evaluation demonstrates that their ARZ morphology tagger 

outperforms its MSA variant on ARZ input in terms of accuracy in part-of-speech tagging, 

diacritization, lemmatization and tokenization; and in terms of utility for ARZ-to English 

statistical machine translation. Pasha [10] presented MADAMIRA, a system for morphological 

analysis and disambiguation of Arabic that combines some of the best aspects of two previously 

commonly used systems for Arabic processing, MADA (Habash and Rambow, 2005; Habash et 

al., 2009; Habash et al., 2013) and AMIRA (Diab et al., 2007). MADAMIRA improves upon the 

two systems with a more streamlined Java implementation that is more robust, portable, 

extensible and is faster than its ancestors by more than an order of magnitude. 

 



Computer Science & Information Technology (CS & IT)                                 39 

 

3. PEOPLE TITLE PROPERTIES 
 

When a person name is mentioned in the Arabic text usually it is attached to a title. We have 

studied these titles and identified different properties for each one of them; we also identified 

some attributes and values for each property. We have identified six properties for each title with 

respect to gender, type, class, status, format, and existence of an entity. In this section, we explain 

each one of them and we show some examples in table 1. 

 

Gender: in the Arabiclanguage, there are two values for this property masculine and feminine. In 

Arabic language to form a feminine title from the masculine, you simply add “taa’ marbuta” 

which looks like ( ــ�, ة(  to the end of the title, for exampleوز��Wazer (he) Minister is a masculine 

and to form the feminine from it we add “taa’ marbuta” “ ة“ to the end of the title ةوز�� Wazertn   

(she) Minister  

 

Type: We have classified title into three Types: 

• Occupational title that indicates a position or job of the person like Manager ��	
 Minister 


����ر and Consultantر�� Presidentوز�� 

• A social title like Mr. 	��, Ms. ا���,and Mrs. ة	��. 

• Professional title that refers to a certain profession like engineerس	��
, physician ��ط�, 

attorney �
��
, and teacher ا���ذ 

A person might hold two titles at the same time such as(Mr. and consultant), and(engineer and 

manager), etc. some titles could be used for two classes like  ��!ا Sheikh, could be used for social 

or occupational.  

 

Class: based on job field that people they hold we have classified titles into different classes: 

politics, religion, education, sport, media, industry, military, etc. some titles could be used for two 

types like  ��!ا Sheikh, could be used for religion or politics, some titles like president and 

manager could be classified into different classes politics, education, sports, industry, etc. to 

identify the class for these cases we use the entities as we discuss later. Some titles do not have a 

class such as Mr. and Mrs.  

 

Status: person title could be simple or compound, simple title has one word such as 	�� Mr. and 

 Official ا!��ط$ ا!��#� Crown Prince and و!� ا!"�	 Minister, compound title has two words like وز��

Speaker 

 

Format: there are two formats of the title either defined or indefinite. Arabic word starts with ال 
(the) to define it. Al- (ال  ) is the definite article in the Arabic language. For example, the word وز��
wazer "Minister" can be made definite by prefixing it with al-, resulting in ا!&ز�� al-wazer "the 

Minister". Consequently, al- is typically translated as The in English. A defined title that starts 

with الand the word followed is not a verb, adjective, nationality, or particle then the noun is most 

likely is a person name. 

 

Entity Existence: Sometimes an entity comes between person title and person name, entity 

existence property has two values either Yes or No. Most likely if a person title is defined no 

entity to follow. More details about entities are discussed in the next section 
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4. ENTITIES AND THEIR PROPERTIES 
 

Sometimes entity or nationality comes between person title and person name. We have studied 

hundreds of cases and based on our study we identified four properties for each one of them with 

respect to type, class, gender, and status. See table 2. In this paper we handle the following three 

most common scenarios: 

 

• Person Title + Entity (both title and name are mentioned) + Person Name 

 

Example: ��
	دو�� ر��ارد)�ن  President of Turkey StateErdoğan 

 

In this example entity title (�!دو State) and entity name (ن�(اردErdoğan) are mentioned 

 

• Person Title + Entity (title is omitted and name is mentioned) + Person Name 

 

Example: ا�. ا�����ة إ!��س ,�ام�
  Report of Aljazeera Alysa Karram 

 

In this example entity tile ( ��0ةا/��ر��  News Channel) is omitted and entity name 

 is mentioned (Aljazeera ا�����ة)

 

• Person Title + Entity (title is mentioned and name/nationality is omitted) + Person 

Name 

 

Example:  1��2 ��ا������ا!��ط$ ا!��#�
�#	 ا!#&
ا!	,�&ر   

 

Official speaker of the government Dr. Muhammad Almumani 

In this example entity title (�,&3� ا4رد���) government) is mentioned and nationality ا!
Jordanian) is omitted  

 

In some cases it is difficult to identify the class property of person title like President �� and ر

Manager��	
 where each one of them can be classified into different classes such as politic, sport, 

industry, but when an entity is maintained, and by using the value of the class of that entity, it 

helps to identify the class of the person title, for example when a company name is attached to 

person title �� President, the title is classified as industry category and when university name is ر

attached to the same person tile �� president, the title this time is classified as education ر

category. 

 

In this paper, we identify nationality as an adjective and we identify four properties for it with 

respect to gender, type, format and country. Gender could be either masculine or feminine, the 

type has the value nationality, and the country has the value which country the nationality belongs 

to. When nationality comes directly after the�� president, we add a class property with a value ر

politics. 
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Table 1.Title Properties 

Gender Format Type Class 

 

Entity 

Existence Masculine Feminine 

 وز��

Minister 

 وز��ة

 

Indefinite Occupational Politics Yes 

 

 ا!&ز��
The Minister 

 ا!&ز��ة
 

Defined 

 

Social Politics No 

�54 

Player 

��54 

 

Indefinite Occupational Sport Yes 

 

 ا�54
The Player 

 ا��54
 

Defined 

 

Occupational Sport No 

 و!� ا!"�	

Crown Prince 

 و!�� ا!"�	

 

Indefinite Occupational Politics No 

� ا!��ط$ ا!��#
Official Speaker 

 Defined ا!��ط�0 ا!��#��

 

Occupational Follows entityclass Yes 

 

��	
 

Manager 


	��ه 

 

Indefinite Occupationally Follows entityclass Yes  

 ا!#	��
The Manager 

 ا!#	��ة
 

Defined 

 

Social Follows entityclass No 

�
�� ا!#
The Attorney 

��
�� ا!#
 

Defined 

 

Professional  Law No 

 ا!�� 
The Sheikh 

 Defined ا!���7

 

Social 

Occupational 

Politic or Religion No 

 ا!��	
Mr. 

 ا!��	ة
Mrs. 

Defined 

 

Social N/A No 

 ا!#	رس
The Teacher 

 ا!#	ر��
 

Indefinite Professional Education No 


�ا�. 

Reporter 


�ا��8 

 

Indefinite Media Media Yes 

 

Table 2.Entity Properties 

Title Gender Class Type 

�دو!  state Feminine Politics Location 


�ح3&  Feminine Politics Location 

38#
�  kingdom Feminine Politics Location 

 ministry  Feminine Politics Organization وزارة

�"#:�  society Feminine Social Organization 

 club Masculine Social / Sport Organization ��دي

"
�:�  university Feminine Education Organization 

�8,�  college Feminine Education Organization 


	ر��  school Feminine Education Organization 

�"8
 stadium Masculine Sport Location 

ا/��ر��>��ه   News Channel Feminine Media Organization 

=
�: mosque Masculine Religion Organization 

���,�  church Feminine Religion Organization 
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5. ANALYSIS 

We use graphs to implement the concepts in this paper; we use nodes to represents person title, 

person name, nationality, entity and their properties, and we use edges to present inherited 

properties from parent node to child node, see fig 1. We tag person name phrases in the text, each 

phrase starts with a title and terminated with a person name, next we tag the elements in the 

tagged phrases with respect to titles, entities, and nationalities and then apply the concepts of this 

paper to identify the properties of each one of them. Properties are inherited from one node to 

another (parent to child) and once a child gets inherited property from the parent they also 

forward this information to next node in the graph. When reach the last node in the graph we 

process all information from all nodes and produce the results. Harmony of inherited information 

between nodes is also validated with respect to the properties of the titles, entities, and 

nationalities. There is should be a match between two titles belong to the same person, same 

gender and format values between adjective (nationality) and the element presided to it either a 

title or an entity 

 

In figure 2 we illustrate different scenarios about the same person and we show how the person 

inherits all properties from all parent nodes, the person name is Albright, Albright is a female, she 

is a politician, and her occupation is the minister of the USA foreign ministry. Example 1 

contains two titles and one adjective (nationality), the first title and the adjective both have the 

same values of format property and gender property, both titles mentioned for the same person 

and they have the same value of gender property.  Example 3contains one entity which is 

 American, since both of them have the same value ا4
��foreign and one adjective �>>>>>>>>�3 ا!�7ر:�<<<<<�

of format property “defined”, the title وز�<<<�ة minister has a different format property value 

“indefinite”, then the nationality refers to the organization and not to the person title, the entity 

title وزارة ministry is omitted, both titles and the nationality of this example belong to the same 

person they have the same value of gender property. 

 

Example 1 

 The Minister Title ا!&ز��ة
Defined Feminine* 

��3��
 American Adjective ا4

 

 *The Mrs. Title Feminine ا!��	ة

 

Example 3 

 Minister Title Indefinite وز��ة

Feminine* ��:ا!�7ر Foreign Entity 
Defined 

��3��
 American Adjective ا4

 

 *The Mrs. Title Feminine ا!��	ة

 

In figure 3 we show different scenarios where the value of the class property of person title is 

uncertain and we are going to use the value of the class property of the entity to identify it. In 

example 1, the value of the class property of the entity is education, and then we use it for the 

value of the class property of the title “�� Example 2, the value of the class property of the .”ر

entity is politics, and then the value of the class property of the title “�� is also politics, the ”ر

second title is Sheik “ �?” and could have two possibilities either politics or religion but since the 

first title has the class property value is politics we select the value politics as well for the second 
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title. In example 3, the value of the class property of the entity is industry, and then the value of 

the class property of the title “�� .is also industry ”ر

 

 
Fig 1. Graph 

6. CONCLUSION 

In this paper we have studied person titles, entities and nationalities attached to them, identify the 

properties for each one of them and used this information to extract information about people 

mentioned in the Arabic text we also validated the inherited property values between the nodes in 

the graph. Our source of data is Ajazeera.net, further analysis to be done in the future. 
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Fig 2.Illustration A 
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Fig 3. Illustration B 
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ABSTRACT 

 

The last technical barriers to trade(TBT) between countries are Non-Tariff Barriers(NTBs), 

meaning all trade barriers are possible other than Tariff Barriers. And the most typical 

examples are (TBT), which refer to measure Technical Regulation, Standards, Procedure for 

Conformity Assessment, Test & Certification etc. Therefore, in order to eliminate TBT, WTO 

has made all membership countries automatically enter into an agreement on TBT. In this study, 

the elimination strategy of TBT with aid of technical regulations or standards is excluded, and 

only the conformity assessment shall be considered as the strategic measure of eliminating TBT 

in GCC(Gulf Cooperation Council) 6 countries. The measure for every membership country to 

accord with the international standards corresponding to their technical regulations and 

standards, is only to present TBT related Specific Trade Concern(STC) to WTO. However, each 

of countries retains its own conformity assessment area, and measures to settle such differences 

are various as well. Therefore, it is likely required an appropriate level of harmonization in 

them to carry forward this scheme. KTC(Korea Testing Certification) written MRA with GCC 

test & certification company in 2015 years. So Korea exporting company can export to GCC 

goods with attached test & certification documents in Korea. To conclude, it is suggest MRA for 

the remove and reduce TBT to increase export and import among countries. 

 

KEYWORDS  

 

FTA, Standards, Conformity Assessment, TBT(Technical barrier to trade), MRA, WTO 

 

 

1. INTRODUCTION 

 
This paper purpose make to remove and to easy TBT of industrial products such as IT, S/W, IOT, 
BigData, Home network. Research methodology is review 2nd data analysis and focus group 
Interview Government officer, Professor and CEO.  
 
This paper compare & analyze International rule & system as follow.  
 
First, It is to compare & analyze the standard, technical regulation, Test & certification procedure 
and Inspection. Second, it is review electric/electronic Test, certification and calibration. Third, it 
is analyze MRA between Korea and GCC 6countries, SDoC, Mutual Acceptance of International 
certification such as ILAC(APLAC) and IEC CB scheme. 
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This paper intends to draw conclusion and make implication as follows.  
 
First, we must promote FTA and MRA. Second, we make to remove and to easy TBT by MRA 
between Korea and GCC 6countries. Although the MRA is a system where all parties that have 
concluded agreement enjoy the advantage, Korea is under a state of concluding only the stage 1 
agreements(exchange test documents) with GCC 6 countries. Also, we must conclude MRA stage 
2agreements (exchange certification documents)with GCC 6 countries. 
 

2. PREVIOUS STUDIES   
 

2.1 STRATEGY TO REMOVE & EASE TBT IN OECD 
 
SDoC has strengths in cost reduction, time saving and product information protection aspects 
compared to the certification system while having vulnerability in terms of product safety issue, 
etc. Therefore, an effective post market surveillance of the regulation authorities must be 
supported to be operated effectively. WTO’s TBT Committee has suggested that the SDoC is 
more effective TBT elimination method than the MRA (OECD, 2000). 
 

2.2 STRATEGY TO REMOVE & EASE TBT IN APEC TEL MRA 
 
Testing and certification are expensive procedures for exporters, importers and regulators that 
increase the cost to users and delays the availability of products in a large number of markets. 
 
All stakeholders benefit from simplified procedures that can reduce these costs. At the same time, 
regulators need to have confidence in the quality of testing that provides the basis for certification 
of equipment. 
 
In June 1998, the APEC1 Telecommunications and Information Ministers agreed to streamline 
APEC-wide processes for the testing and type-approval of telecommunications equipment. 
 
This landmark arrangement, the Mutual Recognition Arrangement for Conformity Assessment of 
Telecommunications Equipment (APEC TEL MRA2), was the first multilateral agreement of its 
type in the world. 
 
This Arrangement streamlines the Conformity Assessment Procedures for a wide range of 
telecommunications and telecommunications-related equipment and facilitates trade among the 
APEC member economies. 
 
It reduces a significant barrier to what is projected to be a US$60 billion industry by 2010.Its 
scope includes all equipment subject to telecommunication regulations, including wire line and 
wireless, terrestrial and satellite equipment. For such equipment, the MRA covers 
electromagnetic compatibility (EMC), specific absorption rate (SAR) and electrical safety aspects 
as well as purely telecommunications aspects of the conformity assessment requirements. 
 

3. STRATEGY TO REMOVE/EASE OF THE TBT 
 
TBT is an abbreviation for‘ Technical Barriers to Trade’ while this stands for the various 
obstacles in terms of trade that hinder the free movement of goods and services as the trading 
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partner countries adopt and apply different Technical Regulations, Standards, Test &Certification 
Procedures and Inspection Systems, etc. 
 

3.1 STRATEGY TO REMOVE/EASE OF THE TBT 
 
TBT makes the countries to harmonize technical regulations, standards or conformity assessments 
with the international standards and does not occur in case of being transparent. However, the fact 
is that TBT occurs if a specific country does not comply with the principles above during 
legislation and amendment of the laws related to technical regulations, standards or conformity 
assessments while STC must be submitted to settle this TBT. In the conformity assessment of 
ICT section, various methods of solution exist on TBT depending on the issue other than filing a 
lawsuit to WTO if a specific country operates the conformity assessment section differently from 
TBT. 
 
(1) Request for Introduction of SDoC System 
 
SDoC system stands for the one to guarantee market autonomy and raise efficiency of restriction 
as a system for the supplier to guarantee by evaluating whether its own product is appropriate for 
the concerned standard by escaping from the compulsory certification system which requires 
certification in relation to the product manufacture. Since SDoC(Supplier's Declaration of 
Conformity) is a follow-up and legal system, it is the method of releasing new products under the 
manufacturer’s own responsibility to become responsible for various problems to follow.  
 
(2) Strategy of MRA 

 
The manufacturers of industrial products are able to export only after acquiring a compulsory 
standard certification mark. While MRA is concluded in order to save cost and time required for 
this, only the test report implemented at the exporting country is recognized if MRA stage 
1(exchange test documents) is concluded while both the test report and the certification market 
may be implemented at the exporting country may be implemented if MRA stage 2(exchange 
certification documents) is concluded.  
 
If both countries conclude the MRA such as FTA, it would be opening the homeland market to 
the manufacturer of partner country since it is customs-free. 
 

3.2 DOMESTIC ELECTRIC & ELECTRONIC CERTIFICATION SYSTEM AND 

RELATED LAWS 

 

� Conformity Assessment System of Korea 

 
Supplier's Declaration of Conformity (SDoC) the one to guarantee market autonomy and raise 
efficiency of restriction as a system for the supplier to guarantee by evaluating whether its own 
product is appropriate for the concerned standard by escaping from the conventional compulsory 

certification system which requires certification in relation to the product manufacture. 
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(1) Acceptance of Internationally Certified Test Report 
 
In addition to the method of concluding an MRA, various methods to recognized the test reports 
estimated at the partner country or a third country exist. Among them, the most widely used 
method is the one to accept test reports of the testing agencies that have been recognized by 
ILAC(APLAC) and CB Scheme. Test & Certification Based Infrastructure Setup Support 
 

3.3 COMPARATIVE ANALYSIS AND STRATEGY OF REMOVE AND EASE TBT 
 
The systems mentioned above have different characteristics from each other. If the comparative 
analysis is performed from the perspectives of scope of effect, intensity of effect and usage status 
in Korea, they can be summarized as follows. 
 

[Figure 1] Comparative Analysis and strategy of the remove and ease TBT 
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If both countries conclude the MRA such as FTA, it would be opening the homeland market to 
the manufacturer of partner country since it is customs-free.  
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Among APEC members, time and cost required for preparing the copy of agreement can be saved 
if the MRA Guide prepared by this organization is used. Although Korea has concluded MRA 
stage 1 with the United States, Canada, Chile and Vietnam, etc., the effect is clearly shown only 
in the MRA with the United States. 
 

4. CONCLUSION 

 
This study intends to draw conclusions and make policy implications as follows.   
 
First, we must promote a multi-track simultaneous agreements with the countries that have 
necessity of short-term promotion.   
 
Second, the countries with necessity of short-term promotion on the preferential basis are China, 
Japan and USA, etc.  
 
Third, it is necessary to conclude MRA agreement with the leading countries among the GCC 6 
countries on the preferential basis. It is necessary to prepare negotiation on the preferential basis 
with GCC 6 countries.  
  
Fourth, support on the countries that have not fully prepared the conformity assessment system 
needs to be gradually extended. However, the method of support on these countries also must 
vary depending on the country. KTC (Korea Testing Certification) written MRA GCC test & 
certification company in 2015 years. So Korea exporting company can export to GCC goods with 
attached test & certification documents in Korea. To conclude, it is suggest MRA for the remove 
and reduce TBT to increase export and import among countries. 
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ABSTRACT 
 

The linear and grid based Wireless Sensor Networks (WSN) are formed by applications where 

objects being monitored are either placed in linear or grid based form. E.g. monitoring oil, 

water or gas pipelines; perimeter surveillance; monitoring traffic level of city streets, goods 

warehouse monitoring. The security of data is a critical issue for all such applications and as 

the devices used for the monitoring purpose have several resource constraints (bandwidth, 

storage capacity, battery life); it is significant to have a lightweight security solution. Therefore, 

we consider symmetric key based solutions proposed in the literature as asymmetric based 

solutions require more computation, energy and storage of keys. We analyse the symmetric 

ciphers with respect to the performance parameters: RAM, ROM consumption and number of 

CPU cycles. We perform this simulation analysis in Contiki Cooja by considering an example 

scenario on two different motes namely: Sky and Z1. The aim of this analysis is to come up with 

the best suited symmetric key based cipher for the linear and grid based WSN. 
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1. INTRODUCTION 

 
The Wireless Sensor Networks (WSNs) are considered to be deployed in random or tree based 

fashion. However, there are applications of WSN that form specific topology like linear or grid 

based WSN. The applications where objects being monitored are distributed in either linear or 

square grid inherently form linear and grid based WSN. Examples of the same are: 

 

i. Monitoring the traffic level of city streets. 

 

ii. Monitoring pipelines carrying oil, water or gas. 

iii. Monitoring goods in a warehouse. 

iv. Perimeter surveillance. 

The typical examples of nodes forming a linear network and square grid are as shown in Fig. 1 

and 2 respectively. As shown in Fig. 1, there are 7 nodes deployed in a linear fashion and each 

node has a communication range of 2. Therefore, such network is known as (7, 2) linear network. 
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Fig. 1. A (7, 2)-linear sensor network. 

 

As shown in Fig. 2, there are 50 houses of a colony deployed in a square grid manner. Here, each 

house is considered to have a device that is used for monitoring the energy consumption of the 

house. These devices pass the aggregated data in a hop by hop manner to the aggregator node, 

which send the data to the BS. Based on the considered application, there can be multiple 

aggregator nodes. The same deployment of devices can be considered for the applications of grid 

based networks. When we consider a single row of houses, it forms a linear network of 10 houses. 

Therefore, the grid based WSN are formed through the combination of linear networks (when 5 

rows are considered, it forms grid based WSN). As the data are passed in hop by hop manner for 

getting the advantage of aggregation as discussed in [1], the security of the same is a critical 

issue. The intermediate nodes can alter or passively monitor the data and use it for their own 

advantage as discussed in [2, 3]. Therefore, the data are required to be encrypted before passing to 

the next node and the same is discussed in [4-6].  

 

 
Fig. 2. Considered scenario of colony forming grid based network. 
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The lightweight schemes for the same are discussed in [7, 8]. However, these schemes do not take 

the deployment knowledge of sensor nodes under consideration unlike the secure data 

aggregation scheme for linear WSN proposed in [9]. For protecting the privacy of data, there are 

schemes proposed in the literature [10-13]. The scheme discussed in [10] is based on the idea of 

pseudonym changing. The idea of anonymous communication is presented in [11]. The key 

establishment scheme for the networks monitoring roads is discussed in [14]. The energy efficient 

communication protocol based on the idea of clustering in road networks is presented in [15]. 

Using the public key cryptography without using the certificates, the authentication scheme is 

discussed in [16]. In this paper, we perform the simulation analysis to find out the number of CPU 

cycles and memory consumption required in providing data security for linear and grid WSN. 

 

The devices (sensor nodes) used in the considered applications are constrained with regard to the 

computation capabilities, battery power, storage, bandwidth [17, 18]. Therefore, we perform an 

analysis on the symmetric key based ciphers (as asymmetric key based ciphers require more 

storage and computation) and analyse the same for the considered example scenario. The 

performance parameters used in the simulation analysis are: RAM, ROM consumption and 

number of CPU cycles. The keys are pre-distributed as proposed in [19]. Such analysis is already 

discussed in the literature [20-22]. However, they have not considered the knowledge of 

deployment of nodes and the specific topology formed by the application. The main objective of 

our work is to come up with the best suited cipher for the considered scenario of linear and grid 

based WSN. Moreover, we perform our analysis on two different motes: sky and z1. The z1 

motes have more capability regarding the RAM and the ash memory and the analysis results 

shows that they require lesser number of CPU cycles as compared to sky motes. In addition, the 

comparison of two operating systems contiki cooja and tinyOS for sensor nodes is discussed in 

the paper. We perform a detailed analysis for one of the most significant cryptographic primitives 

of WSNs: Symmetric Key Block Cipher. We consider the performance parameters, storage and 

energy for a set of candidate lightweight ciphers. Analysing the performance of the symmetric 

key based ciphers with respect to the performance parameters: number of CPU cycles and 

RAM,ROM in contiki cooja, is the major contribution of this paper. 

 

1.1 Organization of the Paper 

 
The rest of the paper is organized as follows: In Section 2, brief introduction about the examined 

symmetric key based ciphers is discussed. In Section 3, we look at the simulation setup and the 

methodology for the evaluation of the ciphers. Moreover, the comparison of the operating 

systems contiki cooja and tinyOS is discussed in this section. In Section 4, we show the 

simulation results and discuss the same. We summarize our work with conclusions in Section 5. 

 

2. THE SYMMETRIC KEY BASED CIPHERS: EXAMINED 

 
In this section, we discuss block ciphers that are lightweight in nature. Different ciphers are based 

on different structures like Substitution Permutation Network (SPN), Feistel or Lai-Massey. AES 

[23]; KLEIN [24]; LED [25]; PRESENT [26] are based on SPN structure. HIGHT [27]; LBlock 

[28]; MIBS [29]; PICCOLO [30]; SEA [31]; SIMON [32]; TWINE [33] are based on Feistel 

structure. SPECK [32] is based on ARX (Add-Rotate-Xor) structure. IDEA [34] is based on Lai-

Massey structure. We select these ciphers for the analysis as the applications we considered 

require lightweight solution and with the analysis of the paper we come up with the best suited 

cipher from the considered lightweight ciphers. We provide an overview of the examined ciphers 

and the attacks that are possible on each of them. We do not go in the designing details of the 

ciphers as our main focus is to analyse the performance in terms of CPU cycles and RAM, ROM 

consumption. 
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2.1. Substitution Permutation Network (SPN) Structure and Related Ciphers 

 
SPN structure [35] takes a plaintext block and a key as inputs, and performs exchanging "rounds" 

of substitution (S) and permutation boxes (P-boxes) respectively to deliver the ciphertext block. 

An S-box substitutes a block of bits given as input by another block of bits as the output. This 

substitution must guarantee invertibility. A P-box is a permutation of all the bits: it takes input 

from the outputs of all the S-boxes of previous round, applies permutation of bits, and augments 

them into the S-boxes of the following round. The key is combined using some group operation 

like XOR at each round. The S-boxes and P-boxes transformations are efficient to perform in 

device (like sensors), E.g. exclusive or (XOR) and bitwise rotation. 

 

The following ciphers are based on SPN structure: 

 

Advanced Encryption Standard (AES). We analyse two different implementations of Advanced 

Encryption Standard (AES) ciphers. One is publicly available and other is designed by contiki 

cooja developers. Contiki has LLSec (Link Layer Security) layer. This layer is hardware 

independent, as it uses generic AES driver API instead of directly accessing the hardware. There 

are multiple AES drivers implemented in Contiki - software-only version and a couple of 

hardware accelerated ones, including for CC2420 (the radio chip on Sky mote). Authors of [36] 

show a possible attack on AES, known as biclique cryptanalysis. It uses the concept of exhaustive 

search on the key with an improvement by linking the keys through key schedule. This attack 

takes a time complexity of 2
126.2

 AES encryptions on the data amount 2
88

. The other possible 

attack is meet-in-the-middle [37] that takes less than 2100 data/time/memory complexity. 

 

KLEIN. We analyse two different implementations of this cipher: KLEIN64 and KLEIN96. Both 

the implementations take 64 bits block size. Key lengths are 80 and 96 bits respectively. The 

number of rounds can either be 12, 16, or 20. The possible attack on this cipher is chosen 

plaintext key recovery as discussed in [38]. 

 

LED. We analyse two different implementations of this cipher: LED64 and LED128. Both the 

implementations take 64 bits block size. Key lengths are 64 and 128 bits respectively. The 

number of rounds is 32 and 48 respectively. This cipher does not use key schedule and this is the 

main difference from other ciphers. The XORing of key is done after every four rounds instead of 

key schedule. The number of rounds of this cipher is more as compared to other ciphers for 

compensating the key schedule. The differential cryptanalysis results on this cipher are discussed 

in [39]. The attacks on LED64 can be reduced to 12 and 16 rounds is described by the authors. 

The other possible attack is meet-in-the-middle as discussed in [40]. The complexity of the attack 

on 8 rounds of LED64 and 16 rounds of LED128 is lesser as compared to exhaustive key search. 

 

PRESENT. It is the most popular cipher among all lightweight block ciphers. We analyse two 

different implementations of this cipher: PRESENT Size and PRESENT Speed. Both 

implementations take 64 bits block size. Key lengths are either 80 or 128 bits with number of 

rounds as 31. There many cryptanalysis results as discussed in [41-43]. Authors in [44] discuss 

about two bicliques possible on two implementation of PRESENT. 

 

2.2. Feistel Structure and Related Ciphers 
 

Feistel structure [45] takes plaintext block as input and divides it into two halves, L (left) and R 

(right). R half is given as input to a feistel function along with the round key. It is also used as an 

L half for the next round. Output of the feistel function is XORed with L half and used as an R 

half for the next round. The same process is repeated till last round. The advantage with this 

structure is, just by reversing the key schedule decryption can be done. 
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The following ciphers are based on feistel structure (or a modified feistel structure): 

 

HIGHT. This cipher uses block size of 64 and key length of 128 bits. It uses 32 rounds and 

sometimes uses modular addition instead of XOR operation. The biclique attack against HIGHT 

is proposed in [46]. Moreover, the differential cryptanalysis attack is described in [47]. 

 

LBLOCK. This cipher uses block size of 64 and key length of 80 bits. The number of rounds is 32 

and the usage of 8 S-boxes and permutation of 4 bits are applied. The biclique attack against 

LBLOCK is proposed in [48]. The authors also discuss the prevention of this attack with the help 

of modified key schedule algorithm. 

 

MIBS. We analyse two different implementations of this cipher: MIBS64 and MIBS80. Both 

implementations take 64 bits block size. Key lengths are 64 and 80 bits respectively. The linear 

attacks on MIBS are discussed in [49]. The authors show the differential cryptanalysis on 14 

rounds, ciphertext only attacks on 13 rounds and an impossible differential attack on 12 rounds of 

MIBS. 

 

PICCOLO. We analyse two different implementations of this cipher: PICCOLO80 and 

PICCOLO128. Both implementations take 64 bits block size. Key lengths are 80 and 128 bits 

respectively. It uses two feistel functions. It requires less than 1000 gates when implemented on 

hardware. Authors of [44] discuss the biclique attacks on both the implementations of PICCOLO. 

 
SEA. This cipher uses n bits block size. The value of n can be 48, 96, or 144 bits. It uses a two 

branch feistel structure as modified feistel structure. The security analysis is discussed in [31]. 

 
SIMON. This cipher uses different block sizes like 32, 48, 64, 96, 128 bits. It is based on a 

balanced feistel network. The key size can be 64, 72, 96, 128, 144, 192, 256 bits. It is optimized 

for the hardware implementations. The differential cryptanalysis is possible on this cipher as 

discussed in [50, 51]. 

 
TWINE. We analyse two different implementations of this cipher: TWINE80 and TWINE128. 

Both the implementations take 64 bits block size. Key lengths are 80 and 128 bits respectively. 

The number of rounds is 36 in both the implementations. The feistel function uses a single Sbox 

and subkey addition. This function is repeated 8 times in each round. Two biclique attacks on two 

implementations are discussed in [52]. 

 

2.3. Add-Rotate-Xor Structure and Related Cipher 

 
This structure involves 3 operations: 

 

1. Modular Addition 

 

2. Rotation with fixed rotation amounts 

 

3. XOR 

 

These ARX operations are immune to timing attacks because they run in defined constant time. 

As these operations are fast and cheap in hardware and software, the ciphers based on ARX 

operations are popular. 

 

SPECK. This cipher uses different block sizes like 32, 48, 64, 96, 128 bits. It is based on an Add-

Rotate-Xor (ARX) structure. The key size can be 64, 72, 96, 128, 144, 192, 256 bits. It is 
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optimized for the software implementations. The differential cryptanalysis is possible on this 

cipher as discussed in [50, 51]. 

 

2.4. Lai-Massey Structure and Related Cipher 
 
As shown in Fig. 3, Lai-Massey Structure [53] divides the plaintext in two equal halves L0 and R0 

as input. Two round functions are used; H and F. Keys are used with function F. The output of 

function H is given as input to function F. 

 

  
 

 

Fig. 3. Lai-Massey Structure 

 

IDEA. This cipher uses 64 bits block size and 128 bits key. It is composed of 8.5 rounds. A final 

round that is "half round", comes after eight rounds and used for the output transformation (the 

swap of the centre two values counterbalances the swap toward the end of the last round, so that 

there is no net swap). It is included in the package PGP (Pretty Good Privacy). There is six 

rounds attack that exploits key schedule of IDEA with linear cryptanalysis as discussed in [54]. 

The biclique framework is used by the authors of [55] to speed up the key recovery. 
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The summary of all the examined symmetric key based block ciphers with regard to the structure 

they are built on, block size, key size, and the attacks that are possible on each of them is shown 

in Table 1. From all the examined ciphers, SIMON and SPECK are considered to be the block 

ciphers for IoT (Internet of Things) environment as discussed in [56]. 

 
Table 1.  Summary of Block Ciphers Examined. 

 

 

 

3. SIMULATION SETUP AND THE METHODOLOGY FOR EVALUATION 

 
We analyse the number of CPU cycles and RAM, ROM consumption in achieving data security 

for the secure data aggregation scheme proposed in [9]. The scheme uses the pre distributed keys 

(proposed in [19]) for the purpose of encryption. We work with the nodes that are constrained 

regarding: 

 

- Storage 

 

- Communication range (It is assumed that nodes can communicate at least till one hop) 

 

- Battery life 
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Contiki Cooja is a simulator specifically designed for IoT devices that are having the constraints 

as described. It is also used as an emulator because the code to be executed by the node is the 

exact same firmware one may upload to physical nodes [57]. 

 

3.1. Simulation Setup 

 
This section discusses the simulation results for the considered example scenario. We focus on 

the data security as it is crucial when designing a data aggregation scheme. Passively acquired 

data can be used for malicious purpose if confidentiality of data is not taken care of. Our criteria 

are to measure the number of CPU cycles and RAM, ROM consumption for providing data 

security. In contiki cooja, there are several options regarding the selection of devices for which 

one wants to emulate. E.g. Cooja mote, MicaZ mote, CC430 mote, Z1 mote, Sky mote, etc. The 

comparison between the operating systems TinyOS and Contiki is discussed in [58]. In TinyOS, 

the application has to be replaced totally when the code is changed. However, the contiki OS is 

better when it comes to updating the deployed application as it can dynamically replace the 

changed programs. The protocols discussed in [9, 59-60] require the code to be updated every 

time the value of N (total number of nodes in the network) or k (number of consecutive nodes) is 

changed. Moreover, Contiki supports dynamic loading and unloading of the code and multi-

threading. Contiki is an event driven OS and event handlers cannot pre-empt each other. 

However, interrupts can pre-empt the current running process. 

 

We use Sky motes and Z1 motes of contiki cooja for the purpose of simulation. Sky mote features 

a 16-bit MSP430 MCU, 10 kB RAM, 48 kB ROM, a cc2420 802.15.4 radio transceiver, an 

external Flash memory, and temperature, humidity and brightness sensor [17]. Z1 mote has 

higher configuration and uses MSP430F2617 MCU [18]. The specifications considered for Sky 

and Z1 motes are as shown in Table 2 and Table 3 respectively. 

 
Table 2. Sky mote Specifications 

Flash Memory 48 KB 

RAM  10 KB 

Current Consumption 20 mA 

Operating Voltage 3 V 

Micro-controller MSP430 

 

Table 3. Z1 mote Specifications 

Flash Memory 92 KB 

RAM  8 KB 

Current Consumption 19.7 mA 

Operating Voltage 3 V 

Micro-controller MSP430F2617 

 

3.1. Methodology for Evaluation of Ciphers 
 

In this section, we analyse the symmetric key based block ciphers with regard to the number of 

CPU cycles, energy and memory they consume if applied on Sky and Z1 Motes. The energy is 

calculated through following steps: 
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- Add the header file #include “energest.h" in a .c file of the considered cipher. 

 

- To get CPU cycles involved in the different ciphers, add “printf(“energy cpu: %lu", 

energest_type_time(ENERGEST_TYPE_CPU));" line in PROCESS_THREAD of the .c file. 

 

- To get the power consumption, the formula is: Power(mW) =  

 

Sky and Z1 motes have 20mA current value and 3V voltage. Therefore, CPU cycles received 

from running the code on Sky or Z1 motes, if multiplied with 60 will give the power consumption 

in Watts. When this value is multiplied with simulation time, it gives energy consumption in 

joules. For getting the number of CPU cycles involved in ciphers, we run each cipher separately 

and follow the steps as discussed. Fig. 4 shows the simulation result, when we run a TWINE 

cipher on a grid of 20 Sky motes. 

 

 
Fig. 4. Simulation of Twine80 Cipher with Sky Mote 

 

In order to obtain the memory (RAM, ROM) consumption, we use “size" command. Fig. 5 shows 

the use of size command. Here, .text column refers to the ROM consumption by different ciphers 

in bytes. The .data and .BSS columns show the RAM consumption. We run all the ciphers in the 

same manner on both Sky and Z1 motes respectively and the results are as shown in Tables 4 and 

5.  
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Fig. 5. Size command on Twine Cipher with Sky Mote 

 

4. SIMULATION RESULTS 

 
We can see from the Table 4 that, each cipher requires different amount of CPU cycles and RAM, 

ROM consumption in the grid network of 20 sky motes. The one that requires maximum number 

of CPU cycles is LED128 (11117) and the one that requires minimum number of CPU cycles is 

KLEIN64 (1401). The AES designed by contiki developers specifically for sky motes uses 

hardware acceleration that helps in reducing number of CPU cycles compared to publicly defined 

AES (from Table 4, we can see AES (Contiki) requires 1503 whereas AES (Public) requires 1582 

number of CPU cycles). SPECK (128 bits block and key size) cipher is designed specifically for 

resource constrained environments requires 1403 number of CPU cycles. 

 
Table 4.  Sky Mote: No. of CPU Cycles and RAM, ROM 

Cipher CPU Cycles RAM,ROM (bytes) 

AES (Contiki)  1503 49973 

AES (Public)  1582 51329 

HIGHT   1461 50093 

IDEA  2375 50151 

KLEIN64   1401 50719 

KLEIN96  1562 50763 

LBLOCK  1404 50555 

LED64  7819 50149 

LED128  11117 50133 

MIBS64  1559 50381 

MIBS80  1632 50947 

PRESENT_Size   4224 51187 

PRESENT_Speed  3715 51251 

PICCOLO80   1487 50055 

PICCOLO128   1512 50111 

SEA  1665 49923 

SIMON128  1808 50731 

SPECK128  1403 49995 

TWINE80  1668 49943 

TWINE128  1716 50137 
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Table 5.  Z1 Mote: No. of CPU Cycles and RAM, ROM 

Cipher CPU Cycles RAM,ROM (bytes) 

AES (Contiki)  633 49279 

AES (Public)  285 49131 

HIGHT   167 48409 

IDEA  643 48453 

KLEIN64   184 48995 

KLEIN96  262 49043 

LBLOCK  176 48479 

LED64  2899 48499 

LED128  4342 48483 

MIBS64  242 48421 

MIBS80  277 48631 

PRESENT_Size   1300 49021 

PRESENT_Speed  896 49043 

PICCOLO80   237 48383 

PICCOLO128   251 48451 

SEA  310 48319 

SIMON128  373 49079 

SPECK128  128 48347 

TWINE80  307 48333 

TWINE128  336 48531 

 
When we run all the ciphers on the Z1 mote, it takes a lesser number of CPU cycles as we can see 

from Table 5 (AES (pub) on sky mote takes 1582 CPU cycles, whereas on Z1 mote it takes 285 

CPU cycles). The AES code provided by contiki cooja developers is specifically designed for Sky 

mote by using hardware acceleration. Therefore, the RAM consumption of the same is lesser as 

shown in Table 4. The number of CPU cycles for Z1 motes is always lesser compared to Sky 

motes, as the configuration of Z1 mote is superior concerning the flash memory that can be used 

as either RAM or ROM. Therefore, the number of CPU cycles for running different ciphers is 

lesser for Z1 motes compared to Sky motes as shown in Tables 4 and 5. 

 

 
 

Fig 6. CPU Cycles 
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The comparison of the CPU cycles required by both the motes is as shown in Fig. 6. It shows that 

Z1 mote takes lesser number of CPU cycles as compared to Sky mote for all the ciphers. The 

comparison in terms of RAM and ROM consumption of both the motes is as shown in  Fig. 7. It 

shows that Z1 mote takes lesser amount of RAM, ROM consumption as compared to Sky mote in 

running all the ciphers. 

 

 
 

Fig 7. RAM, ROM 

 

5. CONCLUSIONS 

 
We analysed symmetric key based block ciphers on two different motes (sky and z1) in contiki 

cooja. This analysis concerning the number of CPU cycles and RAM, ROM consumption helps in 

deciding which cipher can be used for the secure data aggregation scheme in different scenarios. 

In the constrained scenario of sensor nodes, it is better to use lightweight ciphers such as HIGHT; 

KLEIN; PICCOLO; SIMON; SPECK or TWINE. The hardware accelerated AES cipher by 

contiki cooja uses minimum number of CPU cycles when we take Sky mote under consideration. 

Since speed is correlated with energy consumption, SPECK 128/128 is a better choice in energy 

critical applications as it produces energy efficient solution with an encryption cost of 1403 

cycles on Sky mote, or 128 cycles on Z1 mote. We have given a detailed analysis for one of the 

most significant cryptographic primitives for WSNs: Symmetric Key Block Cipher, by 

considering the performance parameters, storage and energy for a set of candidate lightweight 

ciphers. We are working on optimizing the AES cipher regarding speed (reducing the number of 

CPU cycles) and size (reducing the RAM, ROM consumption). This optimized version of AES 

will be hardware independent. i.e. it will not depend on the mote under consideration (E.g. sky or 

z1) and produce the optimal results. 
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ABSTRACT 

 

The use of smart mobile devices like tablets, smart phones and navigational gadgets provide 

most promising communication and better services to mobile users. Location Based Services 

(LBS) have become very common in recent years. Mobile users submit their location dependent 

queries to the untrusted LBS server to acquire a particular service. Ideally, user’s personal 

information such as location data is supposed to be protected while communicating to LBS and 

at the same time quality of service must be maintained. Therefore, there is a need to have a 

balanced trade-off between privacy and quality of service. To fulfil such trade-off, this paper 

proposes a solution that first forms the cloaking region at mobile device, perform perturbation 

to handle the problem of trusted third party and the anonymizer further anonymizes the location 

to remove the problem of enough users required to form the cloaking region. The proposed 

approach protects the location privacy of the user and also maintains the quality of service by 

selecting appropriate service to the particular user. The proposed algorithm provides two-level 

location protection to the user, and thus ensures smart mobility of the LBS user. 
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1. INTRODUCTION 

As mobile commerce is growing at a fast rate, there is a huge demand of location services by the 

mobile users. As a result, the user’s personal information is vulnerable to the privacy breach. 

Almost all location services demand exact location of the user to provide accurate services in 

return. Location based services (LBS) continue to grow with the maturity of the positioning 

technology like global positioning system (GPS) [1]. LBS can be initiated when a predefined 

event occurs, for e.g. occurrence of an event when a user approaches or leaves the point of 

interest (POI). Due to the frequent exchange of private information, effective mechanisms are 

needed for positioning management and protection of the location data. It is agreed that users of 

LBS demand to have complete control over their location data due to its high vulnerability to 

location privacy attacks [2]. Ideally, LBS provider must provide the features so that users can 

manage their location information and can decide with whom and under what conditions their 

private information can be disclosed. The user shares her location with location server to gain 

personalized services in return. These services include the discovery of POIs, beforehand traffic 

information, route assistance and the like. The shared private information can be misused if heard 

by an adversary. For instance, a user requests a list of highly specialized medical care providers 

informing about her medical condition to the service provider who may indirectly reveals user’s 
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medical condition and may misuse them later for some personal gains. The server processes the 

user’s query and returns a set of POIs back. Sometimes, there can be the case when an LBS server 

promotes a business and in return of few candidate results, it also offers coupons to the user 

against multiple queries sent as shown in Fig 1. The main drawback of such approach is that the 

server returns too much unnecessary POIs that leak our important information of the database.  

 

Fig 1: Query Processing Example 

 

Trusted Third Party (TTP) based LBS solution has a major disadvantage of single point of failure 

and can also be viewed as a single promising point of attack by an adversary. Privacy is at stake if 

an adversary somehow takes control of the third party. On the other hand, mobile based 

mechanisms face the problem of enough users to form cloaking region and introduces 

unnecessary delay till the required number of users are found in the region. This paper proposes a 

two-level privacy preserving approach that effectively deals with the mentioned issues of existing 

techniques and provides protected services to the user with optimum level of quality of service. 

We suggest that before sending the exact location, perturbation is applied to the nearby cluster 

region at client side in order to handle the trust issues of third party. In case of single point of 

failure i.e. when anonymizer fails; LBS server would not be able to identify the exact location of 

the user due to the perturbation applied at mobile device. The proposed algorithm provides two-

level location privacy protection to the user, and thus ensures smart mobility of the LBS user so 

that the user can freely move anywhere without any privacy breach apprehensions. 

2. LITERATURE REVIEW 
 

To handle the privacy concerns, two types of research exist in the literature. First, location 

cloaking based methods [3-8] and second, Private Information Retrieval (PIR) based techniques 

[9]. The information sent by the user (be it original or modified) should be under the control of 

the user who sent it [10].  Passive and Active are two different threats to the user privacy [10]. 

Schiller et al. [11] suggests the common architecture model of LBS with three different layers 

namely; positioning layer, a middleware layer and an application layer. Each layer has a 

dedicated responsibility in overall execution of the service.  

 

Numerous techniques are discussed to make communication with server. One of the techniques 

by Dewri et al. [12] proposes a location based query in the presence of privacy supportive LBS 

provider. In this scheme, the user sends the query to the LBS server, even though the user uses 

her geographic location in a generalized way. Authors in [7] have categorized the then existing 

privacy preservation techniques in a hierarchical manner. Author [13] discussed the use of TTP 

(often called as anonymizer) as an intermediate entity that plays a key role in protecting the user’s 

identity. Anonymizer’s main aim is to hide the users’ true real world identity by omitting (or 

modifying) the location information [14]. In the policy based scheme, the user sets the set of 

policies which is supposed to be followed by the service providers [13]. Due to dishonest 

behaviour of third party the methods that do not rely on trusted third parties are proposed [15-18]. 

In collaboration based method, the user do not discloses the exact location while sending a query. 
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The user makes changes in the location and broadcast it to her neighbours. In return, neighbours 

also send their modified location and centroid is calculated at user’s end. This centroid value 

along with the user query is then sent to the LBS provider [15]. Obfuscation based methods is the 

process of degrading the information quality of the user’s location. By using the imprecision 

method of obfuscation, one can easily degrade the information quality. In this method, the 

location space is modelled as a graph where vertices represent locations. The user sends the set of 

vertices instead of sending the single vertex of her own [16]. In Personal Information Retrieval 

(PIR) based method, the service provider cooperates with the user by following the PIR protocol, 

where the LBS provider answers the queries containing the location information [17]. Another 

relatively new approach called Privacy Enhancing Technologies (PETs) [18] restricts anonymity 

issues based on Trusted Computing Technologies results in a better privacy of user’s personal 

information. Privacy Enhanced Trusted location based services (PE- TLBS) [18] focus to 

implement a simple protocol in which the user authenticate the server, while preserving 

anonymity and avoiding the possibility of their personal information leakage. The concept of 

dummy nodes proposes the use of dummy locations with the real location to protect the location 

privacy of the node [19]. The quality of requested service degrades when the number of dummy 

node increases. 

 

Cloaking based approach [8][13][21] works well in protecting the user’s location but vulnerable 

to untrusted third party i.e. Anonymizer [14], which cloaks the user’s location and anonymize 

before sending to the service provider. Cloaking is the technique to blur the location of the node 

by including k-1 more nodes from the same location besides the target node [20]. In the concept 

of k-anonymity, locations of k users are cloaked together and all nodes in the cloak act as one of 

the possible sender of the query. Therefore, it becomes difficult for the third party to identify the 

actual user [21]. Research shows that constructing the cloak of user location does not ensure the 

absolute user privacy [22], however, [23] [24] propose another alternatives using TTP based and 

TTP free architectures.  

 

3. PROBLEM DESCRIPTION 
 
While cloaking the location, there is a problem of the number of users needed to form the cloak 

region and there may be circumstances when only single user is available for cloaking, which is 

surely not suitable to form the cloak. Our goal is to protect the user’s private location information 

from the untrusted third party (or anonymizer) and at the same time mitigating the problem of 

minimum number of users by using the anonymizer that anonymize the location information 

before sending to location service provider.  

 

3.1. Problem Formalization 
 
We focus on the privacy of the user in a two-dimensional location based services where a trusted 

third party cloaks the query; Q: < location, query string >. The mechanism is protected to a great 

extent in the setup of dishonest third party with the problem of enough users to compute the cloak 

region. 

 

4. PROPOSED ALGORITHM 
 

4.1. Algorithm Design 
 
In the proposed framework, cloaking region is used where the global cloaking region is split into 

local or sub cloak regions using clustering approach as shown in Fig 2. 
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Fig 2: Cloak Region Formation: a. Global Cloak region, b. Local cloak region   

 

The global cloak region with k users is shown in Fig 2a. The global cloak region splits into sub 

cloak regions as shown in Fig 2b. Dividing the global cloak region, say for k=12 users into local 

cloak regions for n=3; each sub local cloak region contains k’=k/n=4 users. Perturbation process 

is now applied to all regions before sending to the anonymizer that further anonymize the location 

information. Fig 3 presents the flow of proposed mechanism. 

 

Fig 3: Flow of Proposed Mechanism 
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Algorithm 1: 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm 1 shows the overall functioning of the proposed algorithm. Perturbation process (step 5 

of the Algorithm 1) and anonymization process (step 6 of the Algorithm 1) are described through 

Algorithm 2 and Algorithm 3 respectively. 

 

       Algorithm 2: Perturbation       Algorithm 3: Anonymization 

 

 

 

 

Terminologies used: 

• NUMIT, BIGNUM = Number of Iterations, Random Big 

number for minimum distance 

• Mean, distort= to store coordinates sum, distorted 

distance 

• numRows, numCols = Number of Rows in Input file, 

Number of Columns in Input file 

• numCent, newCent = Number of Centroid in Centroid 

file, new centroid after Iterations 

• pCent= Centroid after perturbation process 
1. Process Input File and Centroid File 

2. for(j=0 to numRows) 

for(k=o to numCols) 
mean[k]+=x[j][k]  // ∑ x and ∑ y coordinates  

3. for(k=0 to numCols) 

mean[k]/=numRows   //calculate mean value 
4. for (it=0 to NUMIT) 

set distort=0 ,count=0 

for(j=0 to numRows) 

set rmin=BIGNUM 

for(k=0 to numCent) set dist[j][k]=0 

 for(e=0 to numCols) 
Calculate squared Euclidean distance 

 END LOOP 

find Minimum Distance 

END LOOP 

distort += Minimum Distance, count++ 
END LOOP 

Re-estimate new centroid points, newCent 

END LOOP 
Assign number of input points to respective 

cloak 

 END LOOP   
5. Call Perturbation(newCent); 

6. Call Anonymization(pCent); 

7. END 
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5. EXAMPLE 

 
We have input file with coordinates {(0,2),(17,39),(10,57),(4,49),(82,31)} represented as P1, P2, 

P3, P4, and P5 respectively and a centroid file with coordinates {(90,10), (70,30), (50,50)} taken 

as C1, C2, C3 respectively. Let numRows be the number of rows in input file, numCols be the 

number of columns in input file and numCent be the number of centroid in centroid file. Here, 

numRows=5, numCols=2, and numCent=3. 

 

Calculating mean of the given input points gives;  

 

∑x= 0+17+10+4+82=113, ∑y= 2+39+57+49+31=178 

 

Therefore, mean coordinates are (∑x / numRows, ∑y / numCols) i.e. (22.600000, 35.599998). 

Now, calculate distance matrix of each input points from each centroid will be given as, 

 
Table 1: Distance Matrix between Centroid and Input Points 

 
Dist [0][0] = (0-90)

2
 + (2-10)

2 
= 8164 {Squared Euclidean Distance}, Dist [0][1] = (0-70)

2
 + (2-

30)2 = 5684, Dist [0][2] = (0-50)2 + (2-50)2 = 4804. Similarly, we find other distances from each 

input points forming the distance matrix as shown in Table 1. Now, assign input points to the 

nearest cluster with new centroids as; C1= (22.60, 35.60), C2= (82.00, 31.00), and C3= (7.75, 

36.75). Distinctly, C2 is assigned for {(82,31)} and C3 is assigned  for {(0,2), (17,39), (10,57), 

(4,49)}. After assigning clusters to each data point’s perturbation is applied on each cluster 

centroid. The new perturbed centroid C2 is for input point {(0,2), (17,39), (10,57), (4,49)} and C3 

is for {(82,31)}. Now, the perturbed centroid is further anonymized which resulted into the 

anonymized value used to contact to LBS server. 

 

6. EMPIRICAL EVALUATION 

 
6.1. Experimental Setup and Scenario 

 
We implemented the algorithm on Dev-C++ version 4.9.9.2 on Intel core 2 duo 2.2 GHz machine 

with 4GB of RAM. We consider two entities; McDonald’s and Library at five different locations. 

The selection of appropriate entity is based on the minimum distance between a particular Point 

of Interests (POIs) and entities. However, the result accuracy suffers as the number of user 

increases. 

 

6.2. Results 

 
The results of the proposed approach based on the number of iterations and number of POIs. The 

total computation time with respect to number of iterations and number of POIs are shown in 

Table 2 and Table 3 respectively. 
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Table 2: Time v/s Iterations,  Table 3: Time v/s POIs   

 

 
The above results show that as we increase the iterations, computation time of our approach 

increases. However, sometimes it depends on the number of processes running on the machine 

and may be different for different machines. It is observed that as number of POIs increases, the 

computation time also increases. Table 4 shows a brief comparison of our proposed approach 

with other existing approaches. 

 
Table 4: Comparison with other Existing Approaches  
 

    Accuracy 
Single Point of 

Failure 

Problem of 

enough users 
Privacy 

Mobile Device 

Based 
� � � � 

TTP Based � � � � 

Our Approach � � � � 

 

Fig 4 and Fig 5 shows the computational graph of proposed mechanism with respect to Number 

of Iterations and Number of POIs respectively. We now present how accurate the service is 

provided to the requestor based on the same nearest service entity selection. 

 

 
     Fig 4: Time vs. Iterations               Fig 5: Time vs. POIs 

 

Let’s consider, two requested entities are McDonald’s and Library with coordinates {(352.34, 

534.3), (131,179.5), (192,245), (240,870), (132,564)} and {(625,387), (952,133), (287,235), 

(152,120), (367,755) respectively. 

 

Now consider the input coordinates of five requesting entities i.e. P1, P2, P3, P4, and P5 

according to the range in degrees as given below; 

 

For 0-100:      {(10, 12), (70, 98), (22, 87), (44, 49), (82, 31)} 

For 100-200:  {(110, 112), (170, 198), (122, 187), (144, 149), (182, 131)} 

For 200-300:  {(210, 212), (270, 298), (222, 287), (244, 249), (282, 231)} 

For 300-400:  {(310, 312), (370, 398), (322, 387), (344, 349), (382, 331)} 

For 400-500:  {(410, 412), (470, 498), (422, 487), (444, 449), (482, 431)} 

 

Properties 

Approaches 
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Table 5: Nearest Entity Selection Table 

 
We also check if the above points assigned to the nearest service entity for both McDonald’s and 

Library. Table 5 shows that which nearest service entity is selected for a particular input 

coordinate. For instance, P3 is assigned to both McDonald’s and Library. Table 5 also shows how 

the same nearest service entity assigned to a particular requesting entity.  

 
`  

 

 

 

 

 

 

 

 

 

 

 

Fig 6: Nearest Entity Selection Comparison 

 

The graph in Fig 6 shows that our approach selects same entity (McDonald’s and Library) as it is 

selected by the original input coordinates which favours the accuracy of our approach and also 

provides better quality of services by selecting nearest entity in the range. 

 

7. ANALYSIS 

 
7.1. Privacy  
 

Our approach is free from the issues of single point of attack and enough number of users as first 

problem is removed by sending the perturbed location to the trusted third party and second 

problem is handled by using the anonymizer which further anonymizes the location information 

by adding random users. 

 

7.2. QoS 
 
It depends on the number of users forming the cloak region. Accuracy degrades as the number of 

users increase i.e. k users forming the cloak achieve relatively more accurate service as compared 

to k+1 users. 

 

7.3. Communication Cost 
 
If K is the number of clusters or cloak regions, N represents number of users in each cluster, and 

M is the message size then,  

 

• Communication rounds = 4(K+1) //in general and 2(K) //if anonymizer fails 

• Message size = (K+M) 

• Communication Message = 4(K(M)) //in general and 2(K(M)) //if anonymizer fails 
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7.3. Computation Cost 
 
In our proposed approach, time complexity can be described as O(i*m*c*n). For perturbation and 

anonymization processes, the complexity is O(c) and O(m) respectively. Therefore, overall 

complexity of the algorithm is given as O(i*m*c*n). Where m, n represents number of rows and 

columns in the input file of location coordinates, i represent number of iterations, and c is the 

number of centroid in centroid file.  

 

8. CONCLUSIONS 
 
Cloaking based approaches are successful in protecting the privacy of users to some extent but 

there is a trade-off between the privacy and retrieved information accuracy while accessing a 

particular service. In order to improve the trade-off, we proposed a two-level smart privacy 

cloaking mechanism in which a global cloak region is divided into local regions at mobile device. 

After location perturbation, the location is sent to the trusted third party that brings the removal of 

the problem of single promising point of attack. Now, the anonymizer further anonymizes the 

perturbed location to handle the problem of enough users required to form the cloaking region. 

The proposed algorithm provides two-level location protection to the user, and thus ensures smart 

mobility of the LBS user so that the user can freely move anywhere without any privacy breach 

apprehensions. The mechanism also works well to satisfy service accuracy need of the user. Our 

approach is applicable for two dimensional regions and can be extended further to three 

dimensions; hence can provide better accuracy by covering all the scattered point of interests 

along with z direction.  
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ABSTRACT 

 

Medical imaging is one of the most attractive topics of image processing and understanding 

research fields due to the similarity between the captured body organs colors. Most medical 

images come in grayscale with low contrast gray values; which makes it a challenge to 

discriminate between the region of interest (ROI) and the background (BG) parts. Pseudo-

coloring is one of the solutions to enhance the visual appeal of medical images, most literature 

works suggest RGB-base color palettes. In this paper, pseudo-coloring methods of different 

medical imaging works are investigated and a highly discriminative colorization method is 

proposed. The proposed colorization method employs HSV/HSI color models to generate the 

desired color scale. Experiments have been performed on different medical images and different 

assessment methods have been utilized. The results show that the proposed methodology could 

clearly discriminate between near grayscale organs especially in case of tumor existence. 

Comparisons with other literary works were performed and the results are promising. 

 

KEYWORDS 

 

Medical imaging, pseudo-coloring, colorization, HSV 

 

1. INTRODUCTION 

 
Medical images not only represent structural appearance information, they are also capable of 

examining complex and sophisticated internal biological processes. Medical imaging contributes 

to many disease diagnoses and also plays an important role in understanding the human anatomy 

which guides surgical assistance during the procedure. 

 

Medical Imaging has various modalities and applications. X-ray, CT, MRI, Ultrasound, 

Mammogram, Nuclear Medicine, PET, Ultrasound, and Thermal imaging are some of the famous 

imaging technologies [1, 2]. Each of which has its suitable applications and features and exports 

gray shades images which usually come in low contrast intensities. 

 

Digital image can be represented in different formats; 1) Grayscale (8-bits/pixel), 2) True Color 

(24 bits/pixel) and 3) Indexed (8-bits/pixel index image + Color Map) [3]. Medical images 

usually come in grayscale which has only 256 gray shades variations. While most image 

understanding researchers prefer to deal with color images instead of grayscale, as the color 

variations exceed 16 million degrees of colors. 
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For some imaging technologies, a pseudo-coloring system may be embedded in the imaging 

device. Pseudo-Coloring gives non-real colors to the grayscale image by converting it to an 

indexed image with a fixed color map. Generating the color map is the main contribution in this 

field of research. 

 

There are two approaches for medical images colorization in the literature; semi-automatic 

(interactive) pseudo-coloring [1] and automatic (non-interactive) pseudo-coloring [4-10]. 

 

In this paper, we are concerned with automatic medical images pseudo-coloring. The rest of this 

paper is organized as follows, Section 2 presents automatic medical colorization literature review. 

The proposed colorization method is presented in Section 3 in details. Section 4 presents the 

experimental results and a comparative study of the proposed method and other different 

methods. Finally, Section 5 concludes this paper. 

 

2. LITERATURE REVIEW 

 
L. H. Juang and M. N. Wub [4] used color-converted segmentation with K-means clustering 

technique for Brain MRI tumor objects colorization and tracking. Starting with a gray image, the 

original image was segmented by k-means and mapped colors to the segments by using color-

convert which starts by R, G, B then mapped to a single index value. Compare between Otsu 

segmentation results and claim 96% accuracy and 10 minutes processing time! 

 

M. d. C. V. Hernández et. al. [5] used image fusion between T2W and FLAIR images for 

differentiating normal and abnormal brain tissue, including white matter lesions (WMLs). They 

modulated two 1.5T MR sequences in the red/green color space and calculated the tissue volumes 

using minimum variance quantization. M. Attique et. al. [6] also used image fusion for brain MRI 

images. They utilized Single slice of T2-weighted (T2) brain MR images using two methods; (i) 

A novel colorization method to underscore the variability in brain MR images, indicative of the 

underlying physical density of bio-tissue, (ii) A segmentation method to characterize gray brain 

MR images. 

 

M. Martinez et. al. [7] proposed their color map for CT Liver images, the ROI is selected 

manually. Each grayscale pixel was assigned a color value (R, G, B) based on a generated color 

map. A color scheme was developed where the lowest tissue density value was colored red, 

blending towards green as the tissue density value increases and continued to blend from green to 

blue for the next range of increasing tissue densities. An associated segmentation process is then 

tailored to utilize this color data. It is shown that colorization significantly decreases 

segmentation time. M. E. Tavakol et. al [8] applied their proposed colorization system on 

Thermal Infrared Breast Images. Lab color model is considered. Two color segmentation 

techniques, K-means and fuzzy c-means for color segmentation of infrared (IR) breast images are 

modelled and compared. 

 

Z. Zahedi et. al [9] proposed their colorization system for breast thermal images as a nonlinear 

function transforms for pseudo-coloring of infrared breast images based on physiological 

properties of the human eye. N. S. Aghdam et. al [10] proposed four pseudo-coloring algorithms 

for breast thermal images. The first two algorithms are in HSI color space and the other two are in 

CIE L*a*b*. 
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3. PROPOSED COLORIZATION SCHEME 
 

The proposed colorization system is based on HSV/HSI color models where any RGB color triple 

value can be expressed in terms of Hue (H) Saturation (S) and Intensity (I or value V). Since the 

grayscale image has only intensity component and has no hue or saturation values [3], our system 

is based on generating suitable hue and saturation values for each intensity level. Figure 1 

presents the main block diagram of the proposed system. 

 

3.1. Intensity Component Generation 
 

In order to generate a carefully designed pseudo-color coding which could preserve all the 

information of grayscale images and does not generate any distortion in the image, the grayscale 

image is loaded and saved as the intensity component for the output image. 

 
I = G                                                                                          (1) 

 

, where L is the Intensity component in HSV/HIS image and G is the gray image. 

 

3.2. Hue Component Generation 
 

Since the gray image has different gray shades which reflect different medical meanings, it’s 

suggested to use the same varieties for the domain color of each region. Human vision can 

discriminate between the main Rainbow colors; red, orange, yellow, green, cyan, blue and 

magenta, which can be generated by Hue component. Hue component reflects the dominant color 

of the pixel. Here, we studied 3 strategies of generation the Hue component. 

 

A. Equal to Intensity (EI) 

 

In this strategy, Hue is set to the same value of Intensity (2). That makes the shades vary from red 

to magenta for the gray shades from black to white respectively. For some medical images, the 

ROI gray shades are in light areas with very close values. By using this strategy the colors of ROI 

may come in red and magenta which may not be discriminative enough. 

 
HEI = G                                                                                         (2) 

 

B. Complement of Intensity (CI) 
 

In this strategy, Hue is set to the Intensity complement value (3). That makes the shades vary 

from red to magenta for the gray shades from white to black respectively 
 

HCI = 1 – G                                                                                    (3) 

 

C. Stretched Inverted Intensity (SI) 
 

Since the gray levels of medical images are very close, a stretched grayscale image has been 

generated by contrast stretching function (4). The aim of stretching function is to generate wider 

color space than the limited gray levels in the source gray image 

 



84 Computer Science & Information Technology (CS & IT) 

 
 

, where G is the input gray image. The parameters a and b are the minimum gray level and the 

maximum gray level in the input image, while c and d are the minimum gray level and the 

maximum gray level in the desired image respectively. 
 

 
 

Figure 1. Proposed colorization system 

 

3.3. Saturation Component Generation 
 

For the Saturation component, the original gray image is used again to generate the suitable 

saturation. Since it is important to see the organs in full clear color, while neglecting the 

background, an adaptive thresholding [3] has been used to generate a binary image of black 

background pixels and white foreground pixels (5). 
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The complete process can be illustrated mathematically by (6). 

 

 
 

There is a little difference between HSV and HSI color models; where the pure colors of full 

saturation are at the top of HSV while they are in the middle at the HSI. In our proposed system, 

both models are used considering the same transformations (6). Finally, the final RGB color 

image is generated after the well-known HSV/HSL to RGB conversion [3]. 

 

4. EXPERIMENTAL RESULTS 
 

The proposed system has been implemented in MatlabR2013 on 8G-RAM 64bit-OS Windows 8 

machine and different medical imaging modalities have been used for testing. A comparison 

between the proposed coloring system and other systems has been made with regard to different 

assessment methods. 

 

4.1. Subjective Assessment 
 

Subjective assessment methods are utilized to perform the task of assessing visual quality to the 

human subjects. This section presents the visual results of the proposed system as well as 

different literature methods [7-10]. Figure 2.a presents a grayscale image that presents the 256 

shades of gray and the color palettes for the methods of [7-10] compared to the proposed method 

with 6 strategies; (3 for HSV and 3 for HSL). In this example, the saturation threshold has been 

set to 0.1 for illustration. Figure 3 presents more visual results for different types of medical 

imaging; Brain MRI, Breast Thermal, Liver CT, and Bone MRI. Generally, it seems that our 

proposed system could successfully discriminate between the background and the foreground, 

since it gave colors only to the desired imaged organs. It appears that it gives more details to the 

images by giving a lot of color verities from hot (red) to cold (blue). 

 

Mean Opinion Score (MOS) [11] is a subjective measure that can be presented in numbers. It 

measures the users’ satisfaction with the visual results. It is calculated by averaging the results of 

a set of subjective test that gives a score to the results image from 1 (bad) to 5 (Excellent). The 

mean rate of a group of observers who join the evaluation is usually computed by the following 

equation: 

 

 
 

, where g is grade and p(g) is grade probability. We have performed the MOS test using an online 

test. 60 volunteers have rated the different 12 methods we presented in this paper by giving them 

rates from 1 to 5. The obtained MOS is presented in Figure 4. 
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Figure 2. (a) 256 shaded gray palette (b-g) Color Palettes of [7-10] methods and (h-m) the proposed color 

palette with 6 strategies. 
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Figure 3. (a) Original medical gray image (b-e) Visual comparison between literature methods [7-10] and 

(f-k) the proposed colorization method with 6 strategies 

 

 
 

Figure 4. MOS for methods in [7-10] and the proposed color palettes 

 

4.2. Objective Assessment 
 

It’s difficult to find the best objective metric to evaluate gray to color images conversion since no 

reference color image is provided. MSE (8) and PSNR (9) are widely known objective quality 

assessment methods for image enhancement. Since they measure the difference between two 

images in the same color space, it makes no meaning to get the MSE between a gray image and a 

colored one. Some works consider the MSE as an objective assessment method to their 

colorization methods by either getting the MSE between the original color image and the 

recolored one or to convert the gray image into RGB image with equal R, G and B values and 

calculate the difference between the gray RGB image and the colored one. In the latter case, it 

seems the higher the MSE, the higher the distance between color and gray values, the best the 

colorization result is. 
 

 
 

, where G is the gray image with 3 channels; R, G and B, and Cl is the colored image in RGB 

space. 
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Normalized Color Difference (NCD) [3] [12] is another objective measure was used by some 

researchers. NCD represents the distances between colors in a given color space (Usually Lab 

color space). The larger the NCD, the worse the image quality is. The NCD indicator is calculated 

using the following formula: 

 

 
 

, were Gq and Clq are the gray and the colored images with q channel (in Lab space). 

 

Structure Similarity Metric (SSIM) [13, 14] is another objective measure that was proposed based 

on the human visual system. SSIM reflects how the colorization process affects the structure of 

the image. Popowicz [15] improved the SSIM by adding a color comparison to the criteria of the 

grayscale SSIM. Since the SSIM is defined only for grayscale images, it can be adapted for color 

image colorization by calculating the SSIM for every single color channel independently, then 

calculating the mean. When taking into consideration decorrelated color spaces, where the 

channels are orthogonal, we may assess the quality with the root of the sum of squared SSIM 

results obtained for each channel. The detailed Mean SSIM (MSSIM) could be found in [15]. 

 

In this work, MSE, PSNR, NCD, and SSIM measures have been calculated for works in [7-10] as 

well as the proposed method. Table 1 presents the objectives measures calculated for the 

proposed palette as well as the methods in [7-10]. As discussed before, MSE and PSNR give 

different meaning when it comes to colorization. As it is extremely sensitive to the offsets in 

color or luminance channels. It is possible that, although the visual impression of the image does 

not change, the PSNR value may be much lower, indicating the poor quality. From the table, it 

seems the proposed palettes have high MSE and low PSNR. Since NCD is the most suitable 

measure for colorization procedures assessment [15] it is considered for assessing the 12 

methods. The lower the NCD, the better the image quality. Since our proposed system keeps the 

luminance channel untouched, it’s expected to have high MSSIM index. As the MSSIM could be 

presented as a grayscale image, Figure 5 presents the MSSIM for the Brain MRI image from our 

test set (Figure 3). 

 

5. CONCLUSION 

 
In this paper, we propose HSV/HSL pseudo-coloring schema for medical images. We have 

proposed 6 strategies based on the basic proposed structure. The proposed strategies vary in 

colors range (from red to blue and magenta or vice versa). Using HSV/HSL models enable giving 

rainbow colors to the gray shades either in the same order or with an inverse order. We 

recommend using the same gray image as Intensity for keeping the same structure of the image as 

well as the original intensity information. The recommended binary Saturation channel gives 

clear pure colors to the captured organs while neglecting the black background here what 

enhances the visual appeal of the images. Also, it increases the color difference between the 

original grayscale image (where saturation is set to 0) and the colored image (where the saturation 

is set to 1). For Hue component generation, three strategies have been suggested; Equal to 

Intensity (EI), Complement of Intensity (CI) and Stretched Inverted Intensity (SI). Hue contrast 

stretching has been recommended for giving more colors to a smaller range of gray shades. 

Subjective and objective testing has been performed showing that the proposed system has high 
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MOS and SSIM, and low NCD. We can conclude that using HSV/HSB color models in medical 

images is a good choice subjectively and objectively. 

 
Table. 1. Objective measures for literature palettes [7-10] and the proposed palettes 

 

 
 

 
 

Figure 5. (a-f) MSSIM for Color Palettes of [7-10] methods and (g-l) MSSIM for the proposed color 

palettes. 
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ABSTRACT 

 

Data warehouse systems provide a great way to centralize and converge all data of an 

organization in order to facilitating access to the huge amounts of information, analysing and 

decision making. Actually, the conceptual data-models of data warehouses does not take into 

account the semantic dimension of information. However, the semantic of data models 

constitute an important indicator to help users to finds its way in any applications that use the 

data warehouse. In this study, we will tackle this problem trough using ontologies and semantic 

web techniques to integrate and model information. The contributions of this paper are an 

ontology for the field of grain trade and a semantic data warehouse which uses the ontology as 

a conceptual data-model. 
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1. INTRODUCTION 
 
HAROPA Port of Rouen has a leading position in France with around 50% market share of wheat 

exported by sea and 44% on barley. According to the highly dependent campaigns of the 

production and the meteorological conditions, the grain traffic represents in tonnage between 25% 

and 30% of the traffics of Rouen. 

 

HAROPA port of Rouen benefits from the proximity of a market of 22 million consumers in a 

radius of 200kms. The expertise in transport, handling and logistics of its operators, combined 

with its geographical location, explain its strategic interest for all types of goods. It is mainly 

known for the export of cereals. 

 

With the aim of consolidating HAROPA's leadership as a major European port for the export of 

cereals and to strengthen its competitiveness and to capture new markets for the actors of the 

cereals sector of the Seine axis, we have participated in a study which led us to work on an 

ontology dealing with the grain trade. 

 

Nowadays, organization’s data sources are scattered across multiple systems, not necessarily 

compatible. These data sources are designed to be effective for the functions on which they are 

specialized. They are of- ten unstructured for analysis and designed with the primary objective of 

preserving information. As critical business information has to be served with a fast response time 

and well structured for decision making. The data warehouse aims to aggregate and enhance data 

from different sources to allow the user to get access easily, quickly and ergonomically to the 
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information. The process of implementing a data warehouse is a very complex task that pushes 

designers to acquire wide knowledge of the domain, thus requiring a high level of expertise. The 

design of the conceptual model is the key step of the process of designing data warehouses. This 

model is the basis for the implementation of the data warehouse. The conceptual model of a data 

warehouses is generally [1,2,3] represented by a standard 3NF data model, star models, snowflake 

model, or constellation model. These models prescribes the information to be represented in a 

database stored on a physical medium. These data models are only powerful at the structural level 

and lack the ability to specify the semantic relations contained in complex data for modelling and 

analysis. To tackle this problem, we will use ontologies to facilitate the integration of 

heterogeneous data sources by resolving semantic heterogeneity between them [4,5,6]. The main 

advantages of using ontologies is to define the semantic vocabulary of data and to obtain implicit 

knowledge thanks to performing reasoning on it. 

 

The remaining part of the paper is structured as follows: section 2 introduces the industrial case 

study including and describes the engineering process performed to develop our ontology. Section 

3 presents some of the content of our ontology. Section 4 describes the architecture of our 

proposed model for the data warehouse, and summarizes implementation we have conducted. 

Section 5 summarizes the work and draws conclusions. 

 

2. THE CONTEXT OF THE STUDY AND THE GENERAL APPROACH 
 
The case study presented in this paper is based on an industrial research and development project. 

The goals of this study is to design a reference ontology for representing information on the grain 

trade activity at the port of Rouen. This ontology will serve as a data model for a data warehouse 

containing information collected as part of an R&D project. There are many reasons for us to 

adopt the choice of implementing a data warehouse: 

 

1. Centralize and converge all types of data collected from several for- mats (reports, 

databases, Excel files, etc.) to semantic data interlinked in order is facilitate access to 

information, analysis and decision making. 

 

2. Allows a balanced perspective of the organizations. Indeed, insofar as each relevant 

indicator (for example juridical) is directly or indirectly correlated to another (for 

example economic), it affects directly or indirectly its objectives. 

 

3. Saves time and money. In fact, users can quickly access data from a huge number of 

sources (all in one place). So, they can quickly make the best decisions. 

 

4. Improves the quality and consistency of data. As its implementation includes the 

conversion of data from many sources in a common format. So we can have more 

confidence in the accuracy of such data. 

 

5. Provides historical information. Indeed, it can store large amounts of historical data so we 

can analyse the different periods and temporal trends in order to make predictions. 

 

2.1. The General Approach 
 
Figure 1 shows an overview of our approach. The first step in the design of a data model of the 

warehouse. Once the model is developed and validated, the second phase begins. It consists on 

the creation of the data warehouse as a dataset (RDF [7] database). The third and final step in the 

population of the data warehouse. It takes place in several steps and constitute the data migration 
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phase after they have undergone selection and reformatting operations in order to be 

homogenized. 

 

This phase is an important step insofar as it is estimated at about 60 per cent of the 

implementation time of the warehouse. We have identified several types of data sources to 

populate the warehouse. For each type of data we have implemented integrators and, for the 

interaction between users and the data warehouse, we developed web interfaces for navigation 

and update. 

 

Figure 1.  Overview of the approach 

 

3. OVERVIEW OF THE ONTOLOGICAL MODEL 

 
This starting point of the process of the ontology development is to define its domain and scope. 

In our case, the domain and scope of the ontology is the grain trade activity at the port of Rouen. 

The process for developing our ontology follows an iterative and incremental approach [8,9]. We 

have followed the following steps: 

 

Step 1: Creating a conceptual data model that identifies and structure the basic concepts 

implemented by our ontology. The task of Conceptual Modelling plays a crucial role in the 

process of our ontology development. Conceptual models translate and specify the main data 

requirements in an abstract representation about our domain. 

 

Step 2: Identifying pre-existing RDF or OWL schemas which propose classes and properties 

equivalent to those identified in the previous step to expand and/or refine them. Reusing existing 

ontologies, may even be a requirement if our data warehouse needs to interact with other 

applications already use specific ontologies or controlled vocabularies. 

 

Step 3: Enriching the ontology by adding features to certain relation-ships, such as the fact that a 

property is transitive, reflexive, symmetric, etc. 

 

During the design of this ontology, we have strived apply the commonly recommended 

techniques in the Community [10]. For instance, the definition for each object property a reverse 

property thus facilitating the manipulations and aligning our ontology with other reference 

ontologies (such as the FOAF Ontology [11])). Also, we opted for reusing only terms we need 

from external ontologies, without importing them explicitly. Finally, our ontology has been 

described in OWL2, we have taken advantage of possibilities of this language in terms of 

expressiveness [12]. In particular, we defined chains of properties to infer new relationships 

without recourse to a language dedicated to the expression rules. 
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3.1. Overview of the Ontological Model 

The model we have designed includes all information relating to the activity of grain trading at 

the port of Rouen. It represents graphically the entities, the various actors and contractual 

relations between them (Sale, Rent, Fobbing, etc.). In the remainder of this article, each part of 

our ontology is presented as an UML class diagram where: 

 

• UML classes are OWL classes. 

• UML class attributes represent OWL data properties (data types have been added to not 

to complicate the presentation). 

• Association relationships between OWL classes represent OWL object properties. 

• Each identifier is prefixed by a domain name. Only those prefixed by (realgrain) are 

actually introduced in our ontology and he others are reused from other ontologies. 

 

To be readable, our ontological model is divided into three parts: the actors, the different types of 

contracts and the various kinds of sale contracts. 

 

3.1.1. Representation of Actors 

 
This section describes the different information describing people, organizations and 

infrastructure involved in the export of grain field, the nature of that involvement and the se- 

mantic relationships between them. Figure 2 shows the class diagram of this first part of the 

ontology. For instance, considering the example of a Silo which is a structure used to store the 

grain before its shipments to final clients. The Silo class defined in our ontology is a subclass of  

 
Figure 2.  Actors 
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Figure 3.  Contracts 

 

Figure 4.  Example of an INCOGRAIN Contract 
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the foaf:Organization class defined in the FOAF ontology [11]. We have introduced and reused 

some data properties describe relationships between instances (individuals) and data values. We 

have also introduced and reused some Object properties to describe relationships between two 

instances (individuals). They link individuals from a domain to individuals a range. For example: 

• foaf:name: is a data property reused from the FOAF ontology to represent the name of the 

organization. 

• realgrain:capacity: is data property introduced to represent storage capacity of the Silo. 

• vcard:adr: is an object property reused from the Vcard ontology to link the postal address 

to an information contact. 

• realgrain:is-reached-by is an object property introduced to represent the different kinds of 

transportation modalities to reach the Silo. 

3.1.2. Contracts 

This section describes the different contracts, the information which contains and semantic 

relationships between them. Figure 3 shows the class diagram of the second part of ontology, and 

the hierarchical relationships between the different classes. Considering the example of sale 

contracts. For export sales of French cereals, buyers and sellers use standard contracts of purchase 

and sale. There are mainly two kinds of contracts GAFTA and INCOGRAIN which facilitate 

transactions and reduce sources of disputes between buyers and sellers. The choice of one of them 

determines the place of arbitration (Paris and London), the language of the proceedings (French 

or English) and applicable law (French or Anglo-Saxon). For The INCOGRAIN, there are twelve 

contract type available in several languages. Each contract is identified by a number which 

determine the client, the seller, the mode of transportation used for bringing the grain, etc. 

3.1.3. Sales Contracts 

For international sales of cereals from the port of Rouen, there are two agreement models of 

contracts CAF and FOB. The main difference between an FOB and a CAF agreement is the point 

at which responsibility and liability transfer from seller to buyer. With a FOB shipment, this 

occurs when the shipment reaches the port or other facility designated as the point of origin. With 

a CAF agreement, the seller pays costs and assumes liability until the grain reach the port of 

destination chosen by the buyer. Figure 4 shows the class diagram of the standard contract 

INCOGRAIN-13 and semantic relationships between different actors. 

 

4. SYSTEM ARCHITECTURE AND IMPLEMENTATION 

 
Figure 5 shows the general architecture of the system. It includes four basic elements: 

 

1. An RDF database (triple store), for RDF triples data storage that relate objects among 

them through the SPARQL query language [13]. Today, there is a list of implementations 

that provide the RDF triple store functionalities, including Apache Jena, Virtuoso, 

Owlim, Neo4J, GraphDB, Opengraph, etc. Based on the results of qualitative and 

quantitative study of existing RDF stores [14], we opted for the use of Apache Jena TDB 

[15], which is an open source framework (based on Java) for creating semantic web 

oriented applications. 

 

2. A SPARQL endpoint [16], which allows applications to query information from the triple 

store using the SPARQL query language. The solution adopted to implement the 
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SPARQL endpoint is the free software Jena Fuseki [17,6]. This solution offers external 

applications the possibility of exploiting our data triple store by questioning directly the 

deposit trough SPARQL queries or even to combine it with other triple stores. Fuseki also 

offers two ways to interact with the user from a web application via an HTTP or with 

application programming interface (API). Our SPARQL endpoint provides an intuitive 

interface to write the SPARQL query and to select the formats of the results (JSon, XML, 

CSV, etc). 

 

3. A Java Web application deployed on a WildFly application server [18] (a set of Servlets 

and JSP pages) has been developed to provide a simple way to view modify and enrich 

the data warehouse. The web interface offers two levels of navigation (conceptual level: 

General view of the model, instance level: details of the instances). 

 

4. A set of transformation tools (called integrators) allowing to automatically convert data 

(databases, Excel files, etc.) to RDF triples (complying with the ontology previously 

defined). 

 

Figure 5.  Detailed Architecture 

5. CONCLUSIONS 
 
This work has shown how the use of Semantic Web technologies could greatly improve the 

design of semantic data warehouses and facilitate the integration of data semantics by giving a 

formal semantics to data elements. Firstly, we have proposed a domain ontology which has given 

a semantic representation to all data related to the activity of grain trade. This ontology has been 

designed by applying the best practices proposed in [10]. Then, we have developed integrators 

enabling to automatically map data collected from several formats to RDF triples. Finally, a 

SPARQL endpoint has been proposed to provides access to the data warehouses. In the future, we 

plan to enrich our data warehouse with external sources available on open data platforms and to 
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take advantage of the power of reasoning engines from Web Semantic technologies to manage 

smartly the content. 
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ABSTRACT 

 
This paper highlights a work under development on a regional competitiveness project. We 

report on a multi-lateral, multi-scale perspective for building cooperative relationships that 

enhance competitiveness Regionally. The approach mimics a System of Systems methodology 

whereby entity relationships are captured and defined along several dimensions involving 

multiple constituents and multiple domain concerns. We build a serious game that is a 

distributed business simulator to approach the prototyping of this crossroads between supply 

chain management, geographical economics and information systems. 
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1. INTRODUCTION 

 

In order to optimize the goods flows along the Seine River in France and to promote the 

territories, we need to find solutions to the current lack of quantified data but also the knowledge 

on the stakeholders' practices of the supply chain. In another hand a territory can be observed 

such as an autonomous system [1] that interacts with other territories with respect to some rules. 

An approach through systems of systems will be considered and used such as a serious game [2]. 

 

Some territories can differentiate themselves through a successful organization in spite of a good 

transport network. Logistics, thanks to infrastructure and organization, is connected to the spatial 

organization of the supply and distribution chain as expressed by [3]. The logistics performance is 

on the base of the territories competitiveness by the effect of the mutual interactions between 

logistics and territory. We need to prove that logistic performance boosts the territories 

competitiveness. To do it, we can choice the Seine axis territory because we have politicians who 

want to revitalize the collaboration between the economic actors of Paris, Rouen and Le Havre 

for the same aim: the improvement of the territory competitiveness and its sub-territories. 

 

Our approach concerns the territorial competitiveness through the infrastructures development in 

particular of transport/logistics. In France and Europe, the extension of freight transportation 

networks will be limited in the near future due to important investments in their development 
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these last years. In socio-economics of transport, infrastructures and associated services are close. 

Indeed, the analysis of infrastructures allows obtaining qualitative data on freight transportation 

services. But we need to understand the organization around this infrastructure, organization that 

helps fulfil the exchange of goods. 

 

This paper occupies a crossroads between supply chain management, geographical economics 

and information systems. Indeed, to respond to this problem, we need to understand why and how 

the complex networks notion of interaction is effective to elaborate models and simulations 

leading to an "intelligent" territory management. A first approach of this work appears in [2]. In 

the following we will discuss logistics and the economic development of territories. Then we 

present our approach to regional competitiveness through adaptive system of systems (SoS). We 

consider the economic infrastructure of a region as a global system-of-systems, economic sectors 

as groups and companies as systems. There are relations of dependencies between enterprises. We 

hint by economic infrastructure the internal facilities of a territory that ease business activity, such 

as communication, transportation, distribution networks and markets. We have been inspired by 

such approach and used a distributed serious game for the prototyping of a territory dynamics. 

 

2. METHODOLOGICAL APPROACH 

 

We have two approaches to study the relationship between logistics and the economic 

development of territories: 

 

• An approach by territories when analysing the infrastructures that are the existing 

organizations, 

 

• An approach by the interactions between all the supply chain stakeholders, all involved in 

a search for global territory performance. 

 

The inland logistics is the most complex and the most important part of the whole supply chain. It 

is complex because supply chains develop in a moving of the spatial scales [4], in a wanted 

services sophistication (just in time, requirements of distribution networks), in an unstable spatial 

competition (off shoring and back shoring of firms) and in more complex environmental 

requirements. 

 

The logistic activity is the physical and organizational continuation of the freight transport as 

presented by [5]. It materializes by a conurbation on a territory (agglomeration of logistic 

companies around a hub, idem for the information flows, etc.). The spatial agglomeration of 

transport and logistics activities is a reality in the harbour area such as those along the Seine axis. 

We shall thus develop our work on the evolution around the optimization of the logics of spatial 

setting-up of the logistic and distributive activities. We will analyse some types of products to 

understand if specificities exist as for the localization criteria of their activities. We shall focus on 

some types of products to analyse them in order to understand the relation customer-supplier and 

the impacts on the supply chain. In the Seine axis territory, we will work with manufacturers to 

analyse their development strategy and their relation between logistics and territory 

 

Thanks to the analysis of the supply chain stakeholders' knowledge on a territory, we supply 

information to build and study systems of systems. Given the limits of calculation and 

engineering, the approach by the systems reliability can help to surmount these difficulties.  

 

The architecture of the system-of-systems is modelled as a directed and operational network. The 

nodes represent either the component systems or a capability that needs to be acquired. 

Correspondingly, the links represent the dependencies of the operability between the systems or 
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between the capabilities. The reliability of a system-of-systems can be evaluated through the 

estimation of the impact of interoperability barriers in addition to the exchange inefficiency. 

Further analysis can be executed to assess the benefits of adding or removing systems. 

 

3. SYSTEM ENGINEERING CONSIDERATIONS 

 

We will deal with a multidisciplinary approach specifically suited to the context of transport and 

logistics. 

 

By the very nature of the industry, a multidisciplinary approach that also considers the economic 

and legal dimensions of this problem is appropriate and fundamental to understand the studied 

phenomenon. So certain aspects of study require legal and economic reflections, and the 

integration of contributions from other disciplines (such as management, economy, tax system, 

competition, etc.) as well as understanding the legal requirements in transport, environment and 

customs, etc. Hence a multi-disciplinary approach will allow us to integrate several of these 

variable factors that impact the effective structure of such a complex system as presented in [6]. 

 

We can regard the core problem as the complex control of a complex system. The substratum, 

one region with a measure of autonomy, etc.) is a field where occurs an interconnected web of 

activities which gives rise to the production of multiple informative exchanges. It is also the place 

where diverse rules can be applied (economic, legal, etc.). 

 

Diverse participants act within the framework of these rules but for their own needs and with 

rooms for manoeuvre. We are not studying this as a complex natural system, such as those 

governed by laws of the physics, and subjected to certain disturbances. In contrast, we consider a 

frame of reference where the entities have the freedom to act upon their own account and can be 

in outright conflict with other participants in the system (for resources for example). 

 

To simplify, it operates within this context of a living system that has to remain alive reaching a 

certain balance. The system is in continual evolution with respect to certain rules that are 

changeable and hence cannot be easily modelled by a classic model. By being alive, it reacts, 

readjusts and modifies its hypotheses through auto-adaptation. 

 

By such an approach, we can analyze the mass of information exchanges that we transform into 

knowledge. By highlighting the cognitive elements at diverse scales, we think we can give a 

representation of the state of the substratum with intervention onto the controllable elements 

 

4. SYSTEM OF SYSTEMS APPROACH 

 

We consider an adaptive system of systems and the problem of multi-scale control. The problem 

is to realize a real-time control according to global but multi-scale objectives of groups of 

heterogeneous local reactive systems varying in their behaviours, having possibility of exchange 

information about theirs states and behaviours to put them in a virtual self-adaptive network 

managing with coherence their behaviours [7]. The entire system interacting with the real world is 

presented in (Figure 1). 

 

One way is to work on the reliability is to try to respond to the stimulated concerns related to 

reliability by assessing the infrastructure of the system-of-systems and its functional 

dependencies, then to evaluate the interoperability of all dependencies between interconnected 

systems to finally deduct their reliability. The motivation behind such approach is to inspect the 

structural architecture of systems-of-systems, especially the dependencies between systems in 
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order to evaluate, assess quantify and even anticipate (in some cases) the reliability of the 

dependencies within systems-of-systems. 

 

Within the hierarchy of systems of systems we focus on an open network of proactive systems: a 

model with virtualization of the systems mapping the real reactive systems, with on-line control 

of the behaviours, links, aggregations of activities of groups of systems, management of the 

emergence of coalitions of actions for the global on-line pseudo-optimization of the activity of the 

set of proactive systems. 

 

 

Figure 1. General architecture of the adaptive system 

 

The basis for the construction of such a system is the agentification of the knowledge and the 

global goals and tendencies that allow the activity of the system in its dynamic environment. An 

introduction to this approach can be read in [8]. We construct an interpretation layer i.e. the 

agentification of both knowledge and functionalities. We determine that we know about the 

problems the sets of functional components have to solve. We also determine what we know 

about the interaction between the components at all the levels. We must use ontology for the 

extraction of this knowledge about states, facts and functionalities, as in classical Knowledge 

Based Problems: see [9]. For that, we can use the statistical analysis about the situations we have 

to express in the specific domain of application of the system. Then we obtain several hierarchies 

of knowledge and meta-knowledge with their relations. 

 

From this first structured knowledge, we use an agentification methodology to transform the 

structural knowledge into a dynamic one using specific aspectual agents. In fact, we extract from 

knowledge all the pertinent characters of the states and relations between the system’s states, and 

we called them semantic traits. At each semantic trait, we associate several aspectual agents 

expressing dynamically the pertinence of this semantic trait into the contexts of activity. We thus 

obtained a massive multi-agent organization of aspectual agents. 

 

More precisely, any information in the functional system has the form of some symbolic data. We 

first apply a categorization about this information with transformation of information into 

knowledge as, for example, with the images and statistics we can use. The transformation of the 

basic information and physical elements behaviours into agents is not a simple one-to-one 

application, but an interpretation transposing symbolic structures into dynamic structures. For any 
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information the object system manipulates, we obtain some semantic traits expressing the 

characters of the knowledge this information can express in the possible contexts. So, each 

semantic trait is expressed with several aspectual agents. We can notice that any semantic trait 

has many aspectual agents matching it: the well-corresponding aspectual agents, the converse 

agents, the proxy agents and so on, expressing the semantic trait with a cloud made of a dynamic 

group of aspectual agents around the reified semantic trait. 

 

This aspectual organization will wrap all the basic information of the object layer in order to 

extract its current characters. By their actions and proactivities, the active aspectual agents will 

generate the emergence of pertinent groups of semantic traits relative to the current behaviour and 

actions, taking into account the characters of their contextual relations. Each agent expresses 

characteristics and partial signification about the situated information contained in the active 

information, and the meaning of all the current information is expressed with the formation and 

transformation of groups of coactive aspectual agents. For the generation of this emergent agent's 

representation we shall use a specific kind of agents’ organization management that will be a 

unified multi-scale control. This is a highlight of how the building work of modelling the Region 

activities such as an adaptive system of systems begins. The whole building of this system can be 

read in [1] and [10]. 

5. PROTOTYPING 

 

We distinguished two approaches for the prototyping: 

 

The first one follows the precedent description of a SoS. It needs the development of different 

tools introduced in the modelling (massive MAS, KBS…) and material (such as the necessary 

knowledge of the concerned domains). As it has been said in earlier papers, we are still working 

on this way. 

 

The second approach is to go faster in the prototyping itself. In this way we relax the 

development constraints and develop a game demonstrator that helps the understanding of the 

main notions taken into account in the project. Among those notions: autonomy, information 

exchange and allowed context rules in the different domains are the most important items to take 

into account.  

 

We went towards this last development direction. Our investigations show an interest in the 

subject because the work can be taken later in the education area and can be of interest for our 

students: first as an example of distributed simulation system. Second, as an application that can 

help in the understanding of the autonomy heart’s mechanism. Next, we focus on the distributed 

simulation example tool. 

 

The building of the tool, as a first prototype, is based on the following rules: 

 

• To use existing simulation environments.  

 

• Each environment should run on one PC. 

 

• To develop on each environment an example (SME, transport company, etc.). Examples 

follow a business process modelling. 

 

• To use a network supporting the simulation environments in their communication needs.  
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Thanks to virtualization technique one can run a first prototype in few machines. Thanks to 

simulation environments with blocks we can build different examples dealing with logistics, 

transportation, commerce, etc. that are companies. Briefly, those companies need to exchange 

with others (information, goods…) with respect of some rules (legal aspects). Companies can 

grow or decline depending on their activities, management, etc. The companies are autonomous 

proactive systems.  

 

In the game one person from the group of players takes the role of network-monitor. Others ones 

represent different stakeholders. Each one is in charge of one company’s activities. He/She can 

follow some overview indicators and can act by delivering “orders” (Figure 2).  

 

Figure 2. The serious game 

The network-monitor is communicating on the global system. He/She is in charge of global rules 

to be respected. Playing with those rules can modify the state of the eco-system. One objective of 

the monitor is to maintain or improve the activity of the global system which means to respect 

some global indicators without loss of balance. That is usually the role of a political decision 

maker. Then we can observe the different dynamics and particularly the behaviour of the whole 

system and go towards the study of the reliability of systems-of-systems and its relationship with 

systems interoperability which is a relatively newly emerging field of research. 

 

6. CONCLUSIONS 

 

Thanks to systems of systems approach based on the agentification and knowledge, we plan to 

represent the interconnected management and decision entities of a Region and give a frame to 

the competitiveness notion. A serious game can help to better understand the territory dynamics 

and also to go further in the understanding of systems-of-systems reliability and interoperability, 

and particularly resilience quantification. 
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ABSTRACT 

 

In this paper, we present a new methodology about reliability of systems of systems. We present 

also an example which combines the information transformation in complex systems and virtual 

design of this system based on finite element analysis. This example is help to balance the 

performances and the costs in complex system, or provide the optimal solution in manufacturing 

design. It can also update the existing design of component by changing the new design of this 

component.  
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1. INTRODUCTION 

 

The manufacturing industrials of car or aircraft are the term that covers a wide range of 

companies and organizations involved in the design, development, manufacture, marketing, and 

selling. To minimize the manufacturing costs of the relative products, some virtual methods are 

developed to numerically investigate the product manufacturing process through all the fields 

mentioned above. This report tries to describe the information transformations between different 

subsystems in the complex manufacturing system and introduces the finite element simulation in 

the numerical predictions of some mechanical structures or processes. Meanwhile, the differences 

between system of systems and the complex mechanical system are briefly discussed. 

 

2. COMPLEX MECHANICAL SYSTEMS IN AIRCRAFT MANUFACTURING 

INDUSTRIALS 

 

The aerospace manufacturer is a high technology industry which is a company or individual 

involved in the various aspects of designing, building, testing, selling, and maintaining aircraft, 

aircraft parts, missiles, rockets or spacecraft.  Aircraft manufacturing is one of aerospace 

manufacturing and it is important in civil, industry, military and scientific research. This report 

focuses on introducing the design of global aircraft mechanic system according to various sub 

mechanical systems. The finite element simulation is proposed to numerically study the 

properties of each sub mechanical systems and virtually research the global properties of aircraft 
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system (client requirements: cost and strength for example); A platform of system is needed to 

transfer the information from requirements to the end manufacturing. 

 

Aircraft manufacturing system is a complex system which includes various sub systems. The 

performance of this global system is closely related to each subsystem. For instance, the 

mechanical properties of airplane are depended on the mechanical properties of each subsystem. 

Figure 1 shows us the strength design of global airplane and its components. In this report, we try 

to integrate the strength design of subsystems or components which predicted by the finite 

element simulations into the global strength in order to fulfill the different needs of customers. 

All of the resources like manufacturing machines, metal forming processes, materials, and 

customer requirements should be integrated together in this virtual tool. 

 

 
 

Figure 1. Global aircraft strength and the strengths in different parts. 

 

In the global strength design of aircraft, the strength, the weight and the costs are three important 

aspects must be taken into account. Generally speaking, the cost should be controlled in a certain 

range, while the total weight is as light as possible and the strength must fulfill the demand of 

customers during the aircraft design process. This will demand firstly to transfer the global 

information into each subsystems or components and then focus on the component productions, 

like undercarriage, wings, aero-engines and empennage. Each component will have its own 

demand on strength, weight and costs. This is the aspect of the assignment of customer 

requirements from global strength design to component strength design. The other aspect is to 

numerically predict the strength of component with different design schemes and chose the 

optimal one based on the finite element simulation and other optimization algorithms. For 
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example in wing design (see Figure 2), the optimal design scheme can be obtained with the help 

of finite element simulation. Some performances like, loading capacity, fatigue performance and 

aerodynamic structure can be numerically optimized for industrials. 

 

Figure 2. Wing’s design and its strength simulation with the help of finite element simulation. 

 

Structure design:  

 

1. Aerodynamic design; 

 

2. Structure strength; 

 

Materials:  

 

1. Strength-to-weight ratio ; 

 

2. Cost: metals, composite material, new function material…; 

 

3. Elastoplastic-damage response in complex conditions: temperature, fatigue…; 
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Metal forming process 

 

1. Metal forming and piece strength; 

 

2. Machining cost 

 

3. Machining or forming time: design cycle…; 

 

Rivet connection:  

 

1. Connection strength: loading, fatigue…; 

 

2. Stress concentration; 

 

3. And so on…. 

 

3. SIMULATIONS 

 

The aspects listed above (structure design, material chosen, forming processes, rivet 

connection…) can be studied in the finite element simulation and their mechanical properties can 

be numerically predicted. Some numerical simulations of components which can be used as the 

indicators are shown in Figure 3 (rivet connection), Figure 4 (strength of thread) and Figure 5 

(pipe bending process). 

 

 
 

Figure 3. The prediction of linking strength through Finite Element Simulation 
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Figure 4. The prediction of stress concentration in thread through Finite Element Simulation 

 

 
 

Figure 5. The prediction of pip bending process for aero-engine through Finite Element Simulation 

 

 

Based on the numerical results about the components of aircraft, the global strength, weight and 

cost will be obtained when these components are assembled together, as shown in Figure 6. 
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Figure 6. Assembly of the subsystems 

 

The numerical predictions based on finite element simulation for each component can virtually 

study the manufacturing and designing processes of components. A platform of system is also 

needed to transfer requirements (cost, weight and strength) to from global design to the end 

manufacturing, as follows: 

 
 

Figure 7. Information transformation between global requirements and the requirements in subsystems 
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In this report, we try to present an example which combines the information transformation in 

complex systems and virtual design of this system based on finite element analysis. This example 

is help to balance the performances and the costs in complex system, or provide the optimal 

solution in manufacturing design. It can also update the existing design of component by 

changing the new design of this component. 

 

4. NUMERICAL PLATFORMS BASED ON FINITE ELEMENT SIMULATION 

 

4.1 Numerical Platform 

 

Based on the above description, a numerical platform based on finite element simulation must be 

build in order to numerically study the mechanical systems. It will be used firstly to simulate 

metal forming processes and consider the user defined material subroutine which implements 

advanced material constitutive equations. Secondly, it can be used to simulate the responses 

(strength, efficiency, fatigue, properties…) of the mechanical structures or connections…. The 

implementation of this platform is based on ANSYS platform and is described in the following 

flowchart. 

 

 
 

Figure 8. Finite element simulation platform based on Ansys 
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5. CONCLUSIONS 

 

System of systems in the information field is a collection of task-oriented or dedicated systems 

that pool their resources and capabilities together to create a new, more complex system which 

offers more functionality and performance than simply the sum of the constituent systems. 

Comparing to system of systems, the complex mechanical system is a product (car, airplane and 

so on) which is composed of some components. Unlike the system of systems, the complex 

mechanical system cannot leave any components, in other words, each component has its 

function and their functions are different. The virtual simulation of each component based on 

finite element method is surly useful in the design and manufacture of complex mechanical 

system, but it is difficult to used in system of systems according to its conception. 

 

Actually, the numerical simulation is a suitable tool to do the reliability analysis for the 

mechanical systems. From this point of view, the numerical predictions can be used in system of 

systems as an indicator of the reliability of subsystems. The finite element analysis can be used to 

estimate the abilities (strength, fatigue, damage) of each subsystem. For example in the ballistic 

missile defense system, finite element simulation can be used to predict the mechanical reliability 

of each defense weapon, or to estimate the usability of this subsystem in the mechanical aspect. 

However, in the system of systems, all of the subsystems are assumed to be usable and the 

research key point is its functions. Hence, the bridge between the field of system of systems and 

the filed of mechanical systems is the requirement of the reliability analysis of mechanical system 

in the system (of systems).  
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