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Preface

The 7th International Conference on Information Technology Convergence and Services (ITCSE 2018) was held in Vienna, Austria during May 26~27, 2018. The 10th International Conference on Wireless & Mobile Network (WiMo 2018), The 7th International Conference on Advanced Computer Science and Information Technology (ICAIT 2018), The 7th International Conference on Digital Image Processing and Vision (ICDIPV 2018) and The 7th International Conference on Cryptography and Information Security (CRYPIS 2018) was collocated with The 7th International Conference on Information Technology Convergence and Services (ITCSE 2018). The conferences attracted many local and international delegates, presenting a balanced mixture of intellect from the East and from the West.

The goal of this conference series is to bring together researchers and practitioners from academia and industry to focus on understanding computer science and information technology and to establish new collaborations in these areas. Authors are invited to contribute to the conference by submitting articles that illustrate research results, projects, survey work and industrial experiences describing significant advances in all areas of computer science and information technology.

The ITCSE-2018, WiMo-2018, ICAIT-2018, ICDIPV-2018, CRYPIS-2018 Committees rigorously invited submissions for many months from researchers, scientists, engineers, students and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of internationally recognized top-level researchers. All the submissions underwent a strenuous peer review process which comprised expert reviewers. These reviewers were selected from a talented pool of Technical Committee members and external reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, technical content, originality and clarity. The entire process, which includes the submission, review and acceptance processes, was done electronically. All these efforts undertaken by the Organizing and Technical Committees led to an exciting, rich and a high quality technical conference program, which featured high-impact presentations for all attendees to enjoy, appreciate and expand their expertise in the latest developments in computer network and communications research.


We would like to thank the General and Program Chairs, organization staff, the members of the Technical Program Committees and external reviewers for their excellent and tireless work. We sincerely wish that all attendees benefited scientifically from the conference and wish them every success in their research. It is the humble wish of the conference organizers that the professional dialogue among the researchers, scientists, engineers, students and educators continues beyond the event and that the friendships and collaborations forged will linger and prosper for many years to come.
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ABSTRACT

This paper presents the design and development of an interoperable geoportal service for discovery and management of earth observation products (EOPs). In this service, the geoportal components are encapsulated into virtual containers that are launched into the cloud by using a microservice scheme to solve issues such as interoperability (with other systems) and implementation (over different platforms). A search microservice that analyses the preferences of end-users (settings of spatiotemporal and polygon shapes) and builds clusters of users sharing preferences was included into the geoportal for recommending/delivering, in advance, products matching with end-user preferences. The geoportal service also enables end-users to organize EOPs on-the-fly by using spatiotemporal parameters. A prototype of this service was implemented in a private cloud and connected to a satellite imagery repository of an antenna (ERIS) managed by Mexican Space Agency in a proof of concept. Learned lessons and performance assessments are described through an experimental evaluation with real users’ participation.
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1. INTRODUCTION

Geoportals are key tools for space agencies to show and delivery earth observation products (EOPs) to end-users. Catalogs of satellite images, derivative products (corrected and thematic products) and maps [1], as well as maps created on-the-fly by end-users [2] are examples of EOPs. These products represent assets for agencies, scientific community and government instances to conduct missions, research and programs about earth respectively. EOPs are used in studies about climatic and disaster event management, territory management strategies as well as environment studies.
However, the development and deployment of these tools on the cloud/web when managing large satellite imagery repositories is not trivial because of technical and management issues.

The technical challenges are related to the interoperability of the geoportals with other systems. A geoportal is the last stage in a life cycle of satellite imagery where additional software is also used depending on the stages of that cycle managed by agencies. In these stages EOPs are transformed into new versions (derivative products, maps, etc) or new products are created by grouping EOPs using spatial and temporal parameters. For instance, in the acquisition stage, services are required for parsing metadata files created by antenna operators, mapping with EOPs and make data and metadata indexes available for other services/applications and geoportals. In the preservation [3] stage indexed EOPs are ensured/stored in conservation infrastructure (i.e. Cloud/cluster storage services) for other systems to acquire these products. In manufacturing [4] stage the preserved products are used to create new EOPs that are indexed by geoportals and made available to other services.

These services, systems and applications are commonly created as either a monolithic application or independent solutions using different methods of access and data exchange. In the first case, the building of solutions passing through different life cycle stages is not trivial, whereas in the second case, designers must adapt their geoportal to each system with which it exchanges data/metadata. Moreover, these systems are commonly developed as web services deployed mainly on the cloud side by using virtual machines that, depending on the size of the geoportal, could become unmanageable [5].

In turn, the virtual container represents an alternative to virtual machines for solving issues of deployment on different types of infrastructures in an efficient manner [5]. When these containers are added to microservices including standardized input/output data exchange, interoperability issues are solved as well as different solutions including different stages of life cycle can be built. However, to the best of our knowledge, architectures of geoportals based on microservices and containers have not been enough explored.

Besides the interoperability and flexibility issues, the information management remains as a challenge for space agencies. The number and type of EOPs available in geoportals depend on the transformation depend on the transformations applied to EOPs, required by an agency, during the stages of the life cycle of the satellite imagery. In this context, product discovery schemes could enable geoportals to exhibit useful products and to improve the service experience of the end-users. Traditionally, geoportals include information searchers based mainly on a spatial criterion defined either by polygon shapes and/or parameters (e.g. Path and row, decimals or coordinates) [6]. This type of search management is mainly suitable for researchers and academics. Although recently geoportals are also incorporating searchers using natural language [6], there still is an opportunity area to improve the experience service of end-users by analysing preferences of end-users and their relationships with the preferences of other researchers/academics.

This paper presents the design and development of an interoperable cloud-based geoportal for the discovery and management of earth observation products. A microservice scheme was developed to encapsulate the applications used by geoportals in the life cycle of EOPs into virtual containers, which are launched into the cloud to create a single unified service of chained microservices.
This scheme enables agencies to create processing workflows as well as to solve interoperability and deployment issues. A search engine was created as a microservice connected to the geoportal to analyse the preferences of end-users (settings of spatiotemporal and polygon shapes) and to build clusters of users sharing preferences. This microservice was included into a geoportal for recommending/delivering, in advance, products matching with end-user preferences. The geoportal also enables end-users to create, on-the-fly, products by using spatiotemporal parameters, which are also indexed by the geoportal and the search engine.

A prototype of the geoportal service was implemented in a private cloud and connected to a satellite imagery repository service of an antenna (ERIS) managed by Mexican Space Agency by using a federated service [3, 7]. A proof of concept was performed with this prototype and an experimental evaluation was conducted with the participation of real end-users. The evaluation revealed the feasibility of developing interoperable cloud-based geoportals by using microservices and containers. Learned lessons and performance assessments about management and discovery of EOPs are also described.

This paper is organized as follows: Section 2 introduces the design principles, including development details using microservices and provides an explanation of the method for detecting user preference; Section 3 and 4 present experimental evaluation and results respectively, and finally Section 5 provides some conclusions and future work.

2. AN INTEROPERABLE CLOUD-BASED GEOPORTAL: DESIGN PRINCIPLES

In this section, we present the general design of an interoperable geoportal service designed for the Mexican Space Agency (AEM), to exhibit EOPs through the cloud.

Figure 1 shows a conceptual representation of the containers of a geoportal implemented by using a microservice scheme. As it can be seen, the microservice structure includes three virtual containers (front-end, service and back-end) chained in a pipe and filter pattern. The front-end is in charge of receiving data or metadata from applications/services or other microservice and makes indirection of this information to service containers in a load balancing manner. The front-end orchestrates the launching and coordination of service and back-end containers in a workflow. The services container performs the choreography sent by front-end, which enables administrators to create software patterns. The service container of the geoportal includes three micro-services (Access, management and storage) that are chained building a stack structure defined by the orchestration configuration in Front-end container. Other patterns such as pipe and filter or master and slave can be deployed in the service container.

The containers in the service stack processes the requests sent through front-end and delivers the results through back-end container, which was designed for receiving and/or delivering data and/or metadata to/from either a client application or other microservice. In the case shown in Figure 1, geoportal service is connected to the service for the preservation of a satellite imagery, which is used to preserve the EOPs captured by the ERIS antenna.

In this scheme, each container also includes its dependencies and even a reduced operating system to ensure a regular operation over different types of platforms; as a result, the geoportal can be replicated to build clusters to improve the experience of end-users [8]. Moreover, the
service container can be reused to change the geoportal by another application (e.g. preservation of images or manufacturing of derivative products) and could enable agencies to create workflows through the life cycle of the satellite imagery [3].

Figure 1: Conceptual representation of the containers of a geoportal implemented by using a microservice scheme

2.1. Geoportal microservices: development details

The development details of access, management, and storage microservices designed for Geoportal service are described in this section.

The access microservice allows geoportal to manage requests sent by either end-users or apps to the geoportal service through a web browser or invoking them by a REST API. An access control module provides end-users/applications with valid encrypted credentials and tokens to get access to the management microservice.

The management microservice includes a catalog management based on Pub/Sub system, a search engine, and on-the-fly building of EOP system. The catalog management system enables owners of EOPs to perform operations such as create, update, delete, modify and list catalogs. This system also enables users/APPs to share EOPs, found by the geoportal, with other active users. The search engine and the on-the-fly EOPs builder are described in next sections.

The storage microservice includes a retrieval system that enables to exchange data with repositories and cloud storage services.

2.2. Discovering EOPs by Analysing Activity and Preferences of End-Users

The search engine created for end-users to discover EOPs in the geoportal service includes modules such as recommendation and log activity.

The log activity module registers the actions performed by the end-users. It considers each request sent to the management microservice by applications as well as each click done by the end-users on the items of the geoportal web page.

The recommendation module creates suggestion lists of different versions of EOPs indexed by the geoportal for each user based on the user’s activity, which reveals preferences (a type of EOPs, catalogs, land cover, timelines, etc.).
A collaborative filtering technique following the memory-based approach was applied to the recommendation module and it is depicted in Figure 2. A recommendation is produced through phases such as logging historical activity of end-users, inference about the zone of interest, classification of active users, and delivering collaborative recommendations to the end-user through the exhibition web service of the geoportal. A profile for each end-user is created in this procedure, which includes the actions performed by the geoportal users, such as the number of views, clicking and downloading of each EOP, the configurations of each query that the user has done when performing searches as well as the user location. The first time that an end-user access to the geoportal, this automatically starts the construction of an activity profile, which is updated each time that user accesses to the geoportal service.

Figure 2: Workflow to create collaborative recommendations

In searches based on polygons, a set of geographic coordinates delimiting a land cover of interest is stored. In the case of using a circle to select an area, the radio and the coordinates defining the center of that area are stored. For points of reference, the latitude and longitude delimiting that area are considered and stored. An inference of the coverage land areas in which the users are interested in is performed as the end-users could be interested in specific coverage areas for long periods of time. In this context, the centroids of the areas where end-users perform queries for the geoportal represent a highly possible zone of interest for the end-user.

2.2.1. Classification of Active Users

A classification of active users is performed as the recommendations for a given user are created by using the information of other end-users exhibiting similar preferences to that users. The centroids of the zones of interest previously calculated are passed to a clustering algorithm called DBSCAN that was included in the recommendation module to create groups of users that share preferences by using the Haversine distance.
When the clusters of users are created, the recommendations for a specific user are built and sent to the geoportal. This task is performed by the Algorithm presented in Figure 3, which receives as input the cluster in which the user was grouped, and the set of EOPs with which the user has made contact (clicked, viewed, downloaded).

The algorithm selects the most popular images previously queried by using the historical activity of the users in the cluster. A table of items is constructed with the EOP identifier (a counter indicating the times that the EOP appears in the group) and the EOP that was clicked or downloaded. Finally, the table is sorted by the number of occurrences of a given EOP, and a configurable number of top records are returned as recommended items.

### 2.3. Organizing EOPs on-the-fly

The users can organize EOPs on-the-fly, through the geoportal, in the form of mosaics (spatial settings), overlaps (temporal settings), and mosaics overlapped (spatiotemporal settings).

Mosaics are EOPs created for a given land cover selected by an end-user. The images that are within the area, are ordered sequentially according to their coordinates (see Figure 4). The overlaps of images are built with a group of images with the same Path/Row value and sorted by their acquisition date and a timeline for this coverage area is created for end-users to observe changes in coverage land over the time. Mosaics overlapped are created for end-users to observe images when using spatiotemporal parameters.
3. EXPERIMENTAL EVALUATION METHODOLOGY

In this section, we describe the methodology used to conduct a proof of concept and an experimental evaluation based on a satellite imagery of an antenna.

3.1. The Geoportal deployment on a private cloud

The Geoportal service was deployed on a private cloud built by using OpenStack Mitaka. This service was deployed by using a master/slave pattern (See Figure 5) where the microservices of the geoportal were cloned five times and launched into the cloud to build a cluster of five Geoportal slave services and one dispatcher intermediary microservice representing the master of the cluster. The master was in charge of distributing the requests/users to the cluster of slaves in a load balancing manner. The dispatcher also included a centralized database that is accessed by each geoportal microservice, which also includes a front-end container to receive data from the dispatcher and a back-end container to get access to the repository of EOPs and the metadata files as well as to deliver this information to the end-users through the front-end container.
In the storage microservice of the slaves, modules retrieve/delivers EOPs from catalogs preserved and transported by using a federated cloud storage service called FedIDS[3]. The catalogs of satellite images of three sensors, Terra, Aqua of the MODIS platform and LandSat5, were considered in this evaluation.

The containers were built by using Docker. A bot client, was deployed on a virtual machine in the cloud to create workload of end-users that the microservices of the geoportal assumed as a real workload.

3.2. Metrics

The metrics chosen to evaluate the performance of the prototype were:

- **Service time**: Represents the time spent in completing a task by a component of the geoportal, such as master, slave or microservice.

- **Response time**: When performing experiments with real users, this metric represents the time observed by end-users when sending requests to the geoportal. When the bot produces requests in automatic manner, this metric considers the time spent by the bot client to send requests to the dispatcher, the time required by the geoportal slave to serve a given request and the time spent by the dispatcher in spending the response to the bot.

4. EVALUATION RESULTS

In the evaluation performed with client bot, the tests were carried out to measure the performance of the geoportal service when the geoportal slaves produce recommendations for the end-users. The service spent 0.61 seconds to serve a simple query drawing a polygon over some areas of Mexico and 0.93 seconds required to generate the recommendations to one user. This last time is composed by the clustering time (0.68 seconds), creation of recommended mosaics (0.10 seconds), creation of recommended images (0.08 seconds) and creation of recommended overlaps (0.07 seconds). In order to evaluate concurrent queries, the client bot sent to the geoportal microservice 10 and 100 simple of concurrent queries/requests. In the first experiment was observed that, on average, each request was made in 0.75 seconds, whereas when the number of clients was 100, the service time average per query was 0.94 seconds.

When end-users create mosaics and overlapped EOPs on-the-fly, the response time is the metric to be observed because in this type of EOPs the geoportal returns several results to end-users. This time depends on the time spent by a geoportal slave to serve the queries sent by the end-users through their browsers, the volume of results found by the geoportals and the type of shape used to create EOPS based on spatial/temporal parameters. In an experiment, 24 real users sent different shapes to build mosaics and overlapped EOPs and both cases we measured the mean response time observed by these users for each experiment.

Table 1 shows the number of results obtained when the coverage radius of search is changed by the end-users for each catalog considered in this evaluation (Aqua, Terra and LandSat5). For each catalog, we asked end-used for changing the radius until all the raster (individual) images were obtained as a result.
Figure 6 shows, in the vertical axis, the response time in seconds spent by the geoportal to show results of EOPs such as raster images, overlaps, and mosaics when end-users select one, two and three catalogs of satellites (horizontal axis) in the geoportal web page.

<table>
<thead>
<tr>
<th># Individual (raster)</th>
<th># mosaics</th>
<th># overlaps</th>
<th>Coverage radius (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LandSat</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>111</td>
<td>29</td>
<td>5</td>
<td>100.421</td>
</tr>
<tr>
<td>324</td>
<td>33</td>
<td>13</td>
<td>329.953</td>
</tr>
<tr>
<td>1261</td>
<td>35</td>
<td>103</td>
<td>1000.595</td>
</tr>
<tr>
<td>1662</td>
<td>36</td>
<td>254</td>
<td>3987.391</td>
</tr>
<tr>
<td>Terra</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>203</td>
<td>52</td>
<td>42</td>
<td>500.466</td>
</tr>
<tr>
<td>656</td>
<td>58</td>
<td>158</td>
<td>1003.251</td>
</tr>
<tr>
<td>1805</td>
<td>61</td>
<td>343</td>
<td>2857.952</td>
</tr>
<tr>
<td>Aqua</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>17</td>
<td>22</td>
<td>500.749</td>
</tr>
<tr>
<td>406</td>
<td>31</td>
<td>77</td>
<td>1000.302</td>
</tr>
<tr>
<td>1033</td>
<td>32</td>
<td>181</td>
<td>2417.834</td>
</tr>
</tbody>
</table>

Figure 6: Response time of geoportal serving queries to different satellite sensors: LandSat5(L), Aqua(A) and Terra(T).

Basically, Figure 6 shows three effects affecting the service experience of end-users. The first one is the size of the data source used by the searcher of the geoportal. This means the number of results increases when increasing the number of EOPs in a given catalog, which is increased end-users choosing more sensors in each search. The second effect detected in these tests was that, as expected, the shape chosen by end-users affects the number of results offered by the geoportal to the end-users. For instance, it was observed shapes based on polygons produce increased response times in comparison with other shapes (i.e. circle and rectangle) as the geoportal produces more results of EOPs when these end-users select this type of shape.
Figure 7 shows the resultant classification of the 24 participating users in the previously described experiment, which were organized by the geoportal in clusters of preferences (see users with the same color). The circle shape for each user shows the EOPs of the regions recommended by the geoportal to the end-users. As it can be seen, agencies can identify the volume (in terms of EOPs per cluster) and density (the frequency of these EOPs are requested by end-users) of the consumption of the geoportal service end-users as well as their interests and preferences. This enables agencies to automatically create EOPs. It also enables agencies to either distribute EOPs among their users or build EOPs in advance and make them available in the geoportal depending on the end-user profile described by the clustering of the classification.

![Figure 7: Classification of users in clusters of preferences](image)

5. RELATED WORK

Geoportals has been deployed for end-users to search for EOPs with specific characteristics by using simple queries and parameters as the acquisition date, coverage coordinates, and other keywords included into metadata associated to EOPs. Different geoportals have been proposed to manage the information about disaster risks [9], as well as for monitoring rice fields by using the satellite imagery and its derivative products [10].

In order that the end-users can find and download EOPs, retrieval mechanisms as web crawlers were proposed to extract metadata from files found on the web [11]. Also, the information can be retrieved directly from geospatial databases, the metadata is parsed extracting the image information and stored in a database [12]. Geoportals also exhibit derivative products [4, 13] from satellite imagery, which add value to raster images and provide more information to the end-user [14].

Solutions are focused on improving the quality of the results obtained by using semantic web tools such as RDFs, ontology, and SPARQL [14, 15]. Nevertheless, there is an opportunity area to improve the end-user experience by analysing the end-users’ activity and grouping them based on their preferences [16]. Moreover, improving the deployment and interoperability of geoportals enable agencies to build clusters to improve the response and service times produced by geoportals when showing EOPs (derivate EOPs as well), which are aspects that were included in the geoportal proposed in this paper.
6. CONCLUSIONS

This paper presented the design and development of an interoperable geoportal service for discovery and management of earth observation products. In this service, the geoportal components are encapsulated into virtual containers launched into the cloud by using a microservice scheme to solve issues such as interoperability (with other systems) and implementation (over different platforms).

A search microservice that analyses the preferences of end-users (settings of spatiotemporal and polygon shapes) and builds clusters of users sharing preferences was included into the geoportal for recommending/delivering, in advance, products matching with end-user preferences. The geoportal service also enables end-users to create, on-the-fly by using spatiotemporal parameters.

A prototype of this service was implemented in a private cloud and connected to a satellite imagery repository of an antenna (ERIS) managed by Mexican Space Agency in a proof of concept. Learned lessons and performance assessments are described through an experimental evaluation with real users participation.
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ABSTRACT

Cloud computing is moving fast and continually progressing. Beyond the microservices architecture, a new paradigm appears to be evolving and complementing it. By using a serverless computing architecture, faster and more reliable developments are possible in several fields such as the Internet of Things, industrial or mobility applications. In this paper, a serverless computing architecture is described and, in addition, a comparison of the most important "Function as a Service" platforms is given.
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1. INTRODUCTION

The Internet of Things (IoT) has changed the way applications are designed. Billions of devices will be connected to the network in a near future. The next generation of connected applications has to change the way they have been designed to support this exponential growth of connected devices and their corresponding services.

At the moment, a microservices architecture can fulfill these requirements where the combination of different services is a main issue. In this kind of cloud computing architecture, all tasks and the logic are split in small services, where each is able to serve just one specialized purpose instead of one monolithic component for all purposes. This allows a more versatile development in which maintenance and updates can be done only to the needed components without changing the whole core system. Every service is isolated and all information and all controllers are accessible through external APIs. The popularization and the standardization of RESTful APIs give developers the ability to use some external services which can take too many resources for a self-implementation. Moreover, reliability, security or scalability are some of the few constrains modern applications have to handle.

Going a step forward, what if there was a way to build a pure native cloud application in which clients (i.e. mobile applications) make all requests and handle the logic of the result without any central server? This type of design is called a serverless computing architecture. This concept will
be possible when more cloud services are available. In addition, cloud computing services have
grown exponentially in the last decade. For example, Amazon Web Services (AWS) and
Microsoft Azure are constantly updating their cloud services to offer more possibilities to satisfy
all requirements that developers could be needing to design and develop applications. In this
paper, a detailed analysis of the current status of serverless cloud computing architecture and
Function as a Services (FaaS) platforms is given.

The next section gives an overview of existing related work in the field of cloud computing
architectures. Section 3 explains the basics of serverless architecture and Function as a Services
(FaaS) platforms. In section 4, a brief description of each provider is given. The results of the
evaluation are discussed in detail in section 5. Finally, section 6 concludes this work.

2. RELATED WORK

There are many publications which deal with modern architectures and their usage to build cloud-
based applications in different fields. Adrian Cockfort [1] explains how modern cloud platforms
help companies to speed up the developments and why Netflix decided to move to cloud services
to increase the availability and the reliability of the platform. Alan Sill [2] gives some guidelines
for designing an application by using a microservices architecture. The authors describe in [3]
how the microservices architecture can be used to build a web of things platform. This platform
uses some of the principles that define a serverless architecture. Moreover, the authors in this
paper are focused on the time constraints and the effect of the delays between microservices on
the platform behaviour [4] describes in detail the process and the advantages of using this kind of
architectures for an Internet of Things application. Finally, [5] characterizes the implementation
of microservices for critical applications in which the sensitive data is handled, integrity and
confidentiality are key points.

An important point to consider when designing a cloud application is the cost of the different
external services. Andy Singleton [6] discusses how microservices can help companies to avoid
errors when a program is too big to be successfully maintained, and the costs that can be saved
once a microservices architecture is implemented. He also explains in which cases moving to a
microservices architecture makes sense. [7] explains all parameters and costs that developers
have to keep in mind when building resilient cloud services.

3. SERVERLESS COMPUTING

A serverless architecture expands the concept where developers do not have to worry about a
central server. Some scenarios where this kind of architecture can be successfully implemented
are shown in book [8]. Developers can design a complete application with the combination and
the communication between third-party services, native cloud services and self-enabled
components that give them the flexibility to choose the best service which fulfills the
requirements of the application as well as faster development, since an existing service can be
instead of developing a one.

On the other hand, the usage of third-party services makes development more dependable on
external conditions which are not under the developer's influence. For example, if a provider
changes the API of a service, the developer has to modify this aspect on the application or the
latter will not be able to connect in future releases. Moreover, all major companies such as
Microsoft or Amazon, which already have a complete cloud services suite, are trying to integrate all services to their own platforms. Therefore, the migration from one provider to another can also be difficult for the interconnection of services from different providers.

In the context of a serverless architecture, two scenarios can be identified:

Backend as a Service (BaaS): Usually a third-party component which provides complete service to the application. In this case, all of the business logic is carried out by the service and the client just gets the results of the task.

Function as a Service (FaaS): The service just runs a small piece of code and gives the result of the function to the client.

In this paper, the main focus is on the analysis and the comparison of FaaS platforms. The usage of FaaS has some advantages in comparison to other types of applications. In traditional applications, developers have to consider all aspects of the environment in which the code is running, like hardware or operating system versions. Once a FaaS platform is used, this procedure is completely transparent to them. Furthermore, no additional time is needed to consider the amount of resources the code needs to be successfully executed on a computer. For instance, the application's design keeps in mind average requests per second to assure the needed hardware is able to handle them with a minimum performance. At this point, there are always some request peaks that may compromise the performance of the whole system due to a lack of resources to handle such an unexpected amount of requests. When it comes to this kind of situation, a FaaS platform comes in handy since the platform automatically handles these request peaks in a transparent way to guarantee a good performance. So developers only have to worry about the application performing well.

When comparing FaaS and PaaS (Platform as a Service), both seem similar at first glance, but on closer look, one separating key aspect becomes evident. According the article [9], Mike Roberts explains that the main difference between both services is the scalability. When PaaS is used, the developer has to keep in mind the resources in case the application receives a request peaks. This process is transparent, however, if FaaS is used.

4. PLATFORMS

This section gives an overview of the principal FaaS platforms as well as a description of the functionality and the special features each one implements.

4.1. AWS Lambda

The Amazon cloud provider was the first to offer a FaaS platform at the end of 2014. Lambda is offered as an isolate service from other AWS services and the price is calculated on the basis of two parameters: the number of executions and the execution computing time according to a defined memory. Amazon also includes a free tier per month before charging costs. AWS Lambda is able to run code of the following programming languages: Java, JavaScript, Python and, since November 2016, C#. The service is strongly integrated with the Amazon Web Services and functions can be triggered by other services too, like Kinesis, S3 or DynamoDB. Unfortunately, a HTTP trigger is limited to the Amazon API Gateway Service which may add
complexity and some delays. One of the flaws of Lambda is the way in which dependencies are handled. There are no configuration files in which developers can version a function or define its dependencies. Therefore, a complete package must be uploaded every time the function changes.

Table 1. Comparison between Function as a Service platforms.

<table>
<thead>
<tr>
<th></th>
<th>AWS Lambda</th>
<th>Azure Functions</th>
<th>Google Cloud Functions</th>
<th>IBM OpenWhisk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reuse Date</td>
<td>Nov 2014</td>
<td>Nov 2016</td>
<td>Beta</td>
<td>Feb 2016</td>
</tr>
<tr>
<td>Price</td>
<td>$0.00001667/GB-s and $0.20 million execs</td>
<td>Azure subscription plan or $0.000016/GB-s and $0.20 Million Execs</td>
<td>$0.0000025 GB-s and $0.40 Million Execs</td>
<td>IBM Bluemix plan or $0.000017/GB-s</td>
</tr>
<tr>
<td>Monthly Free Tier</td>
<td>400,000 GB-s and 1 million execs</td>
<td>400,000 GB-s and 1 million execs</td>
<td>400,000 GB-s and 2 million execs</td>
<td>400,000 GB-s</td>
</tr>
<tr>
<td>Maximum time to execute</td>
<td>300 seconds</td>
<td>N/A</td>
<td>540 seconds</td>
<td>300 seconds</td>
</tr>
<tr>
<td>Compatibility</td>
<td>Java, JavaScript, Python</td>
<td>JavaScript, Python, PHP, C#, F#, bash, batch</td>
<td>JavaScript</td>
<td>JavaScript, Python, Swift, Docker</td>
</tr>
<tr>
<td>HTTP trigger</td>
<td>API Gateway</td>
<td>Native</td>
<td>Native</td>
<td>Native</td>
</tr>
<tr>
<td>Open source</td>
<td>No</td>
<td>Yes (Runtime)</td>
<td>No</td>
<td>Yes (Runtime)</td>
</tr>
</tbody>
</table>

4.2. Microsoft Functions

Previously known as a part of Azure WebJobs, Azure Functions was released in November 2016 as an isolated service within the Azure cloud suite. With the release, the related runtime was also published as open source under MIT license and is available in its GitHub repository [10]. The fees of the service follows the same calculation rates as AWS Lambda and it also includes a free grant with the same features. Unlike Lambda, Azure Functions service can be purchased as a pay per demand model or as a part of an Azure subscription plan. Besides the compatibility with common programming languages such as C#, F#, and JavaScript; Functions is also able to execute scripts that use the Windows Command Line, the Power Shell syntax as well as the more common PHP and Python functions which provide more flexibility to the developers; unfortunately, these are still in an experimental status. Moreover, the functions are accessible through HTTP without using any API gateway.
4.3. Google Cloud Functions

Like the other big cloud players, Google has also developed its own FaaS platform called Google Cloud Functions. This service is still a beta release, so its possible functionality and features will be extended in the release version. Unlike other providers, Google Cloud Functions currently supports only JavaScript. On the other hand it is different to the other services. The service allows the usage of more memory, in this case, a maximum of 2GB, and also the free tier gives 1 million executions more than the Azure Functions or AWS Lambda. Moreover, the maximum time of execution for a function increases until 9 minutes. Another interesting aspect of Google Cloud Functions is the possibility of calculating the bill of the service by using GHzseconds rather than the otherwise commonly used GB-seconds.

4.4. IBM OpenWhisk

Starting in February 2016, IBM OpenWhisk was the first open source FaaS, followed by Microsoft with its Azure Functions later. The runtime code is available at GitHub[11] under Apache 2.0 license. IBM OpenWhisk has two price modes, per demand or associated to an IBM BlueMix plan. OpenWhisk supports JavaScript, Python and also adds a compatibility with Swift, the Apple programming language. So far, it is the only service that implements this language and it could be interesting for iOS developers. Another feature that excels this service is the possibility of using Docker containers to run any function or the native implementation of artificial intelligence service, IBM Watson.

Figure 1. Mean RTTs when the response includes the random generated string by the function. Azure Functions: blue line, IBM OpenWhisk: black line, AWS Lambda: orange line, Google Cloud Functions: red line
5. EVALUATION

Table 1 summarizes all features of all services that have been described in this paper; for a more detailed evaluation, a simulation has been done. Therefore, a small JavaScript function which generates some computer processing by the calculation of random strings was programmed. JavaScript, being the most supported programming language, was chosen as function programming language. Besides, one point has to be considered during the simulation. At the beginning, we considered as one of the simulation’s parameters the usage of the closest server to our location (i.e. Austria). Unfortunately, OpenWhisk and Google Cloud Functions are still not available in Europe, so all platform simulations had to be done by using servers located in the United States (US). Azure Functions, Google Cloud Functions and IBM OpenWhisk are located in the south central US, Amazon Lambda in the east.

The simulation consists of a client which sends HTTP requests to trigger the FaaS function. Starting with no requests, the requests rate per second increases every ten seconds by adding ten more requests per second. At the end of the simulation (after five minutes), the request rate is 300 req/s which represents a linear increase rate. The reason for increasing the simulation requests is to see how the platform scales when more simultaneous requests trigger the function. The figures show the mean time of the Round-Trip Times (RTT) the platforms give in two determined cases. Figure 1 depicts the mean RTTs when the response includes the random generated string by the JavaScript function. Figure 2, on the other hand, shows the mean RTTs when an empty response
body is given. These two cases have been chosen to see how the body (approximately 80KB) response affects to delays.

All four platforms depict stable behavior with just some peaks at the moment before the platforms scale themselves. The peaks are especially visible in the case of Google Could Function when it scales itself as being clear. Azure Function gives the best performance, both with and without response body, which is always around 500ms; on the other hand, IBM OpenWhisk provides the worst values which are always higher than 1000ms. Amazon Lambda provides a good RTT performance when there is no response body in the request, but it is worse once the randomly generated string is included in the response body and more requests are sent. This may be the result of the required configuration of the API Gateway to enable the HTTP trigger on the Lambda platform. Google Cloud Functions does not present a good performance once the body is included in the response, but the behavior is similar to Azure or Lambda when the response body is empty. One point is especially interesting: all figures show a peak when the simulation starts but stable themself once the simulation continues, which could mean that the platforms need a small period of time to initiate.

According to all analyzed data, the Azure Function platform offers a better performance and supports more programming languages. Moreover, the price is the same compared to the closest competitor, AWS Lambda. IBM OpenWhisk yielded a worse performance but is cheaper than the other platforms and the compatibility with Docker containers, Swift and IBM Watson could be interesting features for some developers. Finally, Google Cloud Functions presents a middle point in features, performance, and price to the others competitors.

6. CONCLUSION

The paper gives an overview and analyses on the current state-of-the-art of serverless cloud architecture. Afterwards, a comparison between the most used FaaS platforms was described in which some parameters were analyzed. These parameters will be used in the future to choose the most suited platform for our requirements. This paper is a basis which will be continuously updated as an extended live document to reflect the changes that may occur in the future on these platforms. The next step will be a more technical comparison of the platforms in a real life scenario, where more precise requirements in delays, programming languages and price are given.
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ABSTRACT

Traditionally, positioning in WLAN was associated with some issues. The presence of the multipath forced researchers to resort to fingerprinting based positioning techniques that inherently require extensive site surveying and the abundance of reference signals. However, if we consider WiFi data for the task of crowd analysis, the data should be collected on the side of the network provider and, in this case, it is usually scarce. Thus, methods that require fewer reference signals for positioning are needed. This paper provides the comparison of WLAN based positioning methods that can operate with a single AP.
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1. INTRODUCTION

One of the applications of positioning systems is crowd mobility analysis that can be used to detect common patterns in crowd movement, irregular commotions in the area, etc. This task largely relies on the ability to estimate the locations of people in the crowd. Several technologies are currently available to provide reliable location information. The most widely known - Global Positioning System (GPS) - is successful in doing this outdoors. However, it is reported that positioning precision suffers a lot in city landscapes, and requires additional reference signals or calibration [1]. A local area positioning system can provide one of the solutions for this problem.

One of the requirements of a successful and efficient positioning system is the ease of creating the infrastructure. The popularity of GPS is caused by its availability worldwide, and this trait is hard to achieve for other positioning systems by design. Ideally, a local positioning system would be very cheap to set up and sustain. For this reason, there are attempts to adopt cellular or wireless local area networks (WLAN) as the basis for a positioning system that would enable localization indoors or in dense urban environments [13]. Cellular data is ideal for the task of crowd mobility tracking (in term of coverage), but it provides very rough granularity. WLAN data does not suffer from this issue.
The major problem for crowd analysis task is that the data should be collected on the side of the network provider and, in this case, it is usually scarce. The most popular method for positioning with fingerprints requires several reference signal to achieve reasonable precision. Such abundance of information is often unavailable on the network service provider side. Thus, methods that require fewer reference signals for positioning are needed.

Many of classical positioning approaches that use cellular networks or WLAN are based on triangulation and trilateration techniques, which are not applicable when less than three measurements from different base stations are provided. Another class of methods, based on the distribution of received signal strength (RSS), made its appearance in the last decades due to the availability of vast computational resources. Although more computationally intensive, these new methods allow achieving reasonable positioning accuracy in environments subject to multipath propagation.

RSS based techniques proliferated in the area of WLAN-based positioning where the measure of received signal strength is provided by Received Signal Strength Indicator (RSSI). WiFi networks are most common for indoor spaces, which simplifies the application of RSSI positioning techniques that are usually referred to as fingerprinting methods. Indeed, the indoor area is constrained by the borders of the premises, and the rest of the surrounding environment lies outside the consideration. When applied to a larger scale positioning, namely for cellular networks, the computational difficulty of signal strength based methods explodes due to an inherently large size of fingerprint database, and the need for site surveying.

Indoor WLAN-based positioning with RSSI is usually performed with measurements from multiple access points (APs). However, there are situations when the area is covered only by a single AP, or information from only a single AP can be utilized appropriately (i.e., the case of network-side data collection). In these scenarios, techniques like triangulation and trilateration are hardly applicable. The contribution of this paper is in providing the comparison of WLAN based positioning methods that requires can operate with a single active AP.

The rest of the paper is organized as follows. In section 2 we overview related work. In section 3 we formulate the problem of positioning in WiFi networks and discuss signals used for positioning and limitations that emerge when positioning with a single AP. In section 5 we classify existing techniques for positioning with one AP. Section 6 concludes the paper.

2. RELATED WORK

Positioning in WLAN is related to other forms of wireless positioning, more precisely, positioning with radio signals. Liu et al. (2007) provided a general review of methods for localization in wireless networks and performed their comparison concerning accuracy, precision, complexity, scalability, robustness, and cost [8].

Farid et al. (2013) considered only indoor positioning techniques [3]. They included recent work and performed the comparison of positioning methods using other criteria, such as coverage provided by the system, power consumption, and susceptibility to multipath.

Quoc Duy Vo and Pradipta De (2016) compared existing wireless positioning techniques for outdoors concerning accuracy and power consumption [13].
Until recently, there were two types of information that a client or an AP could measure during communicating in WLAN. The first is the RSSI and the second is temporal delay. With the introduction of MIMO (Multiple Input Multiple Output) in IEEE 802.11 standard, it became much simpler to obtain the information about the direction of the incoming signal.

The initial attempt to create indoor positioning system with WiFi could be classified as time-based or signal strength-based. Although time-based methods often do not allow to use off-the-shelf hardware, Makki et al. (2015) explored the opportunity of positioning using time measurements in WiFi and discussed existing ways to overcome the issues with resolution and the prospective opportunities of time-based positioning in WLAN [9].

Suining He and Gary Chan (2016) considered only fingerprinting methods for localization [4]. They noted the use of spatiotemporal patterns, collaborative localization, and motion assistance in recent papers. Additionally, they reviewed different techniques for reducing the site survey, calibrating the system for heterogeneous devices, and performed the comparison of many methods using various criteria.

Although RSSI-based methods deal with the problem of multipath, they require the knowledge of space configuration and the presence of signal strength map, which takes a lot of time and resources to collect. Mahtab Hossain and Wee-Seng Soh (2015) decided to look into calibration-free indoor positioning methods, which do not require extensive map collection or even the precise knowledge of the floor plan [5]. For comparing these calibration free methods, they considered map requirements, the necessity of the initial location fix, the amount of user participation, and the need for additional sensors, such as inertial sensors.

The difference of our review is that we consider only positioning techniques that require only a single active AP to localize the client. Intuitively, if a method achieves reasonable localization error with a single AP, its results are likely to improve when scaled to several APs. Papers covered in this review were not considered in previous surveys. Our contribution is in aggregating the information about this subtype of positioning methods and providing their comparison.

3. PROBLEM FORMULATION

3.1 Positioning Procedure

The goal of positioning is to identify the location of a user relative to a set of base stations (BS). In the case of WLAN-based positioning, the user is a network client, and APs serve as BS. Conventionally, two types of positioning approaches are distinguished: deterministic and probabilistic [4]. Deterministic algorithms use some similarity or distance metric to compare observed signals with a prerecorded database. In this case, the positioning procedure becomes an optimization problem

\[ \hat{l} = \arg \min_l SIM(s, s_l)^b \]

where \( SIM \) is a similarity function, and \( b = 1 \) when \( SIM(s, s') \) increases as \( s' \to s \) and \( b = -1 \) if otherwise. Here, \( l \) denotes the location, and \( s_l \) - the signal associated with the location.
On the other hand, the probabilistic approach employs maximum likelihood (ML) technique where a probability distribution ties together the signal space and locations on the map and the goal is to maximize the conditional probability

\[
\hat{l} = \text{argmax}_l P(l|s)
\]

These two approaches constitute the basis for building positioning algorithms and the papers considered further use either of them.

Besides choosing the location estimation method, it is essential to select an appropriate set of signals. In the next section, we will discuss the types of measurements that are used for positioning in WLAN.

### 3.2 Signals for positioning in WLAN

Measures that are used for positioning in WLAN include RSSI, time or phase, the angle of arrival (AoA), and channel state information (CSI). In this paper, we refer to those as location signals, and their properties are described below.

RSSI measurements are prone to high variance especially in indoor environments [2]. Although RSSI was initially adopted for positioning due to its indifference to multipath, latest work shows that it suffers from non-stationary variance [6]. Nevertheless, positioning with RSSI in WLAN is the most common technique to date.

Positioning in WLAN can be done using time or phase measurements. The simple idea is that these measurements can be converted into the distance that is further used to localize a user. Although less sensitive to noise, time intervals are harder to measure using off-the-shelf WLAN adapters due to internal clock resolution and the radio bandwidth of the received signal [9]. It was estimated that with the standard bandwidth of 40 MHz the inaccuracy of time measurements results in localization errors around 7 meters [11]. This number can be improved by applying special techniques.

CSI describes the state of the communication channel and provides rough information about channel impulse response. CSI is represented by phase and amplitude of the received signal in the frequency domain. The IFFT of CSI gives the notion of delays of different multipath components. Recent work treats it as a promising localization signal [2]. Currently, CSI is not available by default, and the driver for a wireless adapter should be modified to obtain the access to these measurements.

Methods for positioning described in this review use at least one of the signals above to infer user's location and some of them use their combination to improve the precision.

### 3.3 Positioning with a single active AP

In general, the level of confidence for estimated location is low when positioning with a limited number of APs. For an indoor environment, this problem can be addressed by considering the joint distribution of RSSI and the location on the map. The presence of obstacles on the way of WiFi signal propagation, like walls, create an irregular RSSI pattern across the area. Some patterns make it easier to infer the true location. The distribution of average RSSI across space is
called coverage map. Techniques that utilize such coverage maps are usually called scene analysis techniques [8]. It is worth noting that the irregularity of a coverage map highly depends on the configuration of the environment, and in open spaces such maps do not provide significant benefits over other less memory intensive techniques such as statistical propagation models.

Another approach is related to the use of triangulation or trilateration. The position of a client can be identified when sets of distances and/or AoAs are known. With the introduction of MIMO in the current IEEE 802.11 standard, each compatible AP is equipped with multiple receiver inputs. This receiver antenna array can be used to infer the relative position of a user and the AP. For simplicity, we further refer to triangulation and trilateration techniques under a common term of triangulation.

We were able to discern three classes of positioning techniques with a single AP: (i) triangulation (ii) triangulation and dead-reckoning (DR) fusion (iii) scene analysis and dead-reckoning fusion.

The first class refers to techniques that rely on the one-time measurements, i.e. the location can be inferred from a single sample of all necessary parameters. The second one includes methods with similar positioning principles but relies on dead-reckoning for obtaining the final location estimate. The third - uses RSSI and coverage map together with dead-reckoning for localization.

4. COMPARISON CRITERIA

We choose to compare methods presented here using the following attributes. First, we distinguish the use of different positioning approaches, which define the set of used localization signals and processing techniques.

Often, the positioning system becomes harder to implement when there is a need for additional sensors. Therefore, we try to identify the extent to which a particular positioning procedure uses other measurements.

Some approaches must take advantage of low-level information from the physical layer of the communication protocol (PHY). This is often associated with particular modification and requires additional work during deployment.

The sampling rate (SR) is often crucial for positioning, especially when dead reckoning is used. High SR is associated with higher energy consumption and communication overhead.

The amount of user involvement in the positioning process differs for presented positioning methods. The necessity of additional computation on the side of the user requires both energy resources and specialized software, hindering seamless deployment of the positioning system.

One of the most critical factors for deployment is the necessity of extensive site survey. While it is nil for triangulation techniques, the presence of fingerprint database is the requirement for scene analysis methods.

Further, we are going to compare different techniques concerning these parameters. All information is taken from the reports produces by authors of corresponding methods, and we specify when we make our own notes and conclusions.
5. POSITIONING TECHNIQUES

5.1 Triangulation

The class of triangulation techniques includes methods that rely only on explicitly measured parameters and exclude the need for tracking. Thus, these techniques allow for positioning at any moment of time without the knowledge of previous locations. Also, they use only measurements for distance and angles.

**CHRONOS** The positioning system, named *Chronos*, designed by Vashisht et al. (2016), is based on commodity wireless adapters and allows localization with a decimeter level of precision [12]. It is claimed to be the first system that performs positioning with such accuracy without external sensors. The core idea of the method is to estimate distances between antennas of the AP and a client using absolute ToF.

*Chronos* uses commodity hardware Intel 5300 with a modified driver. The use of ToF is associated with a series of issues that were discussed in the section 3.2 but authors were able to find a way mitigate these limiting constraints.

Authors substantiate the claim that the phase of the zeroth sub-carrier in OFDM spectrum of WLAN transmission is equal to the true value of the phase, which allows eliminating additional phase shift due to packet detection delay. Thus,

ToF can be computed from the expression [12]:

\[ \phi_{i,k} = -2\pi f_{i,k} T \mod 2\pi \]

where \( T \) is the ToF, and \( f_{i,k} \) is the frequency of the sub-carrier \( k \) in the frequency band \( i \), and \( \phi_{i,k} \) is measured by the receiver. Obviously, such an equation has an infinite number of solutions for \( T \). The unique solution can be found from a system of equations that uses frequencies for different channels. For this reason, the localization procedure involves channel sweep.

Fig. 1. Example demonstrates the process for solving the ToF based on measured phase. In each channel, there is a set of periodic solutions. The answer corresponds to the time when solutions for all the channels match [12].
The problem of multipath is dealt with using channel state information (CSI), which allows separating the component of the direct path from the rest. The final location of a user is found by solving a quadratic optimization problem. The goal of such optimization is to minimize the difference of distances between a user's assumed location and the AP, and distance estimations calculated from ToF measurements.

In the case of Chronos, the AP should have the modified driver installed. This driver provides access to physical layer information and enables the AP to drive frequency hopping procedure. The distance is estimated from the system of signal phase equations and does not require an onboard high-precision clock. In the case of LOS, 95% of ToF estimation error is contained within 1.96 ns, and the positioning error is under 2m in 90% of cases. One of the essential features of Chronos is its ability to produce confident location estimation after a single scan.

The success of Chronos arises the question of the impact of this positioning procedure on the network throughput. It was shown that single localization attempt that involves multiple channel sweeps reduces throughput of the network by approximately 5 MBits/s for the period of localization, which lasts about 84 ms.

Triangulation with passive sensors Another triangulation approach was proposed by Kraxberger et al. (2010) [7]. They developed a method that allows identifying the location without active collaboration from a user. In their scheme, there is a single active AP that communicates with the client, and several passive sensors. The job of sensors is to monitor the wireless channel and intercept packets transmitted by the client. The RSSI of intercepted packets carries the information about the distance to the client, which can be extracted using Two-Way-Ground propagation model. After distances between the client and three of the sensors are estimated, triangulation is applied.

This technique does not require any modification of hardware or protocol logic and can be used with any off-the-shelf wireless adapter and AP. However, this method relies only on the statistical propagation model, which can be highly imprecise in certain environments. Thus, the effect of multipath is modeled only approximately. The authors do not evaluate the average accuracy of their method, making it difficult to perform the comparison with different techniques.

5.2 Scene analysis and dead-reckoning fusion

Zaruba et al. (2007) presented a method for indoor localization with a single access point that uses both scene analysis and dead-reckoning [14]. By combining these two approaches, they were able to achieve average positioning accuracy of 2m.

Before the positioning procedure can be used, one needs to calculate signal coverage map. To achieve this goal, the accurate floor plan is obtained, and then parametric ray-tracing is performed. By simulating the propagation of radio waves, one can predict the observed RSSI at a given point on the floor plan. To simplify and enhance the ray-tracing process, the passing and reflection coefficients are treated as unknown parameters. Their values obtained by numerically solving the minimization problem where the average squared difference between observed and estimated RSSI measurements serve as the cost function.
Positioning with fingerprints generated in such a way produces a set of possible locations that is too large in general. However, the use of dead-reckoning together with analytical movement model allows filtering the most unlikely positions of users. In this method, no additional sensors on the device are used, and analytical movement model is employed. The consecutive samples of this model follow Markov assumption. User's positions are processed with particle and Bayesian filters to increase the positioning accuracy.

This positioning technique handles the problem of the multipath well and requires no tampering with the WLAN communication protocol. However, the deployment is mostly hindered by the necessity of detailed floor plan. Moreover, the ray tracing procedure is merely an approximation of the real radio wave propagation process and inherently contributes to the final positioning error.

5.3 Triangulation and dead-reckoning fusion

In this class, the difference from the triangulation techniques is that some parameters are not estimated after single sampling is performed. Instead, necessary information is accumulated through the extent of time before the estimation can be produced.

**CUPID** Sen et al. (2013) designed a method that relies on measurements from client's device and a single AP and does not require extensive site surveying [11]. Their method uses distance estimated from a propagation model, and AoA obtained through dead-reckoning. The median localization error of the proposed technique is 5m. They successfully utilize information about multipath components, provided by CSI, and knowledge of user mobility to implement a system that works on commodity wireless cards.

In the presence of multipath, the value of RSSI can deviate from the expected value, and statistical propagation models are usually unable to reasonably describe this deviation, especially when the direct path component is not the strongest in the delay profile. On the other hand, when multipath components are filtered, the propagation model can be of greater use. Thus, Sen et al., use the energy of direct path (EDP) in conjunction with propagation model to estimate the distance between AP and the client. EDP is easily obtained once CSI is available.

The AoA is estimated with the facilitation of dead-reckoning. The true AoA cannot always be determined even when an AP with MIMO capabilities is used. In some scenarios, the strongest energy is contributed by a multipath component, drawing conventional methods for determining the direction of arrival of the strongest signal useless. A pseudo-spectrum is usually constructed outlining the dependence of RSSI from the AoA, and the angle that yields the peak energy value is chosen. If local maxima are considered, the procedure will result in the set of possible angles that needs further refinement. The possible solution is to use movement tracking with accelerometer and estimate traveled distance. As a result, a triangle can be constructed with two sides measured with propagation model, and the third - estimated through dead-reckoning, as shown in Fig. 2. Thus, angles from the set of possible solutions can be tried. After identifying the AoA and the distance, user's position is estimated.

This method introduces a calibration-free approach to local area positioning. It is claimed that the positioning procedure was designed with energy efficiency in mind and probing the client's location with a high rate is not required. On the other hand, the accuracy of DR highly depends on
the sampling rate of the device's internal sensors. The method assumes the presence of direct path in the CSI. Authors assert that measurements of EDP lower than 12 dB are unreliable and should be discarded. This approach can be extended to use several AP with a successful decrease of localization error.

![Diagram](image)

**Fig. 2.** Angle of direct path corresponds to the triangle with sides $d_A$, $d_B$ and $pAB$. When signals from multipath components are tried, the angle does not fit this triangle [11].

**SAIL.** The improvement of the previous approach was introduced by Mariakakis et al. (2014) [10]. The location is determined using distances measured through ToF and DR with the resulting median positioning error of 2.3m. They take advantage of CSI and user mobility to increase the performance of measurements, and device a heuristic for estimating absolute heading.

The ability of the AP to measure the delay between packet departure and ACK signal arrival lies in the foundation of this technique. The precision of time measurements limited by 40 MHz bandwidth is 25 ns. This precision can be enhanced by evaluating the relative time delay of signal arrival to different antennas. Additionally, the incorporation of human mobility and channel coherence property allows for the further decrease of positioning error.

Authors improved DR procedure by increasing the accuracy of the mobile device's inertial system. Driven by the goal to estimate the absolute heading, they develop a procedure to switch between readings from magnetometer and gyroscope depending on the current conditions. As a result, the average heading estimation error dropped from 27.4 to 5.9 degrees.

Eventually, the location was determined by constructing a triangle with two sides estimated using ToF, and the third - using DR. The number of possible triangle orientations was reduced by considering the absolute heading.

In this method, the accuracy of CSI measurements is increased by exploiting the channel coherency. Thus, the measurements are performed several times consecutively. This results in a small communication overhead.

**6. CONCLUSION**

We have reviewed methods for positioning in WLAN with a single AP. Conventionally, single AP provides only limited information that is not suitable for confident localization. Moreover, techniques for identifying both the distance and the direction to the user are constrained by the presence of multipath.
Table 1. Comparison of techniques for positioning with a single AP. FP - fingerprinting, SR - sampling rate, IMU - inertial measurement unit, PHY - physical layer.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Chronos[12]</td>
<td>Trilat.</td>
<td>None</td>
<td>Yes</td>
<td>No</td>
<td>Location fix in 84 ms</td>
<td>64 cm</td>
</tr>
<tr>
<td>Zaruba[14]</td>
<td>DR assisted FP</td>
<td>None</td>
<td>No</td>
<td>Yes</td>
<td>Measures RSSI</td>
<td>2 m</td>
</tr>
<tr>
<td>CUPID[11]</td>
<td>DR assisted trilat.</td>
<td>IMU</td>
<td>Yes</td>
<td>Not required, except for DR</td>
<td>Measures RSSI, performs DR</td>
<td>Low 5 m</td>
</tr>
<tr>
<td>SAIL[10]</td>
<td>DR assisted trilat.</td>
<td>IMU</td>
<td>Yes</td>
<td>Not required, except for DR</td>
<td>Measures RSSI, performs DR</td>
<td>0.20% 2.3 m</td>
</tr>
<tr>
<td>Kraxberger[7]</td>
<td>Trilat.</td>
<td>Packet sniffers</td>
<td>No</td>
<td>No</td>
<td>None</td>
<td>Unknown</td>
</tr>
</tbody>
</table>

The papers described here address the problem of multipath and propose methods that allow precise positioning in areas where it was not feasible before. We compared presented techniques according to the number of criteria that show the trade-off between the complexity of deployment and the complexity of positioning procedure.

Most of the introduced algorithms belong to the class of calibration-free techniques, which presents a significant advantage for deployment. All methods use commodity hardware, and some of them require the access to CSI provided by the driver.

The method presented by Zaruba et al. (2007) and Kraxberger can work with any hardware without limitations. Chronos, CUPID, and SAIL require WLAN standard 802.11n and above in conjunction with a modified driver. Although Chronos has the best positioning accuracy, it requires frequency hopping, that may pose more problems with additional drivers on the user-side and increase channel interference.

Overall, we see that positioning no longer requires the presence of multiple AP. This can enable new opportunities for WLAN based positioning systems and allows for improved accuracy in the case when more than one AP is present.
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ABSTRACT

In the information filtering (or publish/subscribe) paradigm, clients subscribe to a server with continuous queries that express their information needs while information sources publish documents to servers. Whenever a document is published, the continuous queries satisfying this document are found and notifications are sent to appropriate subscribed clients. Although information filtering has been in the research agenda for about half a century, there is a huge paradox when it comes to benchmarking the performance of such systems. There is a striking lack of a benchmarking mechanism (in the form of a large-scale standardised test collection of continuous queries and the relevant document publications) specifically created for evaluating filtering tasks. This work aims at filling this gap by proposing a methodology for automatically creating massive continuous query datasets from available document collections. We intend to publicly release all related material (including the software accompanying the proposed methodology) to the research community after publication.

KEYWORDS
Continuous queries; dataset construction; information filtering; publish/subscribe; information dissemination; profiles;

1. INTRODUCTION

In recent years, content-based information filtering (or publish/subscribe) applications, such as news or digital library alerts, have gained popularity to help users cope with the information avalanche problem on the Web. In the information filtering paradigm, users -or services that act on users’ behalf- subscribe to a server with continuous queries (or profiles) that are expressed in some well-defined language and capture their information needs. When a document is published on the server, the continuous queries satisfying the document are found and notifications are sent to appropriate clients. Publishers may be news feeds, digital libraries, or users who post new blog items. Notice that information filtering is very different from information retrieval (as in search engines), in which a user poses a (one-time) query and the search engine executes it only once to retrieve the currently matching documents.
Since a server may handle millions of clients and continuous queries, the filtering problem needs to be solved efficiently by each server. To this end, a number of systems and algorithms that try to solve the filtering problem efficiently for different data models and query languages have been proposed [1, 6, 10, 17, 11, 12, 16, 18, 19, 20]. However, despite all the research in the area, there is an apparent lack of a benchmarking mechanism (in the form of a large-scale standardised test collection of continuous queries and the relevant document publications) specifically created for evaluating filtering tasks. From our point of view there exist two major problems to be addressed when trying to experimentally evaluate a filtering algorithm: (i) the document corpus to be used as publications and (ii) the set of continuous queries relative to that corpus. It may not be difficult to collect data to be used as publications since there is a wide collection of document corpora available. It is however, extremely difficult to find continuous queries relevant to a specific corpus except by obtaining proprietary data (e.g., from Google Alerts or CNN’s news alert system). Notice also that one-time queries, such as those obtained from public releases of major search engines’ query logs (like Google BigQuery, Zeitgeist, or the AOL query set) are inappropriate for filtering tasks as they typically express a one-time information need, contrary to continuous queries that are used to express recurrent and long-standing information needs. Finally, other efforts, such as the TREC Filtering Track, are insufficient as they contain only a few dozens of manually created and curated continuous queries, and cannot live up to the need of modern benchmarking that is in the order of millions (e.g., as in [12, 16, 18, 19, 20]).

Given the above, it becomes clear that the only viable alternative to this lack of standardised benchmarks is to artificially generate sets of continuous queries related to the corpus to be used for the evaluation. To the best of our knowledge this is the first approach in the literature to provide a general-purpose methodology for artificially generating realistic continuous query datasets from actual document corpora for benchmarking purposes. To this end, our contributions are the following:

- We formally define the query language and data model named AWP supported by our methodology
- We introduce a new corpus of research papers to be used as publications in the filtering tasks. Notice however, that our methodology is general enough to be used with any (attribute tagged) document corpus; here the new corpus is only used as a proof-of-concept for our continuous query creation process.
- We propose a new methodology for creating synthetic user profiles using words and technical terms extracted automatically from the document corpus. To do so we use the corpus at hand to create realistic continuous queries under query language AWP. It should, however, be stressed out that our methodology can be applied to any corpus and any query language similar to AWP.

The rest of the paper is organised as follows. Section II gives a brief overview of related work and Section III hints on the model AWP, which is used for specifying profiles and documents. Section IV presents the NN corpus, whereas Section V presents our methodology for the creation of continuous queries. Finally, Section VI concludes the paper by providing future research directions.
2. RELATED WORK

Our work relates (at a higher level) to the general area of information filtering efficiency as expressed by a number of systems and algorithms that try to provide scalable information filtering solutions for different data models and query languages. Some of these approaches include the systems XFilter [1], YFilter [6], DFA [10], the Boolean version of SIFT [17], and the agent-based DIAS [11]. Other approaches focus more on the algorithmic aspect by providing efficient tree-based data structures such as [12, 16, 18, 19, 20] for dealing with documents that are free text and profiles that are conjunctions of keywords. To the best of our knowledge the only work that is somewhat relevant to ours is [15], where a corpus of documents (but no continuous queries) is built for adaptive filtering tasks.

Interestingly the evaluation of the XFilter [1] and SIFT [17] is based on a synthetic corpus of documents; XFilter creates them using IBM’s XML generator [7] and NITF DTD [5], whereas the creation of continuous queries is also synthetic. Contrary, [10] uses Deterministic Finite Automata to parse a corpus of XML documents and the XPath generator used in YFilter [6] to generate the user profiles. However, the main problem with all these approaches is that they are (i) aimed at a single evaluation and cannot be reused, (ii) based in artificial (and not real document) corpora, and (iii) not freely available to use. Contrary, our approach is general enough to cover many filtering tasks, is based on actual documents to create the continuous query dataset, and will be freely available for use after publication.

3. THE DATA MODEL AWP

In [11] we present the data model AWP for specifying continuous queries and textual resource metadata in information filtering systems. AWP is based on the concept of named attributes with values of type text. The query language of AWP offers Boolean and proximity operators on attribute values as in the work of [4], which is based on the Boolean model of information retrieval.

**Syntax.** Let Σ be a finite alphabet. A word is a finite non-empty sequence of letters from Σ. Let V be a (finite or infinite) set of words called the vocabulary. A text value s of length n over vocabulary V is a total function s:{1,2,...,n}→V.

Let I be a set of (distance) intervals I=\{[l,u]: l,u ∈ N, l ≥ 0 and l ≤ u\} U \{[l,∞): l ∈ N and l ≥ 0\}. A proximity formula is an expression of the form w_1≺_{i_1}...≺_{i_{n-1}} w_n where w_1,...,w_n are words of V and i_1,...,i_n are intervals of I. Operators ≺_i are called proximity operators and are generalizations of the traditional information retrieval operators kW and kN [4]. Proximity operators are used to capture the concepts of order and distance between words in a text document. The proximity word pattern w_l≺_{[l,u]} w_2 stands for “word w_l is before w_2 and is separated by w_2 by at least l and at most u words”. The interpretation of proximity word patterns with more than one operator ≺_i is similar. A word pattern over vocabulary V is a conjunction of words and proximity formulas. An example of a word pattern is applications ∧ efficient ≺_{[0,0]} data ≺_{[0,3]} fusion.

Let ̂A be a countably infinite set of attributes called the attribute universe. In practice attributes will come from namespaces appropriate for the application at hand e.g., from the set of Dublin Core Metadata Elements [21].
A document $d$ is a set of attribute-value pairs $(A, s)$ where $A \in \mathcal{A}$, $s$ is a text value over $V$, and all attributes are distinct. The following set of pairs is an example document:

$$\{ (\text{AUTHOR}, \text{"Christos Tryfonopoulos"}), (\text{TITLE}, \text{"Distributed information filtering is ..."}), (\text{ABSTRACT}, \text{"In this paper we show that ..."}) \}$$

A query is a conjunction of the form

$$A_1 = s_1 \land \ldots \land A_n = s_n \land B_1 \equiv w_{p_1} \land \ldots \land B_m \equiv w_{p_m}$$

where each $A_i, B_i \in \mathcal{A}$, each $s_i$ is a text value and each $p_{j}$ is a word pattern. The following formula is an example query:

$$\text{AUTHOR} = \text{"Christos Tryfonopoulos"} \land \text{TITLE} \equiv \text{(distributed} \prec [0,3] \text{filtering)} \land \text{information}$$

**Semantics.** The semantics of $AWP$ have been defined in [11] and will not be presented here in detail. It is straightforward to define when a document $d$ satisfies an atomic formula of the form $A = s$ or $B \equiv w$, and then use this notion to define when $d$ satisfies a query [11]. The example document given above satisfies the example query.

### 4. THE NEURAL NETWORK CORPUS

The proof-of-concept corpus we use (called *NN corpus*) consists of a fraction of research papers from ResearchIndex [14,13] having Neural Networks as a subject. ResearchIndex, formerly known as Citeseer, is a digital library that targets the improvement in the dissemination of scientific literature. ResearchIndex indexes research articles in various formats and provides a variety of free services, such as full-text and citation indexing as well as paper statistics.

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of documents</td>
<td>10,426</td>
</tr>
<tr>
<td>Document vocabulary size</td>
<td>641,242</td>
</tr>
<tr>
<td>Maximum document size (words)</td>
<td>110,452</td>
</tr>
<tr>
<td>Minimum/maximum word size</td>
<td>1/35</td>
</tr>
</tbody>
</table>

The NN corpus consists of 10,426 scientific papers in English. Some important values for this corpus are summarised in Table I above. The documents were downloaded from the ResearchIndex site as postscript files and were converted to text files. Then all references and equations were removed and each word in the document was assigned a grammatical tag (e.g., noun, verb etc.) using a simple rule-based part of speech (POS) tagger [3]. This processing was necessary as a first step for the extraction of multi-word terms by the C-value/NC-value method described briefly in Section V.A and also in [9]. To use the corpus for our continuous query creation we also utilised the full citation graph of ResearchIndex.
Initially, we removed all the POS tags from all the documents. We then used the information from the full citation graph of ResearchIndex to extract the title, authors, abstract, and year of the publication. This information was not extracted from the actual corpus since the flat form of the documents contained considerable noise even after several rule-based filters were applied to it. The next step was to process the abstracts as POS-tagged text files, extracted from the original postscript files. After processing the abstracts we were able to identify the body of the document by excluding the information we already had in hand. When the processing phase was completed, we merged the different attributes extracted, along with the appropriate attribute tags. We then had at our disposal an attribute-tagged corpus with five fields: title, authors, abstract, body and year.

At this point we have to stress out that the information obtained from the citation graph was incomplete, resulting in documents without all the attribute fields filled in. This is actually not a problem in an experimental setting since in an information dissemination scenario users may post documents with only some of the attributes filled in. Table II gives some interesting measures of the fraction of documents out of the document corpus that contain each attribute, and summarises the fraction of documents that contain a specific number of attributes.

### TABLE II. ATTRIBUTE STATISTICS

<table>
<thead>
<tr>
<th>Attribute</th>
<th>% fraction of documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>title</td>
<td>63%</td>
</tr>
<tr>
<td>authors</td>
<td>58%</td>
</tr>
<tr>
<td>abstract</td>
<td>88%</td>
</tr>
<tr>
<td>body</td>
<td>86%</td>
</tr>
<tr>
<td>year</td>
<td>63%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of attributes</th>
<th>% fraction of documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.4%</td>
</tr>
<tr>
<td>2</td>
<td>28.0%</td>
</tr>
<tr>
<td>3</td>
<td>1.9%</td>
</tr>
<tr>
<td>4</td>
<td>16.0%</td>
</tr>
<tr>
<td>5</td>
<td>45.0%</td>
</tr>
</tbody>
</table>

5. **CONTINUOUS QUERY GENERATION METHODOLOGY**

The main construct in our profile creation process is that of a unit. Units in our context represent different entities that can be used to create a profile. The first two unit sets consist of proximity formulas created from multi-word terms, that were extracted from the NN corpus using the C-value/NC-value method described below. The third one is the set of all the nouns extracted from document abstracts, and the fourth one is the set of all author last names in the NN corpus documents. Combining units from these four sets in a well-defined way, allows us to create realistic profile databases in order to conduct our experiments.

### A. Automatic Term Extraction

The multi-word terms used in the profiles for our experiments are extracted from the NN corpus using the C-value/NC-value approach of [9]. The process of identification of terms or technical terms or terminological phrases from a collection of documents belongs to the research area called **automatic term recognition**. The C-value/NC-value approach of [9] specifies the
“termhood” of a candidate multi-word term as the probability (co-location value) to be a real term. The C-value of a term is an enhancement of the common statistical measure of frequency of occurrence, incorporating information about nested terms, whereas NC-value embodies information from words that appear in the vicinity of terms in texts. Both methods have been shown to perform better than the classical frequency of occurrence measure in terms of precision and recall [8]. For details on the method the reader is invited to see [9, 8].

B. Creation of the Different Unit Sets

The creation of the first two unit sets was based on the extraction of multi-word terms from the corpus. To create these sets, a ranked list of multi-word terms was extracted from the corpus documents. We then, excluded from this list all terms that contained more than five words since they were noise produced by the C-/NC-value methods. Additionally, we specified an upper and lower NC-value cut-off threshold for the terms remaining in the list. These cut-off thresholds were used to increase the discriminating power of the set of terms. The upper cut-off threshold was used to exclude top ranked terms, that is terms that appear very often in corpus documents. Such an example is the 2-word term “neural networks” that is contained in most of our documents. Moreover the bottom ranked terms are also excluded from the list of the useful terms since they are mostly noise created from the procedure of transforming the original postscript files to simple text files. This processing resulted in a list containing 2-, 3-, 4- and 5-word terms, which was then used to create two different sets as follows.

Let $a_1a_2...a_n$, where each $a_i$ is a word, be a multi-word term from the aforementioned list, containing $n$ words. A proximity formula is created out of this term in the following two ways:

1. $a_1 \prec_{[0,0]} a_2 \prec_{[0,0]} ... \prec_{[0,0]} a_n$. For each multi-word term in the list we introduce the proximity operator $\prec_{[0,0]}$ between the words of the multi-word term in order to create proximity formulas that represent strings. All the proximity formulas that are created this way form the first set of units named PF0, which stands for proximity formulas with word distance zero. The number of operands in these proximity formulas varies according to the number of words contained in the multi-word terms. The minimum number of words in a multi-word term is obviously two, whereas the maximum is five. An example of a unit in this set, which was produced from the term “inverse dynamic function”, is $\text{inverse} \prec_{[0,0]} \text{dynamic} \prec_{[0,0]} \text{function}$.

2. $a_l \prec_{[0,k]} a_n$, where $1 \leq k \leq 10$. From each term in the list of multi-word terms we create proximity formulas with exactly two operands. These proximity formulas are created as follows. We replace all the middle words of the 3-, 4-, 5-word terms with the proximity operator $\prec_{[0,k]}$, specifying $k$ to be a natural number drawn uniformly between 1 and 10. The choice of using a relatively small upper bound in the distance between two operands is inspired by the implementation of operator ‘*’ and ‘NEAR’ in Google and Yahoo! respectively. All the proximity formulas created this way form the second set of units named $PF_k$, since they are proximity formulas with word distance $k$. An example of a unit in this set could be $\text{rbf} \prec_{[0,6]} \text{networks}$, which could be created from the term “rbf dynamic decay adjustment networks”.

The second set of units used in the creation of our profiles database is the set of nouns that were extracted from document abstracts. The choice of nouns taken from document abstracts as
opposed to the whole document can be justified by the argument that the abstracts are expected to be a brief description of the work carried out in the paper thus, very appropriate to describe the content of a paper. The procedure of creating the set of nouns is as follows. First, we identified all the nouns in singular and plural form using the POS-tagged abstracts that were available to us. After that, we created a frequency-ranked list of these words and specified an upper/lower cut-off threshold to cut the most/least frequent words. The set of units that resulted from this procedure is denoted by NS, which stands for nouns.

The last set of units created is that of the authors’ last names. We extracted all the names of the authors that were available to us from the corpus documents to obtain an author vocabulary $V_{\text{author}}$ of 8,833 last names. Please notice that using this author vocabulary to uniformly draw author names for continuous queries is not a good choice, since authors that are more active or produce more important papers than others are expected to be used heavier in continuous queries. The criterion for identifying the more important authors is how many citations they get from papers written by other researchers. In the citation graph of the NN corpus this is captured by the in-degree of the papers as explained in [2]. The highest the in-degree for the papers of a specific author, the highest the probability for this author to appear in a profile. We define $N_a$ to be the number of papers in the corpus that refer to at least one document of author a, and $V_{\text{author}}$ the author vocabulary. $N_a$ can easily be extracted from the full citation graph, and the author vocabulary is available to us from the NN corpus documents. Thus, the probability of author a to be used in a continuous query is:

$$P(a) = \frac{N_a}{\sum_{k \in V_{\text{author}}} N_k}$$

The above formula associates an author with the popularity of his writings and thus, with a probability of another researcher being interested in his work. To capture the probability distribution of the author surnames, we used a multi-set that contains an author surname Na times, and presents a power-law distribution (Figure 1). This can be explained by taking into account the general observation that in every scientific domain there exist a few heavily cited authors, while the rest receive less visibility (in terms of citations of their work). The unit multi-set described above is denoted by AS (author surnames).

![Figure 1. Distribution of citations among authors](image)
In this section, we provide details of how all the above extracted information is combined to create realistic continuous queries. A continuous query under the subset of query language AWP consists of a conjunction of atomic queries. These atomic queries can only be of the form $A \sqsupseteq wp$, where $A$ is an attribute and $wp$ is a conjunction of words and proximity formulas. In the rest of this section we will examine the different types of atomic queries that can be created according to the attributes that are available to us.

**TABLE III. SPECIFICS FOR THE CREATION OF ATOMIC FORMULAS**

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Participating unit sets</th>
<th>Indicatory value of $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>title</td>
<td>PF0 / PFk / NS</td>
<td>0.4 / 0.4 / 0.2</td>
</tr>
<tr>
<td>abstract</td>
<td>PF0 / PFk / NS</td>
<td>0.4 / 0.4 / 0.2</td>
</tr>
<tr>
<td>body</td>
<td>PF0 / PFk / NS</td>
<td>0.4 / 0.4 / 0.2</td>
</tr>
<tr>
<td>author</td>
<td>AS</td>
<td>1.0</td>
</tr>
</tbody>
</table>

In our context, creating a continuous query can be viewed as the problem of choosing with a probability distribution between units contained in different sets. Not all the sets of units participate in the creation of an atomic formula of a specific attribute. Moreover, different unit sets that participate in an atomic formula may have different selection probabilities ($\sigma$) in being chosen to participate in a profile. The unit sets that participate in the creation of an atomic formula, along with an indicatory value for the $\sigma$ of each unit are summarised in Table III. Notice that these values may vary depending on the properties of the continuous query database to be generated.

In general, a creation of an atomic query is a 3-step process that can be described as follows:

1. Choose the number of units (or the size of an atomic query) $S$. This value is drawn uniformly from $[1, S_{\text{max}}]$, where $S_{\text{max}}$ is the maximum number of units in an atomic query. $S_{\text{max}}$ is defined to be 2 for atomic formulas of author and title attributes, whereas it is set to 3 for the abstract and body attributes. This differentiation in $S_{\text{max}}$ is due to the different number of words contained typically in the different attributes of a document.

2. Taking into account the units that may participate in a specific atomic formula, we pick $S$ units from these sets according to the selection probabilities summarised in Table III.

3. Having chosen these units, we take their conjunction to create the atomic formula.

Thus, an atomic formula for the title attribute may be:

$$title \sqsupseteq (rbf \prec_{[0.6]} \text{networks}) \land \text{java}$$

which contains two units (remember that this is the maximum number of units allowed for the title attribute): unit $(rbf \prec_{[0.6]} \text{networks})$ drawn from unit set $PF_k$ and unit $\text{java}$ drawn from unit set.
NS. Modifying $\sigma$ in the different unit sets results in controlling how often units of a specific set will appear in atomic queries of the corresponding attribute. Thus, other possible atomic formulas could be:

$\text{title} \sqsupseteq \text{implementation} \land (\text{dynamic} \sqprec_{[0,0]} \text{functions})$

$\text{title} \sqsupseteq \text{real} \sqprec_{[0,0]} \text{world} \sqprec_{[0,0]} \text{application}$

$\text{title} \sqsupseteq \text{algorithm} \land \text{implementation}$

Atomic queries for abstract and body attributes are created in a similar way. The only differentiation between atomic formulas of different attributes is the value of $\sigma$ for the unit sets and the maximum atomic query sizes.

At the same time creating atomic queries for attribute author is somewhat different since it may contain either one unit or a conjunction of two units from AS. Note that for the case of an atomic query for the author attribute using more words in conjunction would make the profile very specific, thus not suitable for an information alert setting. Note also, that proximity operations may also be used in these atomic queries (e.g., John $\prec_{[0,0]}$ Brown). However, the authors’ first names were not available from the corpus documents so this option was not adopted. Some examples of such atomic queries are $\text{author} \sqsupseteq \text{Brown}$ or $\text{author} \sqsupseteq \text{Smith} \land \text{Johnson}$.

Finally, to decide which atomic queries will be introduced as conjuncts in each continuous query we assign selection probabilities to each one of the four types of atomic queries and according to this selection probabilities we include or exclude atomic queries. Each type of atomic query is (or is not) included in a profile independently of the rest of the types. For example, for a specific profile generation scenario if the selection probability of all four types of atomic queries is 85% then atomic queries for the author attribute will appear in the 85% of the profiles in the profile database. The same holds for the rest of the attribute types (title, abstract and body). At this point we should stress that in this way all possible combinations of atomic queries may appear in the generated continuous queries, and that a simple probability calculation allows us to control or exclude certain types of atomic queries.

6. CONCLUSIONS AND FUTURE WORK

In this work we presented a methodology for creating realistic artificial continuous query databases from any real-life (attribute-tagged) corpus, and as a proof-of-concept we applied it to the NN corpus. The robustness of the proposed methodology is highlighted not only by the publications in top-class venues that utilize it (e.g., [11, 12, 16, 18, 22]), but also by the different document corpora it was applied on (TREC .gov, TREC ClueWeb09, OHSUMED, NN, and others). Finally, interesting directions for future work include the design and implementation of modules for creating realistic vector space and semi-structured continuous queries.
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ABSTRACT

Currently, the virtual reality market is receiving global attention, and VR animation entertainment content is attracting attention as a new content market. In this study, we successfully develop these kinds of VR animations by focusing on interactions, the largest feature of virtual reality content, and we present a novel interaction method for virtual reality animations. We created "FLY," a virtual reality movie, using wearable technology, and designed augmented context interactions to verify the emotional empathy and emotional immersion effect of the active story-based interactions experienced by the user in a virtual reality environment. The wearable bands used in the interactions were trained through programming, starting at the movie development stage. The audience viewed the interactive virtual reality movie and actively interacted through gesture interactions using the wearable bands.
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1. INTRODUCTION

Currently, as the world heads toward a fourth industrial revolution, there is considerable interest in the field of virtual reality. Virtual reality technology began in 1940 with flight simulators and has been continuously studied since then. In recent years, as wearable virtual reality devices such as HMDs (Head Mounted Displays) have been commercialized owing to advances in related hardware and software, virtual reality is garnering attention as the content platform of the future. However, the virtual reality market, which was expected to grow rapidly, has actually experienced faltering growth. This is because companies have not yet been able to establish a virtual reality ecosystem capable of expanding the virtual reality market due to the imbalances of a market developed with a focus on only hardware and related technology. In particular, the lack of content for a rapidly growing market centered on virtual reality devices is emerging as a problem in the virtual reality market. Because of this, the world is attempting all possible to dominate the virtual reality content market. In particular, games, which are rapidly converging...
with the virtual reality content market, are already expanding the market through specialized game distribution platforms such as Steam, and high-quality virtual reality games are being released. In addition, virtual reality movies are being actively developed and introduced at international conferences, movie festivals, and in Hollywood, including at SIGGRAPH, the Sundance Film Festival, and the Cannes Film Festival. In 2017 Google's "Pearl" became the first VR animation to be nominated for an Academy Award [1], and Penrose Studios' "Arden's Wake" was awarded Best VR Film at the 74th Venice Film Festival [2], showing the full potential of VR animation.

VR animation makes users emerge in a virtual space due to a combination of factors such as physical and task environment [3]. Physical environment produces a state of immersion and the task environment produces a state of involvement [4]. These environments can consist of combined hardware platform, software systems and interactive scenarios. There have been some researches about affective and cognitive elements, or endogenous factors, that contribute to an immersive experience and there is much emerging support within the literature for a relationship between presence and immersive experiences [5] [6] [7]. Researchers have also looked at a sense of flow, or deep involvement, with a virtual environment and immersion [8] [9] [10].

With the development of sensor technology, content that utilizes the motion of two hands or the whole body in real-time interaction with HMDs(Head Mounted Display) [11] while using wearable technology have recently appeared, yet it is difficult to find a case that utilizes real-time interaction in animation films. Therefore, this study proposes augmented context interaction using a wearable band in VR animation films based on interactive narratives. This study is concerned with the creation of immersive VR animations, and it analyzes the difference in storytelling between existing traditional movies and virtual reality movies with a focus on augmented context interaction. We aim to study the emotional effects of augmented context interaction in virtual reality movies that use wearable technology.

2. RESEARCH SCOPE AND METHODS

Virtual reality is a technology in which the users can have real-time interaction in a virtual space created by computer systems. It is a convergent technology that allows users to feel immersed in this virtual space through the five senses of the human body and that provides a feeling of presence as if the user actually existed in that space [12]. There are a variety of types of virtual reality content including CAVE type, desktop type, and third person type, but in this study we focus on wearable display HMD-based virtual reality movies, which are the most appropriate for personal media and growing at the fastest speed [13].

Virtual reality games targeted at existing game users are quickly becoming plentiful among HMD-based game content. However, movies, which are one of the most popular forms of entertainment, have not been able to form a virtual reality movie market as quickly as games. This is partly because HMD devices are associated with several problems such as cost and motion sickness from the cognitive dissonance caused by resolution and lag speed; however, the most important reason why audiences do not seek virtual reality movies is the lack of compelling content. Because the characteristics of virtual reality movies differ from those of existing movies, there is a need for movie storytelling based on deep research into these characteristics. In this study, we aim to analyze these virtual reality movie characteristics and propose an augmented context interaction method that uses wearable technology suited to these characteristics.
addition, we perform experiments to verify the effect of the audience's emotional reaction on gesture interactions.

3. CURRENT VR FILM TECHNIQUE

3.1. Virtual Reality Movies and Presence

As with traditional 2D screen-based movies, virtual reality movies can largely be divided according to the methods by which they are made: live-action movies, graphics-based movies, and movies that were made by using a combination of these two methods. To date, research on these filmmaking methods made up most of the mainstream research on virtual reality movies, and research was not performed on methods of storytelling in virtual reality movies. This is because virtual reality movies are seen as a movie genre that is derived from the existing movie medium; thus, people have been unable to sense the need for a special grammar or type of storytelling that belongs only to virtual reality movies. However, when virtual reality movies borrow this kind of traditional movie storytelling style as-is it is difficult to properly show audiences the advantages held solely by virtual reality movies. Virtual reality movies that are produced with the same camera perspectives, etc. as the linear narratives of traditional movies can be called incomplete forms of virtual reality content that only add 360° imagery to traditional movies. However, we need a movie experience that is fundamentally different from existing traditional movies to enable audiences to feel the attraction of true virtual reality movies.

The ultimate goal of virtual reality is to allow the user to experience telepresence. Originally presence meant the sense of being within a certain environment, while telepresence can be called the experience of existing within a certain environment through a communications medium i.e., the mediated perception of an environment [14]. Feeling total presence through virtual reality movies is not possible simply through offering the point of view of an observer who turns their head around in a 360° space and sees a virtual space. That is, in order for the audience to feel this kind of presence in a virtual reality movie, we require communication beyond the passive communication of simply turning one's head. In short, we need mental and physical interactions between the audience and the medium called film. To do this, this paper proposes classifying this kind of communication as augmented context interaction.

3.2 Related Work

Figure 1: User interacting with an actor in the VR Film 'Draw Me Close'

Figure 2: Scene from the VR Film 'Draw Me Close'
In the spring of 2017, "Draw Me Close" [15] debuted at the Tribeca Film Festival, and it can be considered a typical example of active communication between an audience and a virtual reality movie (Fig. 1). The audience, equipped with an HMD and hand sensors, experiences 5-year-old Jordan's memories of his mother who passed away from cancer. People in the audience are equipped with an HMD and a motion capture system and experience something beyond direct participation in the space and time of the movie. The virtual space experienced through the HMD is shown in Fig. 2, where we see Jordan's room and his mother expressed through line animation. In the virtual reality space, Jordan is lying down, and his mother pats him and hugs him as she puts him to sleep. There is active bodily interaction with the audience. Through this kind of embodied interaction, the audience feels immersion toward Jordan in the virtual space, and emotional storytelling takes place. However, in order to have this experience, the audience and the actors all have to wear special equipment to be motion captured, and there are problems with animation frame delays, etc. in the process of creating the real-time animation through the motion capture system. Moreover, a computer system with high specifications is needed to connect to the Vive HMD, and building the movie system is complicated.

Active interaction in this kind of virtual reality animation can also be experienced in "Tree" [16], which debuted at the 2017 Sundance Film Festival and can be seen in Fig. 3. In this movie, members of the audience wear an Oculus Rift HMD and hold MIT-developed EMS (Electronic Muscle Stimulation) sensors in both hands and experience becoming a tree in the tropical rainforest. By bodily experiencing the whole cyclical process of the tree being born, growing up, and returning to the dirt, the audience has the mysterious experience of becoming part of nature. However, this movie does not provide the audience with emotional interactions that go beyond the intuitive experience of having the movement of their hands become the branches of the tree.

Conversely, due to the current limitations of technology, the disadvantages of such hand gesture inputs are: first, lack of comfort; second, every gesture can be interpreted by the system, whether or not it is intended, so the system must have well-defined means to detect the intention of the gesture; and finally, segmentation of hand gestures. In order to solve these, this study proposes augmented context interaction, which is suitable for VR animation stories experienced through wearable bands which the audience can easily put on. Through augmented context interaction, members of the audience, who easily put on the wearable bands without any special equipment and are in a free-hand state, can experience emotions and sympathy with the characters in a VR environment.
4. VIRTUAL REALITY ANIMATION USING WEARABLE TECHNOLOGY

4.1. Interactive VR Animation

In order to verify the emotional effects of these kinds of active communication in virtual spaces, this study created an interactive VR animation named "FLY" [17]. "FLY" is a virtual reality movie in which the audience interacts directly through gesture interactions using augmented content interaction, and it was shown by invitation in the Busan Film Festival's VR Theater in October 2017. Each member of the audience wore an HMD that incorporates a smartphone and wearable bands on the wrists that can recognize gestures to encounter a young girl within the movie. From a first person's view, the audience can either refuse the girl's hand as she asks for help or they can take her hand. In addition, they can console the girl when she collapses by patting her. Emotional storytelling occurs through these three different active bodily interactions.

4.2. Gesture Recognition Via Wearable Band

In order to recognize this kind of audience interaction in real-time as the movie plays, we created wearable bands that can be placed on people's wrists. According to the definition of the MIT Media Lab, a wearable device refers to anything that is attached to the body or worn and which can perform computing actions, including applications capable of performing some computing functions [18]. By placing wearable bands on the audience's wrists, we could immediately and naturally gather the movements made by their wrists as they watched the movie.

In order to recognize the audience's interactions as the movie plays in this way, we required the audience to put on wearable bands equipped with IMU (Inertial Measurement Unit) and watch the movie. IMU increases user convenience by combining a gyro and an accelerometer, and it contributes notably to raising the reliability and efficiency of the system [19]. Equipping the hand with a 6 degree-of-freedom sensor, we can map its position onto the position of a virtual hand in an immersive world and create the illusion that users can touch and grasp the girl in the VR animation using their own hands [20]. This allows users to interact naturally and intuitively in the immersive environment.
In order to provide gesture interactions to the audience in real-time as they watch the movie, it is necessary to follow a process of designing gesture interactions that are appropriate for the story and recognizing the designed interactions during the planning stage of the movie. To do this, we first gathered acceleration and gyroscope sensor data from the bands worn on the wrists, as in Fig. 5. Afterward, we selected features from the collected sensor data from which to distinguish actions. For example, distinguishing two kinds of actions requires us to calculate the speed, continuous motion values, etc. of the action as features. Subsequently, we implemented a methodology for distinguishing actions from the corresponding features through programming.

We implemented a rule-based gesture recognition system. Our interaction system design has the simplest form to minimize a computation burden. Accelerometer and gyroscope sensor are used in this system. First, we extract features as following, x, y, z, magnitude, minV, maxV. First three features, x, y, and z, are raw data from the sensor. Magnitude is defined as $\sqrt{x^2 + y^2 + z^2}$. Lastly, minV and maxV are computed with each axis of sensor data. It is defined as $minV = \max(\minX, \minY, \minZ)$, $maxV = \max(\maxX, \maxY, \maxZ)$ and $\minX = \min(\minX, x_i)$. $t$ is time and rest features are equivalently computed as $\minX$. However, minV and maxV are initialized to 0 when the user attempts to start gesture interaction to avoid unintentional gesture. Features are computed with each sensor separately which generates 12 features. Every gesture can be divided into two steps. First it waits until magnitude value exceeds threshold to recognize whether user has intention to make a gesture. Then it performs the actual recognition process. Recognizing holding a hand gesture exploits x, y, z values of accelerometer. It is watched if user holds the pre-defined angle for 3 seconds. Stroking hair exploits minV and maxV values of accelerometer and gyroscope. Thresholds of minimum and maximum are used to filter when the user tries to transit hand movement direction. Refusing a hand gesture can be thought of as a sequence of actions followed by holding and withdrawing a hand.

![Gesture Interaction](image)

**Figure 5: Process of gesture recognition**

### 4.3. Augmented Context Interaction

Along with the recent growth of virtual reality content, continuing research has been focused on the interaction between users and content in order to provide the user with experiences optimized for interactions with content. In this research, there is interest in the extent to which the user can
use the content in a natural way, and this is creating a turning point in the development of natural user interface (NUI) technology. In the most typical method of NUI, a voice is played, and currently this is used in many products and services. Along with voice, gestures are an often-used user interface. Gestures include not only the intentional actions a user undertakes to convey their meaning, but also the unconscious, meaningless actions that they make.

In gesture recognition technology, sensors or equipment can be broadly divided into the contact type, in which data are acquired as the user directly makes contact via their body, and the non-contact type, in which data are acquired using long-distance and short-distance sensors. In this study we used the contact type of gesture recognition, which utilizes wearable technology worn on the user's wrists. This is because this equipment is very well suited to virtual reality environments because it can detect detailed gestures by simply being worn, without any separate camera equipment or limits on the user's area of activity or space.

When designing the interactions for this virtual reality movie, we used a concept known as augmented context interaction to move the audience's hearts and naturally induce interactions from the audience. This means augmenting the context information contained in the story, characters, or scenarios of the movie for an interaction given to the audience within the movie such that the interaction can be performed without resistance. That is, augmented context interaction is provided such that interactions can be performed naturally such as when the audience naturally reaches out as the girl, who is in danger, reaches out and asks for help or when they stroke her hair after she collapses on the cold street.

The first definition of context-aware applications, provided by Schilit and Theimer [21], ranged from applications that are simply informed about context to applications that adapt themselves to context. Context-awareness has been described in various research efforts with the following language: adaptive [22], reactive [23], responsive [24], situated [25], context-sensitive [26], and environment directed [27]. Previous research also described context-aware computing in two main ways: using context and adapting to context. In this study we used adapting to context and proposed gesture interactions suitable to scenarios in which there is interaction with the story and characters of the animation. This enables the audience to have augmented bodily interactions with characters that were limited in the virtual reality animation environment. Even though these interactions are not felt directly through the skin as in the real world, the act of stroking the character in the virtual space with one's own hand or holding her hand is directly experienced; thus, it is possible to allow the audience to feel more immersion and emotional storytelling.

Performing this kind of augmented context interaction design requires us to make it possible for the audience to naturally recognize what kind of gestures they must perform based on their past experiences. Ulmer and Ishii call this "Expressive Representation (ER)," which is when the user already reads and interprets the circumstances during the interaction and devises behaviors and modifications [28]. That is, the audience understands and analyzes the situation within the movie through this kind of active interaction, enabling meaning to be created by each user.

Along with this, the movie introduces the audiences to virtual reality, makes a life exist within the movie, and causes direct bodily interactions. This is because the VR environment is the optimal environment for tracking the audience's potential movements, and it can provide richer interactions than other media [29]. According to previous research, the user has a deeper immersion effect toward content when performing bodily interactions in a virtual space than when viewing video images [30]. This means that if suitable bodily interactions are used in
harmony with the story in a virtual reality movie as in the examples above, the audience's emotional immersion is raised, and a greater degree of immersion occurs.

Along with this, the movie introduces the audiences to virtual reality, makes a life exist within the movie, and causes direct bodily interactions. This is because the VR environment is the optimal environment for tracking the audience's potential movements, and it can provide richer interactions than other media [29]. According to previous research, the user has a deeper immersion effect toward content when performing bodily interactions in a virtual space than when viewing video images [30]. This means that if suitable bodily interactions are used in harmony with the story in a virtual reality movie as in the examples above, the audience's emotional immersion is raised, and a greater degree of immersion occurs.

5. RESULTS

We conducted experiments to confirm that the active communication achieved through augmented context interaction caused emotional empathy by directly inviting the audience into the virtual reality space and providing an embodied experience. The users included 20 men and women between the ages of 20 and 40. In the tests, the users were divided into two groups of 10 people: user group A wore the wearable bands and had active interactions, and user group B watched the VR movie and did not have active interactions. After viewings, we evaluated the users' emotional immersion and presence through a survey.

Question 1 measures the emotion of sympathy felt by the audience when experiencing empathy toward the story as they watched the movie and encountered the girl from the main character's 1st-person point of view. Through this question, we aimed to evaluate the audience's emotional empathy effect. Questions 2 evaluated whether the audience felt as though they existed within the virtual space and the degree of presence they felt interacting with the girl character in the movie. We used these questions with the aim of evaluating the immersion effect.

1) If you felt sympathy or pity toward the girl as you watched the movie, to what extent did you have these feelings? (5 is the highest level of sympathy)

2) How much immersion did you feel toward the main character in the movie? (5 is the highest level of immersion)
Through the above survey we found that user group A, which wore the wearable bands and experienced active interaction, had more sympathetic emotions toward the girl in the movie at a score of 4.1 than user group B which did not experience gesture interactions and had a score of 3.3. Furthermore, group A's immersion as the main character of the movie was higher at 3.8 than group B's, which was 2.7. It can be seen that the users of group A, who wore the wearable bands and directly performed gesture interactions according to the given situation in the virtual reality environment, felt considerable emotional empathy and a sense of immersion compared to when gesture interactions were not performed during viewing. This means that when the audience is immersed in a virtual reality environment and views a movie, if augmented context interaction is properly used in a way that is suitable for the story and scenarios of the movie, it can strengthen the immersion and emotional storytelling of the virtual reality content.

6. CONCLUSIONS

We described research aimed at developing a method for virtual reality animation storytelling that combines a form of active communication known as augmented context interactions with virtual reality animation. We provided audiences with augmented context interaction by using wearable bands to provide gesture interactions that are emotionally and bodily suitable for the story and scenarios of a virtual reality movie. We also conducted experiments to confirm that the active
communication achieved through augmented context interaction caused emotional empathy and immersion.

For the next step, we will perform user tests to verify that the degree of emotional immersion in an audience experiencing augmented context interactions compare to passive traditional interactions. Also, in this study, we performed research on augmented context interaction in virtual reality movies, and we must perform a variety of research on stories and dramatic methods suitable for this kind of interaction. Many tasks remain in the research and development of technology and content related to virtual reality movies to enable this kind of virtual reality animation to take a place in the mainstream cultural content industry.
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ABSTRACT

The introduction of information technology and telecommunications (ITC) in the health care sector has brought so many benefits to the health operators, managers, and patients. However, the increasing use and the application of ITC to the management and delivery of health care well known as e-health has been associated with several e-health risks that need to be examined. In this paper we point out several shortcomings of current risk conceptualization and operationalization, particularly they do not address the integration of a variety of risk components, which are crucial for capturing the essence of e-health risks. To fill this gap and drawing on risk analysis perspective we present and discuss a formal framework for e-health cloud computing project risks that captures potential scenarios, their likelihood and, the associated negative consequences. E-health risks were identified in the literature and a cluster analysis was used to classify different risks into several risk domains according to the developed e-health risk framework. Results show several domains including privacy, security, safety, liability, operational, project and business e-health risks. Implications for researchers and managers are also discussed.
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1. INTRODUCTION

This document describes, and is written to conform to, author guidelines for the journals of AIRCC series. It is prepared in Microsoft Word as a .doc document. Although other means of preparation are acceptable, final, camera-ready versions must conform to this layout. Microsoft Word terminology is used where appropriate in this document. Although formatting instructions may often appear daunting, the simplest approach is to use this template and insert headings and text into it as appropriate.

The use of technology to assist in the delivery of quality patient care covers a vast areas from biomechanical devices to robotics to the electronic medical record to email. More particularly, Internet as a source of health information and connectivity between providers and payers has increased interest in e-health as a channel for the delivery of health-related products and services (Trudel et al; 2012). Of the 137 million Americans who surf the Internet, more than 60 percent use the resource for health advice (Harris, 2002). In addition, 90% of adults would like to be able to communicate with their physicians on line and the number of adults who have looked for health information has climbed from 54 million to 110 million (Harris, 2002). In the US alone the
move to a fully integrated e-Health system has been estimated to improve efficiency and reduce costs, saving some $81bn (Appari & Johnson, 2009). Sometimes, the term e-health has been used very loosely to include any electronic healthcare-related activity (DeLuca and Enmark, 2000). One widely definition of e-health is the one adopted by HIMSS’ e-Health SIG (2003). E-health is defined as the application of Internet and other related technologies in the healthcare industry to improve the access, efficiency, effectiveness, and quality of clinical and business processes utilized by healthcare organizations, practitioners, patients, and consumers to improve the health status of patients.

The potential benefits of computerization are considerable. E-health systems can facilitate access to patients medical records, improve the quality of care and the accuracy of treatment decisions, achieve cost savings, and promote clinical research (Baron, 2005) and some health care providers with e-health systems already report better outcomes, fewer complications, lower costs, and fewer malpractice claim payments (Amarasingham et al. 2009). Without discounting any of these potential benefits, e-health systems continue to face challenges and associated risks within the health industry (Tsiknakis and Kouroubali 2009).

This paper focuses on the risks associated with e-health systems and on concerns associated with their use. We argue that despite the promise of this technology, the implementation of e-health systems must proceed with both caution and appropriate oversight. E-health systems give rise to new risks for health care providers and patients alike. Computerized information is vulnerable to large-scale privacy violations associated with hacking, computer theft, malicious electronic distribution, or accidental disclosure, such as sending a file to the wrong e-mail address. Once data security is breached, the most private information can be dispersed on the Internet to a worldwide audience (Hoffman and Podgurski, 2009). Disclosure of psychiatric or sexual histories or other sensitive information can, among other harms, lead to profound embarrassment, ruined careers, or loss of professional and personal opportunities. These, in turn, can generate litigation against those responsible for security breaches (Hoffman and Podgurski, 2009).

This study’s contributions to research and practice are twofold. First, we point out several shortcomings of current risk conceptualization and operationalization and present a more comprehensive approach to risk assessment. Second, we present and discuss e-health risks and map them into the developed risk framework. Our framework provides a step further in systematically assessing e-health risks and provides health operators and managers with a tool that captures a variety of potential scenarios, their likelihood and, the associated negative consequences. Further, we discuss both research and practical implications of this framework, research limitations and further research. The rest of the paper is organized as follows. First, we provide the theoretical foundation for the study. Second, we present the research developed e-health risk framework. Next, we discuss the implications of this framework for research and practice, study’s limitations and directions for further research.

2. E-HEALTH RISK: A CONCEPTUALIZATION

For many health care organizations that are providing health services to patients, doctors, nurses, health operators, etc, one real concern is that of the risks associated with conducting transactions through electronic channels (Baker et al., 2005). While the risk construct itself has been conceptualized and measured across disciplines (Bahli and Rivard, 2003), the e-health literature suggests that the conceptualization and measurement of e-health risks is yet to be examined in a formal manner. The first objective of the present research is to refine and validate the conceptualization and measurement of e-health risk in a comprehensive research framework embedding the different types and categories of e-health risks. The term risk is likely to be one of
the most often used words in modern language. Every day, in extremely different circumstances, people use the term risk, be it to talk about the probability of a snowfall or the variability of their investments (Bahli and Rivard, 2003). Risk is defined along a decision theoretic view as the likely variability of future returns from an asset, equity or investment. The behavioural perspective associates risk with the magnitude of a negative consequence of a decision. In this view, a risky choice is one that contains a threat of poor performance. In information systems, the notion of risk exposure – that is, the combination of the probability of occurrence of an undesirable event and the amount of loss related to this event – is often used (Boehm, 1991; Barki et al., 2001).

In their widely cited paper entitled “On the Quantitative Definition of Risk,” Kaplan and Garrick (1981) criticized the fact that researchers often took into account the sole probability of occurrence of an undesirable event in defining risk. Furthermore, the traditional expected consequence representation of risk (generally referred to as risk exposure) is deemed inappropriate by Kaplan and Garrick since this representation assumes a risk-neutral decision maker. According to these authors, most people would rather judge a low-probability-high-consequence scenario as more undesirable than a high-probability-low consequence scenario even if the expected consequences of the two events were equal. In other words, this means that concepts like frequency-severity diagrams have the undesirable property that very different situations, among which a rational risk adverse decision maker might have clear preferences, could be mapped into identical diagrams. Rather, Kaplan and Garrick argued that three questions ought to be addressed in order to assess risk. These questions are: what can happen? (i.e., What can go wrong?), how likely is it that will happen?, if it does happen, what are the consequences?. Kaplan and Garrick proposed a general definition of risk as a complete set of triplets involving scenarios (what can happen?), the likelihood of each scenario (how is it likely to happen?), and the consequences or evaluation measure of each scenario, that is, the measure of damage. "To answer these questions we would make a list of outcomes or "scenarios" as suggested in Table 1. The ith line in Table 1 can be thought of as a triplet:

< pi, si, xi>

Where si is the scenario, pi is the probability of that scenario, xi is the consequence

<table>
<thead>
<tr>
<th>Likelihood</th>
<th>Scenario</th>
<th>Consequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>p1</td>
<td>s1</td>
<td>x1</td>
</tr>
<tr>
<td>p2</td>
<td>s2</td>
<td>x2</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>pn</td>
<td>sn</td>
<td>xn</td>
</tr>
</tbody>
</table>

This conceptualization of risk seems to be more appropriate for the present study in two ways: First, it allows capturing several scenarios that may emerge due to the use and application of e-health systems, the likelihood of these scenarios happen and, the associated negative consequences. Second, managers can visualize a series of triplets and decide which scenarios need to be avoided or attenuated and select appropriate measures to mitigate them. The following section presents an application of Garrick and Kaplan’s risk framework to capture e-health risks. A cluster analysis was used on a variety of e-health risks in the literature. The results were then mapped into Garrick and Kaplan’s risk framework.
3. DESIGN AND METHOD

The proposed research consists of surveying 10 IT managers in the health sector in Croatia. These managers had no obligation to respond to our questions and they were not evaluated to do so, hence, reducing research bias. The average years of experience in the IT field was 8.65. The managers come from the health sector: Pharmaceutical (6), biotechnology industry (2), hospitals (2). The selected 10 managers were chosen because of accessibility opportunity and it took four seminars to identify them. Our choice was partly opportunistic, in that these managers attended a seminar on IT risks, thus making accessibility less of a problem. More importantly, these managers met our criteria of suitable cases on e-health projects. These managers were involved at different degrees in e-health projects of their organizations.

After explaining the concept of risk and its components as suggested by Kaplan and Garrick (1981), we asked the respondents about their perceptions on the potential e-health project risks. For instance, if one manager perceived a certain type of e-health risks he or she needs to explain what constitutes their judgment. All responses were transcribed, interpreted and analyzed. The following section describes the data analysis process. We limit our study to the mapping of all e-health risks into the RISC framework.

Categorical analysis attempts to make valid inferences from studied texts to their underlying meaning in terms of pre-specified set of categories (Weber 1985). The goal for using categorical analysis was to develop a systematic representation of the different categories of e-health project risks and thereby to reveal their varying foci and rationale. As recommended by Glaser and Straus (Glaser and Straus, 1967), we have produced some explanations of theoretical concepts and patterns (Orlikowski, 1993) of each of the risk categories. Three steps are required: (1) initial analysis of transcripts where the responses were transcribed and analyzed. We highlighted comments about managers’ perceived e-health project risks. (2) Interpretation of transcripts to dissect patterns in responses. (3) Analysis of the interpretations. Two people performed this task individually, then, we corroborate both analyses as suggested by Tesch (1990) in order to decontextualize comments. Both individuals agree on the labeling of each level. The coding was conducted by classifying every risk factors, scenario and consequences using RISC components. Before actual coding, we agreed on a number of coding rules. Each risk component was assigned to one RISC coding scheme. The coding was based on component content description. Sometimes this lead to a further reading of the component description in the main body of the text to further clarify its meaning. In our situation, this analysis technique helps clarify the e-health risk categories. In particular, categorical analysis reveals several groups or risk domains. Then, within each domain, we identified scenarios, risk factors and the associated consequences. Several risk domains were identified: privacy risks, security risks, litigation and liability risks, safety risks, project risks and, operational risks.

Privacy Risks include the unauthorized collection, use and disclosure of personal health information and, any threat to the ability of the patient to exercise any right under privacy legislation (Karsh et al. 2006). Computerized information is vulnerable to large-scale privacy violations associated with hacking, computer theft, malicious electronic distribution, or accidental disclosure. Once data security is breached, the most private information can be dispersed on the Internet to a worldwide audience (Hoffman et Podgurski , 2009).

Security Risks are breaches of confidentiality, integrity and availability of personal health information and/or critical health information systems (Kolkowska, Hedstrom, & Karlsson, 2009). Security risks include the loss, corruption or unauthorized modification of personal health information and; loss of critical ICT services (Baker et al., 2005). Security of data in medical applications is particular complex because patient data is typically fragmented controlled by
whoever provided health services. Moreover, the security mechanism must be arranged so that users can quickly share information in the event of an emergency (Lorence and Churchil, 2005).

On the other hand, many healthcare professionals are reluctant to use information and communication tools due to the security risks entailed. Safety risks include physical or mental harm to patients and health care providers (including death). Safety Risks. Patient injury or death, health provider injury or death and Population injury or death (Karsh et al., 2006). Security issues are the most likely sources of e-health safety problems. Integrity and availability issues could certainly impact patient and health provider safety (Lohr et al. 2009), particularly as we become more dependent on e-health programs. Consider what could happen to a patient if a security breach brought down an e-health portal that provided access to critical health information systems or a software bug that causes a lab system to deliver inaccurate test results (Balka et al. 2006). Human factors issues – where the human/information system interface fails. This could include user interfaces that are confusing, overly complex procedures that promote error or failure to catch common user errors (e.g. input procedures that make it easy to enter the wrong data or displays that make it easy to misinterpret data).

Patients who learn that their medical information has been inappropriately disclosed to third parties may be inclined to sue their physicians. In fact, patients might initiate litigation not only when the physician has carelessly or intentionally disclosed private information, but also when the disclosure occurred because of hacking or a system defect (Hoffman and Podgursk, 2009). Use of e-health systems could generate negligence claims against providers for a variety of reasons. EHR system operation can be time-consuming and burdensome, and increased work demands could cause rushed physicians to make medical mistakes. Greater access to existing diagnostic data and economic pressures to avoid duplicating tests could lead to errors from inappropriate reliance on outdated or inadequate prior testing. Mistakes may also result from data entry errors (Hoffman and Podgursk, 2009).

Project risks include cost overruns, scope creep, unacceptable delays, failure to deliver required functionality or project failure (Balka et al., 2006). Heeks (2006) estimated that 20-25 percent of IT projects in healthcare are total failures and 33-60 percent are partially successful. This is attributed to poor IT investment decision making and to the increasing complexity of IT implementations in recent years (Trudel, Paré & Laflamme, 2012). Prior research shows that the management of IS projects is often marked by inadequate planning, a poor grasp of the overall development process, and no clear management framework, even as the focus shifts from a technology perspective to a more process-centric view (Agarwal and Rathod, 2006).

Operational risks include incompatible technology, obsolescence, inability to meet service levels, lack of skilled human resources (Barki et al. 2001). While an e-health project will end, the e-health program will extend through time until the program is eventually replaced or retired. The operations phase is the phase in which identified benefits will materialize. During this phase threats to the continuing success of the program may materialize (Schabetsberger et al. 2006). There is a close relationship between operational risks and security risks. Adapting the security threat and risk assessment methodology to address broader operational risks would address many of the issues arising in the operational environment (Garg et al, 2005).
Table 2. E-health Risk Framework

<table>
<thead>
<tr>
<th>Risk Type</th>
<th>Risk Factors</th>
<th>Scenarios</th>
<th>Consequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy Risks</td>
<td>Weak patient consent procedures</td>
<td>Unauthorized collection</td>
<td>Loss damage of the patient privacy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Unauthorized use</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Unauthorized disclosure</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Denial patient rights</td>
<td></td>
</tr>
<tr>
<td>Security Risks</td>
<td>Malicious use or attack</td>
<td>Loss of personal health information</td>
<td>Loss damage of the patient security</td>
</tr>
<tr>
<td></td>
<td>Natural IT service failure</td>
<td>Unauthorized modification of health information</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Loss of critical IT services</td>
<td></td>
</tr>
<tr>
<td>Safety Risks</td>
<td>Critical failure of IT services</td>
<td>Patient injury or death</td>
<td>Loss damage of the patient safety</td>
</tr>
<tr>
<td></td>
<td>Failure to communicate critical safety procedures</td>
<td>Health provider injury or death</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Population injury or death</td>
<td></td>
</tr>
<tr>
<td>Liability Risks</td>
<td>Litigation</td>
<td>Legal liability</td>
<td>Loss damage of the business</td>
</tr>
<tr>
<td></td>
<td>Political constraints</td>
<td>Financial loss</td>
<td></td>
</tr>
<tr>
<td></td>
<td>User resistance</td>
<td>Business interruption</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>External interferences</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Loss of critical resources</td>
<td>Rejection by users</td>
<td></td>
</tr>
<tr>
<td>Project Risks</td>
<td>Unrealistic expectations</td>
<td>Scope compromise</td>
<td>Loss damage of the project failure</td>
</tr>
<tr>
<td></td>
<td>Resources not available</td>
<td>Time delay</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scope creep</td>
<td>Cost overrun</td>
<td></td>
</tr>
<tr>
<td>Operational Risks</td>
<td>Poor maintenance</td>
<td>Loss of service</td>
<td>Loss damage of the operational business</td>
</tr>
<tr>
<td></td>
<td>Systems obsolescence</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lack of skilled resources</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. PRACTICAL IMPLICATIONS AND EXPECTED CONTRIBUTIONS

The proposed research paper contributes to a better understanding of how e-Health risk is defined and measured. It also provides a formal tool for the assessment of e-Health risks. The identification of the components of e-Health risk is based on Seaton (2007) categorization of risks. We mapped this categorization into the risk framework developed by Garrick and Kaplan (1981). The proposed research will contribute to both research and practice. For research, the main contribution is to further our understanding of how e-health risk components are modeled. In addition, this research could contribute to the field of e-health by providing a better understanding of risk in general and e-health risks in particular. For practice, understanding the polymorphism of risk could help healthcare organizations more adequately and fully exploit the benefits of e-health systems. From this research it can be seen that while e-health systems are bringing many benefits to the workflow and practices of these health care practitioners, there is a need for further development of the technology in order for it to fulfill its potential and truly achieve a categorisation of success as indicated by user satisfaction with e-health systems.
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ABSTRACT

This paper shows results of computer analysis of images in the purpose of finding differences between medical images in order of their classifications in terms of separation malignant tissue from normal and benign tissue. The diagnostics of malignant tissue is of the crucial importance in medicine. Therefore, ascertainment of the correlation between multifractals parameters and "chaotic" cells could be of the great appliance. This paper shows the application of multifractal analysis for additional help in cancer diagnosis, as well as diminishing of the subjective factor and error probability.
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1. APPLICATION OF MULTIFRACTAL ANALYSIS IN IMAGE PROCESSING

Multifractal analysis of images is based on the definition of measurements with images that are gray levels. Then the multifractal spectrum is calculated. In contrast to many classic approaches, there is no filtering. The spectrum uses local as well as global information for segmentation, noise reduction or edge detection at image points.

Image analysis is a fundamental component of a computer visual problem, with applications in robotics, medical or satellite images ... Segmentation is an important step that provides a description of a basic individual process. Filtering then gives signal gradients where extremes roughly correspond to contours. Then, multi-resolution techniques can be used to "purify" the
results obtained. The main drawback of this approach is loss in precision due to preliminary filtering.

An alternative approach is to observe that a picture is a measure known as a fixed resolution. The irregularities of this measure can then be studied using a multifractal analysis. The general principle is the following: first, the different dimensions and capacitance are defined from the image which is the gray level. Then, the corresponding multifractal spectrum is calculated, providing both local (over) and global (through) information. There are no hypotheses about the regularity of the signal. Multifractal analysis (MF) can be successfully used in image processing. The idea of applying (inverse) MF analysis in extracting characteristic details in the picture is presented in [1].

The importance and the advantage of fractal and multifractal analysis (MFA), in relation to the "classic" signal analysis, lies in the way in which irregularity is considered. The MFA tries to extract information directly from singularity, while in the "classic" mode, most often, NF filtered versions are viewed, possibly with different filtering depths, to detect irregularities and suppress noise. In particular, based on a certain value i, the points of inhomogeneity in the original signal can be separated [1, 2, 3, 4]. By dividing pixel images that satisfy the selected parameter value, or spectrum, by inverse multifractal analysis (IMFA), it is possible to extract from the image of a region that can not otherwise be noticed by any of the known methods. An additional advantage is that such a segmentation does not cause any degradation of the initial image: all the mutual relations of the pixels remain unchanged, so that the details of the image are kept completely. This feature is particularly important in medical diagnostics, so the potential of IMFA in this area is high.

It is shown that a large number of frequently variables of a different nature (electrical signals, modern telecommunication traffic, meteorological and biomedical signals) can be described in a similar way. It is necessary to examine the fractal characteristics for the expression of significant variability. The use of classical statistical methods in such a case (mean value) could cause error estimates. The pronounced singularities indicate the multifunctionality of the process.

2. FRACTAL MORPHOMETRY APPLIED TO TUMORS

Despite the huge increase in our understanding of the molecular carcinoma mechanism, most diagnoses are still determined by visual examination of radiographic images, microscopic and biopsy patterns, direct examination of the tissue, and so on. Usually, these techniques are applied in a quality manner by clinicians who are trained to classify images showing abnormalities such as structural irregularities or high indications for mitosis. A more qualitative and reproducible method, which can serve as an ancillary tool for diagnostic training, is an analysis of images using computer tools. This lies in the potential of fractal analysis as a morphometric measure of irregular structures that are typical of tumor growth.

Pathologists are skilled in examining the boundary surface of the epithelial-connective tissue, which separates the tumor and surrounding healthy tissue. The nature of the tumor edge, whether infiltrative or invasive or poorly expansive, provides information useful not only for prognosis, but also for diagnosis (either benign or malignant tumors). In the study of Landini and Ripini [5], the border area of the epithelial-connective tissue of oral mucosa was examined. Lesions are classified by routine diagnosis into four categories: a) normal; b) medium dysplasia; c) moderate
Fractal lesion analysis, which subsequently followed, revealed the following fractal dimensions for the above four categories: $1.07 \pm 0.05$, $1.08 \pm 0.09$, $1.16 \pm 0.08$, and $1.41 \pm 0.08$, respectively. Although the differences were not large enough to be accepted as an independent tool in diagnostics, they are regardless of consistent measurements of the degree of distortion of the boundary surface. Landini and Ripini then proceeded to describe using a more sophisticated multifunctional analysis method that gives a spectrum of fractal values instead of one value for each image. This method has provided more reliable discrimination of the pathological conditions of the tissue. Lefebre and Benali [6] and Polman et al [7] have shown that fractal methods can also be useful for analyzing digitized mammograms, increasing the hope that the number of incorrect positive mammograms will be reduced in this way. Considering that the increase in irregularities, with associated fractal fracture enlargement, is a common indicator of tumor growth this undoubtedly represents a universal result. Out of everything contained in this chapter Fractals in biomedical systems, the hypotheses set out in this paper are derived.

2.1. Histopathological characteristics of normal mucous membrane, adenoma and adenocarcinoma of the colon

The normal mucous membrane of the mucous membrane of the colon is from the lumen of the intestine to the surface of the laminae epithelialis tunicae mucosae consisting of a layer of cylindrical goblet cells, absorptive, endocrine and undifferentiated cells lying on the basal membrane and invaginating the so-called crypts. They reach the next layer, laminae muscularis mucosae built of smooth muscle cells, and underneath there is a lamina propria of tuniciae mucosae with blood vessels, loose connective tissue, and individual mesenchymal cells.

The basic histological characteristics that point to the normality, regularity are: uniformity of the cells of the liminal epithelialis tunicae mucosae, polarization of the sails to the basal membrane, small sails, preserved secretion of the mucin by the goblet cells. Figure 1 shows a photo of a sample of the normal colon tissue, he (hematoxilieosin-coloring method), a transverse cross sectional view, and in Fig. 2, photographs of a sample of the normal tissue of the column, he is a longitudinal sectional view.

![Figure 1: Photo of a sample of normal colon tissue, (he), a transversal section view](image-url)
The most common tumors in the colon are the origin of the epithelium and they can be benign-nature adenomas and malignant-nature adenocarcinomas. Adenoma is a benign tumor of the epithelial origin in which proliferation of the epithelium occurs with the formation of glandular structures, which are coated with dysplastic cells. The disposable epithelium loses the uniformity of its cells, the cells are pleomorphic, and the usual architectural appearance is lost, tubular and/or vilosic structures are formed which are coated with cylindrical epithelial cells, with elongated and hyperchromatic nuclei and which may and may not have preserved mucus activity, while the mitotic activity of the cells is increased. In Figure 3, a photo of the sample of the adenoma column is shown, he is a transversal sectional view, and in Figure 4 a photo of the sample of the adenoma column is shown, and he shows the longitudinal cross section.
Adenocarcinoma of the colon is one of the most common tumors in the human population and is one of the major challenges of human medicine, precisely because it can arise from the adenomas and what produces the symptoms relatively early, which allows diagnosis and treatment. Carcinoma tissue is constructed of tubular formations, irregular shape and size, as well as from cribriiform formations, which are coated with cubic and cylindrical atypical cells whose nuclei are pleomorphic, hyperchromatic, with and without prominent cats. The surrounding stroma of the tumor is desmoplastic, with multiplied binders and with inflammatory lymphocyte infiltrate, plasmocyte, and granulocyte. The properties of adenocarcinoma are: local invasive growth by penetrating the basal membrane, infiltrating the column wall and possibly spreading into the surrounding structures, as well as the ability to metastasize to regional lymph nodes, and metastasis to distant organs: in the liver, lungs, bones, and other organs [CECI89]. Figure 5 shows a photograph of a sample of colon carcinoma, a he-transversal sectional view, and Figure 6 shows a photo of a sample of colon carcinoma, he- an indication of the longitudinal cross-section.
2.2. Methodological part of the research

Research goals

The intention behind this research is to determine the existence of differences in the parameters of the multifractal analysis of digital medical images between the following three tissue groups:

1. Normal mucosal tissue of the colon
2. Thick bowel mucosal tissue with diagnosis of malignant tumor origin of the epithelium – carcinomas
3. Thick bowel mucosal tissue diagnosed as benign tumors of the origin of the epithelium – adenomas

In order to obtain the required research results, it is necessary to perform the following steps:

1. Determine the parameters of the multifaceted analysis for the previously stated groups of tissue pictures
2. Determine the existence of statistically significant differences between the parameters corresponding to the previously mentioned tissue image groups.

2.3. Method

It is a non-experimental correlation study on the sample. In relation to the goal, the research is parametric.

2.4. Variables of research

Independent variable
1. Type of photographed tissue. Variables are operatively defined with the following categories:

a) tissue without pathological changes
b) tissue with cancer
c) adenoma tissue

Dependent variables
In the FracLac program
1. $D_{\text{max}}$ - maximum
2. $Q$ - $Q$ which corresponds to the maximum
3. $\alpha$ - which corresponds to the minimum
4. $f(\alpha)_{\text{min}}$ - minimum
5. $\overline{\alpha}$ - which corresponds to the maximum
6. $f(\alpha)_{\text{max}}$ - maximum

In FracLab
1. $\alpha_{sr}$ - mean value
2. $f(\alpha)_{sr}$ - mean value
3. $\overline{\alpha}$ - which corresponds to the maximum
4. $\alpha_{\text{stddev}}$ - standard deviation
5. $f(\alpha)_{\text{stddev}}$ - standard deviation

2.5. Instruments
The following programs were used for multifractal analysis of the obtained digital medical images and obtaining the parameters of multifractal analysis:

1. "FracLac" program for multifractal image analysis [8].
2. "FracLab" program for multifractal image analysis [9].
3. Program for statistical analysis of data SPSS (Statistical Package for Social Sciences), standard for statistical analysis of clinical research results.
2.6. FracLac

The "FracLac" program is created in the Java programming language and represents one of the plugins in the "ImageJ" digital image analysis program. "ImageJ" is freely available image analysis software written in the Java programming language authored by Wayne Rasband of the National Institute of Health of the United States of America from Bethesda, Maryland, [8].

The author of "FracLac" is Audrey Karperian from Charles Sturt University in Australia. She was contacted with this research. At her request, they were sent one sample sample from each of the three groups to test and improve the program for the specific problem of this research. With great help from her professional team, this program is adapted to handle a large number of images at once, relatively quickly. This is especially suited for use by medical personnel, where it would not be complicated training, nor would it take up a lot of their time. The images necessary for processing can be collected and then all at once processed.

2.7. The program "FracLab"

The FracLab program was developed by a team of experts at the INRIA and IRCCyN Institutes in France, led by Jacques Levy Vehell.

The principle of image segmentation using multifractal analysis is as follows: the points lying in the picture can be classified according to their Holder exponent. Let's look at the example of the points that lie on the contours. These points often correspond to the discontinuities of the gray level map or from its output. They therefore generally have a "low" Holder regularity. However, the exact value of the exponent will depend on the characteristics of the image. Additionally, the boundary edge feature is not purely local, and therefore a global criterion is required to decide whether a point is assigned, a point that belongs to the edge. Indeed, the points lying on the textures of the region also have a generally low regularity, and it is necessary to find a way to make them different from contours. Here, the other component of the multifractal analysis comes to the fore: since the edges are by definition the sets of points of the dimension one, we declare that the point lies on the contour if there is an exponent such that the associated value of the multifractal spectrum is one. In addition to the geometric characterization of the edges of the edges, it is also possible to make statistical points: the points of the edges can be defined by their probability of being affected when the pixel is randomly selected in the image at a given resolution. The relationship between the geometric and statistical representation of the edges of the edge provides multifractal formalism. Instead of edge detection, a much more complicated structure can be extracted using the same principle: starting again from Holder's exponents, points can be kept where the spectrum has a certain value. For example, by selecting a value of about 1.5, it is generally possible to extract very irregular contours. The value close to 2 corresponds either with smooth regions or textures.

The general procedure is as follows: it begins by calculating the Holder exponent at each point. This gives a picture of Holder's exponents.

The second step is calculating the multifunctional spectrum. In this paper the Hausdorff spectrum is calculated from the three spectra offered. The Hausdorff spectrum gives geometric information that relates to the dimension of the set of points in the image with the given exponent. This spectrum is a function in which abscissa represents all Holder's exponents appearing in the image, and the ordinate is the dimension of the set of pixels with the given exponent.
The second spectrum is a large deviation spectrum that gives statistical information related to
the probability of finding a point with a given exponent in the image (or more precisely, as this
probability acts in the change of resolution).

The third spectrum is the so-called. The Leandre's spectrum, which represents only the concave
approximation of the spectrum of large deviations, and its main contribution is to give much more
robust calculations, although at the cost of losing information.

2.8. Hypotheses

General hypotheses

The parameters of multifractal analysis will significantly differ from all three groups: normal
tissue, carcinomas and adenomas.

1. In particular, in the case of multifractal analysis of digital images of three groups observed,
FracLac will distinguish the following obtained parameters for all three groups observed:

- $D_{\text{max}}$ - maximum

- $Q$ - $Q$ that corresponds to the maximum

- $\alpha$ - which corresponds to the minimum

- $f(\alpha)_{\text{min}}$ - minimum

- $\overline{\alpha}$ - which corresponds to the maximum

- $f(\alpha)_{\text{max}}$ - maximum

2. In the case of multifractal analysis of digital images of the three groups observed, FracLab will
distinguish the following obtained parameters for all three groups observed:

- $\alpha_{sr}$ - Middle value

- $f(\alpha)_{sr}$ -Middle value

- $\overline{\alpha}$ - which corresponds to the maximum

- $\alpha_{\text{stdev}}$ - standard deviation

- $f(\alpha)_{\text{stdev}}$ - standard deviation
2.9. Sample

The sample consisted of 150 preparations obtained from biopsy from the gastrointestinal tract, more precisely from the colon, Adenocarcinoma tubulare coli. Of the 150 preparations, 50 were previously diagnosed as normal colon mucosal tissue, 50 were diagnosed as colon mucosal tissue with malignant epithelial tumors - carcinomas, and 50 diagnosed as colon mucosal tissue with benign epithelial tumors - adenomas.

In the Center for Pathology and Forensics of the Military Medical Academy in Belgrade, the preparations were prepared for analysis under a microscope with a magnification of 40x and photographed on a coolscope device (by the author with the help of Dr. Ivana Tufegčić) in digital form (Figures 1, 2 and 3). Coolscope is a kind of hybrid microscope in the body of the computer, the manufacturer is a Japanese firm, Nikon. Five different photographs were taken from each preparation, in order to obtain the most valid results of statistical analysis. In this way, a total of 750 digital images were obtained, 250 of each of the three groups.

3. CONCLUSIONS

In this study, multifractal analyzes were performed using two programs FracLac and FracLab, three groups of tissue pictures: normal tissue, carcinoma, and adenomas. Then, statistical processing of the obtained results was made using the SPSS statistical treatment program, which is usually used in clinical trials. In this way, the answers to the hypotheses posed in this paper are obtained. The general conclusion is that the basis of the general hypothesis proved to be correct, that the parameters of multifractal analysis differ significantly for all three groups of tissue tissues observed, and therefore the zero hypothesis about the non-separation of these groups was denied. This applies when applying both programs for multifractal analysis of FracLac and FracLab images.

Since the general hypothesis of this paper is confirmed, it can be concluded that this research has obtained positive results.. In the case of the FracLac program, the reliability of the classification of all three tissue groups analyzed based on the obtained multifractal parameters is 65.3%, which is more than the 60.7% obtained in the case of FracLab. In the case of the FracLac program, 80.0%, 73.0% and 85.0% were obtained, successfully classified cases for the following group relationships (respectively): normal tissue and carcinomas, carcinomas and adenomas, normal tissue and adenomas.

In the case of the FracLab program for the same relationships, tissue image groups, respectively, received the following reliability of 64.0% (which is considerably worse in relation to the same case with the FracLac program), 74.0% (which is a little better in relation to the same case for the FracLac program) and 80.0% (which is worse in relation to the same case with FracLac), we can conclude that the resulting classifications are very effective and this is generally more in the case of FracLac.
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