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Preface 
 

The 3
rd

 International Conference on Data Mining & Knowledge Management (DaKM 2018) was held 

in Dubai, UAE during November 24~25, 2018. The 6
th 

International Conference on Signal, Image 

Processing and Pattern Recognition (SIPP 2018), The 8
th 

International Conference on Computer 

Science and Information Technology (CCSIT 2018) and The 3
rd

 International Conference on 

Networks, Communications, Wireless and Mobile Computing (NCWMC 2018) was collocated with 

The 3
rd

 International Conference on Data Mining & Knowledge Management (DaKM 2018). The 

conferences attracted many local and international delegates, presenting a balanced mixture of 

intellect from the East and from the West.  

 

The goal of this conference series is to bring together researchers and practitioners from academia and 

industry to focus on understanding computer science and information technology and to establish new 

collaborations in these areas. Authors are invited to contribute to the conference by submitting articles 

that illustrate research results, projects, survey work and industrial experiences describing significant 

advances in all areas of computer science and information technology. 

 

The DaKM-2018, SIPP-2018, CCSIT-2018, NCWMC-2018 Committees rigorously invited 

submissions for many months from researchers, scientists, engineers, students and practitioners related 

to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an 

unparalleled number of internationally recognized top-level researchers. All the submissions 

underwent a strenuous peer review process which comprised expert reviewers. These reviewers were 

selected from a talented pool of Technical Committee members and external reviewers on the basis of 

their expertise. The papers were then reviewed based on their contributions, technical content, 

originality and clarity. The entire process, which includes the submission, review and acceptance 

processes, was done electronically. All these efforts undertaken by the Organizing and Technical 

Committees led to an exciting, rich and a high quality technical conference program, which featured 

high-impact presentations for all attendees to enjoy, appreciate and expand their expertise in the latest 

developments in computer network and communications research. 

In closing, DaKM-2018, SIPP-2018, CCSIT-2018, NCWMC-2018 brought together researchers, 

scientists, engineers, students and practitioners to exchange and share their experiences, new ideas and 

research results in all aspects of the main workshop themes and tracks, and to discuss the practical 

challenges encountered and the solutions adopted. The book is organized as a collection of papers 

from the DaKM-2018, SIPP-2018, CCSIT-2018, NCWMC-2018. 

We would like to thank the General and Program Chairs, organization staff, the members of the 

Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond the 

event and that the friendships and collaborations forged will linger and prosper for many years to 

come.           

                                                                                                                                                                      

Natarajan Meghanathan  

Jan Zizka 
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ABSTRACT 

 

This paper concludes and analyses four widely-used algorithms in the field of online clustering: 

sequential K-means, basic sequential algorithmic scheme, online inverse weighted K-means and 

online K-harmonic means. All algorithms are applied to the same set of self-generated data in 

2-dimension plane with and without noise separately. The performance of different algorithms is 

compared by means of velocity, accuracy, purity, and robustness. Results show that the basic 

sequential K-means online performs better on data without noise, and the K-harmonic means 

online performs is the best choice when noise interferes with the data.  

 

KEYWORDS 

 

Sequential Clustering, online clustering, K-means, time-series clustering 

 

 

1. INTRODUCTION TO SEQUENTIAL CLUSTERING 
 
Clustering is the process of grouping a set of objects according to certain criteria such that members 

in each group are similar. It is one of the most important tools in fields of machine learning and data 

mining, and is widely used in areas like social media analysis, image processing, psychological 

analysis, etc. Traditional algorithms have been well-established, but most of them aim at still and 

unchanged data. With the frequent appearance of big data and the mutative market demand, 

dynamic and time-series data are usually preferred, and the algorithms couldn’t meet the 

requirement of users in many cases any more. Sequential clustering (or online clustering), as the 

name indicates, is the kind of clustering that deal with sequential. Its rapidity and accuracy on 

processing time-sequenced data in real-time applications make it the perfect solution for the 

uprising problems. Therefore, research into it is becoming really meaningful. 

 

Currently, lots of studies have been conducted into the sequential clustering. Many, if not 

overmuch, theories are proposed and algorithms are developed, bringing prosperity along with 

inconvenience to this field. Software engineers and program developers sometimes may get 

confused when trying to select the algorithm for their work. A direct comparison between 

algorithms should be conducted, so that performances and characteristics of different algorithms 

can be listed clearly as important references for users. This paper is aiming at comparing and 

analysing the performances of different prevailing algorithms on sequential clustering. 

 

To do the task, three parts of work are required: to explain the basic theory carefully, to apply 

different algorithms to the same problem, and to analyse and evaluate the result in a convincing 
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way. Many researches have done great in some aspects, yet few have completed all the three parts. 

Nevertheless, this paper is inspired largely by their works. 

 

Aghabozorgiet al. [1]did a really outstanding work on reviewing the history of sequential clustering 

and categorizing different algorithms according to different criteria. He concluded that there are 

basically 3 categories of all the algorithms: partitioning algorithm, which create k groups from n 

unlabelled objects in the way that each group contains at least one object; hierarchical algorithm, 

which produce a hierarchy of clusters using agglomerative or divisive algorithms; multiple-step 

algorithm, which combines different methods by dividing the work into multiple steps. Barbakhet 

al. [2] wrote a comprehensive book on clustering algorithms and explained the mechanisms 

thoroughly, including that of DBSCAN, IEK, IWKO, KHMO, etc, which has been a good reference 

for this paper. Their works view the field of sequential clustering from the top, providing good 

understandings and great perspectives, but lack in the stage of operation. Sardar et al.[3] modified 

traditional K-means algorithm into parallel one so that it can be implemented on top of Hadoop 

with increased accuracy and efficiency; Huang et al.[4] developed a new time-series K-means 

algorithm, which would improve the performance on exploiting inherent subspace information of a 

time series data set; Yang et al.[5] constructed a new framework combining the advantages of 

clustering and classification, and compared the result with traditional frameworks. Zhao et al. [6] 

developed an algorithm for mixed data based on information entropy, and test the data with 8 

different datasets under 3 evaluation measures.  Though they managed to improve one certain 

algorithm of clustering rather than compare different algorithms, their studies are really helpful on 

the methodologies of implementing and evaluating their algorithms. There are also more studies 

explaining the details and pros and cons for a single algorithm, such as the book by manning 

explaining everything about sequential K-means[7] and the report by Grzegorzek presenting the 

basic sequential algorithm scheme [8]. They are not helpful in their methodology and study 

structure, but they are very good teachers.  

 

Inspired by the previous works, this paper chooses four algorithms to study: sequential K-means, 

BSAS, IWKO and KHMO, as they are based on the similar idea of partitioning, and they can be 

easily implemented on self-generated data with existing tools. Theories will be explained in the 

next part. 

 

The format of remaining paper is that: the Section 2 describes the theories and characteristics of 

four most widely-used partitioning clustering methods, the Section 3presents the implementation of 

those algorithms on a certain set of data, and the Section 4 evaluates their effectiveness and 

performances to decide on the best algorithm among the four. 

 

2. THEORIES OF FOUR COMMONLY-USED ALGORITHMS FOR 

SEQUENTIAL CLUSTERING 

 

2.1. Sequential K-means Algorithm 
 

The first algorithm we are discussing is the Sequential K-means Algorithm. The normal offline 

K-means algorithm[5] start with K randomly chosen centers(or prototypes). All the data are 

clustered by their Euclidean distance to the center and form K clusters. Calculate the mean value for 

data in each cluster, set the mean values as new centers and then go through the same process, 

getting K new clusters with new centers. Repeat the process until it stabilizes so that a good set of 

clusters can be decided. 

 

Instead of having the examples all at once in the beginning and do the clustering afterwards, the 

sequential algorithm updates one example at a time, cluster the new example and re-calculate the 

center for this particular cluster. [6] Awidely used algorithm is as follow. 
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Make initial guesses for the means��, �� … ,��; 

Set the counts	�, 	� … ,	� to zero; 

Until interrupted: 

Acquire the next example, 
; 

If �� is closest to x:  

Increase 	� for 1; 

Replace�� by �� + 
����� . 

 

This method is accurate but involves unnecessary calculations. A similar algorithm replaces the 
�
�� 

part by a consistent learning rate � between 0 and 1, which sacrifices the relative accuracy for a 

higher speed. 

 

Define a constant � between 0 and 1;  

Make initial guesses for the means��, �� … ,��; 

Until interrupted: 

Acquire the next example, x; 

If �� is closest to x, replace�� by �� + �(
 − ��). 

 

This algorithm has a characteristic of being 'forgetful'. A newer example would have a higher 

weight on calculating new clusters than the old ones, as the final value of ��can be represented as 

�� = (1 − �)��� + � �(1 − �)���
�
�

���
 

where �� is the initial guess, and
�is the ��� of n examples used to form m. 

Sequential data can be processed more quickly and efficiently with the Sequential K-means 

Algorithm, but a question on this algorithms is how to choose the initial prototypes. A good set of 

initial value could vastly reduce the amount of calculation, while a bad set would do the opposite. 

 

2.2. Basic Sequential Algorithmic Scheme (BSAS) 

In the sequential K-means algorithms we've just discussed, the number of clusters is 

pre-determined, but the number along with many other details of the upcoming vectors are not 

known a priori in many circumstances, making the former algorithm useless. To avoid this 

problem, the BSAS is proposed. 

The method of BSAS obeys two certain rules: All vectors are presented to the algorithm only once; 

the clusters are gradually generated in the clustering process. [3]When the distance between an 

upcoming example and any other clusters is beyond a threshold, a new cluster is created. The 

mechanism of this algorithm is stated below. 

Define the number of clusters m and its roof limit q; 

Initialize m = 1; 

Define the first cluster �� =  
�!; 
For i = 2 to N: 

Find ��: #(
�, ��) = min�&�&� #'
� , ��( 

If#(
�, ��) > * 

m = m + 1; �� = 
�; 
Else: 
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�� = �� ∪ 
�; 
Update representatives if necessary. 

 

The representative is used to calculate the distance between examples and clusters, and it is usually 

the mean value of all vectors in a single cluster. It is updated by the following equation: 

�,-�./ = (	,-�./ − 1)�,-012 + 

	,-�./  

Sometimes people also use the distance between the new example and the nearest or farthest vector 

in a cluster as representative, but the mean vector representative outstrips these by its accuracy and 

concision.  

 

Problem of this algorithm is that the result of clustering is severely influenced by the order of 

coming examples, and an improved BSAS algorithm introduces two threshold values to solve this 

problem. [7] One threshold is used to decide whether to create a new cluster as before, while the 

other – bigger than the first one – is used to decide whether to put a new example into an existed 

cluster. The detailed algorithm is stated below. 

 

Define the number of clusters m and initialize m = 1; 

Define the size of store j and initialize j = 1; 

Define two threshold values *� and	*� where *� > *�; 

Define the first cluster�� =  
�!; 
For i = 2 to N: 

Find	�� : #(
� , ��) = min�&�&� #'
�, ��(; 

If#(
�, ��) > *�: 
m = m + 1; �� = 
�; 

Else if #(
�, ��) < *�: �� = �� ∪ 
�; 
Update representatives if necessary; 

Else:  

Store
�; 
j = j + 1; 

While j	≠0: 

For i = 2 to j: 

Repeat the former loop but get example from the store; 

Randomly select an example from the store and create a new cluster. 

This method involves a great larger amount of calculation, but it prevents the effect of coming 

data's order in the clustering process. It is also important to note that this modification to the BSAS 

will make it work better by only updating the prototypes with the close points and create new 

clusters with the far points, and neglecting the points that come into between and not classifying 

them so they will not affect negatively on the update of the prototype. In the end, those unclassified 

points will be reclassified into the established clusters and prototypes. However, this algorithm is 

not 100% online, as we cannot have the whole data set and then do the clustering. We will not 

discuss the implementation of the improved BSAS in this paper. 
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2.3. Inverse Weighted K-means Online (IWKO) Algorithm 

The two methods we've discussed shared a same problem – an upcoming example would only 

influence one single cluster. This may have weird outcome as forming odd-looking clusters or joint 

clusters. The IWKO is designed to solve this problem. 

To begin with, we need to define a performance function. [4] 

678 = � min�&�&79
� − ��9�:

���
 

Add an auxiliarypart considering the influence of other prototypes. Let ��  be the closest 

prototype to 
�,and improve the function as below, 

6;<7 = �[(� 1
9
� − ��9>

:

���
) min�&�&7‖
� − ��‖�]:

���
 

Where n and p are two values indicating the weight of the optimal prototype and the other 

prototypes. The performance function for a single data point should be 

6;<7(
�) = A� 1
9
� − ��9>

:

���
B‖
� − ��‖� = ‖
� − ��‖��> + �‖
� − ��‖�

9
� − ��9>�C�
 

In order to get the ideal clustering, we need to minimize the distance between the data point and the 

closet prototype, and maximize the distance between that and other prototypes. That is to say, 

D6;<7(
�)D�� = −(	 − E)(
� − ��)‖
� − ��‖��>��

− 	(
� − ��)‖
� − ��‖��� � 1
9
� − ��9> =

�C�
(
� − ��)F�� 

D6;<7(
�)D�� = E'
� − ��( ‖
� − ��‖�
9
� − ��9>G� = (
� − ��)H��  

should all be 0 when the clustering is perfectly done. 

The IWKO operates with a similar idea as the sequential K-means, but with a slight difference of 

adjusting all the prototypes instead of the nearest one. The goal is to optimize the performance 

function, and the partial derivative of the performance function would be a perfect subtraction on 

the old prototypes as this would always 'ease' the difference and drives the performance function 

towards the optimal. We can write the algorithm below in short. 

∆�� = −J(
� − ��)F�� 

∆��C� = −J'
� − ��(H�� 

Where the F��and H��are defined above(choose p = -1 in order to make calculation easier), and the 

μis a 'learning rate' between 0-1. The prototype k is selected by 

k = FKL min�&�∗&7‖
� − ��∗‖ 

and are updated as 

���./ = ��012 − J(
� − ��)F�� 

��C��./ = ��012 − J(
� − ��)H�� 
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Despite the comparative accuracy, a disadvantage of this algorithm is the complexity. It takes too 

much calculation for every single step, which slows the process severely. 

2.4. K-Harmonic Means Online Mode Algorithm(KHMO) 

The IWKO solved the problem of former algorithms, but its redundancy on calculation is a big 

shortcoming. The KHMO could solve the same problems with a more concise calculation but less 

accuracy. In this case, the performance function is defined as the harmonic average of the distances 

from each data point to the prototypes, 

6NO = � P
∑ �‖
���-‖R7���

:

���
 

Get the partial derivative: 

D6NOD�� = −P 2(
� − ��)‖
� − ��‖T(∑ �
9
���U9R7��� )� 

And the prototypes are updated as 

���./ = ��012 + 2P(
� − ��012)
9
� − ��0129T(∑ �

9
���U9R7��� )� 

This algorithm is cleaner than the IWKT by decreasing the calculation work. It also includes all 

prototypes other than the ideal prototype, but by using the harmonic average, it avoids dealing with 

the ideal prototype and others separately and makes calculation much easier. 

The pros and cons of all the algorithms are listed in the chart below. 

Table 1.  Pros and cons for each algorithm. 

Algorithms Pros Cons 

K-means(forgetful) More accurate than the unforgetful 

one, and simpler than the rest three 

Slower than the unforgetful one, with an 

initial-prototype-choosing problem 

K-means(unforgetful) Faster then the unforgetful one, and 

simpler than the rest three 

Not so accurate as the forgetful one with 

the same initial value problem 

BSAS Universal as the cluster number is 

not pre-defined 

Result is influenced by data upcoming 

order, with a threshold-deciding problem 

IWKO Adjust every cluster on an 

upcoming example, making result 

more accurate 

Involving huge amount of calculation 

which makes it really slow 

KHMO Adjust every cluster on an 

upcoming example, and simpler 

than IWKO 

May be less accurate than IWKO and 

slower than the rest three 

 

3. EMPIRICAL STUDY 

 
In order to get a better view of the theories, we apply the algorithms on a set of self-generated 2- 

dimension data in MATLAB and analyze the results. We use a normal distribution with a σ=0.6 as 

the distribution of each cluster and choose the origins randomly to form 6 clusters with 1000 points. 

Noise is generated by a uniform distribution measuring 4% of the data set. The data with and 

without noise are shown below. 
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Most of our algorithms need initial guess for the prototypes, thus we have made it more difficult on 

the algorithms by considering a worst-case scenario for the initialization of the prototypes by 

making a random initialization located outside the gathering of the clusters. We took this decision 

in order to give a true insight into the performance of the algorithms without any initial advantages. 

 

Self-generated data is shown as below. In the graphs, data are represented as stars, initial guesses of 

the prototypes are represented as black crosses, and final prototypes after all data have been 

processed are represented as blue circles. 

 

 

Figure 1. Data generation with 1000 scattered data around 6 means following normal distribution sigma = 0.6 

of which 0% are scattered noise 

 

Figure 2. Data generation with 1000 scattered data around 6 means following normal distribution sigma = 0.6 

of which 4% are scattered noise 
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In order to make performances of the algorithms comparable, we use the same sets of data for the 

whole study. Examples are sequentially fed to generate the time-series data. In order to mimic the 

sequential behavior of data, at each iteration, we will select a random point from the generated data 

and do the processing on it. 

First, we will test the proposed algorithms on the generated data without the presence of the noise 

factor. Then we will introduce a uniform noise on our data and check the effect on each algorithm. 

3.1. Study Without Noise 

3.1.1. Implementation of Sequential K-means Algorithm 

We implement the unforgetful one first. Select the initial prototypes randomly, and according to the 

algorithm, they should spread to approach the ideal prototypes and form the 6 clusters. 

 

Figure 3. Classification using Online K−means unforgetful with initializing means Randomly 

We see from the results that only 3 prototypes have been updated and relocated from their initial 

positions while the rest did not get updated. This is because that in the online K-means, the new 

coming point gets allocated to the clusters defined by the closest prototype to the point (code 

colored), and only this prototype gets updated. The major problem occurs when we initialize some 

prototypes in such way they will never be the closest to the data points, hence they will never be 

updated. 

 

Then we run the forgetful one with different learning rates a = 0.1 and a = 0.75 separately. 
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Figure 4. Classification using Online K−means forgetful (learning coefficient α=0.1) with initializing means 

randomly 

 

Figure 5. Classification using Online K−means forgetful (α=0.75) with initializing means randomly 

We can see two different behaviors from the two learning rates. With a small learning rate, the 

algorithm acts very similar as the unforgetful one, and the clusters are severely overlapped. This is 

because that at the early stage, the prototypes move too slow thus, some points happened to get in 

their way would be clustered with them even if the points don't actually belong to them. A bigger 

learning rate seems to have a better performance in separating the clusters and spreading the 

prototypes, but the prototypes cannot finally converge. A big learning rate means a big influence by 

the newly-coming points, which would make the prototypes fluctuate a lot and lead to errors in the 

decision as we can see in the result. 
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Having noticed the difference in performances on the opening stage and the closing stages, we try 

to put the two methods together. The process can be separated into 2 periods, while in the first 

period a big learning rate is used to spread the prototypes as quickly as possible, and in the second 

period, a small learning rate is taken to converge the prototype. At first, prototypes would spread 

very quickly to avoid overlapping, and finally, a steady state would be reached. 

 

In the following attempt, we use 300 points as the separation. In the first 300 points, the data are 

clustered under a learning rate of 0.75 and then change to 0.1. 

 

 

Figure 6.  Classification using Online K−means forgetful (α�=0.75;α�=0.1) with initializing means randomly 

Although the result is still not so convincing, but it's much better than the two forgetful ones at first 

sight. Actually, the unforgetful K-means is based on the same idea of decreasing the learning rate 

by steps, but this improved method stands out by its simplicity of calculation. We will use this 

modified model for the calculating and the analyzing during the rest of this paper. 

3.1.2. Implementation of the BSAS Algorithm 

We try the BSAS with only one threshold and see its performance. To prevent the number of 

clusters from exploding, we use an upper limit of 6 for cluster numbers. Set the threshold to 1, run 

the code. 
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Figure 6.  Classification using BSAS with θ=1 and maximum of 6 clusters 

The performance looks bad. It seems that there are too many clusters as the threshold is too small.  

The threshold is increased to 3 and retest is done again. 

 

 

Figure 7.  Classification using BSAS withθ=3 and maximum of 6 clusters 

The performance is much better, but this needs the knowledge of the right value for the threshold 

apriori, which is not practical. In addition, in this test, we have not introduced the effect of the 

noise. We will see later in the paper the catastrophic results when noise is introduced, new 

misleading clusters will be created because of noise. 

 

3.1.3. Implementation of the IWKO Algorithm 

Let everything be the same except for the function to update the prototypes. In order to simplify the 

calculation, set n in the function to be 2. 
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Figure 8.  Classification using Inverse Weighted K−means with initializing means randomly 

The algorithm managed to spread the prototypes and find all the clusters which the k-means could 

not. The drawback of this algorithm is that it needs several iterations at first as a learning phase 

where it can spread the prototypes. During this learning phase, the algorithm will make mistakes in 

allocating the coming data; this is evident by the mixed colors in one cluster. But once the 

spreading phase is done the algorithm starts making the right decisions. 

 

3.1.4. Implementation of the KHMO Algorithm 

 

The KHMO method is very similar to the former ones with the same idea of spreading all the 

prototypes in each step and with a simpler function. 

 

 

Figure 9. Classification using Online K−Harmonics means (learning coefficient=0.05) with initializing 

means randomly 
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We can see it does succeed at finding the clusters the same way IWKO found them but with less 

computation cost. The mixed points at the beginning also exists, showing another struggling 

beginning to decide on the clusters. 

  

3.2. Study with Noise 

 
3.2.1. Implementation of K-means Algorithm 

 
Do the same execution of K-means to the data set with noise. For the forgetful one, we use the 

modified as it performs better without noise. 

 

 

Figure 10. Classification using Online K−means unforgetful with initializing means Randomly 

 

Figure 11. Classification using Online K−means forgetful (α�=0.75;α�=0.1) with initializing means randomly 
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It seems noise doesn't affect the performance of K-means a lot. When the amount of data is huge, a 

point of noise would have little effect on the mean. But no matter whether the noise exists, joint 

clusters appears. This is caused by the isolation between examples, with only one prototype - the 

one located nearest to the coming point - is changed. The truth is that if there are several clusters 

squeezed somewhere and the initial prototypes are selected far away, when one prototype is moved 

to this 'crowd', every point in the several clusters would be classified with this prototype as it is 

always the 'nearest'. This is why we need the IWKO algorithm. 

 

3.2.2. Implementation of the BSAS Algorithm 

 
According to the performance without noise, a threshold of 3 would be ideal in this case. Thus, we 

set the threshold to 3 to show the influence of noise better. 

 

 

Figure 12. Classification using BSAS with θ=3 and maximum of 6 clusters 

It turns out that the noise has a significant effect on this algorithm. The clusters are made quite 

perfectly without the noise, but in this case, two clusters at the bottom aren't even separated. It is 

reasonable by theory, as a newly-come noise would have a good chance to create a new cluster, 

which would disturb the performance. 

 

3.2.3. Implementation of the IWKO Algorithm 

The result is shown below. 



Computer Science & Information Technology (CS & IT)                      15 

 

 

Figure 13. Classification using Inverse Weighted K−means with initializing means randomly 

Surprisingly, we find that the IWKO is vastly influenced by the noise. Every point has the influence 

over all the prototypes, which means one single prototype has to 'tolerate' the harassment under all 

the noise. This would be quite a lot if comparing to the ordinary K-means. 

 

3.2.4. Implementation of the IWKO Algorithm 

The result is shown below. 

 

Figure 14. Classification using Online K−Harmonics means (learning coefficient=0.05) with initializing 

means randomly 

Though similar to the IWKO on the idea of the algorithm, they have quite different robustness. The 

KHMO is not likely to be affected by noise, as the noise doesn't even change the result for 

clustering. The difference mechanism between KHMO and IWKO might have saved KHMO. The 

IWKO would find the nearest point and do the calculation, which means the calculation is different 
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from time to time. This gives the noises chance to influence the result with there location and 

sequences. While in the KHMO, every prototype changes under the same function. The noise 

would have a similar influence to all the prototypes wherever it appears, and the result is relatively 

honest. 

 

4. ANALYSIS OF PERFORMANCES 

The performance of algorithms is rated according to their execution speed, the accuracy of 

prototypes, the purity of clusters and the robustness. 

 

� The speed is indicated by the time MATLAB needs to get the result. We run each algorithm 

several times, measure the time of each execution and take the average time of execution. 

Here, we have run each program 20 times and took the average execution time. As the speed of 

an algorithm is decided by the complexity of the algorithm itself rather than about the data 

coming inside, there is no need to measure the time with noise included. 

 

� The accuracy is the distance between the real prototypes and the clustered ones. The indicator 

is calculated based on the average distance between each prototype after processing all the data 

and the true means that were generated at the moment of data generation. This is a one-to-one 

mapping between a prototype and its nearest true mean. The range of this indicator is a positive 

value, and the bigger the better with 0 a perfect value. 

 

� The purity is an indicator of the percentage of points that are rightly classified. It is shown by 

the function[2] 

P(ω, C) = 1Z� max� ]^� ∩ ��]�  

where ω indicates the clusters (how actually the points are put together) and C indicates the 

classes (howexactly the points should be put together). N is the total number of documents that 

are correctly classified, and the value of sum should be the number of points that are correctly 

classified. To get a better illustration, we generate different data set each time and calculate the 

average purity as the purity of a certain algorithm. The indicator should be some value between 

0 and 1, where 1 means perfectly clustered and 0 means the opposite. The noise is not 

considered inside. 

 

� The robustness is the ability to keep off the influence of noise. An indication of robustness is 

based on the difference of velocity, accuracy, and purity between data sets with and without 

noise. The formation of cluster shown above can also help. The bigger the difference, the 

worse the robustness is. It can also be read from the graph in part 3. 

 
Table 2.  Performance of different algorithms. 

Algorithms Noise Time Accuracy Purity Robustness 

K-means 

(forgetful) 

0% 5.1119s 3.220 0.597 Good 

4% 5.012 0.601 

K-means 

(unforgetful) 

0% 5.1593s 6.160 0.495 Normal 

4% 7.360 0.597 

BSAS 0% 5.2966s 0.207 0.875 Bad 

4% 1.540 0.739 

IWKO 0% 5.6401s 0.648 0.766 Normal 

4% 2.237 0.702 

KHMO 0% 5.2472s 0.612 0.789 Good 

4% 1.802 0.751 

We can have some comment on the result. 
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First, the velocity indicates how fast the system would respond to an input. It shows in the result 

that the forgetful K-means has the most rapid response and the IWKO has the slowest. It is 

consistent with what is shown by the theory. The IWKO and KHMO need to adjust position for 

every prototype on each step, so it's reasonable the two of them takes relatively more time, and the 

more steps of calculation made the IWKO even slower. The two K-means have to do nothing but 

calculating and adjusting only one mean at a time, thus they are relatively fast; the forgetful wins as 

it doesn't need to re-calculate the learning rate each time. At first, the BSAS seems confusing as its 

algorithm is quite simple without too many calculations. It turns out that it uses more 'if' judgments 

than the rest, which is quite costly. 

 

Second, the accuracy shows how well-located the prototypes are. The results indicate that the 

normal K-means are working really bad on locating the prototypes. The best performance comes 

from the BSAS. This is because the BSAS has a good initial state by locating the point to 

neighborhoods of the real prototypes. It would be better to relocate the prototypes inside a small 

area rather than locate its step-by-step on the whole plane. The IWKO and the KHMO also stand 

out by their idea of adjusting every prototype rather than only one; thus, it's nothing strange to find 

them better than normal K-means. 

 

Third, the purity is an indicator of how well the clusters are formed. The unforgetful K-means have 

the purity of less than 0.5, which means less than half of the data are clustered correctly. This is a 

disaster. The best performance comes from the BSAS because of the similar reason proposed in the 

part of accuracy, but its performance drops significantly after noises invade. The forgetful K-means 

seems almost not effect by the noise, but in general, the purity is too low. The IWKO and the 

KHMO have relatively more stable behavior, while the KHMO has a higher level of purity. 

 

Last, the robustness of BSAS is really bad. The most robust algorithm is the forgetful K-means, 

with almost the same robustness. An interesting thing is that in the forgetful K-means algorithm, 

the purity is even better than that without the noise. It is probable that in this case, noise help to 

spread the initial prototypes, which would provide a better performance. We can also find out that 

the forgetful K-means doesn't change a lot with the noise. 

 

5. CONCLUSIONS 

In this paper, we studied 4 different algorithms of sequential clustering. We explained the theory, 

implemented them on self-generated data and analyzed their effectiveness. The implementation 

could prove some of the characteristics shown by theory, and direct comparison between the 

algorithms clearly reveals their pros and cons and preferred environment to be applied. 

 

The sequential K-means stands out by its speed and robustness, as the mechanism and calculation 

behind the algorithm is really simple; but its accuracy is a disaster as a result. The BSAS let the 

system to start really near from the real prototypes, which would avoid a lot of error in the process 

of 'finding' the prototypes, making itself an ideal choice for a clean dataset; but it would collapse 

when noise is introduced. IWKO performs perfectly on getting accurate and robust results which is 

guaranteed by its meticulous calculation, but its obvious slowness prevents it from becoming the 

first choice. KHMO is quite moderate, doing well on very aspects with no prominent advantages or 

shortcomings, making it a good algorithm in general. 

 

To sum up, we can conclude thatwithout the noise, the Basic Sequential Algorithmic Scheme 

(BSAS) would be the best algorithm among the four algorithms, but if noise is added, which is 

always the case in real-life systems, the K-Harmonic Means- Online Mode Algorithm (KHMO) 

would stand out with its robustness; if speed is the priority in a program, then the sequential 

K-means should be adopted, but if one still considers accuracy so important that speed can be 

sacrificed, IWKO would be a best choice. 
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Our research can be improved in its depth and width. In depth, the four algorithms have not been 

fully studied in this paper. The results are inevitably unstable as the generated data scale is too small 

while the algorithms are always implemented on big data circumstances; implementation on bigger 

datasets should make results more convincing. Two-dimension data are not common in real-life 

applications, and performance of the algorithms in higher-dimension datasets might be more 

accurate on results. In width, this paper only studied 4 algorithms but much more algorithms on 

sequential clustering could also be studied under a same methodology. Performance evaluation is 

still not strict, with several steps judged by sight, thus certain criteria should be constructed.  
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ABSTRACT 

The cold-start items, especially the New-Items which did not receive any ratings, have negative 

impacts on NMF (Nonnegative Matrix Factorization)-based approaches, particularly the ones 

that utilize other information besides the rating matrix. We propose an NMF based approach in 

collaborative filtering based recommendation systems to handle the New-Items issue. The 

proposed approach utilizes the item auxiliary information to impute missing ratings before 

NMF is applied. We study two factors with the imputation: (1) the total number of the imputed 

ratings for each New-Item, and (2) the value and the average of the imputed ratings. To study 

the influence of these factors, we divide items into three groups and calculate their 

recommendation errors. Experiments on three different datasets are conducted to examine the 

proposed approach. The results show that our approach can handle the New-Item's negative 

impact and reduce the recommendation errors for the whole dataset. 

KEYWORDS 

Collaborative  filtering,  recommendation system,  nonnegative matrix factorization,  item 

auxiliary information, imputation 

. 

1. INTRODUCTION 

 
Nowadays, the world steps into new stages that depend mainly on technology. This appears in 

many different fields, such as everyday life, work, and business. One of the most important 

results of using technology in business is E-commerce. It has many helpful tools that are used to 

figure out what the customer wants, such as recommendation systems (RS) [1] which suggest 

items to users depending on the user’s preferences. 

 

Recommendation systems (RS) are classified into three main categories: content-based (CB), 

collaborative filtering (CF), and hybrid. The content-based (CB) system calculates the similarity 

between items or users by utilizing external information, like user profiles and item descriptions. 

The user gets recommendations for items that are similar to what he previously positively rated. 

Since content-based RS does some manual intervention to collect the user profiles and items 

descriptions, it is susceptible to errors and does not scale to large items basis. The collaborative 

filtering (CF) finds users in the community who have same rated items in common. If two users 

have the same rated items in common, it predicts that they will like the same items in the future. 

CF doesn’t need any external information like the CB method. However, a number of approaches 

combine these two systems, content-based (CB) and collaborative filtering (CF), into one system 

to take the advantages of both of them and overcome their limitations. 
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Collaborative filtering is the most popular approach because its results are more accurate than 

other approaches and it needs fewer resources. Collaborative filtering algorithms are classified 

into two main categories, memory-based methods and model-based methods. 

 

Memory-based method, also called neighborhood-based method, relies on the rating of users or 

items to compute the similarity. It has two types, user-oriented and item-oriented. User-oriented 

CF computes the similarity between users based on their previous common items ratings, which 

are known as user neighbors.  If there are no common rated items between users, then user-

oriented CF will not be able to calculate the similarity, especially with cold-start users. Cold-start 

users are users who did not rate a lot of items, e.g., less than five items. The system will not be 

able to recommend items to them because it is hard to find neighbors for them. If we think about 

the number of items that each user has rated, actually most users rate a small number of items 

which makes the rating matrix suffer from sparsity and this leads to one of the most significant 

issues which is called the rating matrix sparseness. 

 

To overcome the memory-based method issues, model-based methods have been proposed. 

Model-based algorithms model users based on their past items ratings. To predict missing ratings, 

it employs statistical and machine learning techniques to learn models and use them. However, 

memory-based RS doesn’t need to calculate the similarity and find the users’ neighbors. Model-

based algorithms also have the problem of data sparsity and still don’t solve the issue of cold-start 

users. 

 

Using only the rating matrix while letting aside all the other information sources in the dataset 

will decrease the accuracy of the results. Examples of these information are: user information 

(gender, occupation, location, interests, etc.), item categories, and social information (relationship 

between users or trust and distrust list). Still, some other data analysis algorithms require 

complete data. 

 

Imputation is one of the approaches that has been used to complete missing data. The imputation 

is the process of replacing missing data with substituted values [2]. The imputation method helps 

recommendation systems to reduce rating matrix sparsity. Even though most recommendation 

system methods do not require complete data, the imputation has been used. In the 

recommendation system, if there are more ratings available in the rating matrix, the predicted 

ratings are more accurate. Due to that fact, the imputation process has been used as a pre-

processing step in which missing data are imputed before the rating prediction process, then the 

system predicts the rating based on original and imputed ratings. Prediction results using the 

imputation data with an extremely sparse rating matrix often improves [3]. 

 

Even though the imputation alleviates the sparsity issue, it must be taken into consideration the 

error, which may be introduced from the imputed ratings. To get the benefit of the imputation and 

reduce the imputation error, we need to answer two important questions, (1) which missing data 

should be imputed and (2) how to impute ratings [4]. For that, the most efficient imputation-based 

collaborative filtering methods impute a subset of the missing data using strategies that select 

which missing data should be imputed. There are several methods to impute missing data, such as 

the ratings mean of either all known ratings or ratings of a particular item or user, and linear 

regression. In addition, many imputation approaches have been proposed with both collaborative 

filtering methods: memory-based and model-based collaborative filtering which are sometimes 

called imputation-based collaborative filtering methods. 

 

We propose a new strategy that handles New-Items issue by incorporating the item auxiliary 

information with Aux-NMF without hurting other items prediction performance.  
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The remainder of this paper is organized as follows. Section 2 shows the related work. Section 3 

defines the problems and notations. Section 4 describes the main ideas of the proposed method. 

Section 5 presents the datasets, experiments and discusses the results. Conclusions and future 

work are given in Section 6. 

 

2. RELATED WORKS 

 
Nonnegative Matrix Factorization (NMF), which is based on the collaborative filtering method, 

has been applied in the collaborative filtering. Zhang et al. in [5] used NMF to learn the missing 

ratings in the rating matrix. A nonnegativity constraint is enforced in the linear model to 

guarantee that all users’ ratings can be represented as an additive linear combination of canonical 

coordinates. An unconstrained 3-factor NMF had been proposed by Ding et al. in [6] which has 

an additional factor matrix to absorb the different scales in the two matrix factors in basic NMF. 

 

It is insufficient to rely only on rating information because most datasets suffer from sparsity. In 

addition, cold-start items which did not receive many ratings and cold-start users who did not rate 

many items have the most negative impact. To alleviate this issue, other sources of information 

have been used, such as user information [7] (gender, location, job title, interests, education level, 

etc.), item categories [7], and social information (relationship between users or trust and distrust 

list) [8, 9, 10, 11, 12]. Aux-NMF [7] is one of the studies that incorporates the users’ and items’ 

information into NMF method. Their proposed method surpasses the SVD-based data update 

approach [13]. 

 

Moreover, the imputation process has been incorporated into collaborative filtering methods to 

alleviate rating matrix sparsity. A method called IBCF had been proposed by Su et al. in [14] such 

that a subset of missing data is imputed after dividing the rating matrix into subset matrices based 

on the number of ratings each item received. A novel algorithm called (IMULT) had been 

proposed in [15] based on the classic Multiplicative Update Rules (MULT), which utilizes 

imputation to fill out the subset of unknown ratings. Furthermore, [16] proposed an imputation 

method to impute New-Users. The results show that the proposed approach can handle the New-

Users issue and reduce the recommendation errors. Enlightened by these papers, we apply the 

imputation process to Aux-NMF [7] by utilizing item auxiliary information. Our proposed 

method is different from [16] in many aspects. First, we impute New-Items which focus on the 

advertising beside the recommendation. In addition, we survey two factors that may affect the 

imputation: (1) the total number of the imputed ratings for each New-Item, and (2) the value and 

the average of the imputed ratings. 

 

3. PROBLEM DESCRIPTION 
 

In collaborative filtering, there are m users such that� = ���, … , ��	and n items
 =���, … , ��	.Each user�
can rate a set of items. Users represent the rating through an explicit 

numeric rating, such as a scale from one to five. In addition, the rating information is summarized 

in an� × �matrix, which is called a rating matrix � ∈ ℝ�×�,1 ≤ � ≤ �, 1 ≤ � ≤ �. The rows in 

the rating matrix represent the users, and the columns represent items. If a particular user�
 rates 

a particular item��, then the value of the intersection of the user’s row and item’s column in the 

rating matrix�
� holds the rating value. If the rating is missing, that means the user did not rate 

that item. Nonnegative Matrix Factorization (NMF) [17] is a dimension reduction method. 

Nonnegative matrix tri-factorization (NMTF) is defined as follows [6], 

 

 ��×� ≈ ��×� ∙ ��×� ∙ ��×��  (1)  
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In NMTF, the rating matrix �is factoried into three matrices,�, � and �, where �is a matrix that 

contains the latent factors for users and �contains the latent factors for items. In addition, � 

matrix absorbs the different scales between � and �.Due to the fact that we are using Aux-NMF 

as a basic algorithm, we need more matrices: the user feature matrix ! ∈ ℝ�×"#  and the item 

feature matrix	 % ∈ ℝ�×"& ,which hold the users’ and items’ information. Each user and item 

belongs to one or more features '! and '%, respectively. The Aux-NMF is defined as follows [7], 

 

���!(),*(),+(,-.�,/,�, �, �, 0! , 0%1 = 

2 ⋅	∥ / ∘ .� − ����1 ∥78+ : ⋅	∥ � − 0! ∥78 	+ ; ⋅	∥ � − 0% ∥78  

(2)  

where 2, : and; are coefficients that control the weight of each part. 0! and 0%are the user cluster 

matrix and the item cluster matrix which are obtained by running the K-Means clustering 

algorithm on the users feature matrix !and items feature matrix  %. 
Generally, NMF cannot recommend items that did not receive any ratings to users. The values in 

the row that represents this item in matrix �are zeros. Moreover, unpredictable ratings raise the 

mean absolute error (MAE) especially when the average value of the ratings in the test set is 

closer to the maximum rating value than the minimum. In our paper, we call the users that did not 

rate any items New-Users and the items that did not receive any ratings New-Items. 

Aux-NMF can alleviate this issue by adding the users and items cluster constraints such that in 

each iteration of updating the matrices �, � and �, the : value is added to the � matrix and ; to �matrix. In this paper, we study the impact of the items auxiliary information constraint,	;, in 

Aux-NMF [7]. 

Our experiment shows that even though adding the items auxiliary information constraint can 

alleviate the New-Items issue, other items’ MAE may become higher. We divide items into three 

groups and calculate their MAE. The first group is New-Items which did not receive any ratings 

at all. The second group is Cold-Start-Items which received at least one rating and at most four 

ratings.  The last group is Heavy-Rated-Items which received more than four ratings. We use the 

training dataset to count the total number of ratings for each item - not the rating matrix -.In our 

datasets, we observe that each group of items has different2 and ;values that result in the lowest 

MAE. With New-Items group, all the datasets prefer to set ; to the maximum value, 0.9, and 2 to 

the minimum, 0.1. This is because adding ; to the rows of New-Items in the � matrix allows the 

system to recommend New-Items to users. The best MAE of Cold-Start-Items is when 2 = 1 

and; = 0 with all datasets. However, the best Heavy-Rated-Items MAE results with different 2 

and ; settings for each dataset. In addition, we observe that the percentage of the New-Items 

ratings in the test set affects the best settings of 2 and ; for the whole dataset. If the percentage of 

the New-Items in the test set is high, the Aux-NMF will rely more on items auxiliary information 

constraint even if Cold-Start-Items and Heavy-Rated-Items MAE are getting worse. 

We propose a method to impute a subset of New-Items ratings in the training set using the items 

auxiliary information to alleviate the impact of New-Items on items auxiliary information 

constraint and handle New-Items issue. 

4. PROPOSED METHOD 

We propose a new strategy that handles New-Items issue by incorporating the item auxiliary 

information with Aux-NMF without hurting other items prediction performance. In addition, the 

proposed method alleviates the impact of the New-Items on the items auxiliary information 

constraint - γ-. Because imputed ratings introduce error to the system, our proposed method 

imputes limited ratings for each New-Items whereas each dataset has a parameter of the 

maximum imputed ratings for each New-Item. 
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To perform the proposed method, we need to determine the subset of the real ratings that is used 

to calculate the imputed ratings which are called source ratings, and the users who hold the 

imputed ratings. For each user, we count the total ratings that the user did to all items that belong 

to the same New-Item cluster based on the item cluster matrix %. After ordering the users based 

on the total ratings descendingly, the top-N users are selected to hold the imputed ratings. For 

each top-N user, only the user’s real ratings are utilized to calculate the imputed ratings. Thereby, 

we ensure that we maintain the user rating pattern without involving other users’ ratings which 

may have different rating pattern. 

 

 

( a ) Rating matrix 

 

( b ) Item cluster 

matrix CI 

 

( c ) Candidate 

users 

 

( d ) Total 

ratings 

 

( e) Imputed rating 

matrix 

Figure 1. A simple example of the imputation process. 

Figure 1 is a simple example to illustrate the basic idea of the imputation. Figure 1 (a) is the 

rating matrix that presents the users, items, and the users’ ratings to the items. As we see, item e3 

is a New-Item because there is no rating for it. To impute e3, we need to find all items that belong 

to the same cluster as e3. Figure 1 (b) displays the item cluster matrixCI. Item e3 belongs to 

clusterG2 and items e1 and e2 belong to the same cluster as e3 belongs to. The candidate users that 

may hold the imputed rating are u1 and u2 because they did rate at least one of e1 and e2 items 

(Figure 1 (c)). User u1 rated two items while user u2 did one rating only that belong to cluster G2. 

If we determine to impute one rating for each New-Item, then u2 will hold the imputed rating for 

e3 because u2 did the highest number of ratings as we see in Figure 1 (d). The source ratings are 

the ratings that are used to calculate the imputed rating. In our example, the ratings 5 and 1 of u2 

are the source ratings. The average of the imputed source ratingsis 3. The imputed rating of user 

u2 to New-Item e3 is equal to 3 as we see in Figure 1 (e). 

In reality, introducing New-Items to the system is actually advertising items to the customers. For 

that, the prediction error of the users that have a high probability to like the New-Item should be 

less compared to the users that don’t. There are two methods to calculate the imputed ratings. The 

first one is the average of the subset of the real ratings that are used to impute, source ratings, and 

the second method is the most frequent rating appears in that subset. 

1) Objective Function: Aux-NMF developed the objective function for weighted and constrained 

nonnegative matrix tri-factorization that incorporates the auxiliary information of users and items, 

as we see in Equation 2. 

To handle the New-Item issue, we replace the rating matrix � with imputed rating matrix �′ such 

that  

 

?
�@ = A?
� , if?
� ≠ 0Imputed	Rating, if	total	ratings	of	item	� = 0	and	source	ratings	 ≠ ∅0	otherwise
X (3)  

where ?
�@ ∈ �@, ?
� ∈ �, and Imputed Rating could be either the average of the source ratings or 

the most frequent ratings. 

In addition, we redefined /as a /@ such that: 
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 Y
�@ = Z1, if?
�@ ≠ 00, if?
�@ = 0X [Y
�@ ∈ /@, ?
�@ ∈ �@\ (4)  

By updating Equations (2) using Equations (3) and (4), the objective function is: 

 

���!(),*(),+()-.�@,/@, �, �, �, 0! , 0%1 = 

2 ⋅∥ /@ ∘ .�@ − ����1 ∥78+ : ⋅∥ � − 0! ∥78+ ; ⋅∥ � − 0% ∥78  (5)  

We name this matrix factorization AuxNew-Item-NMF. 

2) Update Formula: The derivation of update formula is the same as Aux-NMF [7] except we 

replace the rating matrix �with the imputed rating matrix �′ and /with /′. The final update 

formula is in Algorithm 1, Lines 12-14. 

We suppose ], ^ ≪ ���.�, �1, the time complexities of updating �, �, and �in each iteration are 

all`[��.] + ^1\. Thus, the time complexity of AuxNew-Item-NMF in each iteration 

is`[��.] + ^1\. 
3) Detailed Algorithm: In this section, we present the AuxNew-Item-NMF algorithm.Algorithm 1 

depicts the steps of performing AuxNew-Item-NMF on the imputed rating matrix �′. We perform 

this algorithm with two cases. The first case is when the imputed ratings are equal to the average 

of source ratings which is called the Average-Imputation case. The second case is when the 

imputed ratings are equal to the most frequent ratings in source ratings which is called Most-

Imputation case. However, it may take hundreds or thousands of iterations to converge to a local 

minimum. Thus, in the algorithm, we set an additional stop criterion - the maximum iteration 

counts. In collaborative filtering, this value varies from 10 ∼100 which can produce good results. 

Algorithm 1 New-Item Imputation 

Require:  

User-Item rating matrix:� ∈ ℝ�×�; 
User feature matrix: ! ∈ ℝ�×�#; 
Item feature matrix: % ∈ ℝ�×�&; 
Column dimension of�:	]; 
Column dimension of�:	^; 
Coefficients in objective function:2, :	and	;; 
Number of maximum iterations: MaxIter; 
Number of maximum imputed ratings for each New-Item: MaxImputedRatings; 

Ensure:  
Factor matrices: � ∈ ℝ�×�, � ∈ ℝ�×� , and	� ∈ ℝ�×�; 
User cluster membership indicator matrix:0! ∈ ℝ�×�; 
Item cluster membership indicator matrix:0% ∈ ℝ�×� 
Imputed rating matrix:�@ ∈ ℝ�×�; 
 

1: Function New-Items Imputation[�, 0%cde , �, f�g�hih�j�	Case\ 
2: for each group l%in	0%cdedo  

3: if l% == 1then 

4: l%fh��m	 = l%fh��m	+ all items belong to l% 
5: end if  

6: end for  
7: for each user �
do 

8: candidateImputedUsers = count the total ratings of �
for all items in l%fh��m 
9: end for  

10: OrderedUsers =sort candidateImputedUsers based on the total ratings indescending 

order  
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11: for�
�nopqr = 1 ∶MaxImputedRatings in OrderUsers do  

12: if Imputation Case =Average then 
13: ?otuvwxyz�@ = the average ratings of �
�nopqrfor all items inl%fh��m 
14: else if Imputation Case = Most then  
15: ?otuvwxyz�@ = the most frequent ratings value of �
�nopqrfor all items inl%fh��m 
16: end if  
17: end for  
18: return?:�@  
19: end function  

1: Cluster users into k groups based on  !by K-Means algorithm → 0!;  

2: Cluster items into l groups based on  %by K-Means algorithm → 0%;  
3: InitializeU,S,andVwithrandomvalues; 

4: for each item��do  

5: if �� total ratings == 0then 

6: ?:�@ =	New-ItemsImputation(�, 0%y{: , �, Imputation	Case)  

7: end if  

8: end for  

9: Buildweightmatrix/@byEq.(4);  

10: Set �h�?ih�j�	 = 1	and	mhjg = -i^m�;  

11: while (�h�?ih�j� < }i~fh�?) and (mhjg == -i^m�) do  

12: �
� ⟵�
� ⋅ ��[��∘��\+*����#�t{�����∘.!*+�1�+*���!	t{ 

13: �
� ⟵ �
� ⋅ ��[��∘��\�!*���&�t{�����∘.!*+�1��!*��+	t{ 
14: �
� ⟵ �
� ⋅ �!�[��∘��\+�t{�!����∘.!*+�1�+	t{ 
15: � ⟵ 2 ⋅∥ /@ ∘ .�@ − ����1 ∥78+ : ⋅∥ � − 0! ∥78+ ; ⋅∥ � − 0% ∥78  

16: if L increases in this iteration then  

17: stop = true;  
18: Restore U, S, and V to their values in last iteration.  
19: end if  
20: endwhile  

21: Return R′,U,S,V,CU, and CI.  

5. EXPERIMENTAL STUDY 

In this section, we discuss the datasets’ description, evaluation strategy, and experimental results. 

5.1. Data Description 

Table 1. Statistics of the datasets. 

Dataset  # Users # Items  # Ratings New-Items ratings % in the test set 

CiaoDVD  17,615 16,121 72,345 13.22% 

Ciao  7,375 21,978 184,024 0.57% 

Epinions  22,166 15,000 180,889 5.34% 
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In the experiments, we adopt CiaoDVD [18], Ciao [19], and Epinions [19] as the test data. Table 

1 shows the statistics information of the datasets. 

The CiaoDVD was crawled from ciao.co.uk, the DVD category, in December 2013 [18]. 

Thereare 17,615 users, 16,121 items and 72,345 ratings. Each DVD item belongs to one of the 17 

genres.  However, there is no information about users. Users are allowed to rate the items using 5-

scale integer ratings (from 1 to 5).  

The Ciao dataset was crawled from Ciao.co.uk in May 2011 by Tang et al. in [19]. There are 

7,375 users and 106,797 items. Each item belongs to one or more of 28 different categories. 

However, there is no information about users. Due to the MATLAB memory limitation, we only 

chose users who rated at least one item and items that received at least three ratings ending up 

with 7,375 users, 21,978 items, and 184,024 ratings. The 5-scale integer ratings are used to rate 

the items.  

The Epinions dataset was collected by Tang et al. in May 2011 [19]. There are 22,166 users and 

296,277 items. Each item belongs to one or more of 27 categories. However, there is no 

information about users in this dataset. Due to the MATLAB memory limitation, we chose 15,000 

out of 296,277 items, which are the first 5,000 items, the middle 5,000 items, and the last 5,000 

items. Ending up with 22,166 users, 15,000 items and 180,889 ratings. Users are allowed to rate 

the items using 5-scale integer ratings.  

5.2. Evaluation Strategy 

We compare the performance between the proposed approach AuxNew-Item-NMF and Aux-

NMF [7] using the Mean Absolute Error (MAE). The MAE is defined as: 

 }�
 = 1|��mh��h| � |?
� − g
�|�t{∈�q�p*qp
 (6)  

where ?
�is the actual value whileg
�is the predicted value. 

We use 80% of the ratings as a training set and 20% as a test set. We perform the imputation 

process after the data is split into training and test sets, and we impute missing ratings using the 

training ratings only. We perform our experiment in a 5-fold cross-validation approach. The 

machine we used is equipped with a 2.53Ghz quad-core +HT processor, 8GB RAM and is 

installed with UNIX operating system. The code was written and run in MATLAB. 

5.3. Results and Discussion 

To study the impact of the New-Items imputation process on predicting ratings and parameter 

settings of Aux-NMF[7], we divide items into three groups and calculate their MAE: New-Items, 

Cold-Start-Items, and Heavy-Rated-Items.  

Some parameters of the proposed algorithms need to be determined in advance. Table 2 gives the 

parameter setup in AuxNew-Items-NMF (see Algorithm 1).  

Table 2. Parameter Setup in AuxNew-Items-NMF. 

Dataset ββββ k l MaxIter MaxImputedRatings 

CiaoDVD 0 2 15 10 3 

Ciao 0 10 20 10 15 

Epinions 0 10 20 10 5 

 



Computer Science & Information Technology (CS & IT)                                   29 

 

As mentioned before, with the none imputation case -Aux-NMF method-, the percentage of the 

New-Items ratings in the test set affects the best settings of α and γ for the whole dataset. If the 

percentage of the New-Items ratings is high, the system relies on items auxiliary information 

constraint, γ, more than the rating matrix, because adding γ value to the � matrix allows the 

system to predict the New-Items ratings and then recommend them to the users. However, the 

other items’ group, Cold-Start-Items and Heavy-Rated-Items, may have different best settings of 

α and γ. In addition, the difference in the MAE between the best setting of α and γ for the whole 

dataset and each item group can be large. In this analysis, we demonstrate that imputing New-

Items helps to reduce the difference of MAE between the best setting of α and γ for the whole 

dataset and for each item group. 

Table 3. MAE results of the whole dataset and item groups with all selected combinations of α and γ of 

both methods: Aux-NMF and AuxNew-Item-NMF. 

αααα ββββ 

All-Items MAE New-Items MAE 
Cold-Start-Items 

MAE 

Heavy-Rated-Items 

MAE 

Aux- 

NMF 

AuxNew- 

Item-

NMF 

Aux- 

NMF 

AuxNew- 

Item-

NMF 

Aux-

NMF 

AuxNew- 

Item-

NMF 

Aux- 

NMF 

AuxNew- 

Item-

NMF 

CiaoDVD 

0.1 0.9 2.0532 1.9011 2.6477 1.5036 1.8222 1.8153 2.0106 2.0118 

0.2 0.8 2.0698 1.8918 2.8351 1.4921 1.7997 1.7951 2.0056 2.0066 

0.3 0.7 2.0750 1.8853 2.9164 1.4839 1.7832 1.7799 2.0026 2.0034 

0.4 0.6 2.0762 1.8801 2.9588 1.4771 1.7695 1.7671 2.0006 2.0012 

0.5 0.5 2.0760 1.8758 2.9834 1.4708 1.7576 1.7558 1.9993 1.9998 

0.6 0.4 2.0750 1.8721 2.9985 1.4647 1.7467 1.7454 1.9985 1.9988 

0.7 0.3 2.0738 1.8689 3.0073 1.4588 1.7364 1.7357 1.9982 1.9983 

0.8 0.2 2.0726 1.8664 3.0123 1.4532 1.7271 1.7267 1.9986 1.9986 

0.9 0.1 2.0720 1.8649 3.0148 1.4486 1.7189 1.7187 2.0000 2.0001 

1 0 2.1810 1.8660 3.8322 1.4474 1.7142 1.7140 2.0030 2.0036 

Ciao 

0.1 0.9 0.8158 0.8036 3.0171 0.8332 0.9207 0.9212 0.7486 0.7487 

0.2 0.8 0.8083 0.7954 3.1542 0.8339 0.8942 0.8945 0.7489 0.7489 

0.3 0.7 0.8029 0.7897 3.1828 0.8340 0.8752 0.8754 0.7495 0.7495 

0.4 0.6 0.7986 0.7855 3.1849 0.8343 0.8603 0.8604 0.7501 0.7501 

0.5 0.5 0.7952 0.7820 3.1849 0.8346 0.8478 0.8479 0.7508 0.7509 

0.6 0.4 0.7924 0.7792 3.1849 0.8351 0.8370 0.8370 0.7518 0.7518 

0.7 0.3 0.7901 0.7769 3.1849 0.8357 0.8273 0.8273 0.7529 0.7529 

0.8 0.2 0.7882 0.7750 3.1849 0.8367 0.8183 0.8182 0.7544 0.7544 

0.9 0.1 0.7867 0.7735 3.1849 0.8095 0.8381 0.8095 0.7562 0.7562 

1 0 0.7911 0.7723 4.1654 0.8401 0.8007 0.8006 0.7586 0.7586 
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Epinions 

0.1 0.9 1.3005 1.2205 2.6663 1.1633 1.8002 1.7721 1.1912 1.193 

0.2 0.8 1.2991 1.2077 2.8476 1.1302 1.6772 1.6589 1.1857 1.1871 

0.3 0.7 1.2957 1.1997 2.9053 1.1018 1.5988 1.5858 1.1829 1.1839 

0.4 0.6 1.2927 1.1938 2.9291 1.0762 1.5426 1.5326 1.1812 1.1819 

0.5 0.5 1.2900 1.1892 2.9379 1.0539 1.4986 1.4909 1.1801 1.1805 

0.6 0.4 1.2876 1.1857 2.9400 1.0350 1.4628 1.4565 1.1793 1.1795 

0.7 0.3 1.2857 1.1827 2.9404 1.0174 1.4323 1.4275 1.1789 1.1788 

0.8 0.2 1.2841 1.1802 2.9405 0.9986 1.4056 1.4030 1.1786 1.1786 

0.9 0.1 1.2831 1.1781 2.9405 0.9752 1.3831 1.3822 1.1788 1.1788 

1 0 1.3349 1.1780 3.9059 0.9653 1.3679 1.3674 1.1799 1.1801 

 

Before the New-Items imputation, the best setting of the New-Items group is when α is equal to 

the minimum value, 0.1, and γ is equal the maximum value, 0.9 in all datasets as we see in Table 

3.  After imputing New-Items with the average of the source ratings, the New-Items prediction 

improves remarkably for all selected α and γ combinations in all datasets as we see in Table 3. In 

addition, the best setting of CiaoDVD and Epinions New-Items group is α = 1 and γ = 0.  

However, Ciao dataset has the same α and γ best setting of New-Items group before and after the 

imputation.  The best setting of α and γ for other items groups, Cold-Start-Items and Heavy-

Rated-Items, did not change for all datasets and the MAE is almost the same.  

We observe that the best α and γ setting of New-Items group is the same as the item group that 

MaxImputedRatings value within its limits.  For example, each New-Item in CiaoDVD and 

Epinions datasets is imputed with 3 and 5 imputed ratings, respectively, and the best α and γ 

setting of New-Items of both datasets are equal to Cold-Start-Items group best setting.  However, 

the best α and γ setting of New-Items in Ciao dataset is the same as Heavy-Rated-Items because 

each New-Item is imputed with 15 imputing ratings which make them as a Heavy-Rated-Item.  

This explains the reason that the best α and γ setting of Ciao New-Items dataset did not change 

after the imputation.  

As we see in Table 3, the imputation process improves the results and the best α and γ settings are 

different in all the datasets.  After the imputation, Ciao and Epinions datasets rely totally on the 

rating matrix with α = 1 and γ = 0.  In addition, CiaoDVD dataset relies almost on the rating 

matrix with α = 0.9 and γ = 0.1.  The difference between MAE of the item groups with the best α 

and γ setting of the whole dataset and of each item group is moot compared to the none 

imputation case.  Before New-Items imputation, the difference in Epinions dataset between the 

lowest MAE of New-Items and MAE of the same group with the best α and γ setting of the whole 

dataset is the highest, which is 0.2742.  However, after the imputation, Ciao dataset has the most 

difference which is between the lowest MAE of the Heavy-Rated-Items group and the MAE of 

them with the best α and γ setting of the whole dataset, which is 0.0099.  

As a conclusion, using item auxiliary information for imputation, not the NMF process, is a better 

strategy.  

5.4. The Impact of Imputed Rating Value  

In this section, we demonstrate how the value of the imputed ratings and the average of all the 

imputed ratings impact the results. There are two cases to calculate the imputed rating value. The 
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first one is when the imputed rating value is equal to the average of the source ratings. We call 

this case, New-Items Average-Imputation case. In the second case, the imputed rating value is 

equal to the most frequent rating value that appears in the source ratings instead of the average. 

We call this case New-Items Most-Imputation case. The predicted rating is zero when the system 

cannot predict the rating which is called unpredictable ratings. This happens because of the 

impact of the New-Users. After applying NMF, some of the New-Item rows in matrix V are zeros 

even though all New-Items are imputed. For each rating value of New-Items in the test set, we 

consider its MAE as a high value when it is larger than the whole dataset MAE. On the other 

hand, we consider the MAE as a low value when it is equal to or lower than the whole dataset 

MAE.  

Table 4. The average of the imputed ratings with both New-Items imputation cases: Average and Most. 

Dataset Average Most 

CiaoDVD 3.63 4.04 

Ciao 4.10 4.46 

Epinions 3.89 4.3 

 

By applying Average-Imputation case to Ciao dataset, 96.12% of the rating value 4 of New-Items 

in the test set get low MAE which is the highest percentage among all other rating values, as we 

see in Table 6. This is because of the average of the imputed ratings which is 4.10 as shown in 

Table 4. With the second imputation case, the average of the imputed ratings increases up to 4.46. 

The low MAE percentage of rating value 5 for New-Items in the test set increases from 55.41% to 

85.40%, which is the highest percentage among all other rating values as we see in Table 6. On 

the other hand, the low MAE percentage of the rating value 4 declines to 80.77%. Because the 

imputed rating average of both imputation cases is above 4, none of the rating value 1 and 2 MAE 

of New-Items in the test set are low even though there are few 1 and 2 imputing ratings in the 

second imputation case as we see in Table 5. 

Table 5. The percentage and average for each imputed rating value range with both imputation cases: 

Average and Most. 

Rating value 

range 
CiaoDVD Ciao Epinions 

> <= % average % average % average 

New-Item Average-Imputation Case 

0 1 0.00% N/A 0.00% N/A 0.00% N/A 

1 2 0.00% N/A 0.04% 1.52 0.02% 2 

2 3 20.06% 2.74 1.82% 2.67 2.71% 2.89 

3 4 52.55% 3.55 39.32% 3.72 48.74% 3.56 

4 5 27.39% 4.42 58.82% 4.40 48.52% 4.29 

New-Item Most-Imputation Case 

0 1 0.53% 1 0.18% 1 0.19% 1 

1 2 0.34% 2 0.32% 2 1.36% 2 

2 3 24.50% 3 4.29% 3 10.69% 3 

3 4 44.13% 4 44.17% 4 44.14% 4 

4 5 30.51% 5 51.04% 5 43.63% 5 
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Table 6. The percentage of the New-Items rating values in the test set and the percentage of their MAE 

cases (high/low) after the New-Item imputation with both cases: Average and Most. 

Rating 

Value 
Rating % 

Unpredictable 

Rating 

High MAE Low MAE 

Average Most Average Most 

CiaoDVD 

1 4.85% 11.22% 71.42% 84.45% 17.36% 4.34% 

2 8.88% 8.33% 21.25% 44.83% 70.43% 46.84% 

3 18.80% 9.69% 0.80% 6.84% 89.52% 83.48% 

4 33.15% 18.40% 0.06% 0.09% 81.53% 81.50% 

5 34.33% 26.76% 2.22% 1.46% 71.03% 71.78% 

Ciao 

1 3.59% 2.22% 97.78% 97.78% 0.00% 0.00% 

2 4.95% 3.75% 96.25% 96.25% 0.00% 0.00% 

3 12.14% 1.41% 76.57% 89.71% 22.02% 8.88% 

4 31.84% 1.90% 1.97% 17.33% 96.12% 80.77% 

5 48.74% 1.77% 42.83% 12.83% 55.41% 85.40% 

Epinions 

1 4.68% 5.43% 91.82% 92.98% 2.75% 1.59% 

2 7.20% 2.60% 90.70% 92.87% 6.70% 4.53% 

3 17.64% 2.45% 17.66% 38.74% 79.89% 58.81% 

4 33.82% 2.98% 1.61% 1.15% 95.41% 95.87% 

5 36.66% 4.310% 25.55% 13.27% 70.14% 82.43% 

 

The CiaoDVD dataset has the lowest average of the imputed ratings in the first and second 

imputation cases among other datasets, as shown in Table 4. For the first imputation strategy, the 

average of the imputed ratings is 3.63. The rating value 3 of New-Items has the highest 

percentage of the low MAE, then rating value 4 and 5, respectively (Table 6). In addition, some 1 

and 2 rating values of New-Items in the test set have low MAE. With the second imputation 

strategy, the imputed rating average increases up to 4.04 as we see in Table 4. This leads to 

decrease the low MAE percentage of rating values 1, 2, and 3 (Table 6).  However, there is 

almost no improvement in the rating prediction (low MAE percentage) of 4, and 5 rating values 

of the New-Items. This is probably because of several reasons. First, the total number of the 

ratings in the test set in CiaoDVD is much less than other datasets, as we see in Table 1. The 

second reason is the unpredictable ratings is much more than other datasets especially for the high 

rating values: 4 and 5, as we see in Table 6. The third one is the sum of the New-Items high rating 

values (4 and 5) percentage in the test set is the lowest compared to other datasets as we see in 

Table 6. Due to these facts, the increase in the low MAE percentage of the high rating values (4 

and 5) is not notable in this case, even though there is an increase in the average of imputed 

ratings. Although the percentage of imputed ratings with low values (1,2 and 3) in the second 

imputation case are more than in the first imputation case, the percentage of the high MAE of the 

low rating values (1,2 and 3) increase because the average of the imputed ratings increased, too. 

 

The imputed ratings average of Epinions dataset is in between CiaoDVD and Ciao datasets as 

shown in Table 4. With the first imputation case, the highest percentage of the low MAE is for 

rating values 4, then 3 and 5, respectively, where the average of the imputed ratings is 3.89. 

However, the average of the imputed ratings in the second imputation case is 4.30 which raises 

the percentage of the low MAE of rating value 5 up to 82.43% and reduces the percentage of the 
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low MAE of rating value 3 to 58.81%. As we observe in other datasets, there are more imputed 

ratings of low values (1,2 and 3) in the second imputation case than the first one. However, the 

low MAE percentage of the low rating values (1,2 and 3) decreases. 

 
Table 7. The MAE of both New-Items imputation cases: Average and Most when α = 1. 

Dataset  
Imputation 

Case 

All-Items 

MAE 

New-Items 

MAE 

Cold-Start-

Items MAE 

Heavy-Rated-

Items MAE 

CiaoDVD 
Average  1.8660 1.4474 1.7140 2.0036 

Most  1.8700 1.4752 1.7152 2.0038 

Ciao 
Average  0.7723 0.8400 0.8006 0.7586 

Most  0.7720 0.7910 0.8006 0.7585 

Epinions 
Average  1.1780 0.9653 1.3674 1.1800 

Most  1.1796 0.9806 1.3711 1.1807 

 

Table 7 shows the MAE results of both New-Items imputation cases: Average and Most when     

α = 1 and γ = 0. We set MaxImputedRatings of both New-Items imputation cases as is shown in 

Table 2. The results show MAE for the whole dataset and for each item group. Only MAE of 

Ciao dataset is slightly lower with the New-Items Most-Imputation case than the Average-

Imputation case. This is because Caio dataset has the highest percentage of the rating value 5 in 

the test set among other datasets (Table 6). In addition, the most improvement in the prediction in 

the second imputation case is with rating value 5, as we see in Table 6. On the other hand, the 

best MAE for other datasets is New-Items Average-Imputation case. For the New-Items group, 

the results of Epinions and Ciao dataset are better with the second imputation case because the 

strategy improves the prediction for the rating value 5 which reduces the error average. However, 

the results of New-Items group in CiaoDVD dataset did not improve in the second imputation 

case because there is no improvement in the prediction with any rating values as shown in Table 

6.  

 

As a conclusion, the prediction accuracy of the rating values that are close to the average of 

imputed ratings is better than other rating values. In addition, the influence of the imputed rating 

average is more effective than the value of the imputed ratings. Hence, the average of the imputed 

ratings determines which rating values will have high or low MAE compared to the whole dataset 

MAE. Because recommending New-Items to users considers as an advertisement, we think that 

the users that have a high probability to like the New-Item need to have more accurate prediction 

than the users that don’t. Raising the average of the imputed ratings allows the system to predict 

the high rating values more accurately than the low rating values. 

 

5.5. Parameter Study 

 
(a)   (b)   (c)      (d) 

Figure 2. The MAE of New-Item Average-Imputation case with different values of 

 MaxImputedRatings when α = 1. 
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In AuxNew-Item-NMF, the parameter MaxImputedRatings needs to be set.  We run the 

experiment with different total numbers of the imputed ratings for each New-Item. In this 

experiment, we set α = 1 and γ = 0 with New-Item Average-Imputation case. In general, the MAE 

of all three datasets are lower after New-Items imputation than all MAEs of all selected 

combinations α and γ before the imputation regardless of the total number of imputed ratings, 

MaxImputedRatings, as shown in Figure 2(a). 

 

Mostly, adding more imputed ratings, MaxImputedRatings, improves the results of the New-

Itemsgroup prediction results slightly. Nevertheless, adding only one imputed rating to each New-

Item allows the system to recommend New-Items to users and reduces the New-Items MAE 

remarkably compared to none imputation case as we see in Figure 2(b). When all available 

imputed ratings are imputed for each New-Item, CiaoDVD and Ciao MAE are worse. However, 

the result of Epinions dataset slightly improves but requires a long time to impute the rating 

matrix. This demonstrates that adding imputed ratings is not always advantageous because they 

introduce errors to the system at the same time even for New-Items. 

 

As we see in Figure 2(d), the results of Heavy-Rated-Items show that more imputed ratings lead 

to increase the MAE of them. However, there is a difference in the increment ratio of MAE 

between the datasets. Ciao dataset has the lowest New-Items rating percentage in the test set 

among other datasets, as we see in Table 1. For that, the Heavy-Rated-Items MAE did not 

increase with the MaxImputedRatings increment but did increase when all possible imputed 

ratings of New-Items are imputed. On the other hand, the highest percentage of New-Items 

ratings in the test set among other datasets is in CiaoDVD dataset and Heavy-Rated-Items MAE 

increases with each time the MaxImputedRatings is increased as shown in Figure 2(d). The New-

Items rating percentage in the test set of Epinions’s dataset is in the middle of Ciao and 

CiaoDVD. As we see in Figure 2(d), there is an increment in the Heavy-Rated-Items MAE but 

not with each time MaxImputedRatings is increased. Overall, the best of Heavy-Rated-Items 

MAE is without imputation process. 

 

In general, to set MaxImputedRatings parameter, we need to balance between the imputation 

advantage and the imputation error that impacts Heavy-Rated-Items results. Table 2 shows the 

best setting of MaxImputedRatings that improves the rating prediction of New-Items and limits 

the error that may introduce to the other items. As we see from both Tables 1 and 2, there is an 

inverse relationship between the best MaxImputedRatings parameter setting and the percentage of 

New-Items ratings in the test set. CiaoDVD dataset has the most New-Items rating percentage in 

the test set and the lowest MaxImputedRatings. On the other hand, Caio has the lowest New-Items 

ratings percentage in the test set and the highest MaxImputedRatings. 

 

6. CONCLUSION 
 

In this paper, we proposed a method to incorporate item auxiliary information into the Aux-NMF 

using the imputation process. Our results show that the proposed method allows the system to 

recommend New-Items to the users. In addition, using item auxiliary information for imputation, 

not the NMF process, is a better strategy. In addition, increasing the average of imputed ratings 

improves the prediction accuracy of the users that have a high probability to like the New-Item. 

 

As a future work, we want to study the behavior of other items group, i.e., Cold-Start-Items and 

Heavy-Rated-Items with the imputation. In addition, we want to study the factors that affect the 

best setting for each item group. 
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ABSTRACT 

 

We propose an NMF (Nonnegative Matrix Factorization)-based approach in collaborative 

filtering based recommendation systems to improve the Cold-Start-Users predictions since 

Cold-Start-Users suffer from high error in the results.  The proposed method utilizes the trust 

network information to impute a subset of the missing ratings before NMF is applied.  We 

proposed three strategies to select the subset of missing ratings to impute in order to examine 

the influence of the imputation with both item groups: Cold-Start-Items and Heavy-Rated-Items; 

and survey if the trustees' ratings could improve the results more than the other users.  We 

analyze two factors that may affect results of the imputation: (1) the total number of imputed 

ratings, and (2) the average of imputed rating values.  Experiments on four different datasets 

are conducted to examine the proposed approach.  The results show that our approach 

improves the predicted rating of the cold-start users and alleviates the impact of imputed 

ratings. 
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Collaborative filtering,  recommendation system, nonnegative matrix factorization,  trust,  
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1. INTRODUCTION 
 
Recommendation systems [1] became an important tool in E-commerce because it can help both 

sellers and buyers.  The way it helps sellers is by increasing the profits and suggesting items to 

customers.  In addition, recommendation systems facilitate customers to find items they are 

looking for easily. 

 

Recommendation systems (RS) are classified into three categories: content-based (CB), 

collaborative filtering (CF), and hybrid.  The content-based (CB) system recommends items 

similar to the user’s preference of the items in the past by utilizing external information, such as 

item descriptions and user’s profiles to calculate the similarity between items or users.  Since 

content-based does some manual intervention to collect the user profiles and items descriptions, it 

is susceptible to errors and does not scale to large items basis. On the other hand, collaborative 

filtering (CF) supposes that users who agree on the items in the past agree in the future, too. CF 

calculates the similarity measurement between users using their previous ratings of common 

items. We can predict that two users will like the same items in the future if both have a high 

similarity between their ratings in the past for the same items.  One of the advantages of CF is 

that there is no need for any external information like the CB method.  The third category of RS 



38 Computer Science & Information Technology (CS & IT) 

 

combines content-based (CB) and collaborative filtering (CF) to merge the advantages of both 

systems into one system and avoid each of the system’s limitations. 

 

Collaborative filtering is the most popular approach because of the accuracy in prediction results 

and fewer resources are required.  Collaborative filtering algorithms are divided into two main 

categories: memory-based methods and model-based methods. 

 

Memory-based methods, also known as neighborhood-based methods, utilize the past and 

common ratings between users for the same item (user-oriented CF) or common ratings between 

items from the same user (item-oriented CF) to calculate the similarity measure.  The issue with 

this method arises if there are no common rated items between users thus similarity cannot be 

calculated.  The cold-start users who did not rate many items, e.g., less than five items often have 

this issue and as a result, the system cannot recommend items. 

 

To reduce the issues with the memory-based methods, model-based methods have been proposed 

whereas users are modeled based on their past ratings by employing statistical and machine 

learning techniques to learn models and use these learned models to predict the missing ratings.  

In addition, model-based doesn't need to calculate the similarity and to find the users' neighbors.  

However, the model-based algorithms still suffer from the data sparsity problem and fail to 

address the cold-start users issue. 

 

Relying only on the rating matrix and ignore other sources of information in the dataset that we 

may use to increase the accuracy of the recommendation is irrational.  There are several sources 

that could be used such as user information (gender, job title, address, hobbies, etc.), item 

categories, and social information (the relationship between users or trust and distrust list). 

Traditional recommendation systems suppose that users are i.i.d. (independent and identically 

distributed) and they ignore the connections among users which does not reflect the real world 

recommendations. 

 

Recommendation is considered as a social activity. For example, people usually ask a friend to 

recommend movies to see or music to listen.  Based on this research [2], friends in real life are 

more qualified to advise good and useful recommendations than the traditional recommendation 

system.  In [3], Sinha and Swearingen showed that a user chooses recommendations from friends 

over recommendation systems, in terms of quality and usefulness even if the recommendation 

systems have a high novelty factor. 

 

The relationship between the users’ taste and their friends’ taste has been observed by several 

researchers such as Ziegler and Lausen demonstrated in [4] who concluded an empirical study of 

a real online community.  Their results showed that there is a similarity in the ratings between 

users and their friends.  Singla and Richardson in [5] analyzed over 10 million users on the social 

network MSN Instant Messenger with their related search records and they concluded that there is 

higher probable to have similar interests, such as the topics they are searching for, between the 

users who chat with each other than the users who do not chat. In addition, the analysis of this 

large dataset in [6] detected that friends have a tendency to give similar ratings to items. 

 

In the beginning, users trust each other because they agree with their ratings and reviews. The 

user that creates the trust relationship is called a trustor and the user that has been trusted is 

named a trustee.  After a while, the trustee influences the trustor even on some topics that they did 

not agree on in the past [7].  In addition, [8] showed that most users participate in social networks 

more than rating items. 

 

Imputation is the process of replacing missing data with substituted values [9].  In addition, it is 

one of the approaches that has been used to complete missing data, such as recommendation 
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systems to reduce rating matrix sparsity. Most recommendation system methods do not require 

complete data, but the imputation has been used because the predicted ratings are more accurate 

when there are more ratings available in the rating matrix.  In addition, the imputation process has 

been used as a pre-processing step. Prediction results using the imputation data with an extremely 

sparse rating matrix often improves [10]. 

 

It must be taken into a consideration the error that may be introduced from the imputed ratings. In 

order to reduce the imputation error and benefit from the imputation, two factors must be taken 

into the account, (1) which missing data should be imputed and (2) how to impute ratings [11].  

The most efficient imputation-based collaborative filtering methods do not impute all missing 

data by applying strategies to select which missing data should be imputed. 

 

There are several imputation approaches that have been proposed with both collaborative filtering 

methods: memory-based and model-based collaborative filtering.  They are called imputation-

based collaborative filtering methods. 

 

We propose a new approach to improve the cold-start users prediction results by reducing the 

sparsity using the trust user network.  In the review websites, users trust other users based on their 

ratings since they don’t know that much of information about each other except the ratings.  We 

can expect that if a user did not provide a rating for an item, then his/her rating for that item will 

be similar to his/her trustees’.  We use the imputation process in the rating matrix by imputing a 

missing rating with the average of the trust ratings for an item if there is at least one rating. 

 

The remainder of this paper is organized as follows.  Section 2 shows the related work. Section 3 

defines the problems and notations.  Section 4 describes the main ideas of the proposed method.  

Section 5 presents the datasets, experiments and discusses the results.  Conclusions and future 

work are given in Section 6. 

 

2. RELATED WORKS 
 

Nonnegative Matrix Factorization (NMF) has been applied in the collaborative filtering.  In [12], 

Zhang et al. in used NMF to learn the missing values in the rating matrix which is based on the 

collaborative filtering method.  A nonnegativity constraint is enforced in the linear model to 

guarantee that all users’ ratings can be represented as an additive linear combination of canonical 

coordinates.  Ding et al. proposed in [13] unconstrained 3-factor NMF which has an additional 

factor matrix to absorb the different scales in the two matrix factors in basic NMF. 

 

It is insufficient to rely on rating information only due to the fact that most datasets suffer from 

sparsity. The most negative impact is shown with cold-start users who have not rated many items. 

Other sources of information have been used in order to alleviate this issue, such as user 

information (gender, occupation, location, interests, etc.), item categories, and social information 

(relationship between users or trust and distrust list) [6, 14, 15, 16, 17]. Aux-NMF [18] is one of 

the studies that incorporates the users’ and items’ information based on NMF method. Their 

proposed method surpasses the SVD-based data update approach [19]. 

 

The social network is one of the sources that have been employed to alleviate the most serious 

problems of the recommendation system: rating matrix sparsity and cold-start users. The social 

network can be gathered from internal or external resources. There are review websites that allow 

users to create a list of users whose reviews they suppose are trustworthy which is called a trust 

list. Social relationship information has been incorporated into both memory-based [6, 17, 20] 

and model-based collaborative filtering methods [16, 21]. 
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In [20], Massa et al. proposed a new method that incorporates social network into memory-based 

collaborative filtering which substitutes the similarity measure with the trust metric to predict the 

missing ratings.  Rather than computing the similarity between two users based on their 

commonly rated items, they computes the trust weight between users based on the trust web 

network.  The results show that their proposed method using only trust metrics is more effective, 

in terms of accuracy and coverage than the purely collaborative filtering and the system that 

combines trust and similarity, especially with cold-start users.  In [16] they integrated the social 

network structure and the user-item rating matrix based on probabilistic matrix factorization. 

 

Moreover, the imputation process has been incorporated into collaborative filtering methods to 

alleviate rating matrix sparsity.  For example, IBCF is a method that has been proposed by Su et 

al. proposed in [22] in which a subset of missing data is imputed after dividing the rating matrix 

into subset matrices based on the number of ratings each item received.  In addition, [23] 

proposed a novel algorithm called (IMULT) based on the classic Multiplicative Update Rules 

(MULT), which utilizes imputation to fill out the subset of unknown ratings. 

 

In [21], they proposed a method to impute users in order to improve the ratings prediction.  

However, the prediction improves only when New-Users are imputed, but not when All-Users are 

imputed even though the prediction results of cold-start users with some datasets improved.  This 

indicates that imputing cold-start users could improve the prediction with some cases. In addition, 

with New-Users imputation method, other users groups got worse results. In [14], they used the 

trust network to impute missing ratings. The proposed method is based on the probabilistic matrix 

factorization (PMF) model. Enlightened by these papers, we apply the imputation process to Aux-

NMF [18] by utilizing the trust network. Our proposed method is different from [14, 21] in the 

missing data selection which we impute, and the known ratings which are used to impute the 

missing ratings. In addition, we analyze two factors that may affect results of the imputation: (1) 

the total number of imputed ratings, and (2) the average of imputed ratings value. 

 

3. PROBLEM DESCRIPTION 

In collaborative filtering, there are �users such that U = �u�, … , u	
and � items E = �e�, … , e�
.  
Each user u� can rate a set of items.  Users represent the rating through an explicit numeric rating, 

such as a scale from one to five.  In addition, the rating information is summarized in anm× n 

matrix, which is called a rating matrix R ∈ ℝ	×�, 1 ≤ i ≤ m,1 ≤ j ≤ n.  The rows in the rating 

matrix represent the users, and the columns represent items.  If a particular user u� rates a 

particular item e�, then the value of the intersection of the user’s row and item’s column in the 

rating matrix R�� holds the rating value.  If the user did not rate that item, then the rating will be 

missing. Nonnegative Matrix Factorization (NMF) [24] is a dimension reduction method.  

Nonnegative matrix tri-factorization (NMTF) is defined as follows [13], 

 ��×� ≈ ��× ∙ " ×# ∙ $�×#%  (1) 

In NMTF, the rating matrix R is factoried into three matrices, U, V, and S, where U is a matrix that 

contains the latent factors for users and Vcontains the latent factors for items.  In addition, S 

matrixabsorbs the different scales between Uand V. We divide users into three groups. The first 

group isNew-Users who did not rate any items at all. The second group is Cold-Start-Users who 

rated at leastone item and at most four items.  The last group is Heavy-Rating-Users who rated 

more than four items. 

The social information is summarized in an m×m matrix, which is called the trust matrix T ∈ ℝ	×	, 1 ≤ p ≤ m, 1 ≤ q ≤ m. The rows correspond to the users who created a trust 

relationship (trustor), and the columns correspond to the users who have been trusted by others 

(trustee).  If user u+ trusts user u,, the value of T+, is equal to 1.  On the other hand, a zero in the 
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trust matrix means there is no trust relationship between the users.  Due to the fact that we are 

using Aux-NMF [18] as a basic algorithm, we need more matrices: the user feature matrix F. ∈ ℝ	×/0  and the item feature matrix F� ∈ ℝ�×/1, which hold the users’ and items’ 

information.  Each user and item belongs to one or more features K. and K3, respectively.  The 

Aux-NMF is defined as follows [18], 

 
 �4�567,867,96:;<�,=,�, ", $, >5, >?@ = 

A ⋅	∥ = ∘ <� − �"$%@ ∥GH+ J ⋅	∥ � − >5 ∥GH 	+ K ⋅	∥ $ − >? ∥GH  

(2) 

where A, Jand K are coefficients that control the weight of each part. >5 and >? are the user 

cluster matrix and the item cluster matrix which are obtained by running the K-Means clustering 

algorithm on the users feature matrix L5 and items feature matrix L?. 
 

Generally, the Cold-Start-Users group suffers from a high error in the prediction results. In [21], 

they proposed a method to impute users in order to improve the ratings prediction.  When all 

users are imputed with all available imputed ratings, some dataset’s prediction of Cold-Start-

Users improves with the imputation, however, the others do not. In this paper, we intend to study 

the behavior of the non-New-Users groups with the imputation process and analyze the factors 

that affect prediction when imputation process is used. 

 

Our experiments show that the average of Cold-Start-Users ratings values in the training set is 

higher than the whole dataset ratings average and Heavy-Rating-Users ratings average.  In 

addition, the average of the training set ratings of all users is higher than the mean of the rating 

value.  This indicates that users tend to rate items that they like more than items that they don’t. 

This could be for several reasons.  First, in the e-commerce era, it is easy for users to know all the 

information that they need about the item before they make a decision to buy it. In addition, users 

tend to trust their choices. Further, users tend to buy what they know such as a brand instead of 

taking a risk and buying what they don’t know. In this case, users in reality did not try a lot of 

options to make a fair rating. In general, Cold-Start-Users have higher MAE because of several 

reasons. The first one is the lack of the ratings in the training set. The second reason is the 

average of ratings value of the Cold-Start-Users in the training set because the Cold-Start-Users 

ratings do not have a significant influence on the whole dataset rating average because of the lack 

of Cold-Start-Users rating in the training set. In our proposed method, we have two goals: (1) 

improve the Cold-Start-Users predictions (2) limit the impact of the imputed ratings. This could 

be done by increasing the total number of the Cold-Start-Users rating and increasing the average 

of the training set rating value through the imputed ratings, simultaneously. 

 

4. PROPOSED METHOD 
 

We propose a new method to improve the Cold-Start-Users predictions by incorporating the trust 

information into Aux-NMF. In addition, the proposed method alleviates the impact of imputed 

ratings in AuxTrsut-NMF, especially on Heavy-Rating-Users. 

 

To perform the proposed method, we need to determine the subset of the real ratings that will be 

used to calculate the imputed ratings which are called source ratings, and the items which will 

hold the imputed ratings. The value of the imputed ratings equals the average of the ratings value 

of the imputed user’s trustees for that item, i.e., the source ratings for each imputed rating is all 

trustees’ ratings for the users that will be imputed.  
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For each user group, we impute them with a limited number of imputed ratings to limit the error 

that is introduced by the imputed rating. For each user, we consider the items that have been rated 

by the user’s trustees as the candidate items that could be impute. 

 

We have to select carefully which candidate items should be imputed because improving the 

prediction results must be synchronized between the imputed user and the imputed item at the 

same time. In addition, some items may be vulnerable to the error that is introduced by the 

imputed rating more than others. 

 

We have two factors that should be balanced between each other in order to select which item 

should be imputed from candidate items: (1) the total number of the ratings from all users, and (2) 

the total number of the ratings from only the user’s trustees. 

 

The candidate items that received few ratings, which called Cold-Start-Items, share the same 

issue with Cold-Start-Users, i.e., the lacking of the total number of ratings which results in less 

accurate predicted ratings. For that, imputing Cold-Start-Items likely improves the prediction 

results for the whole system as Cold-Start-Users. 

 

On the other hand, the candidate items that received many ratings, called Heavy-Rated-Items, 

could be considered as Heavy-Rating-Users who are affected by the imputed ratings negatively as 

we see in [21]. 

 

To demonstrate our idea, we propose two strategies in which the candidate items are ordered 

based on their total number of ratings ascendingly, which is called CSI case, and descendingly, 

which is named HI case. For candidate items that have a tie total number of ratings, they are 

ordered based on the total number of the ratings from the user’s trustees descendingly for two 

reasons. First, allowing more source ratings in order to calculate the imputed ratings which means 

more opinions from different trustees that results in more accurate imputed ratings. In addition, 

candidate items that have been rated by many of the user’s trustees indicate that the user likely 

agrees with trustees ratings more than candidate items that have been rated by few trustees 

because many ratings from different trustee corroborate the opinion. 

 

As we mentioned before, the pervious studies showed that there is a similarity in the ratings 

between users and their friends [4]. In order to study the influence of the total number of the 

ratings from the user’s trustees on the prediction results, we proposed another strategy in which 

the candidate items are primarily ordered based on the total number of the ratings from the user’s 

trustees descendingly then by the total number of the ratings for the item from all users 

ascendingly which is called Trustee case. Table 1 show the summary of the three strategies. 

 
Table 1. The summary of the three proposed cases. 

Rating source 
All Users User’s trustee only 

Order priority Order type Order priority Order type 

Trustee 2 acs 1 desc 

CSI 1 acs 2 desc 

HI 1 desc 2 desc 

 

1)Objective Function: In the proposed method, we replace rating matrix � in Equation 2 with the 

imputed rating matrix �′ such that 
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NOPQ = RNOP , ifNOP ≠ 0V�WXYZ[	�\Y4�], 4;	NOP = 0, V�WXYZ[	�\Y4�] ≠ 0, \�[	�ZZY	YℎZ	_`�[4Y4`�a0, `YℎZNb4aZ c (3) 

wherer��Q ∈ RQ, r�� ∈ R, and Imputed Rating is the average of the source ratings if the rating r�� is 

missing on rating matrix R and the imputed rating is not zero.  In the proposed method, each users 

group has a limited number of the imputed ratings and we have to make sure that the total number 

of the imputed ratings for each user who does not exceed the parameter setting 

In addition, we redefined Was a WQ such that: 

 bOPQ = f1, ifNOPQ ≠ 00, ifNOPQ = 0c gbOPQ ∈ =Q, NOPQ ∈ �Qh (4) 

By updating Equation (2) using Equations (3) and (4), the objective function is: 

 

�4�567,867,967;<�Q,=Q, �, ", $, >5 , >?@ = A ⋅∥ =Q ∘ <�Q − �"$%@ ∥GH+ J ⋅∥ � − >5 ∥GH+ K ⋅∥ $ − >? ∥GH  (5) 

We name this matrix factorization AuxTrustCSU-NMF, where CSU stands for Cold-Start-Users. 

2) Update Formula: The derivation of update formula is the same as Aux-NMF [3] except we 

replace the rating matrix � with the imputed rating matrix �′ and = with =′.  The final update 

formula is in Algorithm 1, Lines 47-49. 

We suppose i, j ≪ �4�<�, �@, the time complexities of updating U, V, and S in each iteration are 

all lg��<i + j@h. Thus, the time complexity of AuxTrustCSU-NMF in each iteration is lg��<i + j@h. 
3) Detailed Algorithm: Algorithm 1 depicts the steps of performing AuxTrustCSU-NMF on the 

imputed rating matrix R′.  As we mentioned before, we perform the algorithm with three cases: 

Trustee, CSI and HI.  Because each user group in the proposed method has a limited total number 

of the imputed ratings, we set three parameters which defined the total number of the imputed 

ratings for each user group: m�V�, >"�V�,	and n�V�. However, it may take hundreds or 

thousands of iterations to converge to a local minimum.  Thus, in the algorithm, we set an 

additional stop criterion - the maximum iteration counts.  In collaborative filtering, this value 

varies from 10 ~ 100 which can produce good results. 

Algorithm 1AuxTrustCSU-NMF 

Require:  

User-Item rating matrix: � ∈ ℝ�×�; 

Trust matrix: o ∈ ℝ�×�; 
User feature matrix: L5 ∈ ℝ�× p; 

Item feature matrix: L? ∈ ℝ�× q; 
Column dimension of � ∶ i; 

Column dimension of $ ∶ j; 
Coefficients in objective function: A, J	and	K; 

Total number of the imputed ratings for New-User group: m�V�; 

Total number of the imputed ratings for Cold-Start-User group: >"�V�; 

Total number of the imputed ratings for Heavy-Rating-User group: n�V�; 

Number of maximum iterations: u\vVYZN; 

Imputation Case: V�W>\aZ; 
Ensure:  

Factor matrices: � ∈ ℝ�× , " ∈ ℝ ×#, and	$ ∈ ℝ�×#; 
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User cluster membership indicator matrix: >5 ∈ ℝ�× ; 
Item cluster membership indicator matrix:>? ∈ ℝ�×#; 
Imputed rating matrix: �Q ∈ ℝ�×�; 
1: Cluster users into k groups based on L5 by K-Means algorithm → >5;  

2: Cluster items into l groups based on L? by K-Means algorithm → >?;  
3: InitializeU,S,andVwith random values; 

4: for each userXOdo  

5: find the user’s 4 trustees from the trust matrix o →	yz 
6: if _`X�Y<yz@ > 0then 

7: find all items that have been rated by yz → 	_\�[4[\YZVYZ�a 

8: if_`X�Y<_\�[4[\YZVYZ�a@ > 0then 

9: for each _\�[4[\YZVYZ�a_Pdo 

10: calculate the average of the rating values of  yz users for item _P →	V�WXYZ[�\Y4�]$\jXZ 

11: count the total number of ratings for _P from all users → 	Y`Y\j�\Y4�]a|jj�aZNa 

12: count the total number of ratings for _P from yz → 	Y`Y\j�\Y4�]aoNXaYZZa�aZNa 

13: end for 

14: if  V�W>\aZ == 	oNXaYZZthen 

15: Order _\�[4[\YZVYZ�a based on Y`Y\j�\Y4�]aoNXaYZZa�aZNa	descendingly, then for the tie values 

16: Order _\�[4[\YZVYZ�a based on Y`Y\j�\Y4�]a|jj�aZNaascendingly 

17: else ifV�W>\aZ == 	>"Vthen 

18: Order _\�[4[\YZVYZ�a based on Y`Y\j�\Y4�]a|jj�aZNa ascendingly, then 

for the tie values 

19: Order _\�[4[\YZVYZ�a based on Y`Y\j�\Y4�]aoNXaYZZa�aZNa	descendingly 

20: else ifV�W>\aZ == 	nVthen 

21: Order _\�[4[\YZVYZ�a based on Y`Y\j�\Y4�]a|jj�aZNadescendingly, then 

for the tie values 

22: Order _\�[4[\YZVYZ�a based on Y`Y\j�\Y4�]aoNXaYZZa�aZNa	descendingly 

23: end if 

24: if total ratings number of XO == 	0 then 

25: Y`WV�W�\Y4�]a = 	m�V� 

26: else if total ratings number of XO > 	0 AND total ratings number of XO < 	5then 

27: Y`WV�W�\Y4�]a = >"�V� 

28: else if total ratings number of XO > 	4 then 

29: Y`WV�W�\Y4�]a = n�V� 

30: end if 

31: Set V�WXYZ[�\Y4�]>`X�YZN = 0 

32: Set _\�[4[\YZVYZ�aV�[Zv = 0 

33: whileV�WXYZ[�\Y4�]>`X�YZN < 	Y`WV�W�\Y4�]a	do 

34: � =index of _\�[4[\YZVYZ�a<_\�[4[\YZVYZ�aV�[Zv@ 
35: if NO,P == 0then 

36: NO,P == V�WXYZ[�\Y4�]$\jXZ<_\�[4[\YZVYZ�aV�[Zv@ 
37: V�WXYZ[�\Y4�]>`X�YZN = V�WXYZ[�\Y4�]>`X�YZN + 1 

38: end if 

39: _\�[4[\YZVYZ�aV�[Zv = _\�[4[\YZVYZ�aV�[Zv + 1 

40: end while 

41: end if 



Computer Science & Information Technology (CS & IT)                                   45 

 

42: end if  

43: end for  

44: Build weight matrix =Q by Eq. (4);  

45: Set 4YZN\Y4`�	 = 1	and	aY`W = ;\jaZ;  

46: while(4YZN\Y4`� < u\vVYZN) and (aY`W == ;\jaZ) do  

47: �OP ⟵ �OP ⋅ ��g��∘��h98����p��������∘<589�@�98���5
�� 
48: $OP ⟵$OP ⋅ ��g��∘��h�58���q��������∘<589�@��58��9
�� 
49: "OP ⟵ "OP ⋅ �5�g��∘��h9����5����∘<589�@�9
�� 
50: y ⟵ A ⋅∥ =Q ∘ <�Q − �"$%@ ∥GH+ J ⋅∥ � − >5 ∥GH+ K ⋅∥ $ − >? ∥GH  

51: if L increases in this iteration then  

52: aY`W == YNXZ 
53: Restore �, " and $to their values in last iteration.  
54: end if  
55: endwhile  
56: Return �Q, �, ", $, >5and>?.  

5. EXPERIMENTAL STUDY 

In this section, we discuss the datasets’ description, evaluation strategy, and experimental results. 

5.1. Data Description 

Table 2. Statistics of the datasets. 

Dataset  # Users # Items  # Ratings # Trust Relationships 

Ciao  7,375  21,978  184,024  111,781 

CiaoDVD 17,615  16,121  72,345  22,484 

Epinions 22,166  15,000  180,889  355,727 

FilmTrust 1,642 2,071 35,494 1,853 

 

In the experiments, we adopt four datasets. Ciao [25], CiaoDVD[26], Epinions [25], and 

FilmTrust [27] as the test data. We adopt these datasets because they have the information that we 

need to evaluate the proposed approach: the rating matrix� and trust matrix	o. 

 

Ciao is one of the popular review website that displays items from different online shopping 

websites, such as Amazon and compares the prices from different shopping websites for the same 

item. Users are allowed to rate items using 5-scaleinteger ratings (from 1 to 5) and trust each 

other.When a user (trustor) agrees with another user’s reviews (trustee), then the trustor can insert 

the trustee to his/her own trust list. 

 

There are several datasets that have been extracted from the Ciao website. The first one is Ciao 

dataset which was crawled from Ciao.co.uk in May 2011 by Tang et al. in [25].  There are 7,375 

users and 106,797 items.  Each item belongs to one or more of 28 different categories.  However, 

there is no information about users.  Due to the MATLAB memory limitation, we only chose 

users who rated at least one item and items that received at least three ratings ending up with 

7,375 users, 21,978 items, and 184,024 ratings.  
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The second one is Ciao DVD which was crawled from ciao.co.uk, the DVD category, in 

December 2013 [26]. There are17,615 users, 16,121 items and 72,345 ratings. Each DVD item 

belongs to one of the 17 genres. However, there is no information about users.  

 

The Epinions dataset was collected by Tang et al. in May 2011 [25]. There are 22,166 users 

and296,277 items. Each item belongs to one or more of 27 categories. However, there is no 

information about users in this dataset. Due to the MATLAB memory limitation, we chose 15,000 

out of 296,277items, which are the first 5,000 items, the middle 5,000 items, and the last 5,000 

items. Ending up with 22,166 users, 15,000 items and 180,889 ratings. Users are allowed to rate 

the items using 5-scaleinteger ratings. 

 

FilmTrust was crawled from the entire FilmTrust website in June 2011 [27]. FilmTrust is a 

website that provides predictive recommendations about movies. However, FilmTrust does not 

recommend a list of movies to the users. Instead, FilmTrust suggests how much the user may like 

a chosen movie [28].The FilmTrust dataset has 1,642 users, 2,071 items, 35,494 ratings, and 

1,853 trust relationships. Therate is on a scale of a half star from half star to four stars. 

 

5.2. Evaluation Strategy 

We compare the performance between the proposed approach, Aux-NMF [18], and AuxTrust-

NMF [21] using the Mean Absolute Error (MAE). The MAE is defined as: 

 u|� = 1|oZaY"ZY| � |NOP − WOP|���∈%��z8�z
 (6) 

whereNOPis the actual value whileWOPis the predicted value. 

We use 80% of the ratings as a training set and 20% as a test set. We perform the imputation 

process after the dataset is split into training and test sets, and we impute missing ratings using 

the training ratings only. We perform our experiment in a 5-fold cross-validation approach. The 

machine we used is equipped with a 2.53Ghz quad-core +HT processor, 8GB RAM and is 

installed with the UNIX operating system. The code was written and run in MATLAB. 

5.3. Results and Discussion 

In this section, we present and discuss our experimental results. We compare our proposed 

method with Aux-NMF [18] and with both cases of AuxTrust-NMF [21]: All-Users and New 

Users imputation, too. 

None of our datasets has information about users, so we set the users’ feature parameter, J, 

tozero. However, using value impacts the weight of the rating matrix in the prediction process. 

Toavoid that, we set the item features parameter, K, to zero to focus on the analysis of the 

imputation effect. 

Table 3. The MAE of Aux-NMF, New-Users Imp, and the proposed methods with the three cases. 

Dataset Aux-NMF 
Aux-NMF All-

Users 

Aux-NMF New-

Users 
Trustee CSI HI 

Ciao  0.8237  0.8305  0.8224  0.8025  0.8029  0.8127 

CiaoDVD 1.6503  1.6721  1.6462  1.6348  1.6368  1.6411 

Epinions 1.0816  1.0751  1.0760  1.0382  1.0372  1.0448 

FilmTrust 0.7288  0.7439  0.7269  0.7206  0.7200  0.7226 
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Table 4. The percentage of each items group that are imputed in the training set with the three proposed 

case: Trustee, CSI, and HI. CSI = Cold-Start-Items group; HI = Heavy-Rated-Items group 

Proposed Case Trustee Case CSI Case HI Case 

Item Group CSI HI CSI HI CSI HI 

Ciao  49.96% 50.04% 84.63% 15.37% 4.16% 95.84% 

CiaoDVD 42.26% 57.74% 95.75% 4.25% 4.18% 95.82% 

Epinions 16.47% 83.53% 57.88% 42.12% 0.86% 97.38% 

FilmTrust 32.90% 67.10% 51.16% 48.84% 2.15% 97.85% 

 

In general, the results of the three cases of our proposed method are better than Aux-NMF and 

AuxTrust-NMF: All-Users and New-Users with all datasets as we see in Table 3. Further, the 

results of the CSI case are better than HI with all datasets. However, Ciao and CiaoDVD have 

better results with Trustee case; and Epinions and FilmTrust are better with the CSI case. We 

notice that the percentage of the Heavy-Rated-Items that are imputed in Epinions and FilmTrust 

with Trustee case is very high compared to the other datasets as we see in Table 4. This indicates 

that imputing Heavy-Rated-Items limits the advantages of the imputations. 

 

On the other hand, when all users are imputed with all available imputed ratings in Aux-NMF 

All-Users method, the results are the worst among all other methods expect Epinions dataset.  

This is because Epinions has the highest difference between the New-Users before and after the 

imputation which means the most imputed New-Users compared with the other datasets, as we 

see in Table 9, which lead to the most improvement in the New-Users results. 

 
Table 5. The MAE for whole dataset and each user group of Aux-NMF, AuxTrust-NMF: All Users and 

New-Users, and the best case of the proposed method AuxTrustCSU-NM. 

Methods 
All-

Users 
New-Users 

Cold- 

Start- 

Users 

Heavy- 

Rating- 

Users 

Ciao 

Aux-NMF  0.8237  4.4118  0.8345  0.7452 

AuxTrust-NMF All-User  0.8305  1.4235  0.8399  0.7715 

AuxTrust-NMF New-User  0.8224   1.3615  0.8345  0.7453 

AuxTrustCSU-NMF Trustee 0.8025  1.3999  0.8118  0.7438 

CiaoDVD 

Aux-NMF  1.6503  4.3433  1.2397  1.0612 

AuxTrust-NMF All-User  1.6721  4.2832  1.2722  1.1122 

AuxTrust-NMF New-User  1.6462  4.2830  1.2442  1.0689 

AuxTrustCSU-NMF Trustee 1.6348  4.2824  1.2302  1.0606 

Epinions 

Aux-NMF  1.0816  3.9203  1.0770  0.9316 

AuxTrust-NMF All-User  1.0751  1.9541  1.0888  0.9769 

AuxTrust-NMF New-User  1.0760  1.9495  1.0964  0.9543 

AuxTrustCSU-NMF CSI  1.0372  1.9297  1.0529  0.9311 

FilmTrust 

Aux-NMF  0.7288  3.3677  0.7326  0.6455 

AuxTrust-NMF All-User  0.7439  2.7780  0.7487  0.6679 

AuxTrust-NMF New-User  0.7269  2.7735  0.7324  0.6463 

AuxTrustCSU-NMF CSI  0.7200  2.7639  0.7242  0.6478 
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Figure 1: Cold-Start-User information in the training set. 
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Table 6. The average of the ratings value in the training set of the original rating matrix R for whole dataset 

and each user group. 

Dataset Whole Dataset Cold-Start-Users Heavy-Rating-Users 

Ciao  4.1483  4.2164  4.1442  

CiaoDVD 4.0711  4.2860  3.9369  

Epinions 3.8742  3.9126  3.8640  

FilmTrust 3.0028  3.1219  2.9954   

 

Table 7. The average of the ratings value in the training set for whole dataset with Aux-NMF, AuxTrust-

NMF: All Users and New-Users, and the best case of proposed method AuxTrustCSU-NMF. 

Dataset Aux-NMF 
AuxTrust-NMF 

All-Users 

AuxTrust-NMF 

New-Users 
AuxTrustCSU-NMF 

Ciao  4.1483  4.1870  4.1496  4.1569  

CiaoDVD 4.0711  3.7887  4.0050  4.0720  

Epinions 3.8742  3.8314  3.8382  3.9129  

FilmTrust 3.0028  2.9376  2.9957  3.0032   

 

As we see in Table 6, the average of Cold-Start-Users ratings value in the training set is higher 

than the whole dataset ratings value average and Heavy-Rating-Users in all datasets.  In addition, 

the average of the training set ratings of all users is higher than the mean of the rating value.  

With AuxTrust-NMF All-Users imputation case, the ratings average of the training set after the 

imputation becomes lower in all dataset except Ciao.  In addition, we notice that Cold-Start-Users 

MAE in Ciao dataset has the lowest increase after the All-Users imputation among other datasets, 

as we see in Tables 3 and 7. 

 

With AuxTrust-NMF New-Users imputation case, the ratings value average of the training set is 

higher than AuxTrust-NMF All-Users imputation case.  However, Epinions dataset gets the 

lowest increase in the rating average among other datasets, as we see in Table 7.  The Cold-Start-

Users result is worse with AuxTrust-NMF New-Users imputation than AuxTrust-NMF All-Users 

imputation case only in Epinions dataset compared to other datasets.  This could be because of the 

impact of the average of imputed ratings value. 

 

The highest average of ratings values is with the proposed method AuxTrustCSU-NMF with all 

datasets except Ciao, as we see in Table 7.  In addition, the best prediction ratings are with 

proposed. That indicates that the average of the ratings value in the training set has an important 

influence on the accuracy of the rating prediction.  There is a huge gap between the average of 

original rating values and the highest average of rating values in Ciao which may result in 

introducing error.  That denotes the need to limit the increase in the average of rating values of 

the training set. 

 

5.3.1. Parameter Settings 

 
As we mentioned before, we impute each user with a limited number of imputed ratings based on 

the group that the user belongs to.  In our experiment, we set the maximum imputed ratings for 

each New-Users to 20, Cold-Start-Users to 5, and Heavy-Rating-Users to 3 imputed ratings.  

Table 8 shows the total number of the imputed ratings for each users group that results in the 

lowest MAE for the whole dataset. 
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Table 8. The best parameters setting of the proposed method with the best case of each dataset. 

Dataset  Best Case  New-Users  Cold-Start  Heavy-Users 

Ciao  Trustee  12  5  1 

CiaoDVD Trustee  8  2  3 

Epinions CSI  3  4  2 

FilmTrust CSI  10  2  2 

 

Table 9. The percentage of each users groupin the test set before and after the imputation. 

User Group New-Users Cold-Start-Users Heavy-Ratings-Users 

Imputation Case Before After Before After Before After 

Ciao  0.05% 0.01% 86.43% 2.54% 13.52% 97.45% 

CiaoDVD 13.92% 13.63% 73.95% 50.40% 12.12% 35.98% 

Epinions 1.29% 0.43% 76.93% 23.77% 21.78% 75.80% 

FilmTrust 0.30% 0.23% 86.19% 49.01% 13.50% 50.76% 

 

For the New-Users group, there is an inverse relationship between the percentage of the New-

Users ratings in the test set that belong to New-Users that have been imputed and the best total of 

imputed ratings of New-Users.  Ciao dataset has the lowest percentage of the New-Users ratings 

in the test set that belong to New-Users that have been imputed, 0.04%, and the highest total 

number of imputed ratings among other datasets then FilmTrust comes after Ciao, as we see in 

Tables 8 and 9.  On the other hand, Epinions has the highest percentage of the New-Users ratings 

in the test set that belong to New-Users that have been imputed, 0.89%, and the lowest total 

number of imputed ratings among other datasets then CiaoDVD as we see in Tables 8 and 9.  This 

indicates that if we need to predict a lot of ratings for New-Users, we should take into the account 

the percentage of the imputed New-Users to balance between the advantage of the imputed 

ratings and the error that is introduced by the imputed ratings. 

 

With the Cold-Start-Users group, there is a proportional relationship between the percentage of 

imputed Cold-Start-Users in the training set and the total imputed ratings for each Cold-Start-

Users as we see in Figure 1 and Table 8.  For example, there are more than 60% of Cold-Start-

Users in the training set of Ciao and Epinions datasets are imputed.  In addition, the total number 

of imputed ratings for each Cold-Start-Users of Ciao and Epinions datasets are higher than other 

datasets: CiaoDVD and FilmTrust.  The percentage of imputed Cold-Start-Users in the training 

set are less than 30.5% with CiaoDVD and FilmTrust.  This could be because the rating 

prediction of the un-imputed Cold-Start-Users may hurt via imputed ratings.  For that, we need to 

reduce the imputed ratings for each Cold-Start-User if there is a high percentage of them could 

not be imputed.  In addition, the relationship between the percentage of imputed Cold-Start-Users 

in the training set and the percentage of ratings in the test set that belong to imputed Cold-Start-

Users is proportional.  Therefore, there is a proportional relationship between the percentage of 

the Cold-Start-User ratings in the test set that belong to Cold-Start-Users that have been imputed 

and the best total of imputed ratings of Cold-Start-User. 

 

Even though Cold-Start-Users group results with the proposed method improve but not Heavy-

Rating-Users, both Cold-Start-Users and Heavy-Rating-Users groups are imputed.  This could be 

for several reasons.  First, as we mentioned before, imputing Cold-Start-Items improves the 

results more than imputing Heavy-Rated-Items.  Because the candidate items are ordered based 

on the total ratings from all users ascendingly, imputing Heavy-Rating-Users allows us to impute 

more Cold-Start-Items.  In addition, as we see in Table 10, the average of the ratings in the 
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training set increases when we impute Heavy-Rating-Users which is one of the factors that results 

in a lower MAE.  However, it decreases in FilmTrust dataset when Heavy-Rating-Users are 

imputed even though it results in a lower MAE.  This is because the average of the ratings for 

whole dataset and Cold-Start-Users in the training set are the closet to the ratings mean among 

other datasets as we see in Table 6. 

 
Table10. The average of ratings value in the training set with/without imputing Heavy-Rating-Users. 

 
NUIR  CSUIR  HUIR  Rating value   

Ciao 

12  5  1  4.1569 

12  5  0  4.1548 

CiaoDVD 

8  2  3  4.072 

8  2  0  4.0717 

Epinions 

3  4  2  3.9129 

3  4  0  3.9035 

FilmTrust 

10  2  2  3.0032 

10  2  0  3.0042 

 

There is an inverse relationship between the percentage of imputed Cold-Start-Users in the 

training set and the best setting of the imputed ratings of Heavy-Rating-User.  In addition, there is 

an inverse relationship between the best setting of the imputed ratings of Cold-Start-User and the 

imputed ratings of Heavy-Rating-User.  Ciao dataset has the highest percentage of imputed Cold-

Start-Users in the training set, highest imputed ratings for each Cold-Start-User, and the lowest 

imputed ratings for each Heavy-Rating-User.  On the other hand, CiaoDVD dataset has the lowest 

percentage of imputedCold-Start-Users in the training set, lowest imputed ratings for each Cold-

Start-User, and the high estimputed ratings for each Heavy-Rating-User. FilmTrust and Epinions 

datasets are in between. In general, the total of the best setting of the imputed ratings of Cold-

Start-User and Heavy-Rating-Users together in our experiment is in the same range which is 

between four and six imputed ratings in total. 

 

5.3.2. Results Summary 

 
As a conclusion, handling the lack of the Cold-Start-Users and Cold-Start-Items ratings by 

imputation could improve the rating prediction of them. It must be taken into consideration that 

each imputed rating affects the average of the training ratings which subsequently affects the 

prediction performance. In our experiment, the Cold-Start-Users ratings percentage in the test set 

is really high which we believe that this kind of dataset represents the reality. On the other hand, 

Cold-Start-Users ratings average in the training set does not have much influence on the whole 

training set ratings average. This is due to the fact Cold-Start-Users suffer from a lack of the 

ratings. We suggest using the proposed method with the systems that predict ratings of Cold-

Start-Users more than Heavy-Rating-Users. 

 

6. CONCLUSIONS 

 
In this paper, we proposed a method to incorporate social network information into the Aux-NMF 

using the imputation process to improve the non-New-Users prediction results. We proposed 

three strategies to select the subset of missing ratings to impute in order to examine the influence 
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of the imputation with both item groups: Cold-Start-Items and Heavy-Rated-Items; and survey if 

the trustees' ratings could improve the results more than the other users. 

 

Our results show that imputing Cold-Start-Items improves the results of Cold-Start-Users with 

AuxTrustCSU-NMF method, especially when the dataset suffers from Cold-Start-Users, but 

worse at some others. However, two factors must be taken into account, the total number of the 

imputed ratings and the average of the ratings in the training set after the imputation in order to 

limit the imputed ratings error. However, our next step is to set the coefficients in AuxTrust CSU-

NMF and analyze the impact of user feature matrix and the item feature matrix on the imputed 

rating matrix. 

 

As a future work, we want to take the advantage of increasing the average of ratings values to 

improve the prediction results without the need to set the maximum of the total imputed rating for 

each user group. 
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ABSTRACT 

 
Whenever a natural disaster occurs, it is important to quickly evaluate the damage status in 

high-priority locations. Frequently, owing to the restrictions imposed by the availability of 

disaster management resources, spatial information is predicted where the infrastructure 

manager makes an initial response. It is critical that an initial response be effective to mitigate 

social losses. In recent years, Japan has experienced several great earthquakes with magnitudes 

of around 6, most notably the Great East Japan earthquake of March 2011 (M9), as well as 

those striking Kumamoto (April 2016 (M7)), Osaka (June 2018 (M6.1), and Hokkaido 

(September 2018 (M6.7)). These huge earthquakes occur not only in Japan but around the 

world, with an earthquake and tsunami striking Indonesia as recently as October 2018. The 

initial response to future earthquakes is an important issue related to knowledge of natural 

disasters and to predict the degree of damage to infrastructure using multi-mode usable data 

sources. In Japan, approximately 5 million CCTV cameras are installed. The Ministry of Land, 

Infrastructure and Transportation uses 23,000 of these cameras to monitor the infrastructure in 

each region. This paper proposes a feature extraction damage classification model using 

disaster images with five classes of damage after the occurrence of a huge earthquake. We 

present a support vector damage classifier for which the inputs are the extracted damage 

features, such as tsunami, bridge collapses, and road damage leading to a risk of accidents, 

initial smoke and fire, and non-disaster damage. The total number of images is 1,117, which we 

collected from relevant websites that allow us to download records of huge earthquake damage 

that has occurred worldwide. Using ten pre-trained architectures, we have extracted the 

damage features and constructed a support vector classification model with a radial basis 

function, for which the hyper parameters optimize the results to minimize the loss function value 

with an accuracy of 97.50%, based on the DenseNet-201. This would provide us with further 

opportunities for disaster data mining and localized detection. 
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Disaster Response, Damage Mining, Feature Extraction, Support Vector classifier, Bayesian 
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1. INTRODUCTION 

 
This section reviews the related papers and works related to natural disaster management and 

machine learning for disaster data resources. The authors highlight earthquake disasters and the 

mining of five classes of earthquake damage data sets. 

 

1.1. Literatures Related to Disaster Management 
 

Manzhu et al. [1] reviewed the major big data sources and the associated achievements in disaster 

management phases to monitor and detect natural hazards, and to mitigate disaster damage, as 

well as the recovery and reconstruction processes. This paper focuses on the urgent response 

phase after an earthquake in which damage is monitored and detected to make the decisions 

needed to address initial rapid actions regarding high priority infrastructures such as roads, 

intersections, bridges, river gates, and urban and rural areas. During 2014–2016, a variety of data 

sources could be observed in articles, when the topic of big data was popular in disaster 

management. These data sources are as follows: satellite, social media, crowd sourcing, sensor 

web and IoT, mobile GPS, simulation, unmanned aerial vehicles (UAV), Light Detection and 

Ranging (LiDAR), and spatial data. Among these digital data sources, satellite imagery [2][3] and 

social media [4][5] data serve as the most popular data for disaster management. 

 

However, a satellite used for remote sensing always moves slowly, such that there is a delay 

between the times at which data is acquired. The resulting series of photographs is thus not useful 

for recognizing earthquake features. Therefore, disaster detection can be done based on social 

media: Twitter is used as a source of text mining, and spatial temporal analysis. However, social 

media users cannot always monitor disaster damage accurately. Also, users tend to be agitated 

and fearful for their safety after the occurrence of a huge earthquake. Messages sometimes lack 

essential details owing to noise and may start false rumors. Therefore, this study focuses on 

closed-circuit television (CCTV) data sources for monitoring damage to critical infrastructure in 

order to make decisions related to high-priority responses. 

 

1.2. Works Related to Disaster Images 
 

CCTV cameras are being set up around real-world places such as houses for crime prevention, 

industrial processes to detect anomalies, banks for security, shopping stores, schools, rail stations 

for safety, traffic monitoring, sports events, and offices to monitor employees. CCTV, also known 

as video surveillance, involves the use of video cameras to transmit a signal to a specific place 

with a set of monitors. The first CCTV system was installed by Siemens AG at Test Stand VII in 

Nazi Germany in 1942 for observing rockets [6]. The earliest video surveillance systems involved 

constant monitoring because there was no means of recording and storing the information. A 

modern machine vision system enables the constant monitoring of infrastructures and determine 

whether earthquake disaster damage has occurred, with several cameras recording 

simultaneously, with features such as time lapse and motion-activated recording. The resulting 

savings in time and cost had resulted in an increase in the use of CCTV. Recently, CCTV 

technology has been enhanced with a shift towards Internet-based products. There were an 

estimated 350 million surveillance cameras worldwide as of 2016, compared with 160 million in 

2012 [7]. Sixty-five percent of the CCTV cameras installed around the world are in Asia. There 

are currently five million CCTV cameras installed in Japan. This enables the creation of systems 
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to support decisions related to immediate initial responses with respect to high-priority locations 

if a large earthquake were to occur. 

 

As a low level approach, both the input and output are images, with several techniques for 

analyzing changes that are detected after a disaster. Supannee et al. [8] presented a building 

detection process that could detect damage to both small and large buildings with 75% accuracy. 

That method was applied to obtain data from the 2004 tsunami that struck the coast of Thailand. 

However, only one class of building was analyzed and the satellite images, which were limited to 

the coastal area, had a 1-meter resolution. Ranga et al. [9] presented a probabilistic detection 

system that provides information regarding changes in an area and which minimizes the post-

detection threshold procedure often required in traditional change-detection algorithms. However, 

their method was intended for land use detection such as growth, loss, and no change. Maeda et 

al. [10] proposed a method that uses CCTV images with reduced background noise and subtracts 

the change between the ex ante and ex post when an earthquake occurs. A low-level application 

contains simple algorithms that may be unstable and not highly accurate. This method has certain 

disadvantages, making it important to optimize the thresholding parameter and the balancing 

trade-off between the damaged signal and the background noise detection. 

 

 
 

Figure 1. A thumbnail of QuakeV datasets randomly chosen 100 images 
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On the other hand, as a high-level approach of a level equal to human vision, Kataoka et al.[11] 

surveyed 1,600 studies of computer vision and devised the concept of semantic change detection 

regardless of whether a building is damaged or not after an earthquake. However, that conceptual 

method requires hundreds of thousands or even millions of disaster-image datasets; further, there 

is no proof of the concept of semantic segmentation focusing on buildings and change detection 

regarding damaged buildings. Also, we cannot obtain a middle-level application to classify 

earthquake disaster images, owing to the lack of datasets addressing the instant at which an 

earthquake occurs. The present study addressed middle-level image analysis where the input is 

CCTV images in the order of thousands, and the output is disaster-class labels for decision 

support with respect to the initial response to be applied to high-priority locations. 

 

1.3. Mining of Earthquake Damage Datasets 
 

With regard to disaster image datasets, NOAA [12] offers a natural-hazard image database with 

1,163 photo images of 67 earthquake events that have occurred in the 100 years from 1915 to 

2015. It enables the viewing of a gallery of images from each earthquake event. The database 

includes earthquake disaster images from around the world, including the USA, Mexico, 

Guatemala, Colombia, Nicaragua, Peru, Chile, Haiti, Ecuador, Russia, Iran, Turkey, Pakistan, 

Algeria, Romania, Italy, Papua New Guinea, Australia, New Zealand, Samoa, China, Indonesia, 

Taiwan, and Japan. However, the viewpoints differ, such as satellite images with low resolution, 

airplane downward views, views of damage captured outdoors and indoors, as well as of 

destroyed homes. In short, their focuses and viewpoints are wide ranging, while the privately 

captured historical photos were taken without any unified rules. For each event, there are only a 

limited number of images at the half 30 earthquake events on that database. Almost all of the 

images were recorded after the earthquakes had occurred, while it took more than one week for 

academic surveys to obtain the relevant data. We attempted to collect open-source web pages 

from which earthquake damage images could be downloaded. 

 

This paper highlights four earthquake disaster features such as tsunami damage, bridge collapses, 

road damage giving rise to accident risks, and initial smoke and fire. The total number of 

earthquake disaster feature datasets collected by the authors was 1,117. This paper focuses on 

earthquake images, which we used to build a dataset named QuakeV. Figure 1 shows thumbnails 

of the earthquake damage image dataset for which the validation data are randomly chosen with 

100 images of each of the above classes. 

 

2. DISASTER DAMAGE CLASSIFICATION 
 

This section proposes a means of disaster damage classification using image data sets. The 

disaster damage data are extracted into features using a pre-trained deep network. The features 

output from a concatenated layer are used as an input to the support vector classification model 

with more than two classes. To minimize the prediction error, the authors applied a Bayesian 

optimization method for hyper parameters to enable a warm start based on the result of previous 

training runs. 
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Figure 2. Disaster features are extracted using pre-trained network, whose features are used as an input for 

classifier incorporating a single layer, and multiple layers at concatenated points. 

 

2.1. Feature Extraction Using Pre-Trained Networks 
 

Feature extraction is commonly used in machine-learning applications. We can consider a pre-

trained network and use it as an input feature to learn a classification task. Image classification 

using feature extraction is usually much faster and less demanding of computing resources than a 

transfer learning process involving the tuning of weights and biases in the deep layers. We can 

rapidly construct a classifier for a new task using an extracted feature at the concatenated layer as 

a training column vector [13]. This paper proposes a support vector classification model using a 

single layer obtained from concatenated feature extraction. Furthermore, we provide a 

classification model using multiple layers from several extracted features at significant 

concatenation points. We are able to load the pre-trained network such as AlexNet [14], 

GoogleNet [15], VGG16 and VGG19 [16], ResNet18, ResNet50 and ResNet101 [17], Inception 

v3 [18], Inception-ResNet-v2 [19], and DenseNet-201 [20]. The features output from a 

concatenated layer are used as the input to the support vector classification model with several 

disaster damage classes. 

 

2.2. Support Vector Classifier with Multiple Damage Classes 

Assume that there are multiple disaster feature classes for a support vector classification model. 

In multiple classification models with more than two classes, we use a voting strategy [21][22]: 

each binary classification is considered to be voting where votes can be for all data points, a point 

is designated to be in a class with the maximum number of votes. The LIBSVM rapid library 

implements a one-to-one approach for multi-class classification. Many other methods are 
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available for multi-class support vector classification [21][22]. The present study used a kernel 

with a radial basis function with a gamma parameter. For the image classification, the number of 

extracted features is always a large number. In the present study, there is a maximum number of 

instances for which the number of disaster-feature column vectors is 400,000. For the earthquake 

damage data set that we examined, the support vector classification method confirmed the 

preferred advantages of speed and accuracy compared with other classification methods such as 

k-nearest neighbor, decision tree, random forest, and boosting method. A support vector classifier 

was constructed using extracted disaster features based on the above pre-trained networks. 

 

2.3. Hyper Parameter Optimization to Minimize Error 
 

Automated machine-learning methods use Bayesian optimization to tune the hyper parameters of 

a machine-learning pipeline. We can implement libraries such as Auto-WEKA, auto-sklearn, 

Auto-Model, and so forth [23][24]. Grid search and randomized search do not use the information 

produced by previous training runs, which is disadvantageous to Bayesian-based optimization 

methods. Bayesian-based optimization methods leverage the information gained from previous 

training runs to determine the hyper-parameter values for the next training run and to navigate 

through the hyper parameter space in a smarter way. The basic idea of warm start is to use the 

information gained from previous training runs to identify better starting points for the next 

training run. When we are building machine learning models, a loss function helps us to minimize 

the prediction error during the training phase. 

 

The authors propose a Bayesian optimization method for which the objective function is a loss 

function from five-fold cross validation to minimize the classification error using a support-vector 

classifier for which the input is extracted features based on a pre-trained network. As the standard 

setting, we propose that the support vector classification model be based on a radial-basis kernel 

function with two hyper parameters such as box constraint C and kernel scale gamma [21]. In the 

present study, the authors attempted to identify those hyper parameters that would minimize the 

cross-validation loss function in thirty iterations using the Bayesian optimization method. 

 

3. APPLIED RESULTS 
 

This section demonstrates case studies applied to earthquake damage data sets divided into five 

classes. Using ten pre-trained network architectures, the image data are extracted from a few or 

more concatenated layers next to the final output. The extracted features are imported as an input 

to the support-vector classification model and compared in terms of the accuracy for the pre-

trained networks. Among the comparison studies, the most accurate classifier was obtained with 

the hyper-parameter optimization method. 

 

3.1. Earthquake Damage Data Sets 
 

We attempted to collect open-source web pages from which earthquake damage images could be 

downloaded. The large earthquake disaster images were primarily collected from large Japanese 

earthquakes such as the Great Hanshin Earthquake (January 17, 1995) and the Great East Japan 

Earthquake (March 11, 2011). However, the areas were not limited to Japan, with images being 

acquired from around the world, provided they were usable. The present study highlights four 

earthquake disaster features such as tsunami damage, bridge collapses, road damage giving rise to 

a risk of accidents, and initial smoke and fire. 
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Table 1 shows that the number of each type of disaster image is 221, 222, 210, and 210, 

respectively. The number of non-disaster images is 254. The total number of earthquake disaster 

feature datasets is 1,117 with a size of 931 Mb. The sizes of these disaster images were not 

always the same, but the smallest was 268 × 188 × 3, while the largest was 1920 × 1080 × 3, with 

the median size being 720 × 480 × 3. These disaster images were resized as the input of feature 

extraction using a pre-trained network, these are resized 224 × 224 × 3, frequently. 

 
Table 1. The number of each class for an earthquake damage images : QuakeV 

 

Earthquake damage class Number of data 

Tsunami damage 221 

Bridge collapse 222 

Road damage with accident risk 210 

Initial smoke and fire 210 

Non-disaster 254 

Total of dataset 1,117 

 

3.2. Single- and two-layer extracted feature classifier applied results 
 

Utilizing ten pre-trained network architectures, the QuakeV image data set, mentioned above, was 

extracted from one or two concatenated layers next to the final output. The extracted features 

were applied as the input of the support vector classification models. The settings required to 

compute them were as follows: 1) Using the preferred ten pre-trained architectures, 2) 

Constructing a support-vector classification model based on the training-feature matrix with 782 

rows and as many columns as the number of elements in one or two extracted layers, and test 

features with 335 rows and the same column size, 3) The execution environment used GTX1070 

8-GB GPUs with a computation capacity of 6.1. 

 

Table 2 shows that the one and two layers of damage features are extracted as the inputs for 

which the feature matrix is applied to support the vector classifier trained results using the 

QuakeV dataset. On the three rows showing views such as Alex Net, VGG16, and VGG19, the 

first column classifier accuracy under the extracted single-layer neighbor final output is higher 

than that of the second column classifier under the one back-concatenated layer, respectively. 

Furthermore, the third column classifier under both extracted layers is the most accurate at each 

row, at around 92% accuracy. From the next view point on the three rows such as the Google Net, 

ResNet50 and Inception v3, there is the same relationship between the first classifier under the 

extracted layer neighbor of the final output and the second classifier under the one back-

concatenated layer. However, the third classifier under both extracted layers is less accurate, with 

the accuracy of each row decreasing by 0.3% to 1.2%. In contrast, the ResNet50-based classifier 

produces the highest accuracy at the second column classifier under the extraction of the one 

back-concatenated layer, which is more than the third classifier under both extracted layers. 

Therefore, it is not always true that an increase in the number of extracted features that are used 

as an input leads to a higher accuracy of the support-vector classifier. In the present study, the 

most promising classifier was found to be the ResNet50-based support vector classifier under the 

‘add_15’ layer extracted features, with 100,352 elements. 
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Table 2. Single and two layers of damage feature extracted support vector classifier learning results using a 

QuakeV dataset. 

 

Pre-trained  

network 

 

Near final  

Extracted single  

layer (1) 

One backed 

Extracted single  

layer (2) 

Extracted 

both layers 

Alex Net ‘fc7’: #4,096  

91.94%  

‘fc6’: #4,096  

92.24%  

Both ‘fc7’ and ‘fc6’  

92.84%  

VGG16 ‘fc7’: #4,096  

91.34%  

‘fc6’: #4,096  

91.94%  

Both ‘fc7’ and ‘fc6’  

92.24%  

VGG19 ‘fc7’: #4,096  

90.75%  

‘fc6’: #4,096  

92.24%  

Both ‘fc7’ and ‘fc6’  

92.24%  

Google Net ‘inception_5b’: #40,768  

91.94%  

‘inception_5a’: #40,768  

93.73%  

Both ‘inception_5b’ and 

‘inception_5a’  

92.84%  

ResNet18 ‘res5b’: #25,088  

93.43%  

‘res5a’: #25,088  

92.54%  

Both ‘res5b’ and ‘res5a’  

94.03%  

ResNet50 ‘add_16’:100,352  

92.84%  

‘add_15’:#100,352  

94.93%  

Both ‘add_16’ and ‘add_15’  

93.73%  

Inception v3 ‘concate_2’:  

#49,512  

87.76%  

‘concate_1’:  

#49,512  

89.55%  

Both ‘concate_2’ and  

‘concate_1’  

89.25%  

Here, #4,096 abbreviates that the number of elements is 4,096 contained at the extracted layer. 

 

 
 

Figure 3. Confusion matrix of the QuakeV support vector classifier based on ResNet50 extracted single 

feature at the ‘add_15’ layer 
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Figure 3 shows the confusion matrix of the QuakeV support vector classifier based on the 

ResNet50 extracted single feature at the ‘add_15’ layer. Regarding the diagonal value of the 

confusion matrix, the predicted labels for each class match almost all the actual disaster feature 

classes. In the first row of bridge collapse, there is one false prediction regarding the initial smoke 

and fire. In the row for the initial smoke and fire, there are four false predictions related to bridge 

collapse. In the row related to non-disaster damage, there are four false predictions related to 

bridge collapse, smoke and fire, and tsunami damage. In the row for road damage leading to a 

risk of accidents, there are four false predictions related to bridge collapse. Because bridges are 

linked to the road network, there are images that fall between bridge collapse and road damage 

leading to a risk of accidents, in that there is a view of the road surface in the background. In the 

row for tsunami damage, there are four false predictions regarding bridge collapse. Therefore, the 

precision of the bridge collapse prediction is lower than that of the other classes. There are certain 

cases in which bridges are damaged by a tsunami flow, as occurred in the Great East Japan 

Earthquake of 2011. Those predictions were based on one iteration of a five-fold cross validation 

classifier. Further hyper-parameter optimization would be required to minimize the prediction 

error. Figure 4 shows 15 randomly selected images with the predicted label of the test image 

based on the ResNet50 classifier extracted single feature for the ‘add_15’ layer. These predicted 

labels are in good agreement with the images of the earthquake damage. 

 

 
 

Figure 4. Predicted label of support vector classifier using ResNet50 extracted single feature at the 

‘add_15’ layer 
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3.3. Three-layer extracted feature classifier applied results 
 

Table 3 shows the triple deep layers of damage features extracted from the support vector 

classifier learning results using a QuakeV dataset. The highest accuracy is 95.82% for the first 

row of the triple feature extracted classifier, based on the ResNet101. However, there is a large 

number of input features, specifically, 30,000 elements. For this reason, the model incurs 

disadvantages in that it requires much more memory and a longer computing time. In the fourth 

row of Inception-ResNet-v2, which corresponds to a rare case, the extraction of five back layers 

gives the classifier with the highest accuracy, specifically, 94.63%. Also, previous triple-feature 

extraction studies have shown that an increase in the number of extracted features as an input 

does not always lead to a higher level of accuracy of the support vector classifier. A view of a 

single layer near the final output, such as that of ResNet101 under ‘res5a’ and that of DenseNet-

201 under ‘conv5_block32,’ for which the extracted features are used as an input to the support 

vector classifier with the highest accuracy, 95.52%, for the single-layer extraction. The extracted 

feature has 9,000 or 10,000 fewer elements than the triple layers extracted with ResNet101, as 

mentioned above. Next, we implement hyper parameter optimization for the triple feature 

classifier extracted using ResNet101 for three layers, such as ‘res5c,’ ‘res5b,’ or ‘res5a.’ 

Furthermore, we carried out single-feature classifier extraction based on ResNet101 ‘res5a’ and 

DenseNet-201 ‘conv_block32.’ 

 
Table 3. Triple deeper layers of damage feature extracted support vector classifier learning results using a 

QuakeV dataset. 

 

Pre-

trained 

network  
 

Near final  

Extracted single  

layer (1)  

One backed  

Extracted single  

layer (2)  

Two backed  

Extracted single 

 layer (3)  

Triple  

Extracted  

layers  

ResNet101  
 

‘res5c’:  

       #100,352  

94.33%  

‘res5b’:  

      #100,352  

94.63%  

‘res5a’: 

        #100,352 

95.52% 

Triple:‘res5c’,‘res5b’ and 

‘res5a’  

95.82%  

ResNet101  

 
‘res5a’:  

      #100,352  

95.52%  

‘res4b22’:  

      #20,704  

92.24%  

‘res4b21’: 

        #20,704 

92.84% 

Triple:‘res5a’,‘res4b22’ 

and ‘res4b21’  

94.03%  

Inception-

ResNet-v2  

 

‘block8_10’:  

         #133,120  

93.43%  

‘block8_9’:  

       #133,120  

91.34%  

‘block8_8’: 

        #133,120 

93.73% 

Triple:’block8_10’,  

’block8_9’,’block8_8’  

93.13%  

Inception-

ResNet-v2  

 

‘block8_7’:  

        #133,120  

94.03%  

‘block8_6’:  

      #133,120  

94.63%  

‘block8_5’: 

        #133,120 

94.03% 

Triple:’block8_7’,  

’block8_6’,’block8_5’  

94.03%  

DenseNet-

201  
 

‘conv5_block32’:  

        #89,736  

95.52%  

‘conv5_block31’:  

       #89,736  

95.22%  

‘conv5_block30’: 

        #89,736 

95.22% 

Triple:’conv5_block32’  

, ‘block31’, ’block30’  

95.22%  

DenseNet-

201  

 

‘conv5_block30’:  

         #89,736  

95.22%  

‘conv5_block29’:   

       #89,736  

95.52%  

‘conv5_block28’: 

        #89,736 

95.52% 

Triple:’conv5_block30’  

, ‘block29’, ’block28’  

95.22%  

 

3.4. Hyper parameter optimized results 
 

Table 4 lists the hyper parameter optimization results regarding the top three support vector 

classifiers for an input of extracted features using pre-trained ResNet101 and DenseNet-201. The 

objective function is the loss function of the five-fold cross validation. This evaluation process is 
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iterated 30 times to minimize the loss. The first row of the table shows the result where the triple 

layer features are extracted using ResNet101 under ‘res5c,’ ‘res5b,’ ‘res5a,’ and the feature inputs 

are evaluated to optimize the hyper parameters for the support vector classifier, for which the 

accuracy is improved to 97.01%, whereas the previously trained value was 95.82%. The 

minimum objective function value is 0.0575. Given the large number of feature elements with 

three concatenated layers, the evaluation runs took 3.5 h. The second row of the table shows the 

results of extracting a single-layer feature using ResNet101 under ‘res5a,’ and for which the 

feature input is applied to optimize the hyper parameters for the support vector classifier, for 

which the accuracy is improved to 97.50%, whereas the previously trained value was 95.52%. 

The minimum objective function value is 0.0627. The training runs took 1.5 h to complete. The 

third row of the table shows those results for which the single-layer feature is extracted based on 

DenseNet-201 under ‘conv5_block32_concat,’ and the feature input are computed to optimize the 

hyper parameters for the support vector classifier, for which the accuracy is improved to 97.50%, 

where the previously trained value was 95.52%. This accuracy improvement is the same as that 

obtained for the extraction of a single layer with ResNet101. However, the minimum objective 

function value is 0.0588. The validation iterations took 1 h, 50 min. Thus, the DenseNet-201-

based feature extraction and hyper parameter optimized support vector classifier are the most 

promising when using a QuakeV earthquake damage data. 

 
Table 4. Hyper parameters optimized results of top-3 support vector classifier under an input of extracted 

feature using pre-trained ResNet101 and DenseNet-201. 

 

Pre-trained network  
 

Extracted layer trained 

classifier  
 

Hyper parameter  

optimized classifier  

ResNet101  

Triple layers 

extraction  

‘res5c’, ‘res5b’,‘res5a’:  

#301,056  

95.82%  

Objective function : 0.0575  

Box constraint C : 0.0061  

Rbf kernel scale : 3.0131  

Training run time : 215m39s  

97.01%  

ResNet101  

Single layer 

extraction  

‘res5a’:  

#100,352  

95.52%  

Objective function : 0.0627  

Box constraint C : 808.2094  

Rbf kernel scale : 625.0391  

Training run time : 97m34s  

97.50%  

DenseNet-201  
Single layer 

extraction  

‘conv5_block32_concat’:  
#89,736  

95.52%  

Objective function : 0.0588  

Box constraint C : 0.4305  

Rbf kernel scale : 0.0649  

Training run time : 108m26s  

97.50%  

Note) The objective function stands for the 5-fold cross validation function value. 
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Figure 5. Hyper parameters optimization process of support vector classifier based on ResNet101 extracted 

single feature ‘res5a’ layer 

 

Figure 5 shows the hyper-parameter optimization process for a support vector classifier based on 

the ResNet101 extracted single feature ‘res5a’ layer. After three iterations of five-fold cross 

validation, the loss function was minimized at a stable level of around 0.06 during the validation 

runs. Furthermore, Figure 6 shows the hyper-parameters optimization process for the support 

vector classifier based on the single feature ‘conv5_block32_concat’ layer extracted with 

DenseNet-201. After three iterations, the loss function was minimized at a stable level around 

0.062. Furthermore, at the points corresponding to six and twelve iterations, the objective 

function value was again improved at that point at which the evaluation process converged to a 

minimum of 0.058. 

 

 
Figure 6. Hyper parameters optimization process of support vector classifier based on DenseNet-201 

extracted single feature ‘conv5_block32_concat’ layer 
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Figure 7. Confusion matrix of a QuakeV hyper parameter optimized support vector classifier extracted 

feature ‘conv5_block32_concat’ layer based on DenseNet-201 

 

Figure 7 shows the confusion matrix for a QuakeV hyper-parameter optimized support vector 

classifier feature ‘conv5_block32_concat’ layer, extracted based on DenseNet-201. Regarding the 

diagonal value of the confusion matrix, the matching of the predicted labels for each class are 

improved for almost all the actual damage classes than those shown in Figure 3. In the first row, 

for bridge collapse, there is one false prediction regarding initial smoke and fire and road damage 

leading to a risk of accidents. In that row for initial smoke and fire, there are three false 

predictions regarding bridge collapse, which is less than the prediction shown in Figure 3. In the 

row for the non-disaster damage, there is no improvement in the number of false predictions 

relative to Figure 3. In the row for the road damage leading to a risk of accidents, there are two 

false predictions regarding bridge collapse, which is less than in Figure 3. In the row for tsunami 

damage, there are two false predictions for bridge collapse. In the first column, there are still 

seven false bridge collapse predictions, although this is an improvement over the thirteen false 

predictions in Figure 3. Figure 8 shows fifteen randomly selected test images and the predicted 

labels for the QuakeV hyper parameter optimized support vector classifier extracted feature 

‘conv5_block32_concat’ layer, based on DenseNet-201. These predicted labels are in good 

agreement with the actual images of earthquake damage, being similar to the prediction results 

shown in Figure 4. 
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Figure 8. Predicted label of a QuakeV hyper parameter optimized support vector classifier extracted feature 

‘conv5_block32_concat’ layer based on DenseNet-201 

 

4. CONCLUSIONS 
 

To conclude this paper, we present the contribution of this work as demonstrated through several 

machine-learning case studies. We believe that disaster damage data mining offers the 

opportunity to discover further knowledge needed for disaster mitigation and social loss. 
 

4.1. Contribution of this work 
 

This paper proposes an application to classify disaster damage using feature-extracted support 

vector classifiers based on ten pre-trained architectures. These results were applied to a QuakeV 

earthquake damage data set. It was found that the disaster damage classifier based on DenseNet-

201 under the single ‘conv5_block32_concat’ layer feature extraction is the most promising with 

approximately 97.50% accuracy. Although the ResNet101-based classifier produced the same 

level of accuracy, the minimum loss function value is larger than that of the DenseNet-201-based 

classifier. To support decision making with respect to the initial response and to mitigate the 

relevant loss after a large earthquake using CCTV images, this paper highlighted disaster damage 

features such as tsunami damage, bridge collapse, initial smoke and fire, and road damage leading 

to a risk of accidents. We actually implemented the image classification method by applying it to 

a dataset containing 1,117 images. We drew on relevant open-source websites from which we 

could download digital image records of large earthquake damage. Using the ten pre-trained 
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architectures, we constructed a support vector classification model based on 782 training data sets 

and 335 validation images. For one of the feature-extracted learning results, based on ResNet101 

and DenseNet-201 using a single layer, we achieved an accuracy of 95.52%. Furthermore, the 

hyper parameters of these models could be optimized at an accuracy of 97.50% among our trial 

classifiers. After the classification model reads an input image, it can compute the indexes of the 

predicted label to determine whether the true disaster feature class belongs to the actual class or 

not. Thus, the proposed disaster damage classifier application and the QuakeV earthquake dataset 

can be used with datasets consisting of thousands of images. 
 

4.2. Future work 
 

It should be possible to apply disaster damage classification not only to earthquake damage, but 

also to other disasters such as building collapse [26], traffic signal failure, landslides, strong 

winds [27], and heavy rain and floods [28]. In our daily life, fire and flood disasters occur much 

more frequently than earthquakes. This proposed classifier could enable target disaster 

surveillance for each region using thousands of disaster feature images covering the target 

classes. It would take a long time and a considerable amount of work to collect newly obtained 

disaster damage features based on CCTV records and other multi-mode data resources which 

contain initial damage features. We will continue to collect video data after a large earthquake 

occurs. Disaster datasets are not always learned from overall images, but rather from localized 

detections for which the original images focus on clear disaster features. In contrast, the 

background disaster region of interest should be excluded for noise reduction. We would monitor 

the added variations in the disaster features that have not yet been experienced, such that disaster 

damage mining would enable the discovery of the knowledge needed to make decisions on initial 

responses with respect to high-priority locations with significantly damaged infrastructure. 
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ABSTRACT 

 

In this paper, we use Sequential Pattern Mining from Probabilistic Databases to learn 

trajectory patterns. Trajectories which are a succession of points are firstly transformed into a 

succession of zones by grouping points to build the symbolic sequence database. For each zone 

we estimate a confidence level according to the amount of observations appearing during 

trajectory in the zone. The management of this confidence allows to reduce efficiently the 

volume of useful zones for the learning process. Finally, we applied a Sequential Pattern 

Mining algorithm on this probabilistic databases to bring out typical trajectories. 
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1. INTRODUCTION 

 
The study of human activities and behaviour is an important research area in computer vision. 

Nowadays, automatic activities and behaviour understanding have gained great deal of attention. 

Using unsupervised methods, researchers try to observe a scene, learn prototypical activities and 

use prototypes for analysis. This approach has been of particular interest for surveillance [1],[2] 

and traffic monitoring [3]-[5]where methods for categorizing observed behavior, detecting 

abnormal actions for a quick response, and even predicting predict future occurrences are highly 

solicited. 

 

Because of large amounts of data in use for these applications, it is difficult to manually analyze 

each individually which needs the use of unsupervised methods. In these cases, the data mining in 

general and the Sequential Pattern Mining(SPM) in particular appear as promising solutions. 

However, it is recognized that data obtained from a wide range of data sources is inherently 

uncertain [6], [7]. This paper is concerned with SPM in probabilistic databases [7], a popular 

framework for modeling uncertainty and its application to learning trajectory. 

 

This work is organized as follows. In section 2, we present the state of art and related works on 

SPM and uncertain SPM. Section 3 describes problem statement while section 4 gives 

explanations about learning trajectory with uncertain SPM. Finally, in section 5, we present 

experimental results and their analysis. A conclusion ends this work with further directions. 
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2. STATE OF ART AND RELATED WORKS ON SPM AND UNCERTAIN 

SPM  

The task of sequential pattern mining consists of discovering interesting subsequences in a set of 

sequences. The sequential ordering of events is taken into account unlike pattern mining 

introduced by Agrawal and Srikant [8] for finding frequent itemsets. The first sequential pattern 

mining algorithm is called AprioriAll [9]. The improved version of this algorithm is Generalized 

Sequential Pattern algorithm (GSP) [10]. These two algorithms are inspired by the Apriori 

algorithm for frequent itemset mining [8]. GSP algorithm uses a standard database representation, 

also called a horizontal database and performs a breadth-first search to discover frequent 

sequential patterns. In recent years, other algorithms have been designed to discover sequential 

patterns in sequence databases. The Spade algorithm [11] inspired by the Eclat algorithm [12] for 

frequent itemset mining, is an alternative algorithm that uses a depth-first search. It uses a vertical 

database representation rather than a horizontal database representation. The vertical 

representation of a sequence database indicates the itemsets where each item i appears in the 

sequence database [11],[13], [14]. For a given item, this information is called the IDList of the 

item.  

Spam [13] is another algorithm that is an optimization of Spade and also performs a depth-first 

search using bit vector IDLists. Recently, the Spam algorithm [13]and Spade algorithm [11] were 

improved to obtain the CMSpam and CM- Spade algorithms [14] both based on the observations 

that Spam and Spade generate many candidate patterns and perform the join operation to create 

the IDList of each of them is costly. Besides depth-first search algorithms and vertical algorithms, 

another important type of algorithms for sequential pattern mining is pattern-growth algorithms. 

These algorithms are designed to address a limitation of the previously described algorithms, 

which is to generate candidate patterns that may not appear in the database.  

Uncertainty in SPM can occur in three different aspects: the source (an event is recorded 

deterministically, but the source is not readily identifiable), the event (the source of the data is 

known, but the events are uncertain) and the time (only time is uncertain) may all be uncertain. 

Uncertainty in the time-stamp attribute was considered in [23] and seems not well-suited to the 

probabilistic database approach. In this paper, we focus on uncertainty in the source. SPM in 

probabilistic databases[7], [6] is a popular framework for modelling uncertainty. Recently several 

data mining and ranking problems have been studied in this framework, including top-k [15], 

[16], [17] and frequent itemset mining (FIM) [18]-[21]. The SPM problem in probabilistic 

databases has been studied in [22]. Also, SPM is studied in noisy sequences [24], but the model 

proposed there does not fit in the probabilistic database framework. 

3. PROBLEM STATEMENT  

3.1. Deterministic SPM 

Let� = 	 �1, … , �	 and 
 = 	 ���, �
, … , ��	 be respectivelya set of sources and a set of items. An 

event �is a set of items such that �	 ⊆ 
. A sequence database� =	 〈��,			�
, …,			��〉 is an ordered 

list of sequences suchthat each �� 	⊆ �	is of the form����� , ��, ���, where ����	isa unique event-id, 

including a time-stamp (events are orderedby this time-stamp), ��is an event and�� is a source. 

A sequence is an ordered list of events � = 	 〈��, �
, … , ��〉such that �� 	⊆ 
�1 ≤ � ≤ ��. A 

sequence � is said to be of length � or a �-sequence if it contains �	items, or in otherwords if � = 	∑ !�"!�"#� . A sequence �$ =	 〈%�, %
, … , %�〉is a subsequence of another sequence �& =	〈'�, '
, … , '�〉denoted�$ 	≼ �&, if and only if there exist integers 1 < �� < �
 < ⋯ < �� < + 

such that%� 	⊆ 	'��, %
 	⊆ 	'�
, …	, %� 	⊆ 	'��. Let �� =	 ��|����, �, �� ∈ �	be the sequence 

corresponding to a source � ordered by ���. For asequence � and source �, let .���, �� be an 

indicator variable,whose value is 1 if s is a subsequence of sequence ��, and	0otherwise. For any 
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sequence �, define its support in �, denoted�0���,�� = ∑ .���, ����#� . The goal is to find all 

sequences	� such that �0���, �� ≥ 2�	for some user-defined threshold0 ≤ 2 ≤ 1. 

3.2. Source level uncertainty 

Proposed by Muzammal and Raman [25], the Source LevelUncertainty (SLU) based on a 

probabilistic database �� whichis an ordered list of records 〈3�, … , 3�〉such that each3� ∈ �� is of 

the form ����, �,4�where ��� is an event-id, � isan event and 4 is a probability distribution over �; the listis ordered by ���. The distribution 4 consists of pairs ��, 5�,where �	 ∈ 	� and 0	 <	5	 ≤ 1 is the confidence that the event �	is associated with source �; we assume∑ 5�6,7�∈8 =1. An 

example can be found in Table 1. 

A possible word �∗ of �� is generated by assigning eachevent �� to one of the possible sources �� 	 ∈ 	4� .Thusevery record 3� 	= 	 ����� , �� ,4�� ∈ 	�� takes the form3:� = ����� , �� , ���in �∗.We 

get the complete set of possible words by enumerating all such possible combinations.  

Table 1.  Source level uncertain database. 

eid event W 

e1 (a,d) (X:0.6)(Y:0.4) 

e2 (a) (Z:1.0) 

e3 (a,b) (X:0.3)(Y:0.2)(Z:0.5) 

e4 (b,c) (X:0.7)(Z:0.3) 

.  

Table 2.  A database transform to p-sequence. 

 P-sequence �;� (a, d : 0:6)(a, b : 0:3)(b, c : 0:7) �<� (a, d : 0:4)(a, b : 0:2) �=� (a : 1:0)(a, b : 0:5)(b, c : 0:3) 

 Pr@�∗A = ∏ C38D��#� @��Ais the probability of a possible word �∗. Forexample, from the database 

of Table 1, a possible word �∗can be generated by assigning events ��,�E and �F to . 

withprobabilities 0.6,0.3 and 0.7 respectively, and �
 to K withprobability 1.0. Thus, C3@�∗A =	0.6 × 1.0 × 0.3 × 0.7	 = 	0.126.The support of a sequence in a possible word are well-defined 

because every possible word is a (deterministic) database. The definition of the expected support 

of a sequence � in ��follows easily: 

N���, ��� = O C3@�∗AP∗∈Q8�PR� × �0���, �∗�												�1� 
The problem we consider is: Given a probabilistic database��, determine all sequences � such 

that N���, ��� ≥ 	2+,for some user-specified threshold  2, 0 ≤ 2 ≤ 1. Since thereare potentially 

an exponential number of possible words, it isinfeasible to compute N���, ��� directly using 

Equation 1.Next,we show how to do this computation more efficiently. 

3.3. Computing Expected Support 

A sequence of the form〈���, 5��, … , ���, 5��〉, where �" isan event and 5"is a confidence value is 

called p-sequence.It’s analogous to a source sequence in classical SPM. For examples, we write a 

p-sequence 〈��S, T	, 0.3�, ��T, 5	, 0.7�〉as	�S, T: 0.3��T, 5: 0.7�.	An SLU database ��is as 

acollection of p-sequences��Q , … , ��Q , where ��Q is the p-sequence of source �, and contains a list 

of pairs ���, 5�� with1	 ≤ 	�	 ≤ 	�, where ��are those events in ��that have nonzeroconfidence of 

being assigned to source �, ordered by��� (see Table 2). However, the p-sequences corresponding 
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to different sources are not independent. Thus, one may view an SLU event database as a 

collection of p-sequences with dependencies in the form of x-tuples [26]. Nevertheless, 

Muzammal and Raman [25] showed that we can still process the p-sequences independently for 

the purposes of expected support computation: N���, ��� = O C3@�∗AP∗∈Q8�PR� × �0���, �∗�  

= OC3@�∗AP∗ ×O.���, �∗��
�#�  

 

= OOC3@�∗A ×P∗
�
�#� .���, �∗�  

= ON@.���, ���A�
�#�  

�2� 
 

where N denotes the expected value of a random variable.Since .� is a 0 − 1 variable, N@.���, ���A = C3W� ≼ 	���X, andwe calculate the right-hand expression, which refer to as the 

source support probability. 

Computing the Source Support Probability. Given ap-sequence ��� =	 〈���, 5��,… , ��Y , 5Y�〉 
and a sequence	� = 	 〈��,			�
, …,			�Z〉, a �[	 + 	1� 	×	�3	 + 	1� matrix %�,]@0. . [A@0. . 3Ais created 

(the subscripts on A are omitted when the sourceand sequence are clear from the context). For 1	 ≤ 	�	 ≤ 	[	and 1	 ≤ ^	 ≤ 	3, %@�, ^A will containC3@〈��, … , ��〉 	≼ 	 〈���, 5��,… , ��_, 5_�〉A. Set %@0, ^A 	= 	1 for all ^,	0	 ≤ ^	 ≤ 	3	and %@�, 0A 	= 	0 for all 1	 ≤ 	�	 ≤ 	[, and compute the 

othervalues row-by-row. For 1	 ≤ 	�	 ≤ 	[ and 1	 ≤ ^	 ≤ 	3, define: 

`�,_∗ =	a _̀ 	�b	�� 	⊆ 	 �_
0		cdℎ�3f���

g �3� 
 

The interpretation of Equation 3	is that `�,_∗  is the probability that�_ allows the element ��to be 

matched in source �; this is 0	if �� 	⊈ 	 �_, and is otherwise equal to the probability that �_ 
isassociated with source �. Now Equation 4 is used. %@�, ^A = j1 − `�,_∗ k × %@�, ^ − 1A + `�,_∗ 	× %@� − 1, ^ − 1A.																			�4�	
 

Table 3 shows the computation of the source support probability of sequence �	 = 	 �S��T� for 

source . in theprobabilistic database of Table 1. Similarly, we can compute C3@� ≼ �<�	A 	= 	0.08 and C3@� ≼ �=�	A 	= 	0.35. So, the expected support of (a)(b) in the 

database of Table 1 is0.558	 + 	0.08	 + 	0.35	 = 	1.288. 

The reason Equation 3	is correct is that if �� 	⊈ 	 �_ then theprobability that〈��, … , ��〉 	≼	〈��, … , �_〉 is the same asthe probability that 〈��, … , ��〉 	≼ 	 〈��, … , �_n�〉(note that if �� 	⊈ 	 �_ then `�,_∗ = 0	and %@�, ^A 	= 	%@�, ^ − 1A). Otherwise,`�,_∗ =	 _̀ and two disjoint sets of possible words 

have to beconsidered: those where �_ is not associated with source � (thefirst term in Equation 3) 

and those where it is (the second term in Equation 3). In summary, given a p-sequence ���and a 

sequence �,by applying Equation 3	repeatedly, C3W� ≼ 	���X,  is correctly computed. 
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4. LEARNING TRAJECTORY
 
The types of sequential data commonly used in data mining

time-series is an ordered list of numbers, while a 

(symbols). The problem of sequential pattern mining

sequences [10].However, it can also be applied to time

sequences using discretization techniques.

 

To build the database of sequences we used a database

succession of points�., o� in pixel.

 

Figure 1.  Illustration of trajectory sequence 

Trajectories are transformed into a sequence

sequence database. For example,

coordinates belong to the interval 

belongto the interval A50, 100@ 
belong to the interval @0, 50A aregrouped in zone 

theinterval A50, 100@ are grouped in Zone 

in zone %2 and a coordinatepoint 

trajectory crossing a zone, a symbol linked to the zoneis generated and a confidence (uncertainty) 

level is estimatedbased on the number of 

the uncertainty of the symbol linked to this

uncertain symbols (see Figure 1).
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RAJECTORY WITH UNCERTAIN SPM  

The types of sequential data commonly used in data mining are time-series and sequences [27]. A 

list of numbers, while a sequence is an ordered list of nominal

(symbols). The problem of sequential pattern mining was originally designed to be applied to 

sequences [10].However, it can also be applied to time-series after converting time

ization techniques. 

To build the database of sequences we used a database where trajectories are represented by a 

in pixel. 

Illustration of trajectory sequence (D6D5D4D3D2E2F2)with the confidence of the symbol

Trajectories are transformed into a sequence of zones by grouping points to build the symbolic 

example, if we consider intervals of 50 pixels,the points whose 

coordinates belong to the interval @0, 50Aare grouped in zone %. Those whose .
 are grouped in zone ' and so on.Points whose o
aregrouped in zone 1. Those whose o -coordinates belong to 

are grouped in Zone 2 and so on. Therefore,a coordinate point 

and a coordinatepoint �100, 50� is in zone '1 (see Figure	4 and Figure

trajectory crossing a zone, a symbol linked to the zoneis generated and a confidence (uncertainty) 

is estimatedbased on the number of points inside the zone. The confidence level represents 

the uncertainty of the symbol linked to this zone. This allows to generate the sequences with 

1). 
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series and sequences [27]. A 

sequence is an ordered list of nominal values 

was originally designed to be applied to 

time-series to 

where trajectories are represented by a 

 
with the confidence of the symbols 

of zones by grouping points to build the symbolic 

pixels,the points whose .-.-coordinates o -coordinates 

coordinates belong to 

and so on. Therefore,a coordinate point �50, 100� is 

ure	5). Foreach 

trajectory crossing a zone, a symbol linked to the zoneis generated and a confidence (uncertainty) 

level represents 

zone. This allows to generate the sequences with 
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5. SIMULATION RESULTS AND DISCUSSIONS  

In this section, we present the results we obtained in our work. We choose the CVRR Trajectory 

Clustering Dataset [28]for benchmarking trajectory clustering algorithms. 

 

Figure 2.  Cross trajectory dataset 

 

Figure 3.  Labomni trajectory dataset 
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Figure 5. Labomni labeled trajectory 
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Figure 4.  Cross labeled trajectory 

Figure 5. Labomni labeled trajectory  
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Table 3.  Computing of the source support probability. 

 �S, �: 0.6� �S, T: 0.3� �T, 5: 0.7� �S� 0.4	 × 0 + 0.6 × 1 = 0.6 0.7	 × 0.6 + 0.3 × 1 = 0.72 0.72 �S��T� 0 0.7	 × 0 + 0.3 × 0.6 = 0.18 0.3	 × 0.18 + 0.7 × 0.72 = 0.558 

 

5.1. CVRR trajectory clustering dataset 

The full dataset of trajectory similarity/distance measures and clustering algorithms. In our case, 

we use CROSS (Figure 2) and LABOMNI (Figure 3) dataset. 

The CROSS dataset contains a four way traffic intersection. Units are pixels. 

The LABOMNI dataset examines humans rather than vehicles. An omni-directional camera was 

placed in the middle of a lab to observe trajectories from a less constrained environment than 

encountered by vehicle traffic. The participants were not aware of the data collection to ensure 

naturally occurring motion patterns. The trajectories have a long time duration and tend to have a 

large degree of overlap in the image plane. Units are pixels. 

Table 4.  Results of deterministic SPM and uncertain SPM. 

Dataset SPM frequent 

patterns 

Uncertain SPM frequent 

patterns 

Unreliable 

frequent patterns 

rate (%) 

Reliable 

frequent 

patterns rate 

(%) 

Cross 152 67 56% 44% 

Labomni 31 17 45% 55% 

 

5.2. Results and discussions 

Our implementation in Java, is executed on a machine Intel(R) Core(TM) i7-7500U CPU @2.70 

GHZ 2.90 GHZ running Windows 10. With a support value fixed to	0.05, thedifferent results 

obtain are in Table 4. 

With Cross dataset, there are 152 frequent sequences (obtainedwith deterministic database) of 

which 85 are consideredunreliable, or a rate of 56% (obtained with the probabilistic database). 

With Labomni dataset, unlike in the case of Crossdataset, the unreliable frequent sequence rate �45%� is lowerthan the reliable frequent sequence rate. 

It is noted from the results that in the two datasets used, the unreliable frequent sequence patterns 

rate is not equal to	0%. This result leads us to say that the deterministic SPM returns frequent 

sequences patterns that are not necessarily all reliable and justifies our choice on the uncertain 

SPM. 

The results also show that the unreliable frequent sequence patterns rate of the Cross dataset is 

higher than that of the Labomni dataset. This could be explained by the fact that the data of the 

Labomni dataset are taken in an environment with less constraint than that of the Cross dataset 

where vehicle traffic is observed. 

 

6. CONCLUSIONS 

We have adapted a Sequential Pattern Mining algorithm for probabilistic databases to bring out 

typical trajectories. The management of the uncertainty of data help to focus on reliable part of 

the data. By using symbols with their uncertainties, the system estimates reliable frequent 

trajectory models by using the Sequential Pattern Mining algorithm. 
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For the future work, two possible extensions will be studied .The first one is the integration of 

temporal constraints (including the time uncertainty management) and the second extension is on 

the development of an online recognition system of sequential patterns in the context of uncertain 

observation and models. 
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ABSTRACT 

 

 Fish breeding is a promising branch of farming, so the creation of tools for automation of this 

area is quite relevant. Feeding on fish farms is the main component of the successful functioning 

of such businesses. However, this process requires an in-depth preparation, as each species of 

fish has a different food culture, as well as various behaviours during nutrition. Moreover, in 

the method of feeding fish, farmers must take into account the age, size of the fish, and other 

characteristics. This paper contains information on the creation of a Preference testing by 

images processing is considered as the most effective tool that can be used to determine the 

sensory behaviour of an animal, which can record the eating behaviour of fish and determine 

the degree of their hunger, and, finally, to feed them. Moreover, small fish are shyer, which 

provokes their malnutrition. A smart feeding system can solve the issue of uniform the 

distribution of food for all fishes. 

 

KEYWORDS 

 

 Fish Feeding, Preference testing, Fish Farming, Smart Feeding System, Methods of Fish 

Feeding.   

 

1. INTRODUCTION 
 
Fish farming is perspective business, which grows rapidly as it is shown in the (Fig.1). Indeed, 

fish feeding is one of the crucial forms of intensification of the fish-farming process [1]. Correct 

fish feeding in farming allows applying more dense plantings, and, thereby, increasing the fish 

productivity of ponds.  

 

 
 

Figure 1. World fish production from 1950 to 2014 [2] 



86 Computer Science & Information Technology (CS & IT) 

 

Currently, fisheries around the world try to use various artificial food additives, which include all 

the substances necessary for the healthy growth and development of fish [1]. Feeding the fish is 

based on natural food, which the fish can usually find in natural water reservoirs, but on farms, 

this food contains more vitamins and other nutrients (Table 1) [3].  

Additionally, aquaculture is the cultivation of fish and crayfishes in the closed-cycle systems [4]. 

Like any business or occupation, aquaculture can face many risks and challenges. Aquaculture 

makes it possible to grow living organisms in small volumes in conditions as close as possible to 

natural ones. The task of any aqua-farmer is to create such conditions in which the fish can 

behave comfortable and grow fast. Indeed, such growth is possible only in conditions, which are 

as close to natural ones as possible, and include rational feeding of all species of fish, regardless 

of their size and activity. More often, the natural habitat of a particular type of fish is in a much 

worse form, including drying up and salinization of water bodies, and pollution with industrial 

wastes. All this affects the natural habitat of fish. Finally, the task of the farmer is to create such 

conditions that the fish would feel comfortable for reproduction. 

Table 1. The types of food of fish on farms [3] 

 

An intelligent feeding system is a quite simple and low cost which will motivate the fish farmers 

to acquire it. Moreover, the system can reports will convey information about the number and size 

of fish and their behaviour. Indicators will contain information about such categories of fish as 

small, medium and large ones. Based on the analysis of the size of fish and their behaviour, the 

farmer can draw conclusions about the correlation between these two indicators. However, an 

intelligent feeding system can reduce the amount of used feed by 20% [5]. However, a false 

positive rate, which detects hungry fish without reasons, can feed the fished when they are full. 

The percentage of damage from such false feeding is not fully researched. This system will 

provide the estimation of the preference fish feeding by using efficient ways can observe fish 

behaviour and response with feeding which is significant for the farmers to improve fish 

production in a short period of time and at low cost. 

 

2. LITERATURE REVIEW 
 

Fish farming has gained traction in recent years due to depleting stocks in the ocean that have 

forced people to rear marine life in a domesticated environment. However, feeding has become a 

challenge since vast amounts of food are wasted that may lead to water toxicity. In any case, 

manual feeding is not efficiently leading to high operational costs. Development of an automatic 

feeding system is highly advised since it enables a farmer to automate the process thus enhancing 

efficiency. The Sustainable Aquaculture Feed System is a useful digital device that can identify 
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fish species, sex, and count, which enables the farmer to develop a feeding program. Broadly, the 

automation of fish feeding systems is bound to improve efficiency in aquaculture farms. 

 

2.1 Review of Automatic Fish Feeding Techniques 

Fish farming is a multi-billion industry that has evolved to incorporate technology into the 

management that includes smart feeding systems. Towards this end, a comparison of several 

feeding systems is vital to establish the operating mechanisms of the structures under review. To 

begin with, the Sustainable Aquaculture Feed System has been equipped with a vision sensor 

machine that is used to estimate the amount of feed required by the livestock being reared, which 

prevents waste of nutrients availed to the fish [6]. Notably, the system can count the number of 

fish that is critical in determining the amount of food required by the fish. In relation, the 

technology can be used to deduce the size of the fish, which is essential in formulating the 

feeding program to ensure that the amount released is sufficient. Even further, the approach can 

detect the gender of the marine species since they require different nutritional amounts.  

 

Finally, the model can be used to identify the type of fish in the farm, which is used to inform the 

feeding program. The system has employed the bio-scanner to undertake the requirements as 

mentioned above with considerable success. The SAFS system has several components that 

include both hardware and software processing elements, which include a camera, Bluetooth 

receiver, and input devices. The hardware part consists of a camera, sensors, and the feeder 

system [6]. The incorporation of a graphical user interface is essential since it provides data 

analysis structure that is used to study patterns in the tanks [7]. The use of Bluetooth is designed 

to ensure information is relayed to the required area electronically, which allows that graphic 

images can be shared within system components. The inclusion of a timer is critical to the success 

of the feeding system since it ensures the fish are fed at the appropriate time with the video 

having three frames image per second.  

 

On the other hand, the development of an automatic feeder system has led to the creation of a 

smart system, which is controlled using artificial intelligence. The idea is to monitor the feeding 

process continuously utilising the interface. The device uses the Global Standard for Mobile 

Communication, which enables the firm to track the progress of the feeding program remotely 

[8]. Ideally, the invention is applied to issue commands to the feeding program in real-time. 

Consequently, the system can operate with minimal human intervention resulting in a fully 

automated product. The inclusion of a central processing unit is essential since it receives all 

inputs in the system that is processed before being used to issue commands in the smart feeding 

program. The system has a temperature sensor, which is used to analyse the conditions in the 

water. It is imperative to state that water heat is critical in aquaculture since it influences the 

deterioration of either the feed, which might affect positively or negatively the nutritional content. 

The inclusion of a camera is designed to ensure digital images of the fish stock can be monitored 

using the structure [9]. The camera enables the farmer to identify the number of fish, sex, size, 

and number, which inform the amount and type of feed to be released into the farm. In fact, the 

system has an 80% accuracy, which is good considering that the smart feeding industry is 

relatively nascent. Being able to deduce the physical characteristics of the fish enables the farmer 

to release the correct amount of feed, which reduces wastage, especially in controlled 

aquaculture. Time management is another vital element that has been considered in the design 

since the fish stock must be fed at appropriate times to ensure optimal nutritional value is derived 

from the feeds.  
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 Table 2. Comparison of Different Fish Feeding System 

 

The use of Automatic Computer Vision Systems for Aquatic Research is an efficient system that 

has been developed to facilitate feeding of fish. The structure addresses several critical issues, 

which include the incorporation of a sizing mechanism that can be used to inform the amount of 

feed to be released into the farm. Further, the identification of fish species, specifically the zebra 

fish is another critical component of the system that determines the type of feeds to be used in 

feeding the marine animal. Again, the automated system enables the farmer to analyse the 

behaviour of larval fish in the farm, which can deduce trends and patterns that can be used to 

develop a feeding program. The system is equipped with a camera and computer processing 

facility that can produce information [10].  

 

In summation, depleting fish stocks in the ocean have led to the development of aquaculture 

farms that require substantial amounts of feeds. The creation of fish feeding systems been 

automated to ensure the process is efficient. Notably, manual feeding is wasteful and unable to 

detect the nutritional needs of marine animals rightly. The Solar Powered Automatic Shrimp 

Feeding System has integrated several components that ensure shrimps are fed at specific 

intervals. The structure uses solar energy to release food into the tank, which improves energy 

efficiency. To conclude, the automation of a feeding system in fish farms will enhance the 

productivity of the products. 

 

2.2 Challenges and Opportunities 

The principal risks of aqua farming are fish diseases, technical malfunctions in the work of 

equipment for feeding fish, saturation of water with oxygen, substandard feed, and others [12]. 

Additionally, usually, the feeding of fish is between 50% and 80 % of the overhead costs of a fish 

farm [12]. Nutrition is a manual task, so it is an immeasurable and inaccurate method with such 

results as overfeeding and underfeeding of fish. Overfeeding means that the majority of food goes 

to waste, and it infringes the financial part of aqua farming, the surrounding the farm marine 

environment, and the health of the fish. On the other hand, the lack of feeding leads to famine and 

the gradual dying of fish. Moreover, some challenges may be faced with the course of this 

project. These challenges may include:  

1. Fish Size: Fish of various sizes take food differently. Small fish are more passive in the fight 

for food because of their size, so they get insufficient food. Indeed, many fish are shy, and 

they are at a far distance from the bold fish, which get food together. Shy fish receive an 

inadequate amount of food, therefore, improving the method of feeding fish is a critical point 

in the successful operation of aqua farms. The development of an automatic intelligent 

feeding system is significant for solving these problems and distributing the right amount of 

feed using sensors that measure the appetite of fish.  

 

Nutrition and feeding have a significant effect on the health of fish. It affects their behaviour 

and response to different environmental conditions. Since fish of different size have different 

Market Sizing Feeding Analysis Tracking 

Automatic Computer Vision Systems for Aquatic 

Research[10] 

Yes  Yes Yes 

Sustainable Aquaculture Feed System [6] Yes Yes Yes Yes 

The Automatic Feeder System [8] Yes Yes Yes Yes 

Solar Powered Automatic Shrimp Feeding System [11]  Yes   
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feeding patterns, it is prudent to learn their behaviour which helps the farmer to prepare an 

effective fishing schedule. According to Lall and Tibbetts, fish behave differently depending 

on the feeding habit, feeding method as well as the frequency of feeding [13]. The proposed 

system will be able to analyse the food preference of a shoal for optimal growth. 

 

2. Fish Behaviours: The behaviour of fish associated with nutrition depends on their type, size, 

and sometimes on their sex [1]. Fishes usually eat other fishes or plants. Even representatives 

of fish species, which do not belong to predators, eat small fish when their size is equal to the 

preferred food. Indeed, adult fish mostly eat caviar and fry if they find it in the nearest area. 

Moreover, fishes use to dig in the ground. Some fish directly get their own food in the 

uppermost layer of soil, while others sift the ground through the gills and during this process 

sometimes absorb reasonably large pieces of soil.  

According to Lovell, of all the spectrum of behavioural reactions manifested by fish, the main 

one is the behaviour associated with nutrition [1]. Food behaviour is a complicated process of 

a successive change of individual behavioural phases and acts from the moment of obtaining 

information about the presence in the environment of food objects before deciding whether to 

seize or reject them [1]. The first phase of the nutrition behaviour of fish is the rest, which is 

such state of fish when it does not react to the external food stimuli. It is common for the 

majority of species, and it happens due to various causes, including illness, the closeness of 

spawning period, wintering, etc. The second phase is the readiness for obtaining the signal on 

food availability. The third phase is an obtaining signal on food availability. In the process of 

scanning the water reservoir, the fish eventually discovers the signal emanating from the food 

object. In the process, all sensory systems of fish are involved, so the signs received can be 

variable in nature and have different intensity and direction. The next phase is the search and 

detection of the source of food. Therefore, among the whole spectrum of available signals, 

the fish chooses one. After the food signal is selected, fish start to search for the source. The 

last phase is the determination of the suitability of food.  

Moreover, Abdallah and Elmessery have stated that some fish used to eat only in open spaces 

[14]. Others, which are shyer, hide in the clefts anticipating the best moment to swim out. 

Cereal fishes spend a very long time feeding to satisfy their nutritional needs, while predatory 

species like eels are not eaten every day. These varied ways of feeding become apparent in 

the artificial ponds and require attention. Otherwise, the fish will not survive. Indeed, small 

fish may not receive enough feed because they have shy behaviour patterns. According to 

Abdallah and Elmessery, small fish may not appear near the sensors of hunger control, so 

they may remain hungry, and would have to eat a minimum amount of snacks after huge 

fishes [14]. Moreover, AlZubi thinks that this intelligent system of feeding fish requires the 

significant campaign of advertisement and popularisation, since the majority of farmers are 

not accustomed to the idea of using technology in their production process [5]. In the 

beginning, many of them were resistant to adopting the application, but education and 

training, as well as a rental system, allowed them to spend less money and give them the real 

evidence [5].  

3. Fish Tracking: According to Al-Jubouri, the current fish tracking methods require the tagging 

of an individual fish which is quite challenging [10]. This calls for the need of advanced 

system whereby the non-contact method of recognising a particular free moving fish has been 

developed. The system does not only reduce the time for tagging process but also offer a real-

time recognition technique. The computer-aided tool in its different models provides a 

successful solution for analysing the behaviour of fish, their feeding habit, and size. Studies 

to find out whether fish have the capacity painful stimuli and associated discomfort have been 

faced with a challenge of ethical restriction. Larval zebra has been used instead since their 

responses are similar to those of the adults. It is therefore advisable to consider the ethical 



90 Computer Science & Information Technology (CS & IT) 

 

suitability of a given system that affects the behaviour of fish or any other animal being used 

in the study. 

 

3. AIMS AND OBJECTIVES 

 
The system should accomplish the task in three stages. The first stage in the algorithm is the 

object detection where the subject under the study is identified. The object is then tracked and 

monitored closely where the activities are recorded. For this case, a fish will be identified and 

monitored. The collected data is processed and a conclusion drawn from the analysis. Three 

stimulation techniques can be used in the study; they include thermal, electrical and chemical 

stimulation. Electrical stimulation is the most opposed technique among the three since it inflicts 

pain on the object under study. It is therefore used in a limited number of studies.it is also 

associated with unpredictable behavioural reactions. It is also not easy to capture the movement 

of small fish with this method due to the transparency in their body [10]. 

 

3.1 The Aims of This Study  

 
In this study, to achieve the aims of study the system smart fish feeding. This will encompass:  

 

1. In order to precisely identify and measure the amount of feed for each fish  

2. Minimising the impact of traditional feeding mechanisms  

3. Testing the fish preference for type of feed  

4. Minimising the feed waste and maximising the conversion rate of food products  

 

3.2 Objectives  
 

The Objectives of the project can be defined as:  

 

1. Optimising diet for fish  

2. Developing a new way to keep the fish tank clean  

3. Developing new ways of modulating data onto a smart fish feeding system  

4. Determining the possibilities of feeding fish system recreation using digital data  

 

4. EXPECTED MATERIALS AND METHODS 

 
4.1 Design considerations 

 

This project will provide the estimation of the preference fish feeding by using ways to observe 

fish behaviour and response to the type of feed. This project require tank is separated into two 

areas; Living Area and Feeding Area which is the diet area. Living Area that is comfortable to 

fish contains gravel and plants, however, Feeding Area is less comfortable because it is less 

natural and bare to fish (Fig.2). The design shows the recirculation system which consists of a 

water filter and pump that is used for filtration and measure the amount of waste of feed. 

Furthermore, the sensors may not always fully reflect the state of the fish. Many water parameters 

should be measured: pH, the temperature, salinity, dissolved oxygen, ammonium, the 

transparency, the suspended solids, nitrates, the total nitrogen or match soluble reagent, among 

others [15]. The smart fish feeding architecture comprises of a few components, which includes 

the hardware design, and the software algorithm with the database of the fish. 
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Figure 2. The smart fish feeding system setup 

 

4.2 Methodology  

 
Modern methods of fish feeding include an intelligent feeding system based on fish behaviour 

and extend to speed respond fishes toward one kind of feed to minimise the impact of traditional 

feeding mechanisms. The proposed mechanism of nutrition interacts, recognises and reacts to the 

activity of fish [5]. Such feeding system feeds fish at their request, regardless of the time of the 

day. Figure 3, shows the block diagram of the system measure the Feeding Efficiency (FE), and 

Specific Growth Rate (SGR, % body weight per day) which reflects fish respond development of 

the given feed. 

 
Figure 3: Block diagram of the proposed system 

 

Where N number of tanks fish feeding which each tank feeding by one type of different feed. The 

system connects to each tank that has the same volume of feed. The system could study the 

preference testing for fish. Moreover, this design system is used to study the behaviour and 

growth of fish toward a certain food. First of all, assume the fish does not have any knowledge 

about the new fish feeding mechanism. In order to introduce the system to fish, the food is 

dispensed based on schedule plan similar to traditional feeding mechanism called Adaptive 
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Session. In this session, the fish feeding must be in the Feeding Area to learn fish the smart 

feeding system. The smart fish feeding is running independently from the beginning of the 

experiment in order to quantify fish behaviour and responses. When the fish show the high level 

of learning the adaptive session, the system switch to the smart fish feeding system. A greater 

learning factor is weighted using fish learning index when a more the system depends on the 

behavioural feeder since actions from scheduled and behavioural feeders, which reflects fish 

behaviour development during the adaptive session [5]. Further, the volume of feed consumed, 

the number of time for fish seeking the food and the growth of fish is a great reflection to study 

the extent of their response to a given feed through period time. The proposed system consists of 

two sections: the Hardware and the Software. 

 
4.2.1 Hardware: 

 

The hardware of smart fish feeding system consists of a fish tank and three main components 

listed as below: 

 

1. Two Webcams: The webcam has a low cost for the farmer and equipped with various 

devices to improve the quality of recording [5]. The first webcam is fixed over the 

Feeding Area to take a top view of the fish activities. Moreover, the image snapshot from 

webcam1 for counting and measure the length of fish. The second webcam is fixed in the 

front side of the tank to take image snapshot to get measure the distance between the 

object and the webcam1 and the estimated weight of an object by measure the Girth of 

fish.  

 

• The Girth (�) of the fish was calculated using the following formulas: 

 
Where a = semi-major axis length of an ellipse and b = semi-minor axis length of an 

ellipse. 

 

• The Estimated Weight (�) of the fish modified [16] 

 

 
 

Where � is the length (cm). Usually, a black and white image at greater depths is 

better than a colour image. Black-and-white image has the advantage over colour views 

of working in troubled waters with low transparency (Fig.4). 

 

 
Figure 4. An example of shoot made by Logitech 720p webcam [6] 
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2. Fish Feeder: The fish feeder is an automatic dispenser that is a horizontal cylindrical food 

container with an adjustable gap at one end. The food container should be connected to a 

stepper motor, which can control it by I/O multiplexer such as Arduino or Raspberry Pi 

depend on the data from the webcams. Rotating the container 360� is dropped in the tank 

a small portion of food. 

   

3. Interface Circuit: The interface circuit consists the Arduino or Raspberry Pi and hardware 

PC. The webcams and the fish feeder are connected to an interface circuit. The interface 

circuit allows the software algorithm to control the fish feeder as a response to the fish 

activities. 

 
4.2.2 Software:  

 

The software of the operation of such an intelligent feeding system is quite simple. After 

determining the relative hunger of the fish through observe fish in the Feeding Area, the loaded 

machine releases the configured number of feeds depends on the number of fish immediately and 

sends real-time image snapshots directly to PC (Fig.5). 

 
Figure 5. Flowchart of the proposed system algorithm 

 

Based on the analysis information about the number and size of fish and their behaviour which 

convey by the images. The PC can draw conclusions about the correlation of these indicators. The 

image snapshots are the input source for the system which can analysis by using: 

 

1. Graphical User Interface (GUI): The Graphical User Interface (GUI) the software 

could develop using MATLAB which is a multi-paradigm numerical is computing 

environment developed by Math Works. It allows matrix manipulators, plotting of 



94 Computer Science & Information Technology (CS & IT) 

 

functions and data, implementations of algorithms, a creation of UIs and interfacing 

with text-based programs written in various languages such as C, C++, Java and 

Python [17]. The developed software enables end-users to access:  

 

• Event system  

• Control of webcams  

• Control the feeding system  

• Counting fishes in the feeding area  

• Recording updating rate i.e. length and weight of fish  

 

2. Object Detection: The object detection algorithm has a fundamental influence on the 

performance of the counting and sizing systems. The system based on fish detection in 

the Feeding Area. 

 

3. Feeding Time (FT): The system measure the timing of fish feeding determines the 

night or day mode of the system. Recording the timing of feeding is important to 

calculate the volume of feed which dispenses. Further, calculation timing of feeding 

helps to collect information about the time behaviour of fish during feeding as well as 

the duration of each fish feeding. 

 

4. The Vision System: The proposed methodology consists of nine distinct stages: image 

acquisition, image pre-processing, image segmentation, feature extraction, 

classification algorithm, and number, length, and girth of the fish estimation. Figure 6, 

shows the block diagram of the proposed algorithm and are described as follows [18]. 

 
Figure 6. Proposed methodology of the vision system 

 
i. Image Acquisition (Two webcams-Frames)  

ii. Image Pre-Processing (Image Colour- Camera distance- Background extraction) 

iii. Image Segmentation (Thresholding-Morphological operation- Watershed 

segmentation)[18]  

iv. Feature Extraction (Extract size and shape feature)  

v. Classification Algorithm (the sizing algorithm and counting algorithm)  

vi. Estimated the Number of the Fish  

vii. Estimated the Length of fish  

viii. Estimated the Girth of fish  

ix. Fish Length and Girth Monitoring and Counting Fish  
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5. Feeding Decision: The feeding decision is based on the number of fish in the Feeding 

Area which calculated by the vision system. If the number of fish value exceeded one 

then feeding signal will be issued to the I/O multiplexer such as (Arduino or Raspberry 

Pi controller) to turn the feeder on. Moreover, the feeding decision based on the 

relative hung which is determining the overfeeding and underfeeding. This system 

control variable volume of feed consumed that is calculated from the amount of waste 

in the filtration system from each feeding.   

 

6. Data Logging: During the specific long time, every update cycle is logged for further 

analysis which is in night or day mode. The proposed system connect to the PC to 

logging and analysis the data. The data shows specific growth ratio (SGR) and the 

feeding efficiency (FE) during the period time. Moreover, the system exists the volume 

of feed consumed which are accurate data to show the preference feed for fish because 

the system dispenses the valid amount of stimulating feed by reducing the amount of 

waste feed. The Feeding Efficiency (FE) and Specific Growth Rate (SGR, \% body 

weight per day) were calculated using the following formulas: 
 

 

 
 

Where FCR is Feed Conversion Ratio, M  mean the mass of food consumed (g) and m
* 

is 

the increase in mass of animal produced (g) 

 

 
Where Wf   and Wi  are the final and the initial body mass (g) respectively, and t is the total 

number of days between the two measuring days [19]. 

 

5. CONCLUSION 

Consequently, aquaculture is a rapidly growing sphere of farming, which provokes the active 

development of technology in this area. Fish feeding is an important component of fish farming, 

so the inventions for improving feeding are relevant and requested. One such invention is the 

smart fish feeding system, which can monitor food behaviour of fish using sensors. As an 

illustration, one of such sensors is the webcam that can capture fish movements. A fully 

automatic feeding system should be developed to understand fish's food behaviour in a dense 

aquaculture tank. Such a system should have the ability to classify the activity of fish food intake 

along with the continuous detection of the fish preference of excessive raw materials. Moreover, 

the system should provide valuable information for controlling the feed in the food tank. The 

algorithm of the system needs improvement constantly in order to provide information on how 

fishes are active in numerical value and use detection of the boundaries of feeding for the more 

in-depth understanding of the beginning of the feeding and its termination. This system should 

also facilitate the creation of statistics on the increase of fish in order to develop computational 

and quantitative approaches to a comprehensive understanding of the growth of fish. 
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ABSTRACT 

 

Data security has become an important concern for communication through an insecure chan-

nel because the information transferred across the networks has a large chance of unauthorized 

access. The available encryption algorithms that are primarily used for text data may not be 

suitable for multimedia data such as sound. Hyperchaotic systems are generally proposed as a 

solution to multimedia encryption, because of their random properties and the high sensitivity of 

initial conditions and system parameters. 

 

In this paper, audio data encryption with different dimensional hyperchaotic systems has been 

presented. The proposed hyperchaotic systems exhibit excellent chaotic behavior. To demon-

strate its application to the processing of multimedia encryption, the three systems are applied 

with an algorithm based on the key generation from the initial conditions for encryption and de-

cryption process. The results of encryption, decryption and statistical analysis of the audio data 

show that the proposed cryptosystem has excellent encryption performance, high sensitivity to 

security keys and can be applied for secure real-time encryption. 

 

KEYWORDS  

 

Audio signal, Hyperchaotic system, Encryption algorithm, Histogram, Correlation, Power spec-

trum. 

 

 

1. INTRODUCTION 

With the increasing use of digital techniques, confidentiality, integrity as well as authenticity has 

become a major concern. Multimedia data transferred through these digital techniques is used in 

various fields such as medical, military, science, engineering, ect.  

To meet this need, many studies on the masking of data types such as text, image, audio and 

video have been carried out. Security can be defined as the hiding of information in fact to be 

difficult to extract real information when transferring on an unsecured channel. The strength of 

the encryption technique comes from the fact that no one can read or steal the information with-

out altering its content [1]. Thus, many studies on the encryption of audio data have been pub-

lished so far [16, 17, 18, 19]. Some of these included direct masking of audio files, while others 

included methods to hide information by incorporating other data into the audio files. The general 

objective of all these studies is to prevent the possession of data by unwanted persons. 
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Similarly, traditional encryption methods are less effective in securing real-time multimedia data 

encryption systems and have certain drawbacks and weaknesses with respect to high-speed data 

encryption [3, 4]. On the contrary, chaos-based encryption algorithms have many advantages for 

the random properties of chaotic systems, such as sensitivity to initial conditions and ergodicity of 

states [2]. In recent decades, mathematicians, physicists, biologists, control engineers, etc, have a 

great attention to chaotic systems. [5, 7]. This interest was greatly motivated by the possibility of 

encrypted transmission of information using chaotic support; see for example [6, 8, 14]. 
 

This article discusses a chaos-based symmetric key encryption algorithm for securing audio sig-

nals. 
 

The organization of this paper is as follows. Section 2 presents audio encryption in mobile net-

work communications. Section 3 describes the different proposed hyperchaotic systems. Section 4 

describes the proposed encryption algorithm. Section 5 presents the experimental part and dis-

cusses the corresponding results. The last section concludes the paper. 
 

2. AUDIO ENCRYPTION IN MOBILE NETWORKS COMMUNICATIONS 

 
With rapid advances in circuit design and prime focus on miniaturization, mobile phones have 

kept shrinking in size with each passing day. Hence power consumption and charge storage as-

sume particular importance in mobile technology. Any design of a mobile communication block 

must take this into full account.  

 

Enlargement of the mobile community has increased the call for secure data transmission. A 

computationally simple technique can be implemented easily using few components and hence 

consumes less power, but has limitations in the amount of security it can provide. The task of this 

paper is to choose an efficient and simple chaos-based encryption [9, 12, 21] strategy to meet the 

requirements of hardware implementation standards [11].  

 

3. HYPERCHAOTIC PROPOSED SYSTEMS 

 
The first step in designing an encryption algorithm is to choose the adequate chaotic system with 

good cryptographic properties. In this section, three chaotic systems of different dimensions are 

presented. One of the fundamental principles of hyperchaotic functions is sensitivity to initial 

conditions and highly complex random-like nonlinear behaviors. The performance of the system 

must be studded in those two important features. 
 

3.1 New 4D Hyperchaotic System 

 
The new four-dimensional hyperchaotic, that exhibit hyperchaotic behavior for a selective set of 

its parameter, is defined by: 
 

���� = �(�� − ��)��� = ��� − ������� = −
�� + ℎ������� = −��� + ���
�               (1) 

 

Where ��are the state variables and �, �, 
 and h are positive constants.  
 

When � = 10	, � = 40	
 = 2.5	and	ℎ = 4,		the system (1) is hyperchaotic.  
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By using the initial conditions �� = [5.6	 − 1.2			3.4			0].  Figure 1 show the attractor of the 

hyperchaotic system (1). 

 
Fig. 1.  4D hyperchaotic attractor 

 

 

Sensitivity to Initial Conditions: 

 
The phenomenon of sensitivity to initial conditions was discovered by Poincaré in his study of the 

the n-body problem, then by Jacques Hadamard using a mathematical model named geodesic 

flow, on a surface with a non-positive curvature, called Hadamard's billards. A century after Lap-

lace, Poincaré indicated that randomness and determinism become somewhat compatible because 

of the long term unpredictability [10]. 

 

A very small cause, which eludes us, determines a considerable effect that we cannot fail to see, 

and so we say that this effect Is due to chance. If we knew exactly the laws of nature and the state 

of the universe at the initial moment, we could accurately predict the state of the same universe at 

a subsequent moment. But even If the natural laws no longer held any secrets for us, we could 

still only know the state approximately. If this enables us to predict the succeeding state to the 

same approximation, that is all we require, and we say that the phenomenon has been predicted, 

that It Is governed by laws. But this is not always so, and small differences in the initial condi-

tions may generate very large differences in the final phenomena. A small error in the former will 

lead to an enormous error in the latter. Prediction then becomes impossible, and we have a ran-

dom phenomenon. 

 

This was the birth of chaos theory. 
 

 
 

(a)                                                                      (b) 
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(c)                     (d) 

 

Fig. 2. Sensitivity to two initial conditions [5.6   -1.2   3.4   0] and [6   -1   3   0.5] 

(a):��  (b): �� (c): ��  (d): �� 

 

3.2 New 5D Hyperchaotic System 

By adding the fifth equation to the system (1), we obtain a new five hyperchaotic system as fol-

low:  

 

#$%
$&x�� = a(x� − x�)x� � = bx� − x�x�x� � = −cx� + hx�x�x� � = −ax� + ax+x� + = −x�x� + bx� + 10x� − 10x+

�           (2) 

 

Figure 3 shows the attractor of the system (2) using the initial conditions �� = [5.6 -1.2 3.4 0 2]. 

 
Fig. 3.  5D hyperchaotic attractor 

 

Sensitivity to Initial Conditions: As it defined in section 3.1the sensitivity to initial conditions 

for the five hyperchaotic system is shown in figure 4. 
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(a)                                                                     (b) 

 
                                      (c)                                    (d) 

 
(e) 

 

Fig. 4.  Sensitivity to two initial conditions [5.6 -1.2 3.4 0 2] and [6   -1   3   0.5  2.3] 

(a):��  (b): �� (c): ��  (d): ��  (e): �+ 

3.3 New 6D Hyperchaotic System 

The new six-dimensional hyperchaotic, is built by adding the least equation to the system (2): 

 

#$
%$
&��� = −a�� + a����� = −���� + b����� = h���� − c����� = −a�� + a����+ = −���, + b�� + 10�� − 10�+��, = h���� − c�,

�          (3) 

 

By using the initial conditions �� = [5.6  -1.2  3.4  0  2  4].  Figure 5 show the attractor of our 

new six hyperchaotic. 
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Fig. 5.  6D hyperchaotic attractor 

 

Sensitivity to Initial Conditions: As it defined in section 3.1 the sensitivity to initial conditions 

for the four hyperchaotic system is shown in figure 6. 
 

 
(a)                                                               (b) 

 

 
(c)                     (d) 

 
(e)                     (f) 

 

Fig. 6.  Sensitivity to two initial conditions [5.6  -1.2  3.4  0  2  4] and [6 -1 3 0.5 2.3 4.2]   

(a):��  (b): �� (c): ��  (d): �� (e): �+ (f): �, 
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4. PROPOSED AUDIO ENCRYPTION SCHEME  

In this section, a cryptosystem based on synchronized chaotic systems is described. The aim is to 

transmit encrypted audio messages from transmitter A to remote receiver B as is depicted in Figure 

7. An audio message - is to be transmitted over an insecure communication channel.  

 
Fig. 7. Chaotic cryptosystem for audio communication [22] 

 

To avoid any unauthorized receiver located at the mentioned channel; - is encrypted prior to 

transmission to generate an encrypted message
 [13]: 


 = .(-, /)                   (4) 

by using a chaotic system . on transmitter A. The encrypted message 
 is sent to receiver B, 

where - is recovered as -0  from the chaotic decryption 1, as: 

-0 = 1(
, /)                   (5) 

If . and d have used the same key /, then at receiver end B it is possible to obtain -0 = -. A se-

cure channel is used for transmission of the keys, k. Generally, this secure communication channel 

is a courier and is too slow for the transmission of m. Our chaotic cryptosystem is reliable, if it 

preserves the security of m, i.e. if -0 ≠ - for even the best cryptanalytic function h, given by 

-′ = ℎ(
) 
To achieve the proposed chaotic encryption scheme, we appeal to an hyperchaotic system for en-

cryption/decryption purposes (
 and 1, respectively). 

The four dimensional hyperchaotic system have a number of parameters determining their dy-

namics; such parameters and initial conditions are the coding “key”, /. 

 

5. SIMULATION RESULTS AND SECURITY ANALYSIS 

 
In this part, via numerical simulations, we illustrate the encrypted audio transmission. We use as 

transmitter and receiver the hyperchaotic system given respectively in (1), (2) and (3) for initial 

conditions��� = [−1, 1, −3, 1], ��� = [−1, 1, −3, 1, 0]and ��� = [−1,1, −3,1,0,2]. 
 

The original audio signal -(6) is 22 KHz. The mentioned audio message is to be encrypted and 

transmitted to the receiver.  
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Figure 8 shows audio communication via the hyperchaotic system given in (1) (a), (2) (b) and (3) 

(c). Original audio message -(6)  to be encrypted and transmitted (top of figure), transmitted 

hyperchaotic signal 
(6) (middle of figure), and recovered audio message -0(6) (bottom of figure). 

Figure 9 shows the histogram for original (a), encrypted (b) and recovered (c) audio signal.The 

figure 10, the power spectrum of -(6), 
(6)and-0(6)is presented.And figure 11 presents the corre-

lation coefficient. 

5.1 Security Analyses of Encryption Applications 

Encryption processes may have been performed successfully. Yet, security analyses must be car-

ried out in order to assess the reliability of encryption processes. Encrypted data with disappointing 

results in security analyses will not be preferred as they are so vulnerable to be decrypted. Kkey 

sensitivity analysis, chaos effect, corrlation test, PSNR test and histogram were performed in order 

to compare the hyperchaotic systems utilized in this study. 

 

(a)                                                               (b) 

 

(c) 

Fig. 8. Original/Encrypted/Decrypted audio communication                                                                        

(a) 4D system - (b) 5D system - (c) 6D system 

 

5.2 Histogram Analysis 

 
Distributions of data values in a system comprise the histogram. Histogram analyses can be made 

by examining data distributions in many different fields. In encryption practices, if the distribu-

tions of numbers that represent encrypted data are close, this means encryption has been per-

formed well. The closer the data distributions are, the more difficult it will be to decrypt the en-

crypted data [15]. 

 

Examining the histogram diagrams of audio data in Figure 9, we can see that the histogram of 

original (a) and encrypted (b) audio signal are totally different.  Therefore the histogram of de-

crypted signal (c) is identical to the histogram (a). 
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(a)                                                               (b) 

 
(c) 

 

Fig. 9. Histograms audio signal (a) original (b) Encrypted (c) Decrypted 
 

5.3 Power Spectrum  

 
The following figures show that the power spectrum of original (a) end decrypted (c) audio signal 

are identical. 

 

(a)                                                               (b) 

 

(c)                                                                                                                          

Fig. 10. Power spectrum audio signal:  (a) Original   (b ) Encrypted (c) decrypted 
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5.4 Correlation Test 

The auto-correlation function identifies the chaotic system that produces a strong encryption [20]. 

A usefulmeasure to assess the encryption quality of any cryptosystem is correlation coefficient 

between similar segmentsin the clear signal and the cipher signal. It is calculated as [20]: 

 89: = ;(9,:)<=(9)<=(:)               (6) 

 

where >(�, /) is the covariance between the original signal � and the encrypted signal /. ?(�) 
and ?(/) are thevariances of the signals � and /. 

 

 

(a) 

 

 

(b) 

 

 

(c) 

Fig. 11. Correlation audio signal : Encrypted and Decrypted(a) 4D system(b) 5D system (c) 6D system 

 

 



Computer Science & Information Technology (CS & IT)                                 109 

 

5.5 PSNR test 

Peak signal-to-noise ratio (PSNR) is the ratio between the maximum possible power of original 

speech signal and the power of encrypted signal [20]. PSNR is a calculation of encryption quality 

of the original signal. A higher PSNR indicates that the encryption or reconstruction is of higher 

quality. The PSNR is obtained from: 

 @ABC = 10 log G9H‖9J:‖H                (7) 

 

TABLE 1   PSNR COEFFICIENT FOR AUDIO DATA 

 PSNR(4D) PSNR(5D) PSNR(6D) 

Original/ Encrypted 47.0638 47.0558 47.0454 

Original / Decrypted Inf Inf Inf 

 

PSNR high means: Mean square error between the original and reconstructed sigal is very low. It 

implies that the audio data been properly restored. In the other way, the restored signal quality is 

better; in our case, the value of PSNR is as follow: 

 

PSNR (Original/Decrypted) = Inf 

 

Contrariwise, a low PSNR means: Mean square error between the original signal and encrypted 

signal is very high. It implies that the audio data been correctly encrypted. In our case the value of 

PSNR is shown is Table 1. 

 

The result is much closed with the correlation coefficient.  

 

- The correlation coefficients for the original and decrypted signal are identical. The value of 

PSNR (Original/Decrypted) means that the decrypted audio data is identical to original data.  

 

- The correlation coefficients for the original and encrypted signal are very different. The 

PSNR(Original/Encrypted) means that the encrypted audio data is totally different of the original 

data. 

 

Speech encryption using hyperchaotic generator is a proven model. In this method, the three dif-

ferent dimensional hyperchaotic systems are applied. The histogram of the encrypted signal shows 

that more sensitivity entails more security. We have found the same histogram for the original and 

the decrypted audio data. The decrypted signal is very similar to the original speech as it shows the 

stability of reconstruction of original signal. Correlation test and PSNR testing methods are applied 

to estimate the performance of the system. 

 

6. CONCLUSION 
 
In this article, an audio signal encryption/ decryption algorithm was designed using the three pro-

posed hyperchaotic systems. The results of the simulation showed that the encryption method of-

fered by the audio signal was highly secure and that it could quickly recover the original signal 

with good audio quality. The results show that the vocal signal is highly masked by indiscreet ears. 

Statistical analysis using histograms, PSNR, correlation and power spectrum showed that the algo-

rithm is powerful. From these results we will extend our studies to secure video frames as well as 

real-time transmissions using the 7 dimensional hyperchaotic system. 
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ABSTRACT 
 

In recent years, blockchain-based techniques have been widely used in cybersecurity, owing to 

the decentralization, anonymity, credibility and not be tampered properties of the blockchain. 

As one of the decentralized framework, Sapiens Chain was proposed to protect cybersecurity by 

scheduling the computational resources dynamically, which were owned by Computational 

Resources Owners (CROs). However, when CROs in the same pool attack each other, all CROs 

will earn less. In this paper, we tackle the problem of prisoner’s dilemma from the perspective 

of CROs. We first define a game that a CRO infiltrates another pool and perform an attack. In 

such game, the honest CRO can control the payoffs and increase its revenue. By simulating this 

game, we propose to apply Zero Determinant (ZD) strategy on strategy decision, which can be 

categorized into cooperation and defecting. Our experimental results demonstrate the 

effectiveness of the proposed strategy decision method. 

 

KEYWORDS 
 

Cybersecurity, Blockchain, Game Theory, CRO's Dilemma   

 

 

1. INTRODUCTION 
 
With the development of the Internet, cybersecurity becomes more and more important and 

serious. In the first half of 2018, according to the report published by CNVVD [1], 10,644 

vulnerabilities were discovered, which exceeded 9,690 vulnerabilities in the same period of 2017. 

To protect cybersecurity, the users tend to seek professional security detection services, which are 

provided by a centralized trust third part. However, this mode has the following drawback. First, 

traditional security management is built in the centre environment, while attacks on the central 

nodes may devastate private data. Second, the traditional methods cannot provide a trust security 

platform for all participants, which can protect their privacy and avoid information leakage. Third, 

the white hat hackers earn little such that they almost have no interests. 

 

To deal with the aforementioned problems, the blockchain-based security methods have been 

proposed. J.H et al. [3] study how to adapt blockchain security to cloud computing. In [4], 

blockchain-based approaches which improve the security of the Internet of Things (IoT) have 

been proposed. Blockchain can provide good solutions for security management and data storage 

[5-10]. 
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Recently, a new blockchain-based security framework, Sapiens Chain, which can provide a trust 

vulnerability crowd testing environment and intelligent security detection services, was proposed. 

Sapiens Chain runs smart contracts on the blockchain, which guarantees the trustworthy and not 

be tampered for transactions. It schedules the CROs dynamically, where CROs donate their own 

computing resources and are awarded after they finish the specific tasks. In order to increase the 

possibilities of rewarding, CROs tend to choose an open pool and cooperate with other CROs. In 

an open pool, CROs can be categorised into honest CROs and dishonest CROs. Dishonest CROs 

may reduce their consumption by forging work proofs, where they can also earn a certain amount 

of income with negative absenteeism. This is unfair for honest CROs, and thus we propose to 

tackle this challenge in this paper. 

 

In this paper, we propose to use ZD (Zero-Determinant) strategies for CRO’s selection. The ZD 

strategy was proposed in the Press and Dyson [15]. In the process of iterated games, one can use 

the ZD strategy to control the opponent's payoff unilaterally, so that the opponent's payoff 

maintains a linear relationship with hers. In other words, using ZD strategy can control the game 

unilaterally. As a probabilistic and conditional strategy, the ZD strategy has been widely 

employed in the iterated game, which aims to cope with the “free-riding” problems [11-13]. For 

example, Eyal et al. [14] qualitatively analysed the prisoner's dilemma in the mining process, 

which is a real instance of “free-riding” problems. Press et al. [15] proved that with ZD strategies, 

the player is able to unilaterally set the expected utility of an opponent or a ratio of the player’s 

expected payoff to its opponent’s, ignoring the opponent’s strategy. Many other studies [16-21] 

on the strategy have shown the honest miners of blockchain can control opponents’ payoffs.  

 

In summary, we make the following contributions. 

 

First, we review the overview of Sapiens Chain, including the architecture and the roles. Then we 

define the game that a CRO infiltrates another and perform an attack. In such kind of game, the 

honest CRO can control the payoffs and increase its revenue. 

 

Second, we introduce different strategies for CROs and analyze how to apply Zero Determinant 

(ZD) on strategy decision, which can be categorized into cooperation or not. 

 

Third, we report an extensive experimental study with numerical simulation. The results clearly 

show that the proposed strategy decision method is effective. 

 

The rest of this paper is organized as follows. We review the overview of Sapiens Chain in 

Section 2. In Section 3, we analyze the CRO selection strategy in Sapiens Chain based on the ZD 

strategy. We report the empirical evaluation results in Section 4, and conclude the paper in 

Section 5. 

 

2. THE OVERVIEW OF SAPIENS CHAIN 
 

Sapiens Chain is a decentralized security detection platform, including the decentralized 

vulnerability platform and the automatic vulnerability detection system. It contains two kinds of 

nodes which are the ordinary nodes and fog nodes respectively.  
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Figure 1.  The architecture of Sapiens Chain 

 

The ordinary nodes perform task publishing, POC writing, auditing and vulnerability detection, 

while the fog nodes are responsible for node scheduling, vulnerability storage, POC storage, 

vulnerability detection report storage, and key assignment for each ordinary node. There are 6 

different roles on the ordinary nodes, which are the user, the POCD, the POCA, the WHH, the 

WHA and the CRO. The user submits the requirement, which needs to be detected by Sapiens 

Chain. The POCD provides POCs, which will be audited by the POCA. The WHH is the provider 

that can supply manual detection services, and the WHA tests the auditing reports submitted by 

WHHs.  

 

The most important role in automatic detection is CRO, which is the computational resource 

provider. CROs in Sapiens Chain are similar to miners in blockchain. It deploys automated 

vulnerability detection tools and POCs, meanwhile being scheduled by the fog nodes with a pre-

defined scheduling algorithm. As a participant in each mission, the CRO contributes its own 

computing power and then gains the benefit, which saves operating costs and makes Sapiens 

Chain decentralized. This model of blockchain also enhances the enthusiasm of the CRO and 

makes Sapiens Chain more robust. 

 

The architecture of Sapiens Chain is shown in Figure 1. The user issues a requirement to the fog 

node, and the fog node schedules CROs, WHHs or WHAs according to the given requirements. 

CROs receive security plug-ins which are provided by POCDs and audited by POCAs and then 

run detection processes. The vulnerabilities submitted by WHHs will be audited by WHAs and 

finally received by the fog nodes, while WHHs can also submit vulnerabilities to users through 

the fog nodes. The fog nodes can distribute requirements and collect reports. 

 

3. ANALYSIS ON STRATEGY DECISION FOR CROS 

 
In this section, we first introduce the game between honest and dishonest CROs, and then propose 

the selection strategies in Sapiens Chain. 
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3.1 The Game model 
 
The definitions of the honest CROs and dishonest CROs root in the Bitcoin mining problem. The 

dishonest CROs are also called attacker because they may initiate Block Withholding Attacks. 

That is, once the attackers have found the complete Proof-of-Work, they can choose to abandon 

the proof and only send partial Proof-of-Work to the mining pool. Through this kind of attack, the 

attackers will gain the payoff from the mining pool, but the mining pool can’t benefit from the 

computing power of attackers. This will reduce the payoff of all CROs in this mining pool. 

 

Sapiens Chain allows participants to use mining pools for increasing the computing power. 

Unfortunately, in Sapiens Chain mining pools, dishonest CROs will earn benefit through 

sabotage, such as counterfeiting Proof-of-Work. It is similar to the prisoner's dilemma which is a 

classic model of game theory and was first proposed by Albert Tucker [22]. 

 

The prisoner's dilemma describes the game process of two prisoners, which is shown as follows. 

The police separately interrogate two prisoners to prevent collusion. At the same time, the police 

offers several options, that is, (1) if X and Y both remain silent, both of them will only 

serve 3 years in prison; (2) if X betrays Y but Y remains silent, X will be set free and Y will 

serve 5 years in prison; (3) if X and Y both betray the other, each of them will serves 1 

year in prison.  

 
Table 1. The payoff matrix in prisoner’s dilemma. 

 C D 

C (R, R) (S, T) 

D (T, S) (P, P) 

 

Similar to the above situation, we introduce the prisoner’s dilemma in Sapiens Chain as follows. 

Denote C, D, R, S, T and P as “Cooperation”, “Defecting”, “Reward for mutual cooperation”, 

“Sucker’s payoff”, “Temptation to defect” and “Punishment for mutual defection” respectively. 

Table 1 shows the prisoner’s dilemma payoff matrix in Sapiens Chain. Since T>R>P>S, the 

prisoner’s dilemma game in Sapiens Chain exists. Dishonest CROs choose to attack for 

increasing benefits, resulting in a decreasing of honest CROs’ payoff. Facing this prisoner's 

dilemma, the CROs tend to raise their own payoff by launching attacks.  

 

3.2 ZD strategies in Sapiens Chain 
 

In the open pool of Sapiens Chain, the interaction between honest CROs and dishonest CROs is 

regarded as an iterative game. At each iteration, we model the process as a single stage of 

prisoner’s dilemma game and we suppose that long-memory player has no advantage over the 

short-memory player. Thus, the actions of both CROs only depend on the rewards obtained from 

the previous round.  

 

Let 1 2 3 4( , , , )p p p p=p  and 1 2 3 4( , , , )q q q q=q  be the probabilities of cooperation or attacking 

based on the previous iteration for the honest CRO X and the dishonest CRO Y. We use a 

parameter (0 1)m m< <  to represent the reduced ratio of the cooperation rate for CROs who 

betrayed last time. Thus we can rewrite p and q as
1 2 3 4( , , , )p p pm mp=p and 

1 2 3 4( , , , )q mq q mq=q  respectively, which represent the transition probability vectors for the 

cooperation state in the next round. Then we mode an iterated game as a Markov process, and we 

can build the Markov matrix as shown in Equation (1). 
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Since matrix P  has a unit eigenvalue, the matrix = −M P I (see Equation (2)) must be a 

singular matrix and 0=M . M  can be expressed as: 

 

( ) ( ) ( )( )
( ) ( ) ( )( )
( ) ( ) ( )( )
( ) ( ) ( )( )

1 1 1 1 1 1 1 1

2 3 2 3 2 3 2 3

3 2 3 2 3 2 3 2

4 4 4 4 4 4 4 4

1 1 1 1 1

1 1 1 1 1

1 1 1 1 1

1 1 1 1 1

p q p q p q p q

p q p q p q p q

mp mq mp mq mp mq mp mq
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− − − 
 
 =
 
 
 

− −
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− − − − −

M   (2) 

Let 0= =，

T T Tv P v v M . Then we can obtain the stationary vector [ ]1 2 3 4, , ,
T

v v v v=v of 

M . Given 
*M  as shown in Equation (3), according to the Cramer’s ruler, we have 

( )det 0= =I*M M M , where ( ) ( )1 det
i j

ijc
+

= − '

ijM  and [ ]1 2 3 4, , ,v v v v is proportional to 

[ ]14 24 34 44, , ,c c c c . It follows, 

 

[ ] ( )

1

2

1 2 3 4

3

4

1 1 1 1 1

2 3 2 3 2

3 2 3 2 3

4 4 4 4 4

1 1 1

1

1

f

f
v v v v D p q

f

f

p q p q f

p mq p mq f
det

mp q mp q f

mp mq mp mq f

 
 
 = ≡
 
 
 

− + − + − + 
 − + =
 − +
 
 

， ， ， ， ，

T
v f f

  (3) 

Let α β γ= + +X Yf S S 1 . The expected payoff of CRO X and CRO Y in the stationary state 

satisfies Equation 4, where , ,α β γ  are non-zero parameters. 

 
( )

( )
α β γ

+ +
+ + =

， ， X

X

Y

Y

D p q αS βS γ1
S S 1

D p, q, 1
  (4) 

Let ( ) ( )1 2 3 41, 1 ,, φ
T

p p mp mp α β γ= − − = + +X Yp S S 1 . It follows 
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α β γ

β α γ
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  
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  
− + +  

  =

=

  (5) 

From the above analysis, we can know that if the CRO X takes strategies of  α XS , β YS  or a 

linear combination of them, it will have the possibility to choose unilateral strategies and make 

the determinant in numerator in Equation (4) vanish. Similarly, the same to CRO Y. Thus if the 

CRO X adopts a strategy which satisfies  = α β γ+ +X Yp S S 1 , or if the CRO Y takes a strategy 

with  = α β γ+ +X Yq S S 1   , then the determinant vanishes. Accordingly, the payoffs of CRO X 

and CRO Y will be satisfied with a linear relationship  

α β γ+ + =X YS 1S 0 . 

3.3 The ZD-set strategy in Sapiens Chain 

In Sapiens Chain, the ZD-set strategy means that honest CRO X uses the ZD strategy to 

unilaterally set the long-term benefits of dishonest CRO Y. When honest CRO X uses the ZD-set 

strategy, we fix 0α =  in α β γ+ + =X YS 1S 0 . Let β γ= +%
Yp S 1 . We can use 1p  and 4p  to 

represent 32 ,p p  and  YS  , which are shown in Equation (6)-(8). 

 
( )1 4

2

1rp c p
p

r c

− +
=

−
  (6) 

 
( )( )1 4

3

2 1c r p cp
p

r c

− − +
=

−
  (7) 

 
( )

( )
4

1 42 1

p r c

p p

−
=

− +
YS   (8) 

Thus, we can conclude that, when CRO X takes a ZD-set strategy, it can unilaterally set the 

payoff of CRO Y, regardless of the CRO Y’s strategy, while the CRO X can’t control its own 

payoff even with any subclass of ZD strategy. 

 

3.4 The ZD-extortion strategy in Sapiens Chain 
 
In Sapiens Chain, the ZD-extortion strategy means that honest CRO X uses the ZD strategy to 

unilaterally set the long-term return of dishonest CRO Y to be linear with his own earnings. If 

honest CRO X uses the ZD-extortion strategy, it can also guarantee that the other party's payoff is 

always lower than its own payoff. Since ZD-extortion strategy always passes the reference 
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point l P= , we have ( ) ( )( )φ s P P= − − −%
X Yp S S  , where 1s < . 31 2 4, , ,p p p p  can be 

represented as follows, which are shown in Equation (9).  
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  (9) 

If ϕ  is small enough, there exists a viable extortion strategy for any s . Since 31 2 4, , ,p p p p  are 

all between[0,1] . It follows,  

 

( )
r c

0 1 φ 1 s 1
2

r r
0 1 φ s 1

2 2

r r
0 φ s 1

2 2

c

c

−
≤ − − ⋅ ≤
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  (10) 

The range of  ϕ  can be represented in Equation (11). 

 
1

0 φ
r r

s
2 2

c

≤ ≤
 

− + 
 

  (11) 

Since ϕ  is small enough, the range of extortion factor s can satisfy 
2

s 1
r c

r

−
≤ < . Following 

ZD-extortion strategy, CRO X will have a larger payoff than CRO Y. 

 

4. EXPERIMENTS  
 
In this section, we use numerical simulation to illustrate the performance of the different 

strategies in the prisoner's dilemma. We use WSLS, ALLD and ALLC as the comparison 

strategies, where WSLS strategy is “win stay, lose shift”, ALLD strategy is “Always Defecting” 

and ALLC strategy is “Always Cooperation”. Fix 1.5R = , 1S = − , 3T = , 0P = then the 

payoff vector of the honest CRO X will be ( )1.5, 1,3,0= −XS , and that of the dishonest CRO Y 

will be ( )1.5,3, 1,0= −YS . For each experiment, we evaluate the differences of the payoffs 

between the honest CRO X and the dishonest CRO Y. All figures show the possible payoffs of 

the CRO X (on the horizontal axis) and the CRO Y (on the vertical axis) as colored areas or lines, 

where the colored points represent the payoff pairs for 50, 000 chosen opponents. 

 

In Figure 2, when honest CRO X adopts the WSLS strategy and dishonest CRO Y takes a 

strategy randomly, the payoff of the two CROs shows that the profit coverage area is a triangle. 
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Figure 2.  The payoff of two CROs (WSLS VS Random) 

In Figure 3, when honest CRO X always adopts a cooperative or betrayal strategy, and dishonest 

CRO Y takes a strategy randomly, the payoffs of the two CROs shows that the profit coverage 

area is a straight line. 

 
Figure 3.  The payoff of two CROs (ALLC, ALLD VS Random) 

In Figure 4, when honest CRO X adopts the ZD-set strategy and dishonest CRO Y also takes a 

strategy randomly, the profit of the two CROs shows that the honest CRO X can dominate the 

opponent's benefit which is always on a straight line. 

 

 
Figure 4.  The payoff of two CROs (ZD-set VS Random) 
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In Figure 5, when honest CRO X adopts the ZD-extortion strategy and dishonest CRO Y takes a 

strategy randomly, the payoffs of the two CROs shows that the CRO X can control not only the 

opponent's income which is always on a straight line, but also his benefit higher than s times the 

other’s. 

 
Figure 5.  The payoff of two CROs (ZD-extortion VS Random) 

Compared with ZD strategy, the WSLS, ALLC, and ALLD strategies have no restrictions on the 

payoffs. When it comes to the ZD-set strategy, it can achieve the goal that honest CRO X restricts 

dishonest CRO Y, and the ZD-extortion strategy can guarantee that the profit of honest CRO X is 

higher than dishonest CRO Y’s. We attempt to apply ZD strategy to Sapiens Chain. No matter 

what strategy the dishonest CROs adopt, when honest CROs adopt the ZD strategy, the payoff of 

dishonest CROs can be restricted. What’s more, honest CROs can keep the payoffs of dishonest 

CROs linear with their own earnings, which makes it possible to design efficient game consensus. 

 

5. CONCLUSION 
 
In this paper, we first define a game that a CRO infiltrates another and perform an attack. In such 

game, the honest CRO can control the payoff and increase its revenue. By simulating this game, 

we propose to apply Zero Determinant (ZD) on strategy decision, which can be categorized into 

cooperation or not. Our experimental results demonstrate the effectiveness of the proposed 

strategy decision method, indicating that the honest CROs can apply ZD strategy to control the 

payoffs of themselves higher than dishonest CROs. Due to ZD strategy, CROs become more 

energetic and Sapiens Chain becomes safer. 
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ABSTRACT 

 

Recently, cybersecurity becomes more and more important due to the rapid development of 

Internet. However, existing methods are in reality highly sensitive to attacks and are far more 

vulnerable than expected, as they are lack of trustable measures. In this paper, to address the 

aforementioned problems, we propose a blockchain-based cybersecurity framework, termed as 

Sapiens Chain, which can protect the privacy of the anonymous users and ensure that the 

transactions are immutable by providing decentralized and trustable services. Integrating 

semantic analysis, symbolic execution, and routing learning methods into intelligent auditing, 

this framework can achieve good accuracy for detecting hidden vulnerabilities. In addition, a 

revenue incentive mechanism, which aims to donate participants, is built. The practical results 

demonstrate the effectiveness of the proposed framework. 

 

KEYWORDS 

 

Cybersecurity, Blockchain, Decentralized Model  

 

 

1. INTRODUCTION 
 
In recent years, the applications of Internet of Things, Internet of Vehicles, and Mobile Payment 

have been more and more popular and deeply affect human life [1][2]. However, these 

applications face more serious security risks than before [3]. For example, more than 70 countries 

and regions were attacked by the newly produced computer virus WannaCrypt0r 2.0 and suffered 

high damages [4]. Uber lost large scales of sensitive information, which may be related to 57 

million users and 7 million drivers [5]. Besides the traditional security problems, new techniques, 

such as blockchain, may become exposed to security threats. For example, the famous incident 

DAO occurred in Ethereum and the attackers stole about 3.5 million Ether, which was worth 

about 60 million dollars at that time, owing to a smart contract vulnerability [5] [6]. The high 

yield of successful attacks drives the “prosperity” of the black industry. 

 

To deal with the aforementioned cybersecurity problems, many studies are proposed [7-10]. Not 

surprisingly, existing methods mostly focus on centralized models and have the following 

drawbacks. First, it’s difficult to manage data storage and security dynamically. Traditional data 

storage and security management are always built in the trust and centralized environment, while 

attacks on the central management nodes may devastate private data and the networks [11]. 

Second, it’s hard to cope with the high-intensity attacks timely with limited resources. In addition, 

the participants require a security interactive platform, which can protect their privacy and avoid 



124 Computer Science & Information Technology (CS & IT) 

 

information leakage. Third, the white hat hackers can only obtain little revenue from the security 

vendors, such that they have low interests in helping vendors fix their vulnerabilities.  

 

To tackle these challenges, we design a blockchain-based framework, named by Sapiens Chain, 

that protects all participants by using a decentralized, non-monopoly and non-intermediate model. 

We make the following contributions in this work. 

 

First, we design a smart contract for all participants, where the transactions are written into blocks 

and almost impossible to be modified. By defining the incentive mechanism on smart contracts, 

the Proof-Of-Cnocept (POC) providers can be awarded if the task result is adopted by the 

framework. The task details and identities of participants will be disclosed, such that the privacy 

of participants is guaranteed. 

 

Second, we introduce two kinds of nodes, including the ordinary nodes and the fog nodes. 

Ordinary nodes perform task assignment, vulnerability detection, POC construction, and POC 

auditing, while the fog nodes perform node scheduling and storage for POCs and vulnerabilities. 

For reducing the computational resource overhead as much as possible, we propose a novel node 

scheduling method, which combines the proof of work with the distances between nodes. 

 

Third, we propose a novel model that can audit websites, applications and smart contracts auto-

matically. For websites, the model can automatically identify network assets and vulnerabilities 

through knowledge graphs and association rules. For applications and smart contracts, the model 

first extracts basic semantic information through dependency graphs, and then discover vulner-

abilities within the codes by performing analysis on the semantic information. 

 

The rest of the paper is organized as follows. We review the related work in Section 2 and 

propose the framework in Section 3. Section 4 introduces roles, techniques and operational modes 

of the framework. We introduce the typical application in Section 5 and conclude the paper in 

Section 6. 

 

2. RELATED WORK 
 
In this section, we review some related work, including the existing blockchain-based 

cybersecurity protection methods and systems. 

 

2.1. Blockchain-based Cybersecurity Studies 
 
Many novel cybersecurity techniques have been used in website security [12] [13], application 

security [14] and blockchain security [15]. For example, Nikolic et al. [16] present MAIAN, the 

first tool for precisely specifying and reasoning about trace properties, which employs inter-

procedural symbolic analysis and concrete validator for exhibiting exploits. Tsankoc et al. [8] 

present Securify, a security analyzer for Ethereum smart contracts that is scalable, and able to 

prove contract behaviors as safe/unsafe with respect to a given property. 

 

Recently, blockchain technology has made significant contributions to cybersecurity due to its 

immutability, traceability, decentralization, and transparency [12-17]. Zyskind et al. [18] propose 

to protect application data using blockchain, which separates data from permissions, records 

permission settings and data access in blockchain, enabling full control of data access permissions 

and transparent access procedures. Azaria et al. [19] propose a medical data management model 

based on blockchain and smart contract, which records data permissions and operations in the 

blockchain, and is executed by smart contracts to implement data authentication, confidentiality, 

auditing, and sharing. Buldas et al. [20] propose a blockchain-based keyless signature framework, 
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which records the root hash value in the chain and performs multi-file signature, which increases 

the overhead of falsifying signature files, ensuring the integrity of the file. Ali et al. [21] propose 

a distributed domain name resolution system based on blockchain, where this system can 

effectively resist DDoS attacks by layering the domain name resolution logic and the underlying 

consensus mechanism. 

 

However, previous approaches focus on only one or two aspects of cybersecurity, which cannot 

provide a fair and trust environment. Our framework can not only detect vulnerabilities, but also 

protects all participants’ privacy by using a decentralized, non-monopoly and non-intermediate 

model. 

 

2.2. Blockchain-based Cybersecurity Applications 
 
Several applications, such as CertiK [22], SECC [23] and DVP [24], have been produced to 

protect cybersecurity. CertiK uses formal verification techniques to transform smart contracts into 

mathematical models and validate models through logical calculus to prove the security. The 

automated auditing tools are deployed on the server and improve capabilities via plug-in provided 

by white hats. In order to solve the inherent vulnerabilities of the original public chain, wallet, 

and transactions, SECC essentially recreates a public chain, the nodes on which are safe nodes 

and the applications on which are safe applications. DVP built a vulnerability platform on 

blockchain to ensure its security. The system operates on the blockchain and provides the 

required power based on the distributed network of participants, who use the agreement points to 

pay, receive or enhance the verification service. 

 

In contrast to the previous framework, Sapiens Chain can detect the vulnerabilities automatically 

and can handle website security, application security, and blockchain security simultaneously. 

 

3. THE ARCHITECTURE OF THE FRAMEWORK 
 
In this section, we first propose the overview of the proposed framework and then introduce the 

structure. 

 

The overview of the proposed framework is shown in Figure 1. The computing nodes of the 

Sapiens Chain are decentralized and thus each node won’t be affected by others. The users submit 

their tasks including website tasks, application tasks, and smart contract tasks through the browser, 

the fog nodes in Sapiens Chain first distinguish the type of the task, and then segment tasks into 

several parts, running the algorithms to select proper nodes to deal with the task, and finally 

gather the results into a report. 

 

 

Figure 1.  Sapiens Chain overview 
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The hierarchical structure of Sapiens Chain is shown as Figure 2. Sapiens Chain has 4 layers, 

including the resource layer, the transport layer, the contract layer, and the application layer.  

 

Figure 2.  The architecture of Sapiens Chain layers 

 

a) The resource layer integrates a large number of resources, which ensures that Sapiens Chain 

can have a large detection capacity. The essence of the resource layer is a distributed ledger that 

records the service information of all participants [25]. The record format is related to the public 

chain where the framework runs, and the records are guaranteed to protect the rights of the 

service provider from being infringed. 

 

b) The transport layer, which relies on P2P network, is used to transmit information, which 

includes resource scheduling and information dissemination [26]. The nodes in Sapiens Chain are 

theoretically accessible to each other. The ledgers of nodes will be synchronized after finishing 

tasks. 

 

c) The contract layer is designed to contract the service process, including both consensus and 

incentive and punishment mechanisms. The consensus mechanism is consistent with the 

consensus mechanism of the underlying blockchain, and all kinds of nodes are ranked according 

to the active level and task completion degree [27]. According to the accuracy and fairness of the 

results of the consensus mechanism, this framework can achieve good audit performance. Based 

on the ruling result of the consensus mechanism, the incentive and punishment mechanism 

rewards or punishes nodes and writes the results of arbitration on the chain and then can protect 

the rights of the contributors. 

 

d) The application layer realizes the fragmentation and classification of tasks, and the centralized 

security service of traditional security vendors is distracted, distributed to each node, therefore the 

benefits are shared [28]. Each node accesses the service through the blockchain browser at the 
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application layer. The distribution of the fragmentation task adopts a redundancy mechanism. The 

selected nodes get several non-repeating segments, and each segment is dispersed to several non-

repeating nodes. The nodes perform three different types of tasks, which includes manual 

vulnerability detecting, POC writing and auditing, and running automatic auditing tools.  

 

4. THE OPERATION MODE OF THE FRAMEWORK 

 
In this section, we first introduce two kinds of nodes and the inherent techniques, and then 

propose how to operate this framework.  

 

4.1. Nodes 

 
Sapiens Chain includes two kinds of nodes: ordinary nodes and fog nodes. 

 

4.1.1. Ordinary Nodes 

 
The ordinary node contains 6 different roles, which is shown as follows. 

 

• User. The user submits the tasks, which requires to be detected by Sapiens Chain. The privacy 

of users and the immutability of the transactions can be protected by smart contracts defined 

between users and Sapiens Chain. 

 

• Proof of Concept Developer (POCD). The POCD provides POCs. Essentially, each node of 

Sapiens Chain can be a POCD, whose gains are related to the number of accepted POCs and 

called POCs. 

 

• Proof of Concept Auditor (POCA). The POCA audits the POCs, which is provided by POCD. 

The POCAs are generated through an arbitration mechanism among POCDs. 

 

• White Hat Hacker (WHH). The WHH is the provider that can supply manual audit services. 

WHHs are selected through a scheduling scheme, which is designed by Sapiens Chain. 

 

• White Hat Auditor (WHA). The WHA is one of the WHHs, which has a higher active degree 

and generated by an arbitration mechanism. Its task is to test the auditing results submitted by 

WHHs. 

 

• Computational Resources Owner (CRO). The CRO deploys an automatic vulnerability audit 

tool and is called by a scheduling algorithm. As providing automatic auditing, CROs benefit from 

their own computational resources, which can reduce the operating costs and increase the 

enthusiasm simultaneously.  

 

4.1.2. Fog Nodes 

 

The fog node is responsible for node scheduling, POC storage, report storage, and key assignment 

for each ordinary node [29]. It runs a proof of work and node distance-based scheduling 

mechanism that can select appropriate CROs to perform the detection service. In addition, the fog 

nodes can store the submitted vulnerabilities, accepted POCs and test reports, such that these 

relevant resources can be reused. 

 

Figure 3 shows how different roles of nodes interact with each other. The user issues a task to the 

fog node, and the fog node schedules CROs, WHHs or WHAs according to the given tasks. CROs 
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receive POCs which are provided by POCDs and audited by POCAs and then run detection 

processes. The vulnerabilities submitted by WHHs will be audited by WHAs and finally received 

by the fog nodes, while WHHs can also submit vulnerabilities to users through the fog nodes. The 

fog nodes can distribute tasks and collect reports. 

 

 

Figure 3.  Roles in Sapiens Chain                                                                                                                             

4.2. The Algorithms 
 
The algorithms of Sapiens Chain can be categorized into scheduling algorithms and security 

algorithms. 

 

The scheduling algorithms called by the fog nodes, are used to allocate tasks or computational 

resources dynamically according to the different roles of ordinary nodes. These algorithms run for 

POCD, POCA, CRO, WHH, and WHA selection. Following the principle of proximity, the 

algorithms rank the computational resources according to the proof of work mechanism and select 

the nodes closest to the users [30]. Since task auditing by WHHs requires professional knowledge, 

we ensure the ability of the nodes by applying the incentive mechanism and punishment 

mechanism which will be introduced later.  

 

The security algorithms use symbolic execution, taint analysis, and formal verification to detect 

website, application and smart contract vulnerabilities. For websites, Sapiens Chain can detect 

vulnerabilities with thousands of built-in predefined knowledge graphs and association rules, 

which can automatically identify asset information and then realize deep detection of security 

vulnerability. For applications and smart contracts, Sapiens Chain builds the dependency graphs 

to extract basic semantic information. With these semantics and the control flow graphs, it can 

match vulnerability patterns, which can avoid possible path execution errors and improve the 

detection accuracy. 
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4.3. Work Mode 

 
4.3.1. Reward Mode 
 

The reward mode refers to that the users submit tasks and then select the automatic audit service 

or the manual audit service. For the automatic audit service, the CROs are scheduled by the fog 

nodes to call the automatic detection tools. POCs stored in fog nodes will be installed on the tools 

on CRO, and then CRO runs the tools to output a report about vulnerabilities and patches. For the 

manual audit mode, the fog nodes schedule WHHs, who can also submit reports to WHAs. This 

process ends until the reports are approved. 

 

4.3.2. Claim Mode 
 

The claim mode refers to the mode where the WHHs actively submit the vulnerabilities, which 

can be claimed by users if needed. The WHHs can encrypt the details of vulnerabilities with 

users’ public keys and send them to the fog nodes for storage. Then the fog nodes transport the 

information to users and determine whether they will claim. The WHHs can benefit if the 

vulnerabilities are claimed.  

 

4.4. Incentive and Punishment Mechanism 
 

4.4.1. Incentive Mechanism 
 

In order to avoid issues of network abuse and encourage more nodes to provide computational 

resources, we propose the fuel called SACF, which can be exchanged in Sapiens Chain. The 

SACF can be regarded as a reward after each role provides effective services, and it can be paid 

for services purchasing by users. Different roles can be rewarded under the following situations. 

(1) POCDs submit POCs and the POCs are adopted after review; (2) POCAs participates in POC 

audit and their final audit results are adopted, (3) WHHs submit vulnerabilities which are also 

adopted, (4) WHAs audit the vulnerabilities and the results are adopted, (5) CROs provide 

complete audit services and finally output an available audit report. 

 

4.4.2. Punishment Mechanism 
 

In order to deal with the problem of node dishonesty, we propose a punishment mechanism. For 

CRO, we define a parameter that measures the average processing capacity, which corresponds to 

the number of running tasks and computational resources. The parameter will drop when the CRO 

did not complete the task. When this parameter of the nodes becomes zero, we will abandon such 

nodes. For WHHs, if the vulnerabilities submitted in the reward mode are not approved or these 

submitted in the claim mode are not successfully claimed, we will punish them and decrease their 

rankings which denote the priority to be scheduled. We omit the mechanisms for POCAs and 

WHAs as it’s similar to the WHH case. 

 

5. PRACTICAL RESULTS AND TYPICAL APPLICATIONS 
 
In this section, we first introduce the practical results of the proposed framework and then 

propose typical applications. 

 

5.1. Practical Results 

 
We implement our framework as a security auditing platform, which aims to detect risks and 

vulnerabilities and give suggestions for improvement. In our framework, each selected CRO node 
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is an automatic audit tool, which can audit websites, applications and smart contracts. Taking 

several test websites for example, we run the CRO node and get the result as below. 

 

 As shown in Figure 4, 80% of detected websites are at low risk level, while 20% are at high level. 

This demonstrates that, our framework can distinguish risk levels. As shown in Figure 5, in one 

test website, we can detect 368 vulnerabilities, and 179 vulnerabilities are at high risk level. This 

demonstrates that our framework is effective in detecting vulnerabilities. After detection, the node 

will output a report containing specific vulnerabilities and corresponding suggestions. 

 

Figure 4.The risk types of website 

 

Figure 5. The risk types of vulnerabilities 

5.2. Typical Applications 
 
The framework has the following application scenarios. 

 

(1) Website, application and smart contract security. In order to protect the website from attacks, 

security vendors often exploit and repair vulnerabilities with the help of the security team or the 

vulnerability platform. However, the security teams of different vendors are not strong enough to 

cope with the surge in cybersecurity, such that they may not identify hidden vulnerabilities. 

Sapiens Chain builds a trust security audit platform for all practitioners in the field of 



Computer Science & Information Technology (CS & IT)                                 131 

 

cybersecurity so that we can provide vulnerability audit services with high accuracy. During the 

auditing process, Sapiens Chain can protect the privacy and reward according to the donation, 

which can attract more and more white hats. 

 

(2) Shared Economy. In Sapiens Chain, CROs can earn revenue by sharing idle network 

bandwidth, storage space, and computational resources. Through the trusted interactive network 

built by blockchain technology, Sapiens Chain allocates resources through the scheduling 

algorithms, which can closely meet the requirement of the sharing economy.  

 

6. CONCLUSIONS 
 
In this paper, we proposed Sapiens Chain, a blockchain-based cybersecurity framework for 

security detection and protection. Sapiens Chain leverages the combination of blockchain 

technology and artificial intelligence that distribute computational resources and accomplish tasks 

automatically. Based on blockchain, the framework collect resources for the missions, at the same 

time using the distributed ledger to guarantee the immutability of the reward process. Using 

artificial intelligence, each CRO node is an automated audit tool, and its audit capacities can be 

continuously improved through machine learning whose samples come from the manual detection 

process, which means the samples are endless. The practical results demonstrate the effectiveness 

of the proposed framework. 
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ABSTRACT 

 

Researchers are actively investigating wireless sensor networks (WSNs) with respect to node 

design, architecture, networking protocols, and processing algorithms. However, few 

researchers consider the impact of deployments on the performance of a system. As a result, an 

appropriate deployment simulator that estimates the performance of WSNs concerning several 

deployment variables is needed. This paper presents a holistic deployment framework that 

assists decision makers in making optimum WSN deployment choices by considering the terrain 

of their region of interest and type of deployment. This framework employs empirical 

propagation models to predict the performance of the deployment in terms of connectivity, 

coverage, lifetime, and throughput for stochastic and deterministic deployments in dense tree, 

tall grass, and short grass environments. The outlined framework can serve as a useful 

prototype for creating deployment simulators that optimize WSN deployments by considering 

terrain factors and type of deployment.  
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1. INTRODUCTION 
 

A wireless sensor network (WSN) is an information retrieval and processing platform with vast 

potential. The development of WSNs is a challenging field due to their many requirements and 

properties. Microsensors and related micromechanical processor systems embedded in each other 

have propelled recent advances in WSN development. These advances have precipitated the 

production of small, low-cost, distributed sensor devices for possessing, sensing, and signal 

processing in wireless communication. A WSN can be fitted with digital hardware devices that 

enable the creation of media content, such as cameras, microphones and other sensors. With the 

accompanying equipment, sensors can capture videos, images, audio, and scalar sensor data and 

then deliver the content through the network. 

 

A WSN consists of several nodes that have sensing and self-networking capabilities. These nodes 

are connected in the WSN’s wireless range to share information and transmit data to the base 

station. Collected data can assume numerous forms, such as, temperature, humidity, infrared 

radiation, images, audio, and videos. The base station obtains and receives data from sensors and 

processes the data for decision-making. Due to the diverse sensing capabilities of WSNs, they can 

be employed in military, industrial, healthcare, environmental applications[1]. For specialized 
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applications, unique categories of WSNs exist, such as wireless multimedia sensor networks 

(WMSNs), underwater wireless sensor networks, and wireless body sensor networks. 

 

A WSN’s deployment model is responsible for determining a node’s position, size, cost, and 

layout over a region of interest (RoI). Deployment parameters have a direct influence on the 

WSN’s performance and require optimization to achieve the application goal. Deploying WSN 

nodes is performed by one of two types of methods: stochastic methods or deterministic methods. 

Stochastic deployment is a practical deployment for large-scale networks, in which the nodes are 

randomly deployed. This approach is suitable for areas where access is difficult and placement of 

the nodes cannot be controlled. Nodes are usually dropped from an airplane or other airborne 

mechanism, which produces a uniform distribution of nodes. The second choice is to 

deterministically deploy sensor nodes, which can be the best choice for achieving the system 

goals. In deterministic deployment, sensor node positions are predetermined, and an accessible 

region of interest exists to place sensor nodes[2]. 

 

WSN performance analysis currently assumes flat environments and provides unrealistic 

results[3]. In real-life situations, sensor nodes are deployed in environments that contain various 

obstacles, such as trees, grass, and concrete. Due to variations in application requirements, nodes 

can be placed at different heights, which may cause changes in propagation paths that differ from 

those in the traditional free space propagation model. Using empirical propagation models, this 

research aims to study the effects of the deployment environment on WSN performance. 

Empirical propagation models of tall grass, short grass, and dense trees are used to estimate 

deployment coverage, connectivity, network lifetime and throughput[4]. 

This paper presents a realistic decision-making methodology for stochastic and deterministic 

deployments of WSN. The remainder of the paper is organized as follows: In Section 2, a 

literature review is presented. A modeling and simulation approach using empirical radio models 

and stochastic and deterministic deployments is presented in Section 3. Section 4 shows the 

simulation results for theoretical and realistic scenarios. Section 5 presents the study’s 

conclusions and a discussion of future research.  

2. BACKGROUND WORK  
 
The author in [5] provides a framework and/or detailed process for creating simulators for 

application-specific WSN deployments. This simulator helps decision-makers select alternatives 

for WSN deployments. This framework considers application-specific factors and may be utilized 

in WSN stochastic deployment optimizations. The results indicate that the simulation offers a full 

view of every deployed node. The simulation also shows the influence of various deployment 

parameter levels on the efficiency of a deployment. Although the framework presented by the 

study offers guidance to the processes for building deployment simulators, the researchers note 

the need for improvement in various aspects. First, improvement in deployment distributions is 

needed; this problem is central to any WSN stochastic deployment. Another suggested aspect for 

improvement in the study pertains to RF models. The study indicates that accurate RF 

propagation modeling is a highly important WSN deployment topic. RF models prevent the 

generation of misleading conclusions. Every deployment simulator should require access to these 

models to improve the accuracy of their results.  

 

The author in [6] investigated a deterministic and random node deployment, particularly for 

large-scale wireless sensor networks. This study examined three main performance metrics: 

energy consumption, message transfer delay, and coverage. The research considered three 

competing node deployment schemes: uniform random scheme, square grid scheme, and pattern-

based Tri-Hexagon Tiling (THT) scheme. The study employed a simple energy model that 
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examined energy consumption for every deployment scheme. The researchers concluded that a 

WSN can rely on THT as the best performing node deployment strategy. In terms of future 

research, the study recommends the consideration of other deployments and a more detailed WSN 

energy model. 

 

In another study [7], the researchers performed simulations of random node deployments over a 

square area of varying densities and assumed that their network was composed of simple sensor 

nodes. The research also proposes a model for simulating a random sensor deployment and other 

features to empirically calculate the connectivity probability between a certain number of anchor 

and sensor nodes. The study proposes that future studies should concentrate on implementing an 

accurate RF propagation model to prevent misleading conclusions from simulated results. 

 

The study [8] proposes a systematic methodology for sensor placement using random 

distributions. The quality of a deployment is evaluated based on a proposed set of measures. The 

study thoroughly examines the impact of deployment strategies on WSN performance. The study 

also proposes a novel hybrid deployment scheme using the suggested deployment quality 

measures that attain the best performance. The deployment scheme and measures of deployment 

quality are evaluated using extensive simulations. The results indicate that the hybrid strategy 

outperformed other deployment schemes, including random, exponential, Gaussian, and uniform 

distributions. This strategy outperformed other strategies for grounds of delay, packet delivery 

ratio, network partition time, coverage, and average residual energy. This research aims to derive 

accurate analytical models to compare with simulation results. 

 

A further study [9] emphasizes two important aspects of WSN planning and/or deployment 

platforms. The framework is based on the J-Sim simulator, which details the manner in which a 

platform can be implemented. The platform aims to identify application-specific requirements, 

simulate an entire WSN, and obtain a deployment solution that is optimal in terms of node 

numbers, node type, node placement method, and various protocols. The researchers plan to 

reinforce a WSN planning and deployment performance evaluation and/or optimization in future 

studies. Additional novel models and/or protocols need to be investigated, including route 

protocols, obstacle, radio, and environment models. 

 

The study in [10] includes a research-in-progress that aimed to develop a decision-support system 

that can be used to predict optimal WSN node deployments for a given area. This proposed 

system includes simulation, image-processing, decision-making and prediction capabilities 

without the use of extensive parametric statistical techniques. The proposed system would enable 

rapid, optimized, cost-effective, and reliable sensor deployment on various existing structures 

and/or terrains during natural disasters and extreme scenarios, such as military operations. 

Considering that the system would be designed using open architecture and freely offered to the 

entire research community, it will likely impact future WSN research. This effect would fill 

unmet decision-support system demand and aid in designing and managing complex WSN 

deployments. 

 

Another paper [11] discusses various node deployment schemes, including efficiency enhancing 

parameters. The study proposes a new deployment scheme, in which the area of interest is divided 

into different small circles with nodes that are positioned at the center and diametric ends. This 

particular pattern has two-coverages (similar to hexagonal and square schemes) and has a degree 

of four. Based on the simulation results, the proposed pattern utilizes fewer nodes. The scheme 

offers a better degree and coverage than triangular, squared and hexagonal schemes. The scheme 

efficiently conserves energy with minimum delays compared with other schemes. However, this 

research does not consider the impact of terrains and obstacles. 
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In additional research [12], the author contributed to identifying methods for prolonging the 

network lifetime. To evaluate the lifetime of sensor networks, the best approach for placing 

sensors with the highest efficiency is required. Using MATLAB software for simulation, the 

authors developed a network that consists of nodes that are geometrically distributed in the form 

of stars. Each star deployment had a different number of branches with different existent energy. 

Based on the simulation analysis, these researchers discovered that geometric distributions 

provide a significant increase in WSN lifetimes compared with random distributions. 

 

Researchers have conducted a survey [13] aimed at discovering the most efficient deployment of 

sensor networks, which usually have unbalanced energy consumption. This research evaluated the 

impact of Gaussian deployments on the performance of a wireless sensor network. The authors 

performed simulations on the following elements: random traffic, homogeneous nodes, and 

stationary sinks. This procedure included uniform and Gaussian deployment strategies. These two 

strategies were divided into random and engineered deployments. To ensure a comprehensive 

analysis of the given area, future research should examine the performance of other deployment 

strategies. 

 

The author of [14] focused on evaluating the appropriate number of clusters that can be used in a 

WSN with the goal of maximizing its lifetime. Their research contributed to the evaluation of the 

hierarchical clustering routing protocol. The authors focused on applying this protocol to several 

deterministic deployment schemes, such as uniform, star, hexagonal and circular distribution. The 

analysis of the simulation results revealed a significant relationship between the sink location and 

the number of clusters, which maximizes the WSN lifetime. Thus, a higher number of clusters is 

useful for a sink that is located in the center of a sensor area, whereas a smaller number of 

clusters is useful for a sink that is located far from the sensor area. These distributions reduce the 

energy consumed by the WSN. This research uses theoretical propagation models that do not 

consider the effect of terrains on WSN performance.  

 

The study in [15] calculates the efficiency of different deployment patterns. These patterns were 

compared in terms of two performance measures. The first performance measure is the network 

efficient coverage area ratio; the second performance measure is the total coverage area for 

varying number of nodes. The research in this paper is based on exploring the best approach to 

deploying wireless sensor nodes that ensures the highest efficiency in coverage areas using 

efficient coverage area ratios. Using MATLAB as a simulation tool, they conducted a simulation 

based on the deploying sensor nodes in two patterns: square and triangular. The analysis shows 

that the triangle sensor node deployment pattern is more efficient in minimizing the number of 

nodes, efficiency, and energy consumption. 

 

A thorough review of the literature reveals a lack of studies that evaluate WSN deployment 

performance using practical methods. An extensive range of assessment approaches exist; 

however, the majority of these approaches use conventional linear measurements, which are not 

applicable to WSN. Instead, propagation models are commonly employed to test in-field or 

simulate the performance in different environments and terrains. Propagation models seem to 

expose the most critical gaps in the design and methodology of WSNs, including routing 

protocol, measured performance, and matters related to the continuous use of the technology. 

Assessments performed with this model exhibit drastic differences in WSN performance in 

various environments. Terrain, its density, and other environmental constraints occur to vary the 

effectiveness of a WSN even though the sensor capacity was reviewed as a complex of evolving 

signals. Using empirical propagation models is increasingly becoming a vital factor in simulating 

WSNs to predict the performance of real deployments. Applying free space propagation models is 

considered to be an overly optimistic prediction method that simplifies the difficulty of 

deployment. The Office of Naval Research (ONR) [16] claims that “modeling environments 

capable of optimizing the placement of available sensors within an area of interest to achieve 
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persistent surveillance”. A demand exists to optimize WSN deployment frameworks by including 

empirical propagation model’s deployment choices via the inclusion of several factors, such as 

terrain-driven deployment, connectivity, coverage, lifetime, and throughput in one holistic system 

[17]. 

 

3. REALISTIC WSN SIMULATION 
 
This section presents the components of the WSN deployment framework. Simulation 

experiments are performed on a MATLAB platform to implement the network and compare the 

performance. The framework supports stochastic and deterministic deployments, different 

theoretical and empirical propagation models, variable transmit power, and variable sensing 

ranges. 

 

3.1. Empirical Propagation Model 

 
A propagation model is used to test in-field or simulate the performance of a WSN in different 

environments and terrains. Propagation models seem to expose the most critical gaps in the 

design and methodology of WSNs, including routing protocol, measured performance, and 

matters related to the continuous use of the technology. To obtain a realistic performance analysis 

of the deployment, empirical propagation models are utilized to calculate several performance 

metrics. In this framework, six different propagation models that cover various types of terrains 

are employed. Each terrain propagation model was measured with different heights[4]. This 

research investigates three types of terrains: short grass, tall grass, and dense trees with different 

heights. Table 1 shows the propagation models. 

 
Table 1.  Empirical Propagation Model. 

Terrains Cases Models 

Short Grass Nodes at zero height 70.62+34.01 log
10
d

 
Nodes at 17 cm 53.29+39.00 log

10
d

 
Tall Grass Nodes at 3 cm 53.29+31.31 log

10
d

 
Nodes at 50 cm 37.02+35.33 log

10
d

 
Dense Tree Nodes at zero height 52.23+28.11 log

10
d

 
Nodes at 50 cm 35.0+32.74 log

10
d

 
 

3.2. Network Deployment 
 
The framework supports stochastic and deterministic deployment[2]. For stochastic deployments, 

the positions of the nodes are randomly determined over the defined area. In addition, the 

framework supports three deterministic deployments: triangular, hexagonal and square 

deployments as shown in Fig. 1. For these deployments, the position of each node is defined 

based on the type of deployment, the area size and the distance between two nodes. 

 

Figure 1.  Deterministic deployments: triangular, square and hexagonal. 
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3.3. Empirical Energy Models  

 
The energy dissipation of a WSN can be estimated by calculating the cost of the routing 

communication activity. The LEACH protocol [18], which focuses on fairly distributing the 

energy node between two WSN nodes, is employed to maximize the network lifetime and the 

energy dissipation on each node. The main idea of the LEACH is clustering, in which the network 

is divided into clusters that have a cluster head and members. The number of single hop 

communications that directly connect to the base station is lessened by only enabling the cluster 

heads to communicate. The cluster head aggregates the data from the cluster member and directly 

sends it to the base station. To measure the performance of the LEACH, the radio energy model 

[19] [20] is used to estimate the energy dissipation for transmitting and receiving data, as shown 

in Fig.2. The transmitter consumes energy due to power amplification and radio electronics, 

whereas the receiver loses energy due to radio electronics. To calculate the power attenuation 

between the sender and the receiver, the distance between them is employed. The propagation 

loss for each type of terrain is inversely proportional, as shown in Table I. 

 

Transmit 

Electronics

Eelec *l

Tx Amplifier

Eamp *l*dn

Receive 

Electronics

Eelec *l

L-bit message L-bit message 

d

 

Figure 2.  Energy model in wireless sensor network. 

The radio energy dissipation to transmit a message that has l-bit over a distance d will be: 

ETx(l,d)=ETx-elec(l)+ETx-amp(l,d)                         (1) 

 

Empirical models follow a first-order log-distance polynomial model, and the equations that 

express the relationship among the path loss, transmitted power and received power is: 

Lp=Pt[dBm]-Pr[dBm]+Gt[dB]+Gr[dB]                        (2) 

 

Where: 

Lp: the path loss in dB; Pt: the transmitted power; Pr: the received power; Gt: the transmitter 

gain; Gr: the receiver gain. 

The transmit power can be adjusted depending on the design and needs of a WSN. To obtain the 

transmit power, each terrain path loss model and equation (2) are combined: 

P
r_short_grass_node_at_0m

=
Pt Gt Gr

11.534532 ×106 × d3.401

                                 (3) 

P
r_short_grass_node_at_17cm

=
Pt Gt Gr

0.00685488 ×106 × d3.9

             (4) 

P
r _ tall _ grass_ node_ at _ 3cm

=
Pt Gt Gr

0.2133×10
6 × d

3.131
             (5) 

P
r_tall_grass_node_at_50cm

=
Pt Gt Gr

0.005035×106 × d3.533

            (6) 
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P
r_dense_tree_node_at_0m

=
Pt Gt Gr

0.167 ×106 × d2.811
            (7) 

P
r_dense_tree_node_at_0m

=
Pt Gt Gr

3.162 ×106 × d3.274
            (8) 

The amplifying energy on the transmitter side depends on two factors: receiver sensitivity and 

noise figure. To obtain the minimum transmitted power, a backward process is performed starting 

from the power threshold to ensure that the received power must be higher than the threshold. 

Multiplying the bit rate by the transmit energy per bit will generate transmit power and by 

inputting the value of amplifying energy for each type of terrain: 

Pt =

E
short_grass_0_amp

R
b
d

3.401

E
short_grass_17_amp

R
b
d

3.9

E
tall_grass_3_amp

R
b
d

3.131

E
tall_grass_50_amp

R
b
d

3.53

E
dense_tree_0_amp

R
b
d

2.81

E
dense_tree_50_amp

R
b
d

3.274

















         (9) 

The received power can be obtained using the empirical channel propagation models from the 

previous section: 

Pr =

E
short_grass_0_amp

R
b
G

t
G

r

11.535×10
6

E
short_grass_17_amp

R
b
G

t
G

r

0.0069 ×106

E
tall_grass_3_amp

R
b
G

t
G

r

0.2133×106

E
tall_grass_50_amp

R
b
G

t
G

r

0.005×106

E
dense_tree_0_amp

R
b
G

t
G

r

0.167 ×106

E
dense_tree_50_amp

R
b
G

t
G

r

3.162 ×106























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                       (10) 

The received power can be obtained using the empirical channel propagation models from the 

previous section: 

E
short_grass_0_amp

=
P

r−thresh
×11.535×106

R
b

× G
t
× G

r

           (11) 

E
short_grass_17_amp

=
P

r−thresh
× 0.0069 ×106

R
b

× G
t
× G

r

           (12) 

E
tall_grass_3_amp

=
P

r−thresh
× 0.2133×10

6

R
b

× G
t
× G

r

           (13) 

E
tall_grass_50_amp

=
P

r−thresh
× 0.005×106

R
b

× G
t
× G

r

           (14) 
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E
dense_tree_0_amp

=
P

r−thresh
× 0.167 ×10

6

R
b

× G
t
× G

r

           (15) 

E
dense_tree_50_amp

=
P

r−thresh
× 3.162 ×106

R
b

× G
t
× G

r

           (16) 

The following formula is used to calculate the receiver threshold: 

Pr-thresh[dBm]= 10log(KTB)+ F[dB]+ C/N[dB]        (17) 

where:  

K: Boltzmann's constant; T: Absolute temperature in Kelvins; KT≈ 4*10-18 mW/Hz; B: 

Bandwidth of the signal in Hz; F: Noise figure of the receiver; C/N: Signal-to-noise ratio.  

To successfully receive a packet, the received power must be higher than -94 dBm. The dissipated 

energy for each bit in the transceiver electronics is set to 50 nJ/bit. By adding the values in this 

experiment (Gt=Gr=1.86 dB, ht=hr=5 cm, Rb=1 Mbps), the amplifying energy for each type of 

terrain would be: 

Eshort_grass_0_amp = 1.949pJ/bit/ m
3.401             

(18)
 

Eshort_grass_17_amp = 1.158pJ/bit/ m
3.9            

(19)
 

Etall_grass_3_amp = 0.036pJ/bit/ m
3.131            

(20)
 

Etall_grass_50_amp= 0.851fJ/bit/ m
3.533            

(21)
 

Edense_tree_0_amp= 0.0282pJ/bit/ m
2.811            

(22)
 

Edense_tree_50_amp= 0.5344pJ/bit/ m
3.27            

(23) 

A comparison with well-known theoretical propagation models was performed to show the effect 

of real environment terrains on a WSN. The impact of free space and two-ray propagation models 

on WSN performance are compared with the performance of all empirical models. This effect 

drives the energy models, and using the parameters in this experiment, the energy models would 

be: 

Efree_space_amp= 1.10fJ/bit/ m
2             

(24)
 

Etwo-ray_amp= 0.0013pJ/bit/ m
4         

   (25)
 

3.4. Node Connectivity 

The connectivity of a network measures how well the nodes in a network are connected within 

the deployed area. The connection between two wireless nodes comprise either a direct link or an 

indirect link. To define a communication link between two nodes n1(x1,y1) and n2 (x2,y2), the 

Euclidean distance d between them is calculated.   

d(n
1
,n

2
) = (x

1
− x

2
)2 + ( y

2
− y

1
)2            (26) 
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If the Euclidean distance between the two nodes is less than the communication range, it is 

defined as a directly connected node. For these nodes, the maximum transmission range 

determined by the empirical RF propagation model of a specific environment will determine the 

connectivity between these nodes. 

d
short _ grass_ node_ at _0m

= (
P

t
G

t
G

r

11.534532 ×106 × P
r−thresh

)
1

3.401
          (27) 

d
short _ grass_ node_ at _17cm

= (
P

t
G

t
G

r

0.00685488 ×106 × P
r−thresh

)
1

3.9
          (28) 

d
tall _ grass_ node_ at _3cm

= (
P

t
G

t
G

r

0.2133×106 × P
r −thresh

)
1

3.131          (29) 

d
tall _ grass_ node_ at _50cm

= (
P

t
G

t
G

r

0.005035×106 × P
r−thresh

)
1

3.533
          (30) 

d
dense _ tree _ node_ at _ 0m

= (
P

t
G

t
G

r

0.167 ×106 × P
r−thresh

)
1

2.811           (31) 

d
dense_ tree_ node_ at _50cm

= (
P

t
G

t
G

r

11.534532 ×106 × P
r−thresh

)
1

3.274
          (32) 

The connectivity matrix is used to evaluate an entire network’s connectivity. The matrix has the 

size of n * n, where n is the number of nodes in the network. Based on the radio range and the 

distance between the nodes, the matrix element will have a value of 1 if they are connected and a 

value of 0 if they are not connected. The indirect links between the nodes are calculated by 

scanning all nodes to identify indirect nodes between the previous two nodes. The connectivity 

percentage is calculated when the connectivity matrix is ready. The framework checks the 

connectivity among all nodes on each LEACH round and shows the variation in the connectivity 

for the surviving nodes.  

 

3.5. Region of Interest Coverage 

 
Coverage is one of the most important metrics that measures the deployment effectiveness and 

the quality of service of a WSN. Coverage indicates the number of points in the deployment area 

that are covered by the deployed sensors. The binary disc sensing model is adapted to compute 

the average. The sensing area is the circle that surrounds a sensor with the radius r, which is equal 

to the sensing range of the sensor. Each point that does not fall within this radius is considered to 

be an uncovered point. The sensing range is assumed to be the same for each sensor and can be 

determined as an input. 

 

C
xy

S
i( ) =

1: if d S
i
, P( ) ≤ r

0 : otherwise







            (33) 

where Si is the sensor node position, P is the position of any node in the area, and r is the sensing 

range. The distance between the node and the point is calculated using the Euclidean distance 

equation. The percentage of coverage is given by: 

 

Coverage =
c

p∈P
1∑

×100             (34) 
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The framework checks the change in coverage on each round due to the change in the remaining 

number of nodes. 

 

4. DEPLOYMENT ANALYSIS 

 
In this section, the holistic performance of stochastic and deterministic deployment is analyzed 

for all terrains. The provided results support decision-making processes by studying the impact of 

several factors that influence the WSN performance. MATLAB is used to implement and analyze 

the deployment. The following section shows the analysis of the simulation output, where the 

deployment area is a rectangle with a size of 200 m X 200 m. The base station is located at 100 m 

X 205 m. Four common deployments tested with the same variables were applied to all 

environments to estimate the coverage, connectivity, lifetime, and throughput. The data packet 

has 6400 bits, and the control packets have 200 bits. The number of cluster heads for each round 

is 5% of the total number of remaining nodes. The initial energy is the same for all nodes, which 

is 2 joules. The holistic performance of the network was tested with a variable number of nodes 

and sensing ranges. 

 

4.1. Lifetime 

 
Using the presented framework, the lifetime is computed and simulated, and the results are 

presented in Figures 3-6. 
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Figure 3.  Lifetime of random deployment in rounds for all terrains. 
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Figure 4.  Lifetime of triangular deployment in rounds for all terrains. 
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Figure 5.  Lifetime of square deployment in rounds for all terrains. 
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Figure 6.  Lifetime of hexagonal deployment in rounds for all terrains. 

The results of simulating the propagation models of different environments with different 

deployments show a significant difference between the theoretical propagation model and the 

empirical propagation model. Placing nodes on the ground in a dense tree environment yields the 

longest network lifetime, whereas setting the nodes over the ground (height of seventeen cm) in a 

short grass environment yields the lowest lifetime. The first node dies in the dense tree 

environment at 3519 rounds with 62025 total packets sent to the base station. This finding is 

lower than the results received from the free space model. For short grass with the nodes spaced 

at a height of 17 cm, the first node dies in the third round with only 31 packets sent to the base 

station from the entire network. The significant variations in the lifetime of the network are 

caused by the path loss exponent of each terrain. The dense tree environment has a path loss 

exponent of 2.81, which is the lowest path loss exponent among all terrains, whereas the short 

grass environment has the highest path loss exponent of 3.9. The lifetime is stable for all terrains, 

even if the number of nodes is increased; however, it gradually decreases with the random 

deployment. Stochastic and deterministic deployments have the highest lifetime with 50 to 100 

nodes. Placing the nodes on the ground among a dense tree environment ensures the longest 

network lifetime, whereas setting the nodes over the ground in a short grass environment 

produces the lowest lifetime. The number of dead nodes becomes stable with 60 to 80 nodes for 

most terrains for all deployments. The lifetime is the highest with random deployments compared 

to other deployment options. All deterministic deployment nodes have a lower lifetime due to the 
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required distance between two nodes to cover all regions of interest. This arbitrary distance 

causes the data transmission cost to exceed the random deployment.   

 

4.2. Connectivity 

 
The results obtained from the framework are presented in the following figures.  
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Figure 7.  Connectivity of random deployment for all terrains. 
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Figure 8.  Connectivity of triangular deployment for all terrains. 
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Figure 9.  Connectivity of square deployment for all terrains. 
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Figure 10.  Connectivity of hexagonal deployment for all terrains. 

Figures 7-10 represent the connectivity over all terrains with stochastic and deterministic 

deployments. The theoretical free space model, model of dense tree terrain at 50 cm, and model 

of tall grass terrain at 50 cm have the highest connectivity, whereas all other terrains have low 

connectivity for the majority of deployment choices. This finding is attributed to the low median 

path loss at the reference distance. The dense tree model with a height of zero meters has a high 

connectivity with square and triangular deployments due to the distance between two nodes, 

which is enables a high connectivity. For all terrains, the connectivity percentage decreases after 

few rounds due to the high number of nodes that have died. Square and hexagonal deployments 

attain a high connectivity level with 50 to 100 nodes. To optimize the connectivity of random 

deployments, nearly 150 to 200 nodes are needed. The triangular deployment has the lowest cost 

due to the small number of nodes that are required to obtain a high level of connectivity.  

 

4.3. Coverage 
 
The following figures illustrate the amount of coverage that is provided by each deployment and 

the change in the coverage percentage over the network lifetime for each terrain. 
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Figure 11.  Change in coverage for all terrains with random deployment. 
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Figure 12.  Change in coverage for all terrains with triangular deployment. 
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Figure 13.  Change in coverage for all terrains with square deployment. 
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Figure 14.  Change in coverage for all terrains with hexagonal deployment. 

 

Figures 11 to 14 illustrate the coverage in the region of interest, which is defined by at least 35 

nodes for hexagonal deployment, 52 nodes for triangular deployment, 50 nodes for random 

deployment, and 56 nodes for square deployment, respectively. They deploy with a variable 

sensing range for each of the deployments starting from 5 m to 30 m. With a 10- to 15-meter 

sensing range, the triangular deployment achieves almost full coverage in the region of interest. 

Square deployment can provide similar coverage with a few additional nodes. For each 

deployment choice, the region of interest can be covered with a high sensing range: 30 m for 

random deployment, 25 m for triangular and square deployment, and more than 30 m for 

hexagonal deployment. Hexagonal deployment utilizes the highest number of nodes, followed by 

square, triangular, and random deployments. However, random deployment seems inefficient due 

to its defined number of nodes that are randomly stationed. An analysis of the applied techniques 

applied shows that the hexagonal technique has the largest number of nodes. However, triangular 

deployment is the best pattern regarding efficiency within the same region. 
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4.4. Throughput 

 
The following figures show the final throughput for each type of deployment and terrain and the 

impact of deployment and terrain variations on the final throughput of the deployed network.   

 

 

Figure 15.  Number of received packets by the base station for each terrain with stochastic and 

deterministic deployments. 

 

Figure 16.  Random deployment throughput with a variable number of nodes for each terrain. 

 

 

Figure 17.  Triangular deployment throughput with a variable number of nodes for each terrain. 
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Figure 18.  Square deployment throughput with a variable number of nodes for each terrain. 
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Figure 19.  Hexagonal deployment throughput with a variable number of nodes for each terrain. 

 

Figures 15-19 represent the network throughput after ten thousand rounds, which shows the 

number of packets that has been successfully received by the base station. As illustrated in the 

figures, the random deployment has the highest throughput compared with other deployments. 

For all deterministic deployments, the throughput increases by adding nodes and decreases in the 

random deployment for more than 100 nodes. Most of the terrains produce a throughput that is 

similar to the throughput of the theoretical two-ray model. However, they have a low throughput 

compared with the dense tree model with the nodes on the ground, which is similar to the free 

space model. With the exception of the dense tree model with the node on the ground, the impact 

of the deployments, either random or deterministic, among these choices is similar. 

 

5. CONCLUSIONS AND FUTURE WORK 
 
This paper presents a realistic deployment framework that investigates WSN performance for 

several stochastic and deterministic deployments. The study shows that deterministic deployment 

is not the optimum solution when considering a holistic viewpoint, as shown in the literature 

review. A trade-off exists among selecting the optimum coverage, connectivity, lifetime, and 

throughput. This study investigates the impact of empirical propagation models on WSN 

performance. Table 3 summarizes the deployment options and shows the best choice of 

deployment option for each number of nodes from 50 nodes to 200 nodes. The empirical 

propagation model was utilized for dense trees, tall grass, and short grass with different heights to 

devise an accurate performance analysis that considers the surrounding environment. The 

findings of this study indicate that theoretical propagation models are not precise in determining 

WSN performance and the evaluation of WSN performance should include empirical propagation 

models. The findings of this research will support deployment decision makers due to its focus on 

the impact of real environments and the deployment choices that can be applied in the pre-

deployment stage to predict and optimize the deployment efficiency. Future research will focus 
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on optimizing the simulation framework by incorporating artificial intelligence and prediction 

methods. Determining the optimum number of nodes to be deployed for each terrain and their 

locations is an open issue to further investigation. Additional stochastic deployments need to be 

included and analyzed. In addition, the impact of deployment and terrain needs to be explored 

with additional routing protocols. The scope of future research should be expanded to determine 

the performance of multi-terrain environments. 

 
Table 1.  Holistic Performance Summary for Stochastic and Deterministic Deployments.   

Performance Number of nodes Random Square Hexagonal Triangular 

Throughput 

50 √    

100 √    

150 √   √ 

200    √ 

Lifetime 

50 √    

100 √    

150 √   √ 

200    √ 

Coverage 

50    √ 

100    √ 

150    √ 

200  √  √ 

Connectivity 

50 √    

100 √    

150  √   

200    √ 
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